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Résum é

De nos jours, la demande en tra�c mobile a consid érablement augmenté. Face �a cette croissance, plusieurs
propositions font l'objet d'étude pour remédier �a un tel dé�.

L'architecture des réseaux d'acc �es de type Cloud (C-RAN) est l'une des propositions pour faire face �a cette
demande croissante, et constitue une solution candidate potentielle pour les réseaux futurs 5G. L'architecture C-
RAN dissocie deux éléments principaux de la station de base: La BBU ou “Baseband Unit”, qui constitue une unité
intelligente pour le traitement des données en bande de base, et le RRH ou “Remote Radio Head”, constituant une
antenne passive pour fournir l'acc �es aux utilisateurs (UEs). Grâce �a l'architecture C-RAN, les BBUs sont centrale-
ment regroupées, alors que les RRHs sont distribués sur plusieurs sites. Plusieurs avantages sont ainsi dérivés,
tels que le gain en multiplexage statistique, l'ef�cacit é d'utilisation des ressources, et l'économie de puissance.
Contrairement �a l'architecture conventionnelle o �u chaque RRH est exclusivement associé �a une BBU, dans l'archi-
tecture C-RAN plusieurs RRHs sont regroupés en une seule BBU lorsque les conditions de charge sont faibles.
Ceci présente plusieurs avantages, tel que l'amélioration en ef�cacit é énergétique et la minimisation de consomma-
tion de puissance. Dans cette th �ese, nous adressons le probl �eme d'optimisation des associations BBU-RRH. Nous
nous intéressons �a l'optimisation des regroupements des RRHs aux BBUs en tenant compte de crit �eres multiples.
Plusieurs contraintes sont ainsi envisagées, tel que la réduction de la consommation de puissance sous garantie
de Qualité de Service (QoS) minimale. En outre, la prise en compte du changement du niveau d'interférence en
activant/désactivant les BBUs est primordiale pour l'amélioration de l'ef�cacit é spectrale. En plus, décider dynami-
quement de la réassociation des RRHs aux BBUs sous des conditions de charges variables représente un dé�, vu
que les UEs connectés aux RRHs changeant leurs associations font face �a des “handovers” (HOs).

Nous proposons d'abord une approche qui tient compte des interférences pour l'optimisation des associations
BBU-RRH, et qui consid �ere le comportement des RRHs lorsqu'ils sont associés �a une seule BBU. Grâce �a l'OFDMA
(Orthogonol Frequency Division Multiple Access) appliqué au niveau d'une cellule, les RRHs partagent les res-
sources radio orthogonaux d'une BBU, et agissent comme une seule cellule équipée d'un syst �eme d'antennes dis-
tribués (DAS), entra�̂nant ainsi une annulation des interférences “intra-cluster”. Nous formulons d'abord le probl �eme
par une optimisation SPP (Set Partitioning Problem), dont le but revient �a choisir les sous-ensembles des RRHs as-
sociés �a une seule BBU, avec pour objectif principal la réduction de la consommation de puissance, sous contrainte
de garantie minimale de QoS aux UEs. Le probl �eme est représenté sous forme de programmation linéaire en
nombre entiers et appartient �a la catégorie des probl �emes NP-complet. Par conséquent, nous proposons plusieurs
heuristiques dont le but revient �a fournir des solutions sous-optimales �a complexité réduite. Nous appliquons ensuite
ces heuristiques sur une topologie réelle et évaluons les résultats.

En outre, nous formulons le probl �eme d'association BBU-RRH par une solution hybride. Particuli �erement, nous
avons recours �a la théorie des jeux pour attribuer les RRHs aux BBUs, sous forme d'un jeu non-coopératif entre
les RRHs en concurrence pour choisir leurs BBUs adéquates en fonction des conditions de charge, et du niveau
d'interférence de chaque BBU. La convergence vers l'Equilibre de Nash Pur (PNE) est atteinte par l'algorithme de
Meilleur Réponse et la Dynamique de Réplication. Le nombre de BBUs disponibles est décidé centralement en
fonction de la QoS réalisée dans le réseau. L'objectif de notre proposition est de réduire les charges de signalisation
imposées par les approches centralisées.

L'aspect dynamique du probl �eme est traité de même. Particuli �erement, sous des conditions de charge dyna-
miques, les associations BBU-RRH peuvent changer, entra�̂nant ainsi des HOs aux UEs connectés aux RRHs
subissant des réassociations. Notre but serait alors bi-objectif: La réduction de la consommation de puissance et la
réduction du taux de réassociation des UEs desservies. Nous proposons ainsi un probl �eme d'optimisation bi-objectif,
ciblant les deux métriques, et formulé par SPP. De même, nous proposons une heuristique visant �a trouver un bon
compromis entre l'économie de puissance et la réduction du taux de réassociation. Nous proposons en outre, une
approche hybride du probl �eme dynamique, reposant sur la théorie des jeux, avec pour objectif de réaliser un bon
compromis entre les deux métriques, tout en réduisant la charge de signalisation.
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Une derni �ere contribution consiste �a exploiter les avantages du C-RAN, avec le partage commun des ressources
spectrales et des infrastructures réseaux entre plusieurs opérateurs mobiles coopérant ensemble. Nous propo-
sons ainsi deux algorithmes différents de coopération dans les C-RANs, et évaluons les gains supplémentaires
en économie de puissance résultant des associations BBU-RRH. Un premier algorithme repose sur une technique
d'apprentissage par renforcement, le probl �eme de Bandit Manchot (MAB), o �u les opérateurs utilisent mutuellement
leurs bandes pour réduire les interférences. Un second, reposant sur l'agrégation des bandes (CA), qui constitue
une spéci�cation du standard LTE, version 10. Les deux propositions sont compar ées par rapport au cas o�u les
opérateurs ne partagent pas leurs ressources, dans le but d'évaluer les avantages de coopération dans l'architec-
ture C-RAN.
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Abstract

The demand on mobile traf�c has been largely increasing nowadays. Facing such growth, several propositions
are being studied to cope with this challenge.

Cloud-Radio Access Networks Architecture (C-RAN) is one of the proposed solution to address the increased
demand, and is a potential candidate for future 5G networks. The C-RAN architecture dissociates two main elements
composing the base station: The Baseband Unit (BBU), consisting in an intelligent element to perform baseband
tasks functionalities, and the Remote Radio Head (RRH), that consists of a passive antenna element to provide
access for serviced User Equipments (UEs). In C-RAN architecture, the BBUs migrate to a Cloud data center, while
RRHs remain distributed across multiple sites. Several advantages are derived, such as statistical multiplexing gain,
ef�ciency in resource utilization and power saving. Contrarily to conventional architecture, where each RRH is asso-
ciated to one BBU, in C-RAN architecture, multiple RRHs can be embraced by one single BBU when network load
conditions are low, bringing along several bene�ts, such as enhanced energy ef�ciency, and power consumption
minimization. In this thesis, the BBU-RRH association optimization problem is addressed. Our aim is to optimize the
BBU-RRH association schemes, taking into consideration several criteria. The problem presents many constraints:
For example, achieving minimized power consumption while guaranteeing a minimum level of Quality of Service
(QoS) is a challenging task. Further, taking into account the interference level variation while turning ON/OFF BBUs
is paramount to achieve enhanced spectral ef�ciency. Moreover, deciding how to re-associate RRHs to BBUs under
dynamic load conditions is also a challenge, since connected UEs face handovers (HOs) when RRHs change their
associations.

In our work, we �rst propose an Interference-Aware approach for BBU-RRH association optimization, taking
into consideration the RRHs behavior while assigned to one BBU. Due to Orthogonal Frequency Division Multiple
Access (OFDMA) technique applied at a cell level, RRHs share orthogonal radio resources of one BBU, and act as
a single cell equipped with a Distributed Antenna System (DAS), leading to intra-cluster interference cancellation.
The problem is �rst formulated as a Set Partitioning Problem (SPP), to choose adequately the subsets of RRHs
associated to one BBU, with main objective of reducing the power consumption and guaranteeing a minimum level
of QoS for UEs. The problem is an Integer Linear Programing (ILP) and belongs to the NP-complete category.
Consequently, we propose several heuristics, with the purpose of providing sub-optimal solutions, while reducing
the computational requirements. We further, submit those heuristics to the stringency of a real network topology and
evaluate the results.

We also formulate the BBU-RRH association problem as a hybrid solution. In particular, we resort to Game
Theory to portray the RRHs assignment to BBUs, as a non-cooperative game among RRHs that compete on avai-
lable BBUs in order to choose adequately their associations according to load and interference levels within each
BBU. The convergence to Pure Nash Equilibrium (PNE) is attained via the Best Response dynamics and the Re-
plicator Dynamics. The number of available BBUs is centrally decided according the realized QoS in the network.
The purpose of our devised scheme is to reduce the amount of signaling load overhead that centralized approaches
require.

Moreover, the dynamic aspect of the problem is investigated. In particular, under dynamic load variations, the
BBU-RRH association schemes might change, causing HOs for serviced UEs connected to re-associated RRHs.
Our purpose is bi-objective: The power consumption minimization, and the re-association rate reduction for serviced
UEs. Thus, we present a bi-objective optimization problem targeting both metrics, and formulate it as a SPP. We
also propose a heuristic, aiming to �nd a good compromise between power saving and re-association rate reduction.
Further, we propose a hybrid formulation relying on Game Theory for the dynamic problem, targeting to realize good
tradeoff between both metrics, while reducing signaling load overhead.

A last contribution consists in exploiting the bene�ts of C-RAN, along with common spectrum and active in-
frastructure sharing among multiple cooperating Mobile Network Operators (MNOs). In particular, we propose two
different algorithms for MNOs cooperation in C-RAN, and assess the additional power saving derived from BBU-
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RRH associations. A �rst algorithm relies on a reinforcement learning solution, the Multi-Armed Bandit problem
(MAB), where MNOs can access each others' bands to mitigate interference. A second, consists of LTE release 10
speci�cation, the Carrier Aggregation (CA). The two propositions are compared with the case where MNOs do not
share their resources, to assess the bene�ts of cooperation in C-RAN architecture.
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Chapitre 1

Introduction

The exponential growth of mobile traf�c is a real hurdle for MNOs nowadays. New traf�c patterns are introdu-
ced with different delay and bandwidth requirements. Facing such demand, MNOs resort to �exible and ef�cient
solutions to cope with the continuous demand on traf�c, without compromising their �nancial costs and return-on-
investments. Cloud-Radio Access Network, known as Cloud-RAN or C-RAN, has been introduced to address the
challenges that MNOs are facing, and to meet their requirements in terms of reducing the Capital Expenditures
(CAPEX) and Operational Expenditures (OPEX). The concept of the C-RAN architecture relies on “Cloudi�cation”.
In particular, the baseband processing elements (i.e, BBUs) are migrated to a cloud data-center, where centralized
management of baseband tasks is introduced. Light-weighted radio elements (i.e, RRHs), remain distributed across
many sites to provide access for UEs. This chapter presents the C-RAN architecture, and compares it with the
conventional architecture, the Distributed RAN (D-RAN). Further, the motivations behind the C-RAN architecture
are also presented, and a review on its different challenges is provided. The thesis objective and the summary of
contributions are also detailed in this chapter.

1.1 Mobile Network Operators Challenges

Over the past few years, the demand for mobile traf�c has been largely increasing. According to [3], the global
mobile data will reach 77 exabytes per month by 2022. Recent reports show that more than 600 million (i.e, 648
million) mobile devices were added in 2017. By 2022, there will be 8.4 billion personal mobile-ready devices, and
3.9 billion Machine-to-Machine (M2M) connections.
In response to this growth, MNOs are obliged to increase the number of active base stations in their serving areas.
However, this has many disadvantages :

— The increased CAPEX and OPEX costs: As new deployments must be done, MNOs are becoming aware
about their Total Cost of Ownerships (TCOs). The TCOs mainly include the CAPEX, representing the cost
of site construction and base station purchases, and the OPEX, representing the network maintenance and
operation costs. It is reported that OPEX accounts for 60% of TCOs, whereas CAPEX accounts for 40% [1].
Thus, MNOs should consider carefully the OPEX while building their RAN, in a way to reduce their TCOs,
without compromising the QoS of their subscribed UEs.

— The increased amount of power consumption: As the number of base stations increases, the associated po-
wer consumption gets more signi�cant. High power consumption has several disadvantages and bad impacts
on OPEX costs and environment.

— The degradation of signal quality: Due to hard spectrum reuse schemes, the signal quality is degraded, and
the total level of interference is aggravated. Further, the deployment of small cells, for the purpose of capacity
increase, imposes additional challenges regarding interference management and operational complexity [4].

— Low base station utilization rate: Because of mobile traf�c dynamicity, some base stations may be overloaded,
while others are under-used. As MNOs are designed to adequately serve UEs during day peak hours, base
stations may often remain inef�ciently exploited, noting that the processing power of idle mode base stations
is wasted because they need the same level of energy as they do during busy hours [1].

All of the mentioned challenges are pushing MNOs to adopt a new cost-effective RAN architecture. In that
context, the C-RAN architecture has been introduced, and has been motivated in many projects, such as the “In-
terworking and JOINt Design of an Open Access and Backhaul Network Architecture for Small Cells based on
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Cloud Networks” [5], launched in 2012 by the European Commission, and the “Mobile Cloud Networking (MCN)” [6],
launched in 2013 also by the European Commission. Further, many Asian-Paci�c MNOs have been tempted by
the advantages of C-RAN architecture, and have already started to plan its deployment. For example, Korean SK
Telecom and NTT-DoCoMO have announced early trials of C-RAN in 2019. It will also be adopted in 2020 Olympic
Games [7]. It has further gained interest among many local MNOs and vendors, such as AT&T, Vodafone, Verizon
Communications, Orange, Intel, ZTE, Huawei and Nokia Bell Labs, which are still investing in its derived bene�ts,
and de�ning its ecosystem.
The C-RAN consists of a new cloud architecture, aiming to face the need of TCOs reduction. This approach was
conceived from the cloud computing concept. In particular, BBUs are migrated in a single data-center, where ba-
seband resources are allocated on demand. Precisely, baseband elements are employed ef�ciently and follow the
instantaneous load conditions in the network, instead of adopting the maximum traf�c of individual base stations.
Consequently, processing power is reduced and adapts to network instantaneous load.

1.2 D-RAN vs. C-RAN Architectures

1.2.1 D-RAN Architecture

In conventional architecture, base stations operate in a distributed fashion. In particular, each base station de-
ployed on a site, consists of a BBU and a RRH. The BBU is an intelligent element used to perform the baseband
tasks functionalities (i.e, physical and MAC layers functionalities). The RRH is a light-weighted radio element, ac-
ting as a passive antenna, and used to perform signal modulation and ampli�cation. The BBU and RRH are linked
through a �ber optic link using the Common Protocol Radio Interface (CPRI) [8]. Figure 1.1 illustrates the architec-
ture of the base station in a D-RAN system.

FIGURE 1.1: D-RAN Architecture

1.2.2 C-RAN Architecture

China Mobile Institute was the �rst to introduce the C-RAN concept in 2009. The C-RAN stands for Centralized,
Collaborative, Cloud, and Clean RAN. In C-RAN, BBUs are migrated from sites, to be gathered in a single location.
The latter consists of a central of�ce or a super macro site used to aggregate BBUs. RRHs are connected to BBUs
through high-bandwidth and low latency optical links. The Wavelength Division Multiplexing (WDM) is employed
to interconnect RRHs to the BBU pool, using the CPRI protocol. This architecture is crucial for virtualization. In
particular, it leverages the bene�ts of Software-De�ned Radio (SDR) [9], allowing for baseband functionalities to be
instantiated over software, without the need for a dedicated hardware, as in a D-RAN environment. Such feature
enables the creation of the concept of RAN as a service (RANaaS), where network functions are executed over
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the top of a virtualized environment controlled by a cloud Operating System. Figure 1.2 displays the architecture of
C-RAN.

FIGURE 1.2: C-RAN Architecture

1.2.3 Motivations Behind C-RAN Architecture

The migration of BBUs to a central location allows to remove many hardware elements, such as routers, cooling
and heating elements. Further, additional spaces and reduced costs are introduced, simplifying network manage-
ment and providing deployment scalability and �exibility in terms of recon�gurability and extensibility. In particular,
it facilitates the deployment of RAN and speeds up network construction in terms of site selection and civil works,
since important equipments are gathered in a single location, reducing site visits for maintenance. Hence, the OPEX
is signi�cantly reduced, bringing along cost savings, which constitutes the most appealing property of C-RAN, mo-
tivating MNOs to adopt it.

Further, since multiple BBUs are co-located in single geographical location, they cooperate more easily. For
example, the enhanced X2 interface (eX2) in the case of LTE would be more effective, resulting in improved per-
formance and utilization ef�ciency. For example, facilitation in terms of network information exchange, such as
signaling, and Channel State Information (CSI) of UEs, is introduced, leading to ef�cient utilization of baseband
resources and interference management. Additionally, a load-balancing scheme among BBUs is also introduced,
and adapts to the different traf�c patterns that vary in time and spaces. The S1 interface is further enhanced, since
one single router is used to aggregate traf�c and to provide connection with the core network, instead of resorting
to several small ones at each site, as in the case of D-RAN.

Besides its several bene�ts, the C-RAN is also a drive key toward future 5G networks [10], enabling several
technologies, such as ultra-dense Multiple-Input Multiple-Output (MIMO) systems, Large Scale Antenna Systems
(LSAS), and full-duplex systems [11].

Additionally, the C-RAN architecture allows for �exible BBU-RRH associations. For example, when network load
conditions are low, several RRHs can be handled by one BBU, reducing the number of active BBUs and conse-
quently the power consumption. Contrarily to the D-RAN architecture where one RRH is always mapped to one
BBU. Further, when RRHs are associated to one BBU, they act as a DAS [12], and logically form a single cell. Thus,
UEs' data are carried through different RBs in an orthogonal fashion. In particular, the data are multiplexed over
orthogonal subcarriers, composing the bandwidth of one cell. UEs' data are received without any expected interfe-
rence, and a cluster of RRHs is free of intra-cluster interference, which enhances UEs' radio conditions, leading to
higher spectral ef�ciency and ef�cient resource utilization.
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1.3 C-RAN Challenges

Besides its several advantages, the C-RAN architecture presents drawbacks which can limit its deployment in
some cases :

— Fronthaul Limitations: In LTE systems, the transmission link with at least 10 Gbps and a maximum latency
of 250 �s is paramount to transport the baseband data from BBUs to RRHs with respect to LTE speci�ca-
tion. This leads to limit the distance between BBUs and RRHs, reaching a maximum of 20 km according to
Next Generation Mobile Networks (NGMN) [13] speci�cations. As a consequence, �ber optic infrastructure
is necessary at almost all locations, increasing the cost of CAPEX, especially in densi�ed heterogeneous
networks. Further, CPRI will encounter limitations in future 5G systems, where the capacity of one cell will
reach 10 to 20 Gbps, requiring over 300 Gbps for CPRI which currently supports a maximum of 24 Gbps ca-
pacity. In fact, studies of functional baseband splits is highly motivated in the recent state-of-art [14] [15] [16].
The reason behind this is to reduce the data bandwidth and latency requirements between BBUs and RRHs.
However, this may compromise the multiplexing gains introduced by the centralized architecture.

— Coordinated Multipoint Technique implementation: The C-RAN architecture facilitates for Coordinated Mul-
tipoint (CoMP) technique [17], where BBUs easily exchange CSI and signaling exchange for interference
mitigation and enhanced spectral ef�ciency. However, this comes at the cost of increased complexity and
overheads when the number of RRHs increases. A challenge in C-RAN architecture consists of CoMP im-
plementation. In particular, when numerous cells with high data rate are handled, strict constraints on timing,
imposed by LTE systems, are required. For instance, in D-RAN architecture, the required time of 3GPP LTE
Hybrid Automatic Retransmit request (HARQ) protocol is 3 ms [18]. In C-RAN, additional fronthaul delays
are introduced, requiring lower time processing on BBUs side than conventional schemes to respect the
strict timing. When CoMP techniques are employed, more challenges and constraints on processing time are
introduced, making its implementation a challenge.

— Resource management: In D-RAN architecture, various optimization algorithms are proposed for Radio Re-
source Management (RRM), such as scheduling algorithms, power control, interference mitigation, and ad-
mission control. The C-RAN introduces additional challenges in RRM, requiring new algorithms to be de-
signed. Such algorithms not only focus on spectral ef�ciency enhancement or interference mitigation, but
also allow optimized BBU-RRH associations. A proper design for BBU-RRH associations is a challenge, and
should be performed carefully so as to adapt to traf�c variations and respect a minimum level of QoS for
serviced UEs. In this thesis, we will focus on the BBU-RRH association optimization, also known as RRH
clustering, in the C-RAN architecture.

1.4 Thesis Contributions

Interference-Aware Approach for BBU-RRH Association

The BBU-RRH association problem has gained considerable interest among researchers. Most of them formu-
late the problem as a Bin Packing optimization, where BBUs are modeled as bins of �xed capacity and RRHs as
objects of different volumes. The objective would be to �nd a suitable arrangement of objects into the bins in a way
to reduce the number of used bins subject to the capacity of the latters. The BBU capacity is expressed in terms
of the maximum number of supported UEs, the number of baseband tasks or the number of RBs. Although signi�-
cant power savings are derived from this approach, the spectral ef�ciency improvement of a BBU while embracing
multiple RRHs is not taken into account. In fact, RRHs share orthogonal radio resources of one BBU and act as
a DAS, forming one logical cell. Intra-cluster interference is consequently canceled among RRHs assigned to one
BBU. The latter might handle more UEs since radio conditions are improved. A �rst contribution of our work relies
on taking into consideration the DAS behavior of RRHs while being associated to one BBU. Unlike existing studies,
in our work we consider the interference level change in the network as a function of the chosen subset of RRHs
clustered together, affecting the spectral ef�ciency of the BBU. An Interference-Aware approach is provided, and
the problem is translated into a SPP [19], with main objective of reducing the power consumption subject to a mi-
nimum level of throughput requirement per UE. A comparison with the Bin Packing approach and the conventional
architecture is provided, and results show that our Interference-Aware approach signi�cantly enhances the power
savings in comparison with the different schemes. Since the SPP belongs to the NP-complete category, we further
propose a heuristic and compare it to the optimal solution. The results show that the proposed heuristic provides
close performance to the optimal solution, while reducing the complexity. Additionally, we propose several heuristics
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that we submit to the stringency of a real network topology and compare among them.

Hybrid Approach for BBU-RRH Association

Beside the Interference-Oblivious behavior of existing propositions, recent studies rely on centralized approaches
for the problem. Those approaches require that RRHs frequently send their load and radio conditions to the cloud,
where the metrics are assessed and decisions are made. In that case, the signaling load overhead of RRHs might
impose constraints over the optical fronthaul connections between BBUs and RRHs. Particularly, when the number
of RRHs is high. In that context, a second contribution of our work relies on formulating a hybrid scheme, with the
purpose of reducing the amount of signaling load overhead between BBUs and RRHs. Two versions of the hybrid
scheme are proposed : A �rst, adapting to a homogeneous UEs distribution in the network, where the number
of UEs per cell is same. A second, adapting to a heterogeneous UEs distribution in the network, which is more
realistic. The proposition relies on a game theoretic framework, where the association of RRHs to available BBUs
is portrayed as an exact potential game among RRHs competing on available BBUs. RRHs association decisions
are aware of the level of interference. In fact, each RRH seeks to reduce sel�shly its own cost function. The latter is
affected with the RRHs that choose concurrently the same BBUs (partaking the common radio resources) but also
with those RRHs that joined other BBUs through their harmful interference impact. The number of available BBUs
is centrally decided according to the realized throughput per BBU. The game among the RRHs is solved via the
Best Response dynamics and the Replicator Dynamics consisting in a reinforcement learning technique. Results
are compared with the global optimal solutions and show that the signaling load overhead generated by the hybrid
proposition is signi�cantly reduced, while performance metrics show closeness to the centralized approaches.

BBU-RRH Association with Re-association Optimization

Additionally, the dynamic aspect of the problem is treated in our work. Although few works [20] [21] [22] have
considered the problem from a dynamic perspective, they did not take into consideration the re-association of RRHs
to BBUs when network load conditions vary. In fact, under dynamic load variations, some UEs may arrive, while
some others may quit the system, causing BBUs to be highly or lightly loaded. However, when a BBU is highly
loaded, connected UEs might face a degradation in the level of QoS due to resource shortage, unless BBU-RRH
association schemes change, so that RRHs re-associate to less loaded BBUs. On the other hand, when a BBU
is lightly loaded, its assigned RRHs will re-associate to different BBUs in order to be turned OFF and to improve
power savings. Frequent re-associations between BBUs and RRHs cause high rate of HOs between serviced UEs.
In the present contribution, we tackle that problem by proposing a bi-objective optimization problem, formulated as
a SPP, where the purpose is to jointly reduce the power consumption and the re-association rate of UEs, while
guaranteeing a minimum level of throughput requirement per UE and being aware of the interference level change
in the network. We also show a tradeoff between power savings and re-association rate of UEs. In fact, reducing the
number of active BBUs may lead to resource shortage under any �uctuation in the load conditions, unless BBU-RRH
association schemes change. However, this causes HOs for serviced UEs. On the other hand, activating many BBUs
always guarantee the targeted QoS since enough resources would be available. Therefore, RRHs associations are
not changed and UEs do not endure frequent HOs. However, this lowers the level of energy ef�ciency. Consequently,
we propose a heuristic aiming to �nd a good tradeoff between both metrics, and whose performance outperform the
Bin Packing problem, while reducing the complexity in comparison with the optimal solution. We lastly propose a
hybrid approach for the problem, aiming to minimize the signaling load overhead in the network, and to �nd a good
compromise between power savings and re-association rate reduction. The results of the hybrid proposition show
close performance to the centralized scheme with less signaling load overhead. Further, its performance in terms of
power savings and re-association rate reduction are enhanced in comparison with the Bin Packing approach.

BBU-RRH Association in a Multi-Operator Context

We lastly exploit the BBU-RRH association problem in a multi-operator context, which has not been treated from
that perspective in the recent state-of-art. Our purpose is to examine the additional bene�ts in terms of energy and
spectral ef�ciency when multiple MNOs put in common their resources in terms of infrastructure and spectrum within
a C-RAN architecture. In fact, when centralized RAN management is allowed with MNOs cooperation, many bene�ts
are derived, such as additional power savings resulted from BBU-RRH association optimization, and enhanced
spectral and energy ef�ciency. Through two proposed algorithms, we show that despite the realized power economy
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achieved in C-RAN architecture, additional power savings, and enhanced spectral and energy ef�ciency are realized
when network cooperation is made possible. The �rst proposition relies on a reinforcement learning technique (the
MAB problem) for common spectrum sharing, where MNOs can access each others' bands to mitigate interference
within the shared RAN. The second relies on the CA technique, an existing feature of the release 10 LTE speci�cation
to increase the bandwidth. Results of the two propositions are compared with the case where MNOs do not share
their resources, and show that additional power savings and enhanced spectral and energy ef�ciency are derived
when MNOs cooperate in a C-RAN architecture.

1.5 Thesis Organization

The remaining of this thesis is organized as follows: BBU-RRH association problem is surveyed in chapter 2. We
provide a wide review on the existing approaches, and come up with a key conclusion concerning the existing for-
mulations. Chapter 3 provides the Interference-Aware proposition for the BBU-RRH association problem formulated
as a SPP. Additionally, the heuristic is provided for the purpose of complexity reduction. We evaluate the results of
our Interference-Aware proposition in comparison with the Bin Packing approach, and we consider different radio
condition scenarios. The performance metrics of the heuristic are also evaluated in comparison with the optimal
solution. In chapter 4, we propose several heuristics that we submit to the stringency of a real case topology [23],
and compare among them.

Chapter 5, provides the hybrid formulation of the problem. The two versions of the proposition, adapting to
uniform and non-uniform UEs distribution, are described. We �rst start by proposing the solution that adapts to a
uniform UEs distribution in the network. We then enhance the proposed scheme to adapt to a heterogeneous UEs
distribution, which is more realistic. A centralized Load- and Interference-Aware proposition is also presented in this
chapter, and used as a benchmark to compare the results.

In chapter 6 the dynamic aspect of the problem is addressed. In particular, we present the bi-objective optimiza-
tion formulation aiming to reduce the power consumption at one hand, and the re-association rate of UEs caused
by the dynamic BBU-RRH re-associations, on the other hand. We further present the proposed heuristic, aiming to
provide good compromise between power saving and re-association rate reduction. We also introduce the hybrid
formulation of the problem, in order to reduce the amount of signaling load. In particular, the proposed algorithm in
chapter 5 is adapted to reduce to re-association rate among UEs.

In chapter 7, we investigate the common spectrum and active infrastructure sharing among MNOs in C-RAN
architecture. We present the two proposed schemes for MNOs cooperation, and assess the additional power savings
derived from BBU-RRH association optimization, when cooperation is made possible in C-RAN. We compare both
algorithms with the case where MNOs do not share their resources and assess the bene�ts of cooperation.

Chapter 8 concludes the thesis and provides the short and long term perspectives.
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Chapitre 2

BBU-RRH Association Optimization

The key concept behind a centralized architecture is to enhance the ef�ciency in resource utilization, and thus
limiting the growth of the MNOs TCOs, the CAPEX, and the OPEX. A �exible re-design of the BBU-RRH asso-
ciations, introduced by the C-RAN architecture, is advantageous since RRHs assignment to BBUs adapts to the
network load variations. As a consequence, the number of active BBUs decreases, leading to power consumption
reduction and enhanced energy ef�ciency. In this chapter, we provide an exhaustive survey on the existing works,
aiming to optimize the BBU-RRH association. We further come up with a key conclusion, concerning all existing
schemes that do not take into account the interference level in the network when some BBUs are put into OFF state.
Precisely, RRHs associated to one BBU share the bandwidth of the latter and act as a DAS. As a result, a cluster of
RRHs is free of intra-cluster interference and more UEs are served. In this chapter, the RRHs behavior while being
associated to one BBU is explained in details, and the need for a new approach to RRHs assignment is put forward.

2.1 Introduction

An ef�cient use of the radio resources is an important challenge for MNOs nowadays. The densi�cation of base
stations contributes to an imbalance in the resource consumption due to the disparity in mobile traf�c across the
network. Accordingly, some base stations may be overloaded, while others have radio resources to spare. Figure 2.1
illustrates an example of the traf�c pattern during a day: within early hours of the day, we notice a huge load coming
from the central of�ce areas, while this amount of load decreases signi�cantly by the end of the day. The opposite
effect is shown in residential areas. The processing power in idle mode base stations is wasted because the same
level of energy is needed as in busy hours, and because MNOs must provide 24x7 coverage [1]. In addition, base
stations are dimensioned to handle a maximum number of active UEs during busy hours. This leads to an inef�cient
use of the total capacity, in particular during non-busy hours. A �exible assignment of resources is a must in order
to cope with this challenge.

FIGURE 2.1: Traf�c Load Variation [1]
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2.2 BBU-RRH Flexible Association

In the conventional architecture, one RRH is associated with a single BBU (cf. Figure 2.2). When a BBU manages
a single RRH, the connected UEs share the radio resources of the latter. Consequently, the average rate per UE is
maximized. However, it is necessary to provide as many active BBUs as RRHs (i.e, radio sites). The concept of a
�exible reassignment between BBUs and RRHs was �rstly motivated in [24], for its various advantages:

— First, a dynamic change of the BBU-RRH associations can adapt to a non-uniform traf�c and to the various
�uctuations within the load conditions, leading to signi�cant reduction in the number of active BBUs and thus,
to an enhancement in the energy ef�ciency.

— Second, a reduction in the processing and signaling load overhead related to frequent HOs in cellular net-
works is introduced, as many RRHs are associated to one BBU, increasing the covered region of the latter,
and allowing it to handle several RRHs without a degradation in the link quality of high mobility UEs.

— Third, a DAS system behavior [12], where multiple antenna elements are geographically scattered, is intro-
duced, leading to diversity gain and to transmit power reduction.

Although several advantages are introduced from a �exible design, in the case of high load conditions, this might
decrease the system capacity, which contributes to a degradation in the level of QoS, as many RRHs share the
radio resources of one BBU. Therefore, it is crucial to dynamically decide the BBU-RRH association according to
several criteria (cf. section 2.3). The design should be performed carefully so as to optimize the resource allocation.

FIGURE 2.2: BBU-RRH Association [2]

System Architecture

Changing the associations between BBUs and RRHs implicates many elements. The most important ones are
the Radio Management Element (RME) that controls the BBUs and orders the switching according to the collected
traf�c statistics per BBU, the optical switches, the splitters and the multiplexers. Figure 2.3 provides the functional
blocks of the BBU-RRH switching procedure described as follows: Each RRH sends its traf�c volume to the asso-
ciated BBU periodically. The BBUs report an average amount of traf�c volume per RRH to the RME. According to
a traf�c pro�le and to the existing connections between BBUs and RRHs, the switching plan is decided and sent to
the BBUs. Afterwards, the decided scheme is executed by switching the BBU-RRH connections. A switching-end
report is sent back to the RME to update the current connection schemes. The switching procedure is performed
in the optical domain for its scalability and low-latency [2]. In particular, the baseband tasks between BBUs and
RRHs are digitalized and carried over CPRI digital interface [8], enabling the use of the optical switches, splitters
and multiplexers, along with the WDM technique.

2.3 BBU-RRH Association Criteria

Achieving an ef�cient scheme necessitates to take into consideration several criteria that are sketched in the
following points:

— The load balancing among BBUs: A BBU charge cannot exceed a limited threshold, given normally as the
BBU capacity. To obtain a good level of QoS, it is important to balance the BBUs charge, so that the system
resists to any possible �uctuation in the load conditions.
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FIGURE 2.3: BBU-RRH Switching Procedure

— The required QoS of UEs: The key concept behind realizing a green network is �nding a good compromise
between QoS and power saving [25]. As previously stated, clustering several RRHs to a single BBU causes
the degradation of the QoS level in the case of high load conditions. Contrarily, when one RRH is assigned
to one BBU, the QoS would be guaranteed under any load condition. However, this increases the power
consumption and lowers the energy ef�ciency of the MNOs.

— The rate of HOs: In 3GPP networks, HOs are handled by the Radio Resource Control (RRC) protocol [26].
This involves the roles of the BBUs and UEs. The RRHs remain transparent to that procedure, since they
simply act as passive antenna elements. HOs occur when UEs change their serving BBUs. Contrarily to the
conventional architecture, the HO factor in the C-RAN architecture introduces additional constraints on the
BBU-RRH association design. On one hand,mapping neighboring RRHs to one BBU increases the coverage
of the latter and contributes to HO rate reduction. On the other hand, re-associating a RRH to a different BBU
increases the HO rate.

— The interference level among RRHs: Assigning many RRHs to one BBU lowers the level of interference in
the network. In fact, the less is the number of active BBUs, the less the operating spectrum is reused. Finding
a good compromise between the QoS necessitating to activate a high number of BBUs on one hand, and a
low level of interference which requires the less use of the available bandwidth on the other hand, is crucial
to realize an ef�cient design.

When multiple objectives, such as the QoS, the HO rate and the interference level are addressed, the BBU-RRH
association problem remains a challenging task that will be targeted throughout the thesis.

2.4 BBU-RRH Association Approaches

The BBU-RRH association optimization has taken considerable interest among researchers. In this section,
we review many relevant works and classify them into different approaches. Further, we conduct an important
conclusion.

2.4.1 The Bin Packing Approach

The Bin Packing formulation [27] has been widely adopted in the recent state-of-art. The problem considers two
�nite sets of objects and bins. The objects are of different volumes, whereas the bins are of �xed capacity. The ob-
jective is to �nd a suitable arrangement of objects into the bins in a way to reduce the number of used bins. Within a
C-RAN context, the BBUs are modeled as the bins of �xed capacity. The RRHs are the objects of different volumes,
such as the number of required RBs [28] [20], the connected number of UEs [29] [30] and the required number of
baseband tasks [31] [32].
Works in [20], [21], [33], [34], [31], [32], [35], [28] and [36] have considered a one-dimensional Bin Packing formula-
tion. In [20], the authors propose a dynamic RRH assignment algorithm based on the First Fit Decreasing (FFD), a
heuristic of the Bin Packing problem, combined with a dynamic re-assignment of RRHs mapped to crowded BBUs.
They compare their solution to the classical FFD. Through conducted simulations, they prove that their proposition
outperforms the classical FFD in terms of power saving and computational requirements. In the same line, [21]
considers a “Full Bin Packing Algorithm (FBPA)” that aims to maximize the utilization of the available BBUs. In other
terms, they resort to the Best Fit Decreasing (BFD) algorithm to associate the RRHs to available BBUs. They also
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use a dynamic scheme with the objective of activating/deactivating BBUs when they are highly/lowly loaded respec-
tively. A modi�ed BFD is also adopted in [33], where the authors aim to load balance the baseband tasks among
BBUs. Their proposed solution is compared to the classical BFD and shows a decrease in the number of available
BBUs. The work in [34] also resorts to the BFD algorithm to solve the problem. In [31], the authors model the UEs
baseband tasks as objects of different volumes that need to be packed into bins (i.e, BBUs). The FFD and the Next
Fit Decreasing (NFD) are used to �nd acceptable solutions. One RRH is assumed able to be mapped to multiple
BBUs, requiring inter-BBU communications. Yet, the resulting additional power consumption has been neglected.
In [32], a heuristic simulated annealing method, that combines a Bin Packing algorithm with a simulated annealing
scheme, has been introduced. A two-layered algorithm tries to map one or many RRHs to a single BBU within a
�rst stage. A second stage is used to associate an unpacked RRH with multiple BBUs, and considers the additional
power consumption required by inter-BBU communication. In [35], the authors propose a formulation by a Minimum
Bin Slack algorithm [37], a heuristic of the Bin Packing, outperforming the FFD, with the purpose of load balancing
the baseband tasks of different RRHs into virtual BBUs (considered as software applications running on servers).
Furthermore, the BBU-RRH association problem is formulated as a Bin Packing problem in [28]. The objective is to
reduce the number of active BBUs, leading to a decrease in network power consumption. In order to minimize the
HO frequency, only neighboring RRHs are associated together. In [36], the authors consider a heterogeneous RAN
context. In particular, they consider L-RRHs and H-RRHs with low and high power transmission respectively. They
propose to cluster L-RRHs using fuzzy logic scheme [38] within a �rst stage. The H-RRH clustering is formulated
as a Bin Packing optimization scheme and is performed within a second stage.

Several works consider the joint problem of resource optimization and BBU-RRH association in the C-RAN
architecture. For example, [29] considers the joint problem of beamforming vector optimization [39] and BBU-RRH
association. The authors decompose the joint problem into two subproblems. The �rst is solved via the weighted
minimum mean square error, and derives what the authors call the “RRH-user equipments clusters”, de�ned as the
subsets of RRHs serving jointly a set of UEs. The second subproblem is formulated as a Bin Packing optimization,
where the “RRH-user equipments clusters” are packed into BBUs of limited capacity in terms of number of UEs.
A QoS-aware formulation is considered in [40]. In particular, the authors target a UE association and a BBU-RRH
association problems jointly. A �rst stage decides the UE association scheme by resorting to Lagrangien Relaxation
[41]. The second stage assigns RRHs to BBUs, and formulates the problem via a Bin Packing optimization, solved by
the BFD algorithm. The QoS is modeled in terms of waiting delay. A joint UE association and BBU-RRH association
problem is also tackled in [42], where the authors consider a heterogeneous RAN context. First, they propose
a FFD algorithm to map RRHs to BBUs. Then, they consider a greedy heuristic that aims to deactivate lightly
loaded RRHs in a way to switch UEs to different cells, while guaranteeing a minimum level of QoS. Within the
second stage, the authors �rst consider the small cell RRHs to be switched OFF. The authors in [43] consider
a joint problem of resource allocation and BBU-RRH association. They also decompose their problem into two
subproblems. To solve the resource allocation problem (i.e, the RBs assignment), they resort to the Binary Integer
Linear programing (BIL) and they propose a heuristic to solve it. They model the second stage (i.e, the BBU-RRH
association) as a Bin Packing approach and they resort to the FFD algorithm to solve it. The two subproblems are
executed in a sequential manner. In their work, the authors do not take into consideration the interference level in
the resource allocation stage (i.e, the �rst stage). A joint bandwidth/power allocation and BBU-RRH assignment
problem is formulated in [44], where the authors resort to convex optimization [45] to solve the UE bandwidth and
power allocation subproblem, and to a Bin Packing formulation to associate RRHs to BBUs. They consider BBUs of
�xed capacities in terms of number of UEs and resort to the BFD algorithm to solve the subproblem.

2.4.2 The Knapsack Approach

Few works consider the formulation of the BBU-RRH association as a Knapsack problem [46]. A Knapsack pro-
blem, consists in packing the most valuable objects into a �nite set of bins with �xed capacity. Thus, each object is
represented by a weight re�ecting its value.
The Knapsack formulation is adopted in [47], where the authors formulate a joint problem of resource/power al-
location and BBU-RRH assignment. The number of bins (i.e, BBUs) is determined at the �rst stage of resource
allocation, through dividing the total number of RBs that satis�es all UEs' demands over the available number of
RBs in the system (i.e, the number of RBs composing the total bandwidth). A RRH's value would be its load de-
mand. The second stage aims to associate the maximum number of highly loaded RRHs (i.e, the highest values)
to the available set of active BBUs. In the same line, the authors in [48] propose a simulated annealing heuristic for
the radio resource and power allocation subproblem, from which they predict the needed number of active BBUs,
and resort to a Knapsack formulation to associate the most valuable RRHs (i.e, the most highly loaded RRHs) to
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the decided set of active BBUs. A different context of the problem is investigated in [49], where the authors explore
the bene�ts brought by the cooperation among multiple MNOs and further, propose to reduce the number of active
BBUs by solving the Knapsack problem. The set of active BBUs is deduced as in [47] and [48], by dividing the total
demand on RBs over the total available RBs in the system.

2.4.3 The Graph Based Approach

Few works consider a graph based formulation approach [50]. RRHs are modeled as vertices, and when two
RRHs form one vertex, they are associated to the same BBU. Neighboring relationships between RRHs are modeled
as edges. Thus, two neighboring RRHs are linked by an edge.
The work in [51] propose a formulation by a graph coloring method. Each RRH is represented as a vertex. Assigning
a color to a vertex is attributing it a part of the bandwidth according to its traf�c demand. Two adjacent vertices are
not attributed the same color so as to mitigate the interference among them. The RRHs assigned to orthogonal parts
of the bandwidth are associated to a single BBU. The results of the proposed scheme show improvement in terms
of energy ef�ciency in comparison to the reuse-1 and to the FFR [52] schemes. The authors in [53], also adopts a
graph based formulation, where RRHs are vertices that are connected to each other through edges, re�ecting their
neighborhood relationship. RRHs linked through edges are associated to the same BBU. The process is repeated
until the resources of one BBU are entirely consumed. In [2], the authors propose to model the RRHs as vertices
that are linked together through edges, whose weights represent the spare amount of radio resources of two linked
vertices. The clustering algorithm chooses randomly a vertex and clusters it with the neighboring one whose edge
shows the smallest weight. The algorithm is applied on the graph until all edges have in�nite weights. In other terms,
when the needed amount of resources to support each of the two vertices exceeds the available resources offered
by one BBU. After clustering two vertices together, the graph is updated with its different vertices, weights and
edges. In [54], the authors propose a clustering algorithm to reduce the HO rate of UEs between cells. Neighboring
RRHs are connected to each other through edges, whose weights represent the amount of UEs performing HOs
between different cells. The problem is translated to a community detection problem [55], where the objective is to
�nd the cluster of nodes strongly related to each other through high weight edges.

2.4.4 The Evolutionary Algorithms Approach

Evolutionary algorithms are considered as meta-heuristics, aiming to solve optimization problems by running
an iterative sequence of searches to exploit multiple subsets of solutions until convergence is reached. Candidate
solutions are the ones that improve a �tness function that quanti�es the value of a solution.
In [30], the authors suggest a QoS-aware mapping between BBUs and RRHs. Based on a Key Performance Indicator
(KPI) they de�ne, the authors propose an optimization problem aiming to maximize the de�ned metric. In other
terms, the authors propose to reduce the number of blocked UEs, exceeding the BBU capacity expressed as the
maximum number of blocked UEs. They resort to an evolutionary algorithm (i.e, the Genetic Algorithm [56]) to solve
the problem. Again in [57] the authors propose a multi-objective optimization problem based on multiple KPIs, such
as the number of blocked UEs and HO rates. The problem is subjected to the hard capacity of a BBU and to the
neighborhood relationship between the RRHs. The algorithm is solved via two different evolutionary algorithms (i.e,
the Genetic Algorithm and the Discrete Particle Swarm Optimization). A comparison between the two schemes is
provided and shows that the Discrete Particle Swarm Optimization outperforms the Genetic Algorithm in the case of
large network size. Dynamics schemes are proposed in [22] and [58], where the authors propose a multi-objective
optimization problem, meeting many criteria based on fairness maximization, throughput enhancement and HO rate
minimization. The authors resort to the Genetic Algorithm and the Discrete Particle Swarm Optimization to solve
their problem.

2.4.5 A comparison between Existing Approaches

In fact, the existing approaches of the state-of-art present several advantages and disadvantages :
— The Bin Packing Approach : The Bin Packing approach remains the most ef�cient in reducing the number of

active BBUs among all existing approaches, since its main objective would be to �nd the partitions of RRHs
that reduce the number of used bins. Further, since the Bin Packing is constrained by a �xed capacity ( i.e,
the BBU capacity), the QoS is guaranteed, leading to enhanced energy ef�ciency. However, the Bin Packing
approach is a combinatorial problem, and is of high computational requirement. Additionally, it is a centralized
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approach, requiring high level of signaling overhead exchange, and is unaware of the level of interference in
the network, which is reduced when several RRHs are assigned to one BBU, as will be explained in section
2.5. Also, the Bin Packing does not take into consideration the re-association of RRHs to BBUs when the
dynamic aspect of the problem is treated, leading to high rate of HOs (cf. Chapter 6).

— The Knapsack Approach : The Knapsack problem provides a good estimation of the needed number of
serving BBUs. However, its main objective remains to pack the most valuable objects (i.e, the highly loaded
RRHs) into a prede�ned number of bins. In fact, this might violate the QoS for UEs connected to lowly loaded
RRHs. Further, the Knapsack approach is a combinatorial problem, requiring high complexity. In addition,
it relies on a centralized scheme, which increases the signaling load overhead requirement, and has an
Interference-Oblivious behavior. Also, it does not take into account the re-association rate of UEs, increasing
the HOs rate in the network.

— The Graph Based Approach : The graph based approach has the advantage of taking into consideration the
neighborhood relationship among RRHs. In fact, when neighboring RRHs are associated to the same BBUs,
the spectral ef�ciency is enhanced since the interference level decreases. Additionally, this reduces the HO
rate, since mobile UEs will be connected to the same logical cell (i.e, BBU) while moving between the covered
regions of neighboring RRHs. However, the neighborhood constraint might cause several disadvantages,
such as violating the QoS. For example, neighboring RRHs might be clustered together in order to reduce
the HO rate. However, this will cause the BBU to be overloaded and to degrade the throughput levels of UEs.
Further, taking into consideration that constraint (i.e, neighborhood constraint), the number of active BBUs
might not be necessarily reduced. Additionally, this approach is of high computational and signaling load
requirement, and does not take into account the re-association rate of RRHs when dynamic load conditions
occur.

— The Evolutionary Algorithms Approach : The Evolutionary algorithms remain the less in computational re-
quirement since they are meta-heuristics. However, they do not necessarily provide optimal solutions and
remain Interference-Oblivious approaches, while requiring huge amount of signaling load overhead and ne-
glecting the re-association rate of UEs.

Table 2.1 provides a summary of the different advantages and disadvantages for each approach.
The Bin Packing approach is taken as a reference model to compare our devised schemes since its main objective
is to reduce the number of active BBUs, while guaranteeing the QoS provided to UEs. In fact, as will be detailed in
Chapter 3 our proposed approach relies on minimizing the power consumption, subject to a minimum throughput
guarantee per UE, which mimics the behavior of the Bin Packing problem.

2.5 Incentives for a New Approach

A key drive to exploit the bene�ts of �exible associations between BBUs and RRHs, relies on designing ef�cient
schemes. Thus, the close examination of the RRHs behavior, associated to one BBU, is crucial to attain the objective.
The DAS is a behavior introduced by associating a number of RRHs to one BBU, allowing the change of cell
boundaries within the network, since geographically distributed antenna elements (i.e, RRHs) are considered as
a single cell. Changing the cell boundaries within the network contributes to reducing the inter-cell interference
because the RRHs share the same pool of radio resources that of the BBU. However, this might limit the resources
under high network load conditions.

2.5.1 RRHs Behavior While Associated to One BBU: A Distributed Antenna System Be-
havior

As previously mentioned, the C-RAN architecture breaks down the classical concept of a base station composed
of one RRH and one BBU. The role of a BBU is to perform the MAC and physical layers functionalities. The data
of the associated UEs is scheduled through a frame that is transmitted over the cluster of RRHs associated to
one BBU. UEs' data are consequently carried through different RBs of one frame in an orthogonal fashion [59]. In
particular, the data are multiplexed over orthogonal subcarriers, composing the bandwidth of one cell. Despite an
overlap in the sidebands of each subcarrier, they can still be received without any interference. Figure 2.4 illustrates
the subcarriers spacing while being multiplexed into a OFDMA symbol.

A cluster of RRHs, sharing the total bandwidth of the BBU, is free of intra-cluster interference and is considered
as a single cell equipped with a DAS system. Hence, the spectral ef�ciency of a BBU is enhanced and more UEs are
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Advantages Disadvantages
The Bin Packing Approach

— Reduces the number of
active BBUs

— Provides optimal solu-
tions

— Enhances the energy ef-
�ciency

— Guarantees the QoS

— High computatio-
nal requirement

— Requires high
amount of si-
gnaling load
overhead

— Interference-
Oblivious ap-
proach

— Does not take into
consideration the
re-associations of
RRHs

The Knapsack Approach
— Provides good estima-

tion for the number of ac-
tive BBUs

— enhances the energy ef-
�ciency

— High computatio-
nal requirement

— Might violate the
QoS

— Requires high
amount of si-
gnaling load
overhead

— Interference-
Oblivious ap-
proach

— Does not take into
consideration the
re-association of
RRHs

The Graph Based Approach
— Enhances the spectral

ef�ciency
— Takes into consideration

the neighborhood rela-
tionship between RRHs

— Reduces the HOs rate

— Does not always
guarantee the
QoS

— High computatio-
nal requirement

— Does not neces-
sarily reduce the
number of active
BBUs

— Requires high
amount of si-
gnaling load
overhead

— Does not take into
consideration the
re-association of
RRHs
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The Evolutionary Algorithms Approach
— Lower computational re-

quirement
— Meta-heuristic

and does not
provide optimal
solutions

— Interference-
Oblivious Ap-
proach

— Requires high
amount of si-
gnaling load
overhead

— Does not take into
consideration the
re-association of
RRHs

TABLE 2.1: Advantages and Disadvantages of the Different Approaches

FIGURE 2.4: OFDMA Symbol

served. Figure 2.5 illustrates two examples of associations between BBUs and RRHs: 2.5(a) displays three RRHs,
denoted as `a', `b' and `c' respectively connected to BBUs `a', `b' and `c'. Three different frames are generated from
the BBUs to serve UEs connected to RRHs. Assuming a reuse-1 scheme, where the operating bandwidth of one
BBU is entirely reused within a different BBU, UEs connected to RRH `a' experience interference from RRHs b and
c. Same for UEs connected to RRHs b and c. Such inter-cell interferences degrade the level of the BBU spectral
ef�ciency. Contrarily, Figure 2.5(b) displays three RRHs associated to one BBU: A single frame is generated from
the BBU, and is transmitted over the cluster of RRHs. UEs connected to those RRHs do not endure the harmful
intra-cluster interference. However, they share the limited resources of one BBU.

The DAS behavior of RRHs while being associated to the same BBU has not been investigated in the state-
of-art, although many interesting formulations has been proposed. A common point among them is to consider a
�xed capacity for the BBU. Few works, such as [60], [57] and [30], propose to associate neighboring RRHs to one
BBU, so that interference mitigation techniques, such as CoMP, would be easier to implement among the cluster
of RRHs. However, those works also consider a �xed BBU capacity, which is not the case when some BBUs are
turned OFF and the interference level changes. As the Bin Packing approach is the most commonly used and is
taken as a reference to compare our devised schemes, we review hereafter its formulation, followed by a conducted
conclusion.
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(a) Inter-Cell Interference (b) Intra-Cell Interference
Cancellation

FIGURE 2.5

Bin Packing Optimization Formulation

Given a BBU B of capacity C, and a set of n RRHs
�

r 1; :::; r n
	

, each with a demand
�

d1; :::; dn
	

respectively,
the problem consists in �nding a number of BBUs S and an S-partition

�
Cl1; :::; Cln

	
of the set

�
1; :::; n

	
such thatP

i 2 Cl k
di � C for all k = 1 ; ::::; S. A solution is optimal when we have a minimal S.

The ILP formulation of the problem is given as follows:

Minimize S =
nX

i =1

yi (2.1)

Subject to:

nX

i =1

dj x ij � Cyi ; 8i 2
�

1; ::::; n
	

; (2.2)

nX

i =1

x ij = 1 ; 8j 2
�

1; ::::; n
	

; (2.3)

yi 2
�

0; 1
	

; 8i 2
�

1; ::::; n
	

; (2.4)

x ij 2
�

0; 1
	

; 8i 2
�

1; ::::; n
	

; 8j 2
�

1; ::::; n
	

; (2.5)

where, yi = 1 if BBU i is used and x ij = 1 if r j is associated to BBU i . The �rst inequality (2.2) expresses the BBU
capacity constraints, (2.3) expresses that one RRH is associated to a single BBU.
Although such formulation has shown ef�cient results, it is clear that the BBU capacity is a �xed metric. Thus, this
approach is Interference-Oblivious, and does not take into account the impact of the interference level variation that
directly in�uences the BBU spectral ef�ciency.

A need for An Interference-Aware Approach

Enhancing the spectral ef�ciency of a BBU is being aware of the interference variation in the system. Taking into
consideration the DAS behavior of the RRHs, a BBU capacity should not be expressed as a �xed metric such as
the amount of supported UEs, the number of RBs or the baseband tasks. As this metric changes as a function of
the interference level, a need for a relevant design must be targeted. This design should be performed carefully so
as to optimize the resource allocation, taking into account the load factor of the served cells and the intra-cluster
interference cancellation among RRHs associated with the same BBU. Further, setting the number of available
BBUs is paramount. Increasing the number of BBUs hinders the energy ef�ciency and increases the interference
level. Conversely, reducing the number of available BBUs leads to resource shortage.
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2.5.2 Conclusion

In this chapter, we have presented the BBU-RRH association problem with its distinct formulations. Further,
we have detailed the DAS behavior of the RRHs while being associated with one BBU, and which has not been
taken into consideration in the existing works. Also, a need for a new approach of the problem is put forward. In the
following chapter, an Interference-Aware formulation is provided. The Interference-Aware behavior of the algorithm
is closely examined and compared to the Bin Packing approach.
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Chapitre 3

An Interference-Aware Approach for
BBU-RRH Association Optimization

In this chapter, the BBU-RRH association problem is addressed. Different from the previous works, our proposi-
tion has the originality to consider inter-cluster interference when forming RRH clusters. The BBU-RRH association
problem is formulated as a SPP. The objective is to optimize network power consumption with minimum throughput
requirements. Decisions are aware of the network interference level and spectral ef�ciency thus, leading to opti-
mized BBUs assignment. The results are closely examined and the Interference-Aware behavior of the algorithm
is put forward. In particular, to closely examine the behavior of our proposed scheme, we consider three different
scenarios: The �rst one relies on a uniform UEs distribution per cell, leading to average radio conditions. The se-
cond one considers good radio conditions, where UEs are concentrated into zones close to the cell center. The
third one considers bad radio conditions, where UEs are concentrated into zones close to the cell edge. Further,
a comparison with the Bin Packing approach is provided to highlight the need of the Interference-Aware behavior.
As the SPP belongs to the NP-complete category, a greedy heuristic is proposed and performance are evaluated
through extensive simulations.

3.1 System Model

3.1.1 Network Topology

Our network topology consists of a cellular network composed of R RRHs. We de�ne R as the set of RRHs, it is
expressed as R =

�
1; :::; r; :::R

	
. We also de�ne C as the set of clusters, it is expressed as C =

�
1; :::; c; :::C

	
. The

set of clusters to choose should form a partition P of R. P de�nes a partition of R if c \ c0 = ; 8 c; c0 2 P ; c 6= c0 andS

c2P
c = R. We also consider the binary variable yr;c de�ned as:

�
yr;c = 1 If RRH r is associated to BBU c
yr;c = 0 Otherwise

(3.1)

Measurement Consideration

Before considering the Interference-Aware proposition, it is worth de�ning the time scale during which the devi-
sed scheme is executed: The BBU-RRH association problem requires a time scale greater than milliseconds and
even seconds. In fact, any change in the BBU-RRH associations requires a recon�guration of the optical fronthaul
connection which is very costly. In addition, the traf�c pattern presents variations on the scale of minutes [61], [62].
Thus, average metrics are considered instead of instantaneous measurements. For that purpose, we decompose
the network area into several discrete zones, and we consider the average number of UEs and radio conditions per
zone.
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Area Decomposition

Our system model relies on the classical meshing method [63]. In particular, the covered area is meshed into
discrete zones. For illustration, Figure 3.1 displays a set of seven cells, quadratically meshed into multiple discrete
zones.

FIGURE 3.1: Meshed Area

Each zone is assimilated to a single test point from which the cumulative rate of UEs is generated. We denote
by nz;r the average number of UEs located in a zone of index z, associated to a RRH of index r . We also de�ne
the average Signal-to-Interference-plus-Noise ratio of zone z, associated to RRH r , as SINR z;r . To calculate the
SINR z;r ratio, the average distances between the considered zone and all the cells within the network are calcula-
ted.
In paragraph 3.4.1, we evaluate many metrics as a function of different meshing steps values in order to assess its
impact on the results.

Average Distance Calculation

Considering a quadratic meshing scheme, as in Figure 3.1, the average distance (Davr ) between a RRH of
coordinates (x0; y0) and all points of coordinates (x; y) belonging to zone z is expressed as follows:

Davr =
1
a2

ZZ

S

p
(x � x0)2 + ( y � y0)2dxdy; (3.2)

where a denotes the square side length (i.e, the meshing step) and S the square surface.

User Association

We assume that all UEs located in a zone z are associated to RRH r when the average distance Davr between
z and r is the smallest in comparison with the different distances between zone z and RRHs r 0 6= r in the network.
In addition, Davr must follow the following constraint: Davr � D r , where D r denotes the cell radius of the RRH.

3.1.2 Employed CoMP Technique Within One BBU

As a BBU controls multiple antennas (i.e, RRHs), CoMP techniques are inevitable so that the BBU manages its
UEs connected to its associated RRHs. Many CoMP techniques have been investigated in the state-of-art and are
classi�ed into three categories according to 3GPP [64] :

Joint Transmission

The Joint Transmission technique (JT) consists in transmitting the data of one UE simultaneously from a group
of RRHs, so that the harmful interference will turn to be a constructive one. The transmission could be coherent
or non-coherent. The coherent-JT necessitates a perfect synchronization between RRHs in order to realize the full
advantage of it. It is based on spacial CSI updates, corresponding to a set of candidate RRHs that necessitate
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additional constraint over the fronthaul connection between the BBUs and RRHs due to the limited bandwidth
resources of the optical connections. Consequently, the coherent-JT requires a compromise between the realized
gains and the additional overheads [65], along with the synchronization requirements. Non-coherent JT requires
techniques such as Cyclic Delay Diversity (CDD) [66] to combat inter-symbol interference (ISI) due to multipath
fading. Generally, JT techniques necessitate additional power requirements on the RRH side, since simultaneous
transmissions are applied for UEs. This might be hefty, in particular in high load conditions, where the energy
resources of one RRH is divided over many subcarriers to transmit UEs' data.

Coordinated Beamforming

By applying the Coordinated Beamforming (CB) technique, the interfering points (i.e, RRHs) select their beam-
forming weights, in order to shelter UEs from their harmful interference. This technique necessitates the exchange
of CSI between a group of interfering RRHs, requiring additional constraint in terms of bandwidth over the optical
connections between BBUs and RRHs. Further, recent studies, such as [67] and [68], consider the joint problem
of Coordinated Beamforming and Coordinated Scheduling (CB/CS), in which scheduling is performed within each
selected group of RRHs in order to determine which RRH transmits to which UE and in which time slot [17]. This
technique signi�cantly increases the complexity in terms of CSI exchange and overhead, although it increases the
throughput and enhances UE SINR by mitigating interference.

Transmission Point Selection

The Transmission Point Selection (TPS) technique consists in transmitting the data of a UE by one of the selected
RRHs, belonging to a set of cooperating ones. In the TPS technique, a UE sends the index of its preferred RRH
(i.e, the RRH with the highest SINR) with its corresponding CSI. Only one RRH transmits at a time, so that the
SINR of a UE is improved. The selected RRH might dynamically change from one subframe (i.e, 1 ms) to another.
However, when CoMP techniques are employed among RRHs associated to the same cell (i.e, BBU), long term
measurements are taken into account and help in determining the long term set of cooperating RRHs [17]. The TPS
technique is the less to require the exchange of informations in terms of CSI, since one UE reports one single RRH.
In addition, it does not require additional constraint in terms of power requirements on the RRH side, since a UE
gets its data from one serving RRH at a time.

In our system model, the TPS technique is employed among a cluster of RRHs associated to a single BBU
because of two advantages: Less power consumption on RRHs side at one hand ; and less CSI exchange between
BBUs and RRHs, on the other hand. Resorting to TPS techniques frees our model from the limited bandwidth
constraint of the optical fronthaul connections, since less CSI signaling is needed. Further, associating several
RRHs to one BBU allows long term measurements because a BBU locally controls the RRHs and performs average
metrics calculations, which reduces instantaneous CSI exchange.

3.1.3 Cluster Rate Calculation of One BBU

To calculate a cluster rate (i.e, BBU rate), we start by expressing the SINR ratio of a given zone z, associated
to RRH r . A RRH should be served by a BBU (i.e, cluster) of index c. Thus, the SINR is denoted as SINR z;r;c . It
is expressed as follows:

SINR z;r;c =
Pr � Gz;r

N0 +
P

r 06= r
r 02 c06= c

Pr 0:Gz; r 0; (3.3)

where

Pr : The power emitted by the serving RRH r
Gz;r : The channel gain between z and r
N0: The thermal noise power
Pr 0: The power emitted by any RRH r 0 6= r
Gz;r 0: The channel gain between z and r 0

c: The BBU that serves r
c0: The BBU that serves r 0
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As previously detailed in chapter 2, the interference is canceled among RRHs served by the same BBU c, and act
as a DAS system. This behavior is put forward within the SINR expression. In particular, only RRHs r 0 associated
to different clusters c0 6= c in�ect harmful interference upon a zone of index z, associated to RRH r that is mapped
to BBU c. As the TPS is assumed to be implemented within each BBU, the useful signal is received from one single
RRH r at a time.

We denote by � z;r;c the peak throughput per UE perceived by one UE located in zone z. It is expressed as
follows:

� z;r;c = BW � log2

�
1 + SINR z;r;c

�
; (3.4)

where BW is the total bandwidth of a BBU. We note that the throughput perceived by a UE is at its peak value when
only one UE consumes the resources of a BBU.

Considering a fair resource sharing model among nc UEs served by BBU c, and a full buffer traf�c model, a
UE located in zone z perceives an average throughput of 1

n c
� � z;r;c . Consequently, when nz;r UEs (among nc) are

located in zone z, their cumulative throughput would be expressed as:

T
�
z; r; c

�
=

nz;r

nc
� � z;r;c (3.5)

The cumulative throughput of RRH r , associated to BBU c, is expressed as:

T
�
r; c

�
=

ZX

z=1

T
�
z; r; c

�
; (3.6)

where Z is the total number of discrete zones associated to RRH r .
The cumulative throughput of BBU c would be expressed as:

T
�
c
�

=
RX

r =1

yr;c � T
�
r; c

�
; (3.7)

where R denotes the total number of RRHs within the network, and yr;c is the binary variable de�ned in (3.1).

3.1.4 BBU Power Consumption Model

The power consumption of a BBU is assumed to be a linear function of the cumulative rate of BBU c [69]. It is
expressed as:

P
�
c
�

= A + B:T
�
c
�
; (3.8)

where

P
�
c
�
: The power consumed by an active BBU c

A: The minimum power consumption of an active BBU at 0 load
B : The coef�cient variation of P

�
c
�

as a function of T
�
c
�

T
�
c
�
: The cumulative throughput of BBU c

3.2 Set Partitioning Problem Formulation

Our problem consists in choosing the subsets (i.e, clusters) of RRHs served by one BBU. The chosen subsets
should de�ne a partition P of the set R of RRHs at one hand, and should minimize a total cost function de�ned as
the sum of costs of each chosen subset, on the other hand. A cost function of a subset c is de�ned as the power
consumption of a BBU as in (3.8). Thus, the total cost S of a partition P would be expressed as follows:

S =
X

c2P

Cost
�
c
�

=
X

c2P

P
�
c
�

(3.9)
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We de�ne a binary variable xc, expressed as follows:

�
xc = 1 If the subset (i.e, BBU) c is chosen
xc = 0 Otherwise

(3.10)

The optimization problem aiming to minimize the total cost function (3.9) is given as follows:

Minimize S =
X

c2C

xc:Cost
�
c
�

Subject to:
X

c2C

xc:yr;c = 1 ; 8r 2 R (3.11)

xc:T
�
c
�

� nc:Dmin ; 8c 2 P (3.12)

xc 2
�

0; 1
	

; 8c 2 C (3.13)

yr;c 2
�

0; 1
	

; 8r 2 R ; 8c 2 C (3.14)

Constraints (3.11) state that each RRH is mapped to a single BBU c. Constraints (3.12) state that each cluster
c should at least realize a throughput per UE equal to Dmin . Without constraints (3.12), the problem would be a
classical SPP.

The variable to be optimized is xc 2
�

0; 1
	

. Thus, the problem belongs to the Integer Linear Programing (ILP)
class. Further, since the problem is presented as a SPP, it belongs to the NP-complete category [19]. Thus, when
the entry parameters, which in our case is the number of RRHs, signi�cantly increase, the optimal solution would be
practically intractable. For the sake of complexity reduction, we propose in the following an ef�cient greedy heuristic.

3.3 Greedy Heuristic

A greedy heuristic consists of several steps. Within each step, the algorithm chooses a local optimum. Such
algorithms perform to reduce the complexity of NP-complete problems and the gap with optimal solutions.
In our case, the objective is to minimize the power consumption by clustering multiple RRHs into a single BBU. Our
proposed heuristic consists in choosing, at each stage, the RRH that minimizes the power consumption of a cluster.
In other words, at each stage, the local optimum in terms of power consumption is chosen.
The heuristic starts by initializing a set of candidate RRHs, denoted by R cand , to the set R. R cand represents the
RRHs that are still unmapped to a given BBU. After the algorithm �nishes its execution, R cand is equal to ; .

The heuristic consists of the following steps:
— Choose a random RRH r in the set R cand and form the set V that is equal to R cand �

�
r
	

— Choose a RRH r 0 2 V such that Cost(
�

r; r 0
	

) is minimal and respects constraint (3.12), then update V to
V �

�
r 0

	

— Form the cluster c =
�

r; r 0; :::
	

by adding more RRHs from V that minimize Cost(c) and respect (3.12).
Update V each time a RRH is added

— Stop when V = ; ; in other terms, when there are no more unmapped RRHs that minimize Cost(c) and
respect (3.12)

— Update Rcand to Rcand � c and choose randomly a RRH in Rcand to form a new cluster c0

— Stop when Rcand = ;
Algorithm 1 describes the proposed heuristic.

Heuristic Complexity Analysis

In order to estimate the heuristic complexity, we examine its executed steps in extreme load scenarios (i.e,
extremely low load and high load conditions).
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1 Initialize R cand = R;
2 while R cand 6= ; do
3 Choose randomly r 2 R cand ;
4 Set c =

�
r
	

;
5 Set V = R cand �

�
r
	

;
6 if V 6= ; then
7 Choose r 0 2 V such as Cost

�
c [

�
r 0

	�
is minimal;

8 if (3.12) is satis�ed then
9 c  c [

�
r 0

	
;

10 V  V �
�

r 0
	

;
11 Go to step 6;
12 else
13 V  V �

�
r 0

	
;

14 Go to step 6;
15 end
16 end
17 else
18 R cand  R cand � c;
19 Go to step 2;
20 end
21 end
22 end

Algorithm 1: Heuristic algorithm

— Low load conditions: At extremely low load conditions, associating all RRHs to one BBU would be the optimal
mapping. The heuristic starts by randomly choosing a RRH r . It then searches among the R � 1 RRHs for
a RRH r 0, minimizing the total power consumption of cluster c =

�
r; r 0

	
, and respecting a minimum level of

QoS in c. In that stage, the total number of operations executed by the algorithm would be equal to 1+( R � 1),
since the random drop is executed within one operation, and the search for RRH r 0 is performed in R � 1
operations. The heuristic continues the search among the R � 2 RRHs to associate a RRH r 00to cluster c.
When all RRHs in R cand are mapped to c, the total number of operations executed by the heuristic would be
equal to 1 + ( R � 1) + ( R � 2) + ::: + 1 , which is equal to 1 + R �(R � 1)

2 . For high values of R, the complexity
would be quadratic (O(R2)).

— High load conditions: Under extremely high load conditions, the (1 :1) mapping scheme is the optimal
association. In that case, the heuristic performs for each RRH a random drop, and tries to associate it
with one of the unmapped RRHs in the set V. Thus, the total number of executed operations is equal
1 + ( R � 1) + 1 + ( R � 2) + ::: + 1 + ( R � (R � 1)), which is equal to (R � 1) + R �(R � 1)

2 , equal to (R � 1) �(R +2)
2 .

Thus, for high values of R, the complexity would be quadratic, and the random drop of each RRH would be
negligible.

3.4 Performance Evaluation

We evaluate the results of our proposed solutions according to different scenarios. In particular, the results are
assessed according to different UEs distribution (i.e, different radio conditions). Different metrics are also evaluated
as a function of the load conditions, and are listed below:

— The number of active BBUs
— The total power consumption derived in the system:

P
c2P P(c)

— The realized power saving in the system, given by:

P(1 : 1) �
P

c2P P(c)
P(1 : 1)

; (3.15)

where P(1 : 1) re�ects the power consumption in the conventional architecture ( i.e, the (1 :1) association
scheme)
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— The energy ef�ciency, which is expressed as the total throughput in the system over the total power consump-
tion, is given by: P

c2P T(c)
P

c2P P(c)
(3.16)

— The mean throughput per UE, given by: P
c2P T(c)

P
c2P nc

; (3.17)

where
P

c2P nc is the total number of UEs in the system
— The spectral ef�ciency per BBU, given by: P

c2P T(c)
BW � NBBU

; (3.18)

where BW is the total bandwidth and NBBU is the number of active BBUs
— The total derived throughput, given by: X

c2P

T
�
c
�

(3.19)

3.4.1 Simulation Setup

We use matlab for simulation, and we display the results of a network topology consisting in seven cells in order
to assess the performance of the optimal solution. We also evaluate the results for three different UEs distribution:

— Uniform UE distribution: In this case, the number of UEs per zone is the same.
— Good radio conditions distribution: In this case, UEs are concentrated into zones with good radio conditions

(i.e, zones that are close to the cell center).
— Bad radio conditions distribution: UEs are concentrated into zones with bad radio conditions (i.e, zones that

are close to the cell edge).

Meshing Step Evaluation We are interested in evaluating the total derived throughput and the total power
consumption as a function of different values of meshing steps. A medium load condition is considered (i.e, the
number of UEs per cell is 6), along with a uniform UE distribution in the network. Evaluations are listed in table 3.1.
Further, we list the obtained number of active BBUs, at medium load conditions and uniform distribution of UEs for
many meshing step values (cf. table 3.2).

TABLE 3.1: Meshing Step Evaluation: Total Throughput, Power Consumption

Meshing Step (m) Total Throughput (Mb/s) Power Consumption (W)
50 119.11 221.46

100 116.45 219.87
150 116.43 219.86
200 114.63 218.78
210 113.59 218.15
220 112.87 217.72
230 111.26 216.76
240 115.25 219.15
250 110.11 216.07

We notice that the range of difference between the maximum and minimum values of throughput is 7.55%,
whereas it is equal to 2.43% in the case of power consumption. Further, the number of active BBUs remains 3 for all
meshing step values, indicating that the considered range of values does not signi�cantly impact the results of the
optimization problem showing the same number of active BBUs for all values. In our assessments, a meshing step
of 240 m will be considered to evaluate metrics. Additionally, the minimum throughput per UE threshold is set to 2
Mb/s (i.e, Dmin ), and a full buffer traf�c scheme is considered. The propagation model employed in our case is the
Cost Hata 231 for urban areas, and a frequency reuse-1 scheme is taken into account. The simulation parameters
are given in table 3.3.

We �rst start by providing the results of our proposed approach in comparison with the Bin Packing scheme, the
classical formulation of the state-of-art. Further, the results of the conventional scheme are also displayed.
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TABLE 3.2: Meshing Step Evaluation: Number of Active BBUs

Meshing Step (m) Number of Active BBUs
50 3

100 3
150 3
200 3
210 3
220 3
230 3
240 3
250 3

TABLE 3.3: Simulation Parameters

Parameter Value
Traf�c Model Full Buffer
Scheduling Scheme Fair Resource Sharing
Propagation Model Cost Hata 231
Shadowing Standard Deviation 10 dB
Transmit Power of RRH 40 dBm
Thermal Noise Power � 174dBm/Hz
BW 10 MHz
Cell Radius 500m
A 50 W
B 0:6
Dmin 2 Mb/s
Meshing Step (a) 240m

3.4.2 Interference-Aware Algorithm vs. Bin Packing vs. No Clustering

Uniform UEs Distribution

In order to guarantee 2 Mb/s for all UEs, we assume that the system is performing Admission Control. The results
show a maximum number of 12 UEs per BBU, (i.e, 84 UEs in the network) being able to pull 2 Mb/s when 7 BBUs
are activated. Thus, the BBU capacity, in the Bin Packing case, is �xed to 12 UEs. The following results show the
performance of the optimal solution of the problem (cf. section 3.2), in comparison with different schemes. A uniform
UEs distribution is considered, leading to average radio conditions.

Figure 3.2 shows the number of active BBUs as a function of the load conditions (i.e, the number of UEs per cell).
Our proposed algorithm is denoted as Interference-Aware Clustering Algorithm (IACA), the Bin Packing approach
is denoted as Bin Packing and the conventional architecture as No Clustering scheme. For 1 UE per cell, the IACA
scheme and the Bin Packing activate 1 BBU. When the number of UEs per cell is more than 1, the Bin Packing
activates more BBUs, while the IACA maintains 1 activated BBU. The reason is that our proposed approach is
considering the spectral ef�ciency of a BBU, which is signi�cantly high when all RRHs are associated to a single
BBU, and the cluster is free of intra-cluster interference. Contrarily, the Bin Packing is considering a �xed metric
(i.e, the maximum number of UEs per BBU), which overlooks the radio conditions and the spectral ef�ciency. The
IACA scheme keeps up with 1 active BBU until we reach 4 UEs per cell, while the Bin Packing algorithm activates
3. When the number of UEs per cell reaches 7, the Bin Packing activates 7 BBUs, while our scheme makes do with
3 BBUs. When 11 UEs per cell is reached, our algorithm activates all BBUs.
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FIGURE 3.2: Number of Active BBUs: IACA vs. Bin Packing vs. No Clustering

Figure 3.3 displays the total power consumption in the system as a function of the number of UEs per cell. We
notice that the lowest value is shown for 1 UE per cell, as the IACA and the Bin Packing schemes activate 1 BBU (cf.
Figure 3.2). The power consumption increases when the number of active BBUs increases to satisfy a higher number
of UEs. However, for the cases of 6 and 7 UEs per cell, where the IACA scheme activates 3 BBUs, we notice that the
power consumption slightly increases. In fact, when more UEs are served, more throughput is derived to satisfy the
QoS. Since the power consumption model varies linearly as a function of the derived rate, the value increases for the
same number of active BBUs. For the Bin Packing case, we notice the same values for the same number of active
BBUs, as the cases of 5 and 6 UEs per cell. In fact, the Bin Packing scheme chooses the partitions that minimize
the number of active BBUs. In that case, many solutions exist for one single scenario. Consequently, we display
the average result of provided solutions for a particular case (i.e, load condition). Thus, two scenarios showing the
same number of active BBUs, display almost similar results, as the spaces of solutions might be the same for both
cases. The power consumption attains its maximal value for the IACA scheme when the number of UEs per cell
is 11, as all the BBUs are activated. We note that the power consumption of the conventional architecture shows
a �xed value. The reason is that we consider �xed radio conditions and a full buffer traf�c scheme. Thus, the total
throughput value is the same as all resources are consumed.

FIGURE 3.3: Power Consumption: IACA vs. Bin Packing vs. No Clustering

In Figure 3.4, the power saving metric is displayed as a function of the load conditions. The IACA scheme shows
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the highest values of power savings since it activates the lowest number of BBUs. The Bin Packing realizes less
power saving than the proposed approach since it activates more BBUs for different load conditions. The power
saving realized by the conventional scheme is 0, since all BBUs are activated for all load conditions.

FIGURE 3.4: Power Savings: IACA vs. Bin Packing

Figure 3.5 shows the energy ef�ciency as a function of the number of UEs per cell. This metric underlines the
Interference-Aware behavior of our proposed solution. For instance, for the cases of 6 and 7 UEs per cell, the
same number of BBUs is activated as shown in Figure 3.2. However, the energy ef�ciency increases for 7 UEs
per cell. The reason is that the algorithm chooses a different partition. In fact, for this case (i.e, 7 UEs per cell),
the algorithm decides to increase the energy ef�ciency by choosing the partition that lowers the interference level
between clusters. For instance, more adjacent RRHs are clustered together to reduce the interference level between
one another, and thus, to enhance the ef�ciency in resource utilization instead of activating more BBUs as does the
Bin Packing scheme. The same behavior is noticed for 8 and 9 UEs per cell. Our algorithm is more energy ef�cient
than both the Bin Packing and the No Clustering schemes, except for the cases of 6 and 8 UEs per cell. In fact,
the main objective is to reduce the power consumption, rather than to improve the energy ef�ciency. Within some
partitions of RRHs, the energy ef�ciency could be lower, but the power consumption is reduced. We conclude that
lowering the power consumption does not necessarily lead to enhanced energy ef�ciency. We note that the energy
ef�ciency remains at a �xed level for the No Clustering scheme due to two reasons: �rst, all the BBUs are activated,
leading to the consumption of all the radio resources since a full buffer traf�c scheme is considered. Further, the
radio conditions are �xed.

In Figure 3.6, the mean throughput per UE as a function of the number of UEs per cell is displayed. The mean
throughput per UE decreases when the number of UEs per cell increases for the No Clustering scheme. In both
IACA and Bin Packing schemes, the mean throughput per UE shows �uctuations while the number of UEs per cell
increases. In fact, the higher the number of UEs, the higher the number of activated BBUs. However, activating more
BBUs means introducing more interference. This explains the �uctuating behavior of both algorithms. In all cases,
we notice that our algorithm tries to reduce the mean throughput per UE to 2 Mb/s in order to realize more power
saving. Let us recall that the traf�c model is full buffer, and thus, when we activate more BBUs, the resources are
entirely consumed. However, the objective of the algorithm is to reduce the power consumption subject to minimum
throughput requirements. We note that the Bin Packing scheme shows higher values of mean throughput per UE,
as it activates more BBUs for the same load conditions.

Figure 3.7 shows the spectral ef�ciency per BBU as a function of the load conditions. We notice that the behavior
of the spectral ef�ciency is the same as the energy ef�ciency (cf. Figure 3.5). In fact, both metrics show variations
as a function of the interference level in the system. Thus, for some cases, the algorithm endeavors to increase
the ef�ciency in resource utilization, rather than to increase the number of active BBUs, as previously explained.
Increasing the resource utilization ef�ciency means enhancing both the spectral and energy ef�ciency. For more
illustration, we display the chosen partitions of RRHs for four different cases (i.e, 6, 7, 8 and 9 UEs per cell). We
note that for the cases of 6 and 7 UEs per cell, the number of active BBUs is 3. It is 4 for the cases of 8 and 9
UEs per cell. Cells of the same color are associated to the same BBU. In Figure 3.8(a), the proposed algorithm
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FIGURE 3.5: Energy Ef�ciency: IACA vs. Bin Packing vs. No Clustering

FIGURE 3.6: Mean Throughput per UE: IACA vs. Bin Packing vs. No Clustering

chooses a partition where it associates less adjacent RRHs to one BBU. Therefore, more cell edges exist, and the
level of interference is higher than the case of 7 UEs per cell (Figure 3.8(b)), where we notice more adjacent RRHs
clustered together. This explains how our algorithm manages the interference level to stay on the same number of
active BBUs when the number of UEs increases. The same behavior is noticed for the cases of 8 and 9 UEs per
cell in Figures 3.8(c) and 3.8(d).

Figure 3.9 displays the total throughput derived in the system as a function of load conditions. We notice that
the throughput pattern follows the one of power consumption. In fact, this is normal since the power consumption
is a linear function of the throughput. We also notice that the throughput increases for the same number of active
BBUs, as the cases of 6 and 7 UEs per cell (cf. Figure 3.2). The latter highlights the Interference-Aware behavior of
the proposed scheme since many partitions exist for the same number of active BBUs, affecting the cell boundaries
in the network and changing the level of spectral ef�ciency. The throughput derived by the Bin Packing and the No
Clustering schemes is higher than that obtained in IACA since more BBUs are activated.
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FIGURE 3.7: Spectral Ef�ciency: IACA vs. Bin Packing vs. No Clustering

(a) For 6 UEs per cell (b) For 7 UEs per cell

(c) For 8 UEs per cell (d) For 9 UEs per cell

FIGURE 3.8: Partitions of RRHs
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FIGURE 3.9: Total Throughput: IACA vs. Bin Packing vs. No Clustering

Good Radio Conditions Distribution

In the following, we display the results of the algorithm for UEs with good radio conditions. In that case, UEs are
concentrated into zones that are close to the cell center. Thus, better radio conditions are experienced. For the Bin
Packing scheme, we consider a BBU capacity of 16 UEs which is higher than the uniform UEs distribution case. In
fact, the results have shown a maximum number of 16 UEs, being able to pull 2 Mb/s when 7 BBUs are activated.

In Figure 3.10, the number of active BBUs is displayed as a function of the number of UEs per cell. We notice
that the IACA scheme makes do with one activated BBU, serving up to 5 UEs per cell (i.e, 35 UEs in the system)
with a minimum mean throughput per UE of 2 Mb/s. For good radio conditions, the IACA scheme activates 2 BBUs
to handle 6 UEs per cell (i.e, 42 UEs in the system), with a minimum mean throughput per UE of 2 Mb/s. The same
number of UEs (i.e, 6 UEs per cell) is handled by 3 active BBUs when a uniform UEs distribution is considered. Lastly,
for the case of 11 UEs per cell, the IACA scheme activates 4 BBUs when good radio conditions are considered,
whereas it activates all the BBUs in the case of a uniform UEs distribution. We conclude that the BBU capacity is not
the same for different radio conditions. This behavior again highlights the importance of Interference-Awareness,
when designing the BBU-RRH association schemes. The Bin Packing scheme activates more BBUs for all load
conditions, even when a higher BBU capacity is considered.

FIGURE 3.10: Number of Active BBUs: IACA vs. Bin Packing vs. No Clustering
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Figure 3.11 displays the power consumption derived in the system as a function of the number of UEs per cell.
We notice that for the same number of active BBUs, the power consumption is higher than the case of uniform UEs
distribution (cf. Figure 3.3). For instance, for the case of 2 active BBUs, the derived power consumption is around
150 W for the good radio conditions case, whereas it is slightly less than 150 W when uniform radio conditions
are considered. The same behavior is registered for the cases of 3, 4, 6 and 7 active BBUs (cf. Figures 3.10 and
3.2). The reason is that more throughput is derived when radio conditions are better. Thus, the power consumption
is higher, since it is a linear function of throughput. However, even with higher power consumption, the energy
ef�ciency is enhanced (cf. Figure 3.13) for the same number of active BBUs in comparison with the uniform UEs
distribution. The Bin Packing algorithm shows higher power consumption than IACA whatever the radio conditions
are, since it activates more BBUs for all cases.

In Figure 3.12, the power saving metric is globally enhanced in comparison with the uniform UEs distribution
case. For example, for the case of 6 UEs per cell, the power saving is 70% when good radio conditions are consi-
dered, whereas it is slightly less than 60% for the case of uniform UEs distribution. This is normal since the needed
number of active BBUs to serve a given number of UEs is higher for the case of uniform UEs distribution.

FIGURE 3.11: Power Consumption: IACA vs. Bin Packing vs. No Clustering

FIGURE 3.12: Power Savings: IACA vs. Bin Packing

The energy ef�ciency in Figure 3.13, is enhanced in comparison with the uniform radio conditions case (cf.
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Figure 3.5). For instance, for the case of 2 active BBUs (i.e, 6 UEs per cell), the energy ef�ciency is slightly less
than 0.6 Mb/s/W for good radio conditions, whereas it is less than 0.55 Mb/s/W for the case of a uniform UEs
distribution, where we have 5 UEs per cell. The energy ef�ciency for good radio conditions has the same behavior
as the uniform UEs distribution. In particular, for the same number of active BBUs (precisely, for the cases of 7
and 8 UEs, where 3 BBUs are activated, and 9, 10 and 11 UEs per cell, where 4 BBUs are activated), the energy
ef�ciency is enhanced when the number of UEs per cell increases. The reason is that the RRHs partition changes
in a way to lower the interference level and to increase the energy ef�ciency, instead of activating additional BBUs,
as previously explained.

In Figure 3.14, the mean throughput per UE shows higher values for the No clustering scheme in comparison
with the No Clustering scheme, where a uniform UEs distribution is considered (cf. Figure 3.6). For example, for the
case of 1 UE per cell, the mean throughput per UE is slightly higher than 40 Mb/s where good radio conditions are
considered. For the case of a uniform UEs distribution, it is less than 35 Mb/s. The IACA scheme shows a value
around 10 Mb/s for good radio conditions, where 1 UE per cell is active, whereas it shows a value that is slightly
less than 10 Mb/s for uniform UEs distribution. However, for other load conditions, we notice that the IACA scheme
shows almost 2 Mb/s whatever the radio conditions are. The reason is that the IACA scheme reduces as much as
possible the mean throughput per UE to gain more power saving for all radio conditions.

FIGURE 3.13: Energy Ef�ciency: IACA vs. Bin Packing vs. No Clustering

FIGURE 3.14: Mean Throughput per UE: IACA vs. Bin Packing vs. No Clustering
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Figure 3.15 displays the spectral ef�ciency per BBU for good radio conditions. Same as the energy ef�ciency,
we notice that the spectral ef�ciency is globally enhanced in comparison with the uniform UEs distribution case.
For example, for the case of 1 UE per cell, where we have 1 active BBU in both cases of uniform and good radio
conditions, the spectral ef�ciency is above 7 b/s/Hz for good radio conditions, whereas it is around 6.5 b/s/Hz for
uniform UEs distribution (cf. Figure 3.7). Further, we notice that its pattern is the same as that of energy ef�ciency.
Figures 3.16(a), 3.16(b), 3.16(c), 3.16(d) and 3.16(e) display the chosen partitions of RRHs for the cases of 7 and
8 UEs per cell, where we have 3 active BBUs and 9, 10 and 11 UEs per cell, where we have 4 active BBUs. As
previously explained, we notice that the IACA scheme chooses a partition with less cell edges when the number of
UEs per cell increases and the number of activated BBUs is the same. For instance, for the case of 7 UEs per cell,
more cell edges exist, whereas for the case of 8 UEs per cell, we notice that the cell boundaries change and more
adjacent RRHs are clustered together. For the cases of 9 and 10 UEs per cell the same partition of RRHs is chosen
to serve UEs, and many cell edges are shown. For the case of 11 UEs per cell, the algorithm changes the partition
to cluster more adjacent RRHs together.

FIGURE 3.15: Spectral Ef�ciency: IACA vs. Bin Packing vs. No Clustering

(a) For 7 UEs per cell (b) For 8 UEs per cell

(c) For 9 UEs per cell (d) For 10 UEs per cell (e) For 11 UEs per cell

FIGURE 3.16: Partitions of RRHs
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Figure 3.17 displays the total derived throughput as a function of load conditions. We notice that for good radio
conditions, the total throughput is enhanced in comparison with the case of uniform UEs distribution. For instance,
for the same number of active BBUs, the total derived throughput is higher than that of uniform UEs distribution
case. The total throughput derived by IACA is less than the Bin Packing and the No Clustering schemes as they
activate more BBUs.

FIGURE 3.17: Total Throughput: IACA vs. Bin Packing vs. No Clustering

Bad Radio Conditions Distribution

In this subsection, the results are displayed for bad radio conditions, where UEs are concentrated into zones
close to the cell edge. The BBU capacity in the Bin Packing case is �xed to 9 UEs since the results have shown a
maximum number of 9 UEs per BBU, being able to pull 2 Mb/s when all BBUs are activated.

Figure 3.18 shows the number of active BBUs as a function of the number of UEs per cell. We notice that the
IACA scheme signi�cantly minimizes the number of active BBUs in comparison with the Bin Packing approach. For
instance, for 4 UEs per cell (i.e, 28 UEs in the network), the IACA scheme makes do with 1 active BBU, whereas the
Bin Packing activates 4 BBUs. The same behavior is noticed for 5 UEs per cell, where the IACA scheme activates 2
BBUs, whereas the Bin Packing activates 7 BBUs. In fact, the Interference-Aware behavior is more effective for the
case of bad radio conditions than the cases of uniform and good radio conditions, since signi�cant gap of difference
is shown in comparison with the Bin Packing, which is an Interference-Oblivious approach.

Figure 3.19, displays the power consumption as a function of the load conditions. Similar to the number of
active BBUs, the power consumption metric shows signi�cant discrepancy between the IACA and the Bin Packing
schemes. Again, being aware of the interference level for the bad conditions case is paramount to achieve the
maximum power consumption minimization.

Figure 3.20 is showing the power saving metric as a function of the number of UEs per cell. Since the power
consumption is signi�cantly minimized in comparison with the Bin packing scheme, the power saving also shows
the same behavior. We also notice that the power saving metric decreases in comparison with the cases of uniform
and good radio conditions. For instance, for 7 UEs per cell, the realized power saving is around 40% for bad radio
conditions, whereas it is around 55% for uniform radio conditions and 60% for good radio conditions (cf. Figures 3.4
and 3.12).

Figure 3.21 displays the energy ef�ciency as a function of the load conditions. We notice, for the case of bad
radio conditions, the energy ef�ciency of the IACA scheme is enhanced in comparison with the cases of Bin Packing
and No Clustering schemes, for all load conditions. We conclude that for the case of bad radio conditions, lowering
the power consumption always enhances the energy ef�ciency.

33



FIGURE 3.18: Number of Active BBUs: IACA vs. Bin Packing vs. No Clustering

FIGURE 3.19: Power Consumption: IACA vs. Bin Packing vs. No Clustering

34



FIGURE 3.20: Power Savings: IACA vs. Bin Packing

FIGURE 3.21: Energy Ef�ciency: IACA vs. Bin Packing vs. No Clustering

The mean throughput per UE is displayed in Figure 3.22 as a function of the number of UEs per cell. We notice
that the mean throughput per UE shows lower values for the bad radio conditions case than the cases of uniform
and good radio conditions (cf. Figures 3.6 and 3.14). For instance, for the case of 1 UE per cell, the mean throughput
per UE shown by the IACA scheme is less than 10 Mb/s for the bad radio conditions case, whereas it is around 10
Mb/s for the uniform radio conditions case, and it is more than 10 Mb/s for the good radio conditions case. As the
cases of uniform and good radio conditions, the IACA scheme reduces the mean throughput per UE to 2 Mb/s to
gain more power saving. However, it does not show values lower than 2 Mb/s.

Figure 3.23 displays the spectral ef�ciency per BBU as a function of the load conditions. As the cases of uniform
and bad radio conditions, the spectral ef�ciency follows the behavior of the energy ef�ciency. Further, it shows lower
values in comparison with the cases of uniform and good radio conditions. For instance, for the cases of 1 UE per
cell, where we have 1 active BBU for all cases, the spectral ef�ciency in the case of bad radio conditions shows a
value that is less than 6 b/s/Hz, whereas it is more than 6.5 Mb/s/Hz for the case of uniform radio conditions, and
more than 7 b/s/Hz for the case of good radio conditions (cf. Figures 3.7 and 3.15).

In Figure 3.24, the total derived throughput in the system is shown as a function of the load conditions. Similar to
the power consumption, the total throughput is signi�cantly reduced in comparison with the case of the Bin Packing
scheme. However, the total derived throughput is enough to respect the QoS constraint, and guaranteeing a mean
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throughput per UE of 2 Mb/s as shown in Figure 3.22.

FIGURE 3.22: Mean Throughput per UE: IACA vs. Bin Packing vs. No Clustering

FIGURE 3.23: Spectral Ef�ciency: IACA vs. Bin Packing vs. No Clustering
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FIGURE 3.24: Total Throughput: IACA vs. Bin Packing vs. No Clustering

3.4.3 IACA vs. Heuristic vs. No Clustering

In this section, the results of the proposed heuristic are compared to the optimal solution of the Interference-
Aware proposition and the No Clustering scheme. We note that the results are evaluated for a uniform UEs distribu-
tion. Further, the results of the heuristic are evaluated for 1000 iterations for each scenario (i.e, load condition), and
average results are presented with 95% con�dence interval.

We start by displaying the number of active BBUs as a function of the load conditions. In Figure 3.25, the number
of active BBUs given by the heuristic is shown in comparison with the IACA and the No Clustering schemes. We
notice that the heuristic activates the same number of BBUs as the IACA scheme, except for the cases of 7 and
9 UEs per cell. For the case of 7 UEs per cell, the heuristic shows an average value slightly higher than 3 active
BBUs, which is the result of the optimal solution. For the case of 9 UEs per cell, the heuristic activates, on average,
one additional BBU in comparison with the IACA scheme. The No Clustering scheme maintains 7 active BBUs.

FIGURE 3.25: Number of Active BBUs: IACA vs. Heuristic vs. No Clustering

Figure 3.26 displays the power consumption of the heuristic as a function of the load conditions, in comparison
with the IACA and to the No Clustering schemes. We notice that the power consumption given by the heuristic shows
almost the same values of the IACA scheme, except for 7 and 9 UEs per cell because more BBUs are activated.
In fact, this underlines the ef�ciency of the proposed heuristic since the main objective remains to decrease the
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power consumption. The power consumption of the No Clustering scheme remains the highest since all BBUs are
activated.

In Figure 3.27, the power saving metric of the heuristic is displayed in comparison with the IACA and the No
Clustering schemes. Similar to the power consumption, the heuristic shows almost the same values as the IACA
scheme, except for 7 and 9 UEs per cell since more BBUs are activated.

Figure 3.28 shows the energy ef�ciency of the heuristic, in comparison with the IACA and No Clustering schemes.
The energy ef�ciency is higher for the heuristic solution, except for the cases of 7 and 9 UEs per cell. As previously
explained, reducing the power consumption does not necessarily lead to an enhanced energy ef�ciency. In fact, the
energy ef�ciency of the heuristic algorithm is lower than that of the IACA scheme when the number of active BBUs,
shown by the heuristic, is higher (cf. �gure 3.25). The reason is that less interference is the network is experienced
in the case of IACA, since less BBUs are activated. The opposite behavior is noticed when the number of active
BBUs is the same.

FIGURE 3.26: Power Consumption: IACA vs. Heuristic vs. No Clustering

FIGURE 3.27: Power savings: IACA vs. Heuristic
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FIGURE 3.28: Energy Ef�ciency: IACA vs. Heuristic vs. No Clustering

The mean throughput per UE as a function of the load conditions is shown in Figure 3.29, in comparison with the
IACA and the No Clustering schemes. Similar to the IACA scheme, the heuristic reduces the mean throughput per
UE as much as possible to gain more power saving. However, we notice that the heuristic does not show values less
than 2 Mb/s. The No Clustering scheme realizes the highest mean throughput per UE since it activates all BBUs
and a full buffer traf�c model is considered.

In Figure 3.30, the spectral ef�ciency per BBU for the heuristic is shown, in comparison with the IACA and the No
Clustering schemes. Similar behavior to that of the energy ef�ciency is noticed. In particular, the spectral ef�ciency
of the heuristic algorithm is higher than the IACA scheme, except for the cases where the IACA activates less BBUs
than the heuristic. The reason, as previously mentioned, is related to the interference level which is lower when the
IACA activates fewer BBUs.

In �gure 3.31, the total derived throughput of the heuristic is displayed, in comparison with the IACA and the
No Clustering schemes. We notice that the total throughput derived by the heuristic shows higher values than the
IACA scheme. In fact, the heuristic enjoys higher spectral and energy ef�ciency. Thus, the total derived throughput
is higher. Further, the IACA scheme main objective remains to reduce power consumption, at the cost of reduced
throughput in comparison with other schemes.

FIGURE 3.29: Mean Throughput per UE: IACA vs. Heuristic vs. No Clustering

Figure 3.32 displays the execution time of the IACA and the heuristic as a function of the load conditions. The
results are executed over a hardware of 64-bit, Intel 7 core, 2.5 Ghz. We notice that the heuristic signi�cantly reduces
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the execution time in comparison with the IACA scheme, which underlines the ef�ciency of the proposed heuristic
that shows close performance to the optimal solution with signi�cant less computational requirements.

FIGURE 3.30: Spectral Ef�ciency: IACA vs. Heuristic vs. No Clustering

FIGURE 3.31: Total Throughput: IACA vs. Heuristic vs. No Clustering
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FIGURE 3.32: Execution Time: IACA vs. Heuristic

3.5 Concluding Remarks

In this chapter, an Interference-Aware algorithm has been proposed and evaluated in comparison with an
Interference-Oblivious approach, the Bin Packing problem. Three scenarios has been taken into consideration to
closely evaluate the results: The uniform UEs distribution, the good radio conditions and the bad radio conditions.
Further, a greedy heuristic has been proposed and the results were evaluated and compared with the optimal
solution of the Interference-Aware algorithm. The main conclusions are stated below:

— The Interference-Aware decisions are paramount to achieve maximum power saving. Particularly, the chosen
partition of RRHs affects the level of interference, and thus, the spectral ef�ciency which is essential to decide
the right number of active BBUs.

— The radio conditions affect the maximum number of UEs that a BBU can handle. For instance, when good
radio conditions are considered, the number of active BBUs needed to handle a given load condition, is less
than that needed for the cases of uniform or bad radio conditions, where more BBUs are activated to cope
with the traf�c demand.

— The power consumption minimization does not necessarily lead to energy ef�ciency enhancement. As shown
from the results, some cases present the lowest values of power consumption. On the other hand, the energy
ef�ciency does not strike the highest values. However, for bad radio conditions the power consumption mini-
mization enhances the energy ef�ciency for all cases of load conditions.

— The proposed heuristic shows close performance to the optimal solutions with less computational require-
ments.

In the following chapter, we submit the proposed heuristic to the stringency of a real network topology. Further, we
propose additional greedy heuristics for better comparative scoring.
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Chapitre 4

Heuristics for BBU-RRH Association
Optimization on a Real Case Topology

In chapter 3, we introduced an algorithm endowed an Interference-Aware behavior. Further, we proposed a
greedy heuristic aiming to provide close performance to the optimal solution with less computational requirement.
In this chapter, we submit the Interference-Aware behavior to the stringency of a real network topology consisting
in 20 cells (i.e, the 4G network topology for the 14th district of Paris in France). Precisely, we propose several
Interference-Aware heuristics, and we compare them. A �rst type of heuristics is inspired from ef�cient heuristics of
the Bin Packing problem, such as the Best Fit Decreasing (BFD), the Worst Fit Decreasing (WFD) and the First Fit
Decreasing (FFD). Those heuristics are adapted to compose with interference. A second type of heuristics is similar
to the previously proposed heuristic of chapter 3. We �rst start by describing the classical BFD, WFD and FFD, then
we introduce our proposed Interference-Aware Bin Packing heuristics. We further introduce the heuristics that are
similar to the one described in chapter 3. We evaluate the results of the Interference-Aware BFD in comparison with
the classical one. Lastly, we compare all proposed heuristics: The ones inspired from the Bin Packing scheme and
the ones that are similar to the proposed scheme in chapter 3.

4.1 Best Fit Decreasing, Worst Fit Decreasing and First Fit Decreasing

— Best Fit Decreasing: The BFD algorithm is an ef�cient greedy heuristic, sorting the objects ( i.e, RRHs) in a
decreasing order in terms of volumes (i.e, number of UEs). The object to be packed is placed into the bin
that embraces it the best. In other terms, the object is placed into the bin that has the best �tted empty place
for the object volume. In order to apply the BFD in a C-RAN context, RRHs are sorted in terms of number of
UEs. A RRH is associated to the BBU that suits it the best in terms of number of UEs. Precisely, the RRH is
associated to the BBU that has the minimal empty place that suits it.

— Worst Fit Decreasing: The WFD algorithm differs from the BFD by placing the object into the bin that has the
largest empty place and suits it. In a C-RAN context, a RRH is associated to the BBU having the maximal
empty place and is able to embrace the RRH UEs.

— First Fit Decreasing: The FFD algorithm places the object into the bin that �rst �ts it. In other terms, the RRH
is mapped to the �rst BBU that can handle it.

4.2 Interference-Aware BFD, WFD and FFD

In Chapter 2 (cf. subsection 2.5.1), we have described and provided the formulation of the Bin Packing problem.
Recall that the Bin Packing consists in �nding a partition of objects in a way to minimize the number of used bins.
The objects are packed into the bins in a way not to violate the maximum bin capacity. Within an Interference-Aware
context, the constraint of maximum bin capacity is substituted with that of minimum throughput requirement per UE.
In other terms, RRHs are associated to one BBU until a minimum level of throughput requirement per UE is violated.
This constraint is expressed as follows:

T
�
c
�

� nc � Dmin ; 8c 2 P (4.1)

43



Let us recall that T
�
c
�

expresses the total throughput derived in cluster c, nc is the total number of UEs in cluster c,
and Dmin the minimum throughput per UE that should be available within each cluster. In fact, the mean throughput
per UE shows a clear image of the BBU capacity that is affected by both the load conditions (i.e, number of UEs)
and the interference impact of RRHs associated to different BBUs.

— Interference-Aware BFD: An Interference-Aware BFD consists in clustering the RRH within the BBU that has
the lowest mean throughput per UE and respects (4.1), rather than clustering it into the BBU �tting it the best
in terms of number of UEs and respecting the bin capacity. Similar to the classical BFD, the RRHs are sorted
in decreasing order of their load (i.e, number of serviced UEs).

— Interference-Aware WFD: Similar to the BFD, the RRHs are sorted in decreasing order of their load. A RRH
is associated to the BBU that shows the highest mean throughput per UE with respect to (4.1).

— Interference-Aware FFD: Again, the RRHs are sorted in decreasing order of their load, and one RRH is as-
sociated to the �rst BBU that respects constraint (4.1).

4.3 Greedy Heuristics

In this section, we present additional greedy heuristics that we propose, and are similar to the one described
in Chapter 3. These heuristics are deemed “Random Load-Random Load”, “Maximum Load-Minimum Power” and
“Minimum Load-Minimum Power”. They are described in the following:

— Random Load-Random Load: The “Random Load-Random Load” starts by choosing randomly two RRHs
and associates them to one BBU in a way not to violate constraint (4.1). The heuristic keeps up by randomly
choosing RRHs to be associated to the same cluster until no RRH respecting (4.1) is found. It then repeats
the process until all RRHs are associated to BBUs.

— Maximum Load-Minimum Power: The “Maximum Load-Minimum Power” heuristic starts by choosing the RRH
with the highest load, and associates it with the RRH that minimizes the total power consumption of the cluster
with respect to constraint (4.1). It keeps up by associating RRHs that minimize the total power consumption
of the cluster until no RRH respecting (4.1) is found. The process is repeated until all RRHs are clustered to
BBUs.

— Minimum Load-Minimum Power: Contrarily to the “Maximum Load-Minimum Power”, the “Minimum Load-
Minimum Power” chooses the RRH with the lowest load, and associates it with the RRH that minimizes the
total power consumption of the cluster without violating constraint (4.1).

We note that the proposed heuristic in chapter 3 will be referred to as “Random Load-Minimum Power”, as it starts
by randomly choosing a RRH and associates it with the one that minimizes the power consumption of the cluster.

4.4 Complexity Analysis

The classical heuristics of the Bin Packing problem (i.e, BFD, WFD and FFD) have a complexity of R � log(R) [70],
where R is the total number of objects (i.e, RRHs). As the Interference-Aware Bin Packing heuristics behave similarly
to the classical heuristics, they execute the same number of operations and have the same complexity. As for the
greedy heuristics, their complexity remains quadratic for the previously explained reason in section 3.3 of chapter
3, knowing that the “Maximum Load-Minimum Power” and “Minimum Load-Minimum Power” heuristics, differ from
the “Rand Load-Minimum Power” by choosing the maximum/minimum loaded RRHs while starting a stage. In that
case, the complexity of the max and min load functions is equal to O(log(n)) , where n is the number of unmapped
RRHs within a given stage. However, for high number of RRHs the complexity of the logarithmic function would be
negligible in comparison with the number of operations the heuristics perform to search for the RRH that minimizes
the power consumption of the cluster.

4.5 Performance Evaluation

4.5.1 Simulation Setup

We use Matlab for simulations and we consider the 4G network topology for the 14th district of Paris in France
[23]. Figure 4.1 displays the realistic positioning of the base stations (i.e, RRHs) in the 14th district of Paris. We note

44



that the system model remains the same as the previously described one in chapter 3 (cf. section 3.1).

FIGURE 4.1: 4G Network Topology for the 14th District of Paris in France

We recall that a quadratic meshing of the covered area is considered. In this case, we resort to a uniform UEs
distribution per cell (i.e, the number of UEs per zone is the same). The employed propagation model is the Cost
Hata 231 for urban areas, and a frequency reuse-1 scheme is considered. We assume a cell radius of one base
station to be 450 m since Paris is a dense region and one base station would have a shorter coverage range than
base stations located in suburban or rural regions. Further, the value of Dmin is set to 1 Mb/s. Same metrics of
chapter 3 are used to compare the various schemes (cf. section 3.4). The simulation parameters are shown in table
4.1.

4.5.2 IA-BFD vs. BFD vs. No Clustering

In this subsection, we display the comparative results of the Interference-Aware BFD, denoted as IA-BFD, the
classical BFD, denoted as BFD, and the conventional architecture denoted as No Clustering scheme. The results
are displayed for three load conditions: Low, medium and high. For low load conditions, the number of UEs per cell
varies between 1 and 5. For medium load conditions, the number of UEs per cell varies between 6 and 10. Lastly, for
high load conditions, the number of UEs per cell is between 11 and 15. Simulations are repeated 2000 times, and
results are averaged and shown with 95% con�dence interval. Further, the bin capacity is set to 15 UEs because,
through extensive simulations, we assessed the maximum number of UEs per BBU (set to 15) necessary to pull 1
Mb/s when 20 BBUs are activated.

Figure 4.2 displays the number of active BBUs as a function of the number of UEs per cell. At low load, the
IA-BFD activates 2 BBUs, whereas the BFD scheme activates 4. This is due to the Interference-Aware behavior

TABLE 4.1: Simulation Parameters

Parameter Value
Traf�c Model Full Buffer
Scheduling Scheme Fair Resource Sharing
UEs Distribution Uniform
Propagation Model Cost Hata 231
Shadowing Standard Deviation 10 dB
Transmit Power of RRH 40 dBm
Thermal Noise Power � 174dBm/Hz
BW 10 MHz
Cell Radius 450m
A 50 W
B 0:6
Dmin 1 Mb/s
Meshing Step 240m
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of the IA-BFD that takes into consideration the load and the interference conditions, contrarily to the BFD scheme
that relies only on the number of UEs per cell for BBU-RRH association decisions. At medium load, the IA-BFD
activates an average of 8 BBUs, whereas the BFD activates around 13 BBUs. At high load, the IA-BFD activates
14 BBUs, and the BFD activates all BBUs. In fact, under high load, the number of active BBUs increases, which in
turn increases the level of interference since the same spectrum is reused. As a consequence, the IA-BFD does not
activate all BBUs to lower the interference level that harmfully affects the QoS, and is contented with 14 activated
BBUs, contrarily to the BFD and the No Clustering schemes that activate all BBUs.

Figures 4.3 and 4.4 show the power consumption and the realized power saving as a function of the number
of UEs per cell. We notice that the power consumption shown by the IA-BFD is reduced in comparison with the
BFD and the No Clustering schemes. Similarly, the realized power saving shown by the IA-BFD is increased in
comparison with the classical BFD and the conventional architecture.

FIGURE 4.2: Number of Active BBUs: IA-BFD vs. BFD vs. No Clustering

FIGURE 4.3: Power Consumption: IA-BFD vs. BFD vs. No Clustering
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FIGURE 4.4: Power Savings: IA-BFD vs. BFD

Figure 4.5 shows the energy ef�ciency as a function of the load conditions. We notice that for low load, the energy
ef�ciency signi�cantly improves in comparison with the classical BFD and the conventional architecture. The reason
is the low number of activated BBUs which leads to less interference in the network. However, we notice that for
medium and high load conditions, the energy ef�ciency realized by the IA-BFD slightly improves in comparison with
the classical BFD and the No Clustering schemes. The reason is due to the close positioning of the base stations
that aggressively interfere each others as shown in Figure 4.1. Thus, when more BBUs are activated (as for the
cases of medium and high load conditions), the interference level signi�cantly increases, leading to a degradation
in terms of energy and spectral ef�ciency (cf. Figure 4.7) until a stable level is reached, affecting slightly the energy
and the spectral ef�ciency. However, the main objective of our algorithm is to reduce the power consumption, rather
than to maximize the energy ef�ciency. Recall that reducing the power consumption does not necessarily lead to
enhanced energy ef�ciency.

Figure 4.6 displays the mean throughput per UE as a function of the number of UEs per cell. We notice that the
IA-BFD is showing the lowest level of mean throughput per UE, because it activates the lowest number of BBUs.
Further, the IA-BFD shows a value close to 1 Mb/s for all load conditions, as the main objective is to realize the
maximum power reduction with respect to a minimum level of throughput requirement per UE within each cluster,
which is 1 Mb/s in that particular case.

FIGURE 4.5: Energy Ef�ciency: IA-BFD vs. BFD vs. No Clustering
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Figure 4.7, shows the spectral ef�ciency per BBU as a function of the number of UEs per cell. The spectral
ef�ciency shown by the IA-BFD is signi�cantly improved for low load conditions, in comparison with the BFD and the
No Clustering schemes. Similar to the energy ef�ciency, for medium and high load conditions, the IA-BFD slightly
improves the spectral ef�ciency as the number of BBUs is higher and the interference level reaches a stable level.

FIGURE 4.6: Mean Throughput per UE: IA-BFD vs. BFD vs. No Clustering

FIGURE 4.7: Spectral Ef�ciency: IA-BFD vs. BFD vs. No Clustering

In Figure 4.8, the total derived throughput in the system is displayed. We notice that the No Clustering scheme
shows the highest total throughput as it activates all BBUs. The classical BFD also shows an improved total through-
put as more BBUs are activated. However, the realized power saving of the BFD and the No Clustering schemes is
signi�cantly lower than the IA-BFD as shown in Figure 4.4.
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FIGURE 4.8: Total Throughput: IA-BFD vs. BFD vs. No Clustering

4.5.3 IA-BFD vs. IA-WFD vs. IA-FFD vs. Rand Load-Rand load vs. Rand-Min Pow vs. Max
Load-Min Pow vs. Min Load-Min Pow

In this subsection, we compare the different heuristics inspired from the Bin Packing heuristics (cf. section 4.2),
deemed IA-BFD, IA-WFD (Interference-Aware WFD), and IA-FFD (Interference-Aware FFD), and the greedy heuris-
tics described in section 4.3. The greedy heuristics are denoted as “Rand Load-Rand Load” (Random Load-Random
Load), “Rand Load-Min Power” (Random Load-Minimum Power), “Max Load-Min Power” (Maximum Load-Minimum
Power) and “Min Load-Min Power” (Minimum Load-Minimum Power). The results are displayed for three load condi-
tions, as stated in subsection 4.5.2, and metrics are averaged and shown with 95% con�dence interval. Simulations
are repeated for 2000 runs. The same metrics of the previous subsection are used to compare the results. Further,
the execution time of all the heuristics is assessed.

Figure 4.9 shows the number of active BBUs as a function of the load conditions. We notice that for low load,
the greedy heuristics activate 1 BBU, whereas the Interference-Aware Bin Packing heuristics activate 2 BBUs. In
fact, within the IA-Bin Packing schemes, RRHs are packed in a way to verify some requirements, and decisions are
taken one shot and do not consider the change of interference level due to the added RRHs. This is contrarily to
the greedy heuristics that search among all the unmapped RRHs at each step, and choose the best suited one in
terms of power consumption. For medium and high load conditions, all the heuristics show almost the same number
of activated BBUs.

Figures 4.10 and 4.11 show the power consumption and the realized power saving of all heuristics as a function
of the load conditions. For low load, we notice that the power consumption shown by the IA-Bin Packing heuristics is
higher than that of the greedy heuristics since one additional BBU is activated. Similarly, the realized power saving
metric is slightly less than 90% for the IA-Bin Packing scheme, whereas it slightly more than 90% for the greedy
heuristics. The power consumption and the realized power saving at medium and high load show similar values
since the number of activated BBUs for all heuristics is similar.

Figure 4.12 shows the energy ef�ciency realized by all the heuristics as a function of the load conditions. For
low load, we notice that the greedy heuristics show signi�cant enhanced energy ef�ciency in comparison with the
IA-Bin Packing heuristics, although one additional BBU is activated in the IA-Bin Packing case. The reason is the
absence of inter-cluster interference for the greedy heuristics, since all the RRHs are associated to one single BBU.
For medium and high load conditions, the energy ef�ciency levels shown by all heuristics are similar. We recall that
when more BBUs are activated, the interference level increases signi�cantly until a stable level is reached. In that
stage, when more BBUs are activated, the interference level would be slightly affected, leading to similar values of
energy ef�ciency as shown in the cases of medium and high load conditions, where an average of 8 and 14 BBUs
are activated respectively.

Figure 4.13 displays the mean throughput per UE realized by all schemes. We notice that the greedy heuristics
show higher values of mean throughput per UE in comparison with the IA-Bin Packing, although one additional BBU
is activated for the case of IA-Bin Packing. The reason is the absence of the inter-cluster interference in the greedy
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heuristics, leading to enhanced spectral ef�ciency, that contributes to higher derived throughput within one BBU (cf.
Figure 4.14). For medium and high load conditions, the heuristics show similar values of mean throughput per UE
since the radio conditions are stable and the number of active BBUs is the same.

Figure 4.14, shows the spectral ef�ciency per BBU as a function of the load conditions. Similar to the energy
ef�ciency, the spectral ef�ciency per BBU is enhanced at low load conditions for the greedy heuristics, in comparison
with the IA-Bin Packing heuristics. The reason is the absence of inter-cluster interference as previously stated. For
medium and high load conditions, the level of the spectral ef�ciency is the same for all heuristics.

FIGURE 4.9: Number of Active BBUs: IA-BFD vs. IA-WFD vs. IA-FFD vs. Rand Load-Rand load vs. Rand-Min Power
vs. Max Load-Min Power vs. Min Load-Min Power

FIGURE 4.10: Power Consumption: IA-BFD vs. IA-WFD vs. IA-FFD vs. Rand Load-Rand load vs. Rand-Min Power
vs. Max Load-Min Power vs. Min Load-Min Power
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FIGURE 4.11: Power Savings: IA-BFD vs. IA-WFD vs. IA-FFD vs. Rand Load-Rand load vs. Rand-Min Power vs.
Max Load-Min Power vs. Min Load-Min Power

FIGURE 4.12: Energy Ef�ciency: IA-BFD vs. IA-WFD vs. IA-FFD vs. Rand Load-Rand load vs. Rand-Min Power vs.
Max Load-Min Power vs. Min Load-Min Power
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FIGURE 4.13: Mean Throughput per UE: IA-BFD vs. IA-WFD vs. IA-FFD vs. Rand Load-Rand load vs. Rand-Min
Power vs. Max Load-Min Power vs. Min Load-Min Power

FIGURE 4.14: Spectral Ef�ciency: IA-BFD vs. IA-WFD vs. IA-FFD vs. Rand Load-Rand load vs. Rand-Min Power vs.
Max Load-Min Power vs. Min Load-Min Power

The total derived throughput in the system is shown in Figure 4.15. For low load conditions, we notice that the
greedy heuristics show higher total derived throughput than the IA-Bin Packing heuristics. The reason is due to
the high level of spectral ef�ciency, as previously stated. For high and medium load conditions, the total derived
throughput is the same for all heuristics since the number of active BBUs and the radio conditions are similar.

The execution time of all the algorithms is displayed in Figure 4.16 as a function of the load conditions. The
algorithms are executed over a hardware of 64-bit, Intel 7 core, 2.5 Ghz. We notice that the execution time of the
IA-Bin Packing heuristics is less than the greedy heuristics for all load conditions. As previously mentioned in section
4.4, the complexity of the IA-Bin Packing heuristic is O(R � log(R)) , which is lower than that of the greedy heuristics
with quadratic complexity. We further notice that at low load conditions, the greedy heuristics necessitate more
execution time at the cases of medium and high load conditions. In fact, at low load condition, the heuristics need
to frequently update the resulted clusters while adding RRHs, which takes more time than in the cases of medium
and high load conditions, where the associations of many RRHs to one BBU is less frequent to preserve a minimum
level of throughput requirement. Also, the execution time of the “Rand-load-Rand load” heuristic is slightly higher
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than that of the “Rand-load-Min Power”, “Min-load-Min Power” and “Max-load-Min Power”. The reason is due to its
random behavior. In other terms, in some cases, the “Rand-load-Rand load” performs many drops within the set
of unmapped RRHs to �nd the one that respects the constraint of QoS, contrarily to the cases of “Rand-load-Min
Power”, “Min-load-Min Power” and “Max-load-Min Power” that do not have this random behavior.

FIGURE 4.15: Total Throughput: IA-BFD vs. IA-WFD vs. IA-FFD vs. Rand Load-Rand load vs. Rand-Min Power vs.
Max Load-Min Power vs. Min Load-Min Power

FIGURE 4.16: Execution Time: IA-BFD vs. IA-WFD vs. IA-FFD vs. Rand Load-Rand load vs. Rand-Min Power vs.
Max Load-Min Power vs. Min Load-Min Power

4.6 Concluding Remarks

In this chapter, we described different Interference-Aware heuristics that we submitted to the stringency of a
real network topology. A �rst type of heuristics are inspired from the classical heuristics of the Bin Packing Problem
(i.e, BFD, WFD and FFD), and are adapted to behave in an Interference-Aware manner. A second type consists
of greedy heuristics similar to the one described in chapter 3. Two important conclusions are conducted from the
obtained results: The �rst one states that the greedy heuristics derive better power savings in comparison with the
IA-Bin Packing heuristics at low load conditions. For medium and high load, the results shown by all heuristics are
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similar. The second conducted conclusion concerns the computational complexity of the algorithms. Precisely, the
greedy heuristics require more execution time than the Bin Packing heuristics.
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Chapitre 5

A Hybrid Approach for BBU-RRH
Association Optimization in C-RAN
Architecture

In the previous chapters (3 and 4), the proposed schemes consisted in fully centralized approaches, which are
usually known for their good results and ef�cient computational capabilities. However, those solutions require huge
amount of signaling overhead since RRHs have to frequently send their load and radio conditions to the cloud, where
the metrics are assessed and the decisions are made. The exchange of information might impose constraints over
the optical fronthaul connections between BBUs and RRHs. Particularly, when the number of RRHs is high. In this
chapter, a different approach of the problem is put forward: Since the assistance of the edge cloud in performing the
baseband tasks has been highly motivated in the recent state-of-art, the BBU-RRH association problem is treated in
that context. Precisely, we propose a hybrid solution relying on a Game Theoretic framework, where RRHs organize
themselves locally into several clusters with the assistance of the edge cloud. We �rst propose a hybrid solution
that adapts to a homogeneous distribution of UEs in the network. We then present an enhanced version of the
proposed scheme that adapts to a heterogeneous distribution of UEs in the network, which is more realistic. The
second version of our proposition relies on a Load-Aware scheme. In particular, RRHs organize themselves into
several clusters, while being aware of the load condition in each BBU. Consequently, we propose a centralized
Load- and Interference-Aware solution, that operates in two stages. The potential game among RRHs (i.e, the �rst
stage) is solved via two different algorithms: The �rst relies on a Best Response dynamics. The second is based
on reinforcement learning (i.e, the Replicator Dynamics). An analysis of the signaling load overhead generated by
the hybrid scheme is provided in comparison with that generated in centralized solutions. Performance metrics of
both versions of the hybrid proposition are also presented in comparison with centralized approaches. The results
show that the proposed scheme provides close performance to the centralized approaches with reduced amount of
signaling load. Further, a comparative study between the centralized Interference-Aware proposition of chapter 3,
as well as the proposed two-stage Load- and Interference-Aware centralized algorithm, is provided to put forward
the Load-Aware behavior. We lastly submit our hybrid proposition to the stringency of a real network topology and
compare the results with the proposed heuristic in chapter 3.

5.1 Introduction

The BBU-RRH association problem has been formulated in a centralized fashion, requiring periodic exchange
of signaling load overhead between BBUs and RRHs in order to make accurate decisions. However, for particular
cases, such as massive MIMO and CoMP techniques, the optical fronthaul links might impose strict constraints. For
example, to realize the full bene�ts of CoMP, the CSI exchange between UEs and BBUs is required. As the number
of RRHs increases, the CSI signaling will signi�cantly increase, causing a constrained fronthaul that must be taken
into consideration [65]. In [71], the authors use an example to show that shifting all the baseband functionalities to
the remote BBU pool necessitates approximately 1 Gbps of throughput on the fronthaul link, just to support a 75
Mbps UE data rate. Hence, several works, such as [15], [14], [72] and [73], propose different algorithms to optimally
split the different parts of the radio stack between BBUs and RRHs in order to lower the load over the optical
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fronthaul connections. Their purpose would be to �nd a good compromise between multiplexing gain and signaling
load reduction. When a few parts of baseband tasks are executed at the edge side of the network, it would be
interesting to investigate a BBU-RRH association proposition in a distributed fashion, with the purpose of reducing
the burden of signaling load overhead required to perform the mapping decisions. By making use of the system
architecture described in section 5.2, we propose that RRHs organize themselves at the edge side of the network,
so that they will not periodically send their load and radio conditions to the centralized cloud.
Our proposition relies on two stages: A �rst stage is used to set the BBU-RRH association schemes via a non-
cooperative game among the RRHs that compete over a prede�ned set of available resources ( i.e, the BBUs), until
the convergence to a Pure Nash Equilibrium (PNE) [74]. In particular, each RRH calculates its own cost function
in order to decide to which cluster it should be associated. After organizing themselves into different clusters, the
RRHs update their decisions to the centralized cloud, where the throughput per UE realized within each cluster is
probed. Accordingly, a BBU is activated/deactivated.
In the rest of the chapter, we describe the system architecture in section 5.2. Section 5.3 introduces a �rst proposition
relying on a hybrid Load-Balancing and Interference-Aware algorithm that is well suited for the case of homogeneous
UEs distribution in the network. In section 5.4, an enhanced version of the solution, deemed Load- and Interference-
Aware Clustering Algorithm, is introduced to adapt the devised scheme to a heterogeneous distribution of UEs in the
network. The centralized Load- and Interference-Aware proposition is provided as well, as a benchmark. In section
5.5, we analyze the needed amount of signaling load overhead that needs to be accounted for in fully centralized
and hybrid schemes. Section 5.6 provides �rstly the performance evaluation of the Load-Balancing and Interference-
Aware proposition, in comparison with the centralized proposition of chapter 3. The hybrid and centralized versions
of the Load- and Interference-Aware propositions are secondly provided. We lastly extend the performance of the
hybrid scheme to the stringency of a real network topology. Section 5.7 concludes the chapter.

5.2 System Architecture

Traditionally, the C-RAN architecture is based on CPRI to transport the baseband tasks from BBUs to RRHs.
Such solution imposes very high bandwidth requirements on the optical fronthaul network. In that context, several
working groups, such as the next generation fronthaul interface (NGFI) [75], has been formed to standarize the
fronthaul interface for future 5G cellular networks.
According to [75], a BBU is rede�ned as the Radio Cloud Center (RCC). Further, a Remote Radio System (RRS) is
introduced and is composed of the Remote Radio Unit (RRU), or in other terms RRH, and the Radio Aggregation
Unit (RAU) (cf. Figure 5.1). The RAU system is composed of a RRU gateway as shown in 5.1. Further, it could
embrace an edge BBU pool in some cases where the optical fronthaul is very constrained. Data from RRUs are
multiplexed/demultiplexed at the RRU gateways (i.e, the edge cloud), which is used to aggregate the traf�c from
multiple cell sites, where several baseband functions, such as inter-site coordination functionalities, can be placed.
The different parts of the baseband processing are performed at the respective endpoint depending on the functional
split. NGFI whitepaper [75] describes several ways to perform the splitting between RRU and RRC (cf. Figure 5.2).
The horizontal numbered lines represent the different splitting schemes : The functionalities below the lines will be
executed at the RRS side, while those above the lines will be executed at the RCC side.

FIGURE 5.1: C-RAN Network Topology according to NGFI
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FIGURE 5.2: Different splits of RRS/RCC

Based on this architecture, we propose to make use of the edge cloud in order to collect the data that concern
the load conditions of each RRH, helping them to locally organize themselves into a prede�ned set of clusters, in
order to lower the signaling load overhead over the optical fronthaul links, connecting the RRS to BBUs.

5.3 A Load-Balancing and Interference-Aware Scheme for Homogeneous
Distribution of UEs in the Network

This section describes a �rst proposition that adapts to a homogeneous distribution of UEs in the network.
In other terms, the number of UEs within each cell is the same. The main objective of our devised scheme is
to minimize the number of active BBUs, while guaranteeing a minimum level of throughput requirement per UE.
Initially, the centralized cloud (i.e, RRC) sets the number of available BBUs.

— In the �rst stage, a potential game is played among the RRHs to associate to a given BBU. Each RRH reduces
sel�shly its own Load-Balancing and Interference-Aware cost function. The latter is affected with the RRHs
that choose concurrently the same BBUs (partaking the common radio resources) but also, with those RRHs
that joined other BBUs through their harmful interference impact.

— In the second stage, the centralized cloud decides whether to activate or to turn OFF a BBU according to
the realized throughput per BBU. The two stages are iteratively executed until the number of active BBUs is
decided.
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Hybrid Load-Balancing and Interference-Aware Scheme Based on Game Theory

The two stages of our hybrid proposition are described within the following paragraphs. After attaining the PNE
in the �rst stage, the second stage is unfolded, where the number of available BBUs can be modi�ed to strike a
compromise between reducing the power consumption and guaranteeing a minimal level of throughput for serviced
UEs.

First Stage: Non-Cooperative Game for BBU-RRH Association

Non-cooperative game theory models the interactions between players competing for a common resource.
Hence, it is well adapted to BBU-RRH association problem. We de�ne a multi-player game G between R RRHs.
The RRHs are assumed to make their decisions without knowing the decisions of each other.
We present the general framework of the game G = ( R; C; Cost) that can be described as follows:

— The set R of RRHs as the set of players.
— The set P of available BBUs. An action of a RRH is selecting one of the available BBUs.
— The strategy of RRH r is denoted by the vector yr , whose components are yr;c which de�ne whether RRH r

is associated to BBU c. Hence, y = ( y1; :::; yR ) is a pure strategy pro�le, and C = C1 � C2 � ::: � CR is the
space of all pro�les.

— A set of cost functions f Cost1; Cost2; :::; CostR g that quantify the players' preferences over the possible out-
comes of the game. Outcomes are determined by a particular action chosen by RRH r , and the particular
actions chosen by all other players r 0.

Cost Function Each RRH seeks to minimize its own Load-Balancing and Interference-Aware cost function by
choosing an adequate strategy (i.e, BBU c). The cost function of RRH r is given by what follows:
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(5.1)

where Gr;r 0 is the channel gain between RRHs r and r 0, and yr;c is the binary variable that is equal to one if BBU c
is chosen.
The cost sustained by a given RRH r in any selected BBU depends upon the congestion impact in�ected by RRHs
r 0 associated to BBU c, sharing the same radio resources of the common BBU c. The latter is depicted by Term 1 in
(5.1) and acts as a Load-Balancing function among active BBUs. Furthermore, the cost function should encompass
the interference impact. Accordingly, Term 2 re�ects the intra-cluster interference which is canceled between RRH
r and other RRHs that have chosen the same strategy c.
The Load-Balancing cost is ponderated by � , and the interference cost is ponderated by � . We note that � + � = 1 .
� 0 and � 0 are normalization factors.

The Pure Nash Equilibrium In a non-cooperative game, a solution is obtained when all players adhere to a NE. A
NE is a pro�le of strategies in which no player will pro�t from deviating its strategy unilaterally. Hence, it is a strategy
pro�le, where each player strategy is an optimal response to other players' strategies.
Our game G is a �nite game and in general such games are not guaranteed to have a PNE. Nevertheless, they
possess a mixed NE where each player has to continually change its BBU selection according to a distribution
probability over the strategy set. However, for our game an exact potential function [76] exists, which means that the
unilateral change of one RRH strategy yr to y0

r results in a change of its cost function that is equal to the change of
a so-called potential function � : SR ! R.
An example of such a potential function is given by the following:
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Furthermore, such games (i.e, potential games) [77] have the appealing property of admitting at least PNE which is
a desired property in this context for practical reasons.
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Proof : We prove hereafter that the game at hand is an exact potential game. We simply need to show that if y
and y0 are two pro�les which only differ in the strategy of one RRH r , then:
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(5.3)

We begin by computing Costr
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Now we rewrite �
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y
�

for clarity :
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As yj;c = y0
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r 0;c since y and y0 only differ in the strategy of RRH r , we have
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As Gr;r 0 = Gr 0;r (impact of RRH r on RRH r 0 is the same as impact of RRH r 0 on r ), we have indeed:
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Attaining the Pure Nash Equilibrium

In our work, we resort to two different algorithms to reach PNE. The �rst, namely the Best Response dynamics
[78], guarantees the convergence to a PNE. The second is based on a reinforcement learning algorithm, namely
the Replicator Dynamics [79], where the Nash equilibriums are learned through the game.

Best Response algorithm: A Best Response dynamics scheme consists of a sequence of iterations, where each
player r chooses the best response to the other players' actions in the previous iteration. In particular, at each
iteration t, a RRH chooses the cluster that provides it the lowest cost (5.1). Convergence is attained when all RRHs
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choose the same strategies as in the previous iteration. In the �rst iteration, the choice of each player is the Best
Response based on its arbitrary belief about what the other players will choose. We denote by ar (t) and yr (t) the
action and the pure strategy of RRH r at iteration t respectively. The behavior of the Best Response is described in
algorithm 2.

1 Initialize all vectors yr (0) of pure strategies;
2 repeat
3 Each RRH selects a startegy c� that respects c� = argminc2P Costr (t);
4 Actions ar 2R (t) of each RRH are updated;
5 until yr (t � 1) = yr (t)8r 2 R ;

Algorithm 2: Best Response Dynamics

In Best Response dynamics, players need to have a local view about other players choices. Consequently, at
each iteration t, the edge cloud sends all vectors yr 2R of pure strategies to all players (i.e, RRHs). According to
different players' choices, each RRH makes its own choice. In that case, a RRH must be equipped with enough
storage, in order to save all vectors yr 2R of pure strategies.

Replicator Dynamics algorithm: We denote by pr the vector of mixed strategy, corresponding to a probability
distribution over the set of pure strategies, and whose components are pr;c 2 [0; 1], de�ning the probability that RRH
r chooses BBU c, where

P
c2P pr;c = 1 . Let K r be the simplex of mixed strategies for RRH r . Any pure strategy yr

can be considered as a mixed strategy pr , where vector pr 2R denotes the unit probability vector with sth component
being a unity component, hence a corner of K r . Let K = K 1 � K 2 � ::: � K R be the space of all mixed strategies.
A strategy p = ( p1; :::; pR ) 2 K speci�es the (mixed or pure) strategies of all players. Following classical convention,
we write p = ( pr ; p� r ), where p� r denotes the vector of strategies played by all RRHs besides RRH r . The game
mechanics work as follows: At t = 0 , we begin by a uniform distribution of each vector pr (0), where each of its
component pr;c (0) is set to 1

jPj , where jPj is the number of available strategies. At each iteration t > 0:
— Each RRH r chooses an action ar (t) according to probability distribution pr (t).
— Each RRH r learns the cost Costr (t) resulting from the association of RRH r to cluster c, and from the set of

other players' actions.
— Each RRH r updates the components pr;c (t + 1) of its vector pr (t + 1) in the following way:

pr;c (t + 1) =

8
>>><

>>>:

pr;c (t) + k(1 � Cost r ( t )
Cost max

)(1 � pr;c (t))
if ar (t) = c 2 C;
pr;c (t) � k(1 � Cost r ( t )

Cost max
)pr;c (t)

otherwise;

(5.7)

where 0 < k < 1 is a parameter and Costmax is the maximum cost. The behavior of the Replicator Dynamics
is described in algorithm 3.

Theorem 1 Let G be an instance of game G. Let K � be a set of mixed pro�les, where at most one player plays
a pure strategy. The learning algorithm, for any initial condition in K � K � , always weakly converges to a Nash
Equilibrium.

Proof of convergence of Theorem 1 is given in the appendix A at the end of this thesis.
Algorithms of this form are fully distributed, and players do not need to know any information about each other.

For example, vectors pr are not sent by the edge cloud for RRHs. In fact, at any iteration t, RRH r only needs
to know its own cost Costr (t) and mixed strategy pr (t). To compute Costr (t), the load and the radio condition of
a chosen strategy need to be known by RRH r (cf. equation (5.1)). The load condition is sent by the edge cloud
at each iteration t, as for the radio condition (Term 2), any RRH r makes use of the signaling information already
present in the downlink of a system. For example, in the case of LTE, a UE assigned to a speci�c RB, measures
its channel quality based on pilots (i.e, Cell Speci�c Reference Signals (CRS)) that are spread across the whole
band independently of the individual UE allocation. Hence, Term 2 can be easily inferred from the CQI (Channel
Quality Indicator) sent every TTI (Transmit Time Interval) by serviced UEs. In that case, less storage on RRHs side
is needed, since each RRH only needs to store its own vector pr of mixed strategy.
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1 Initialize all vectors pr (0) of mixed strategies to uniform distribution;
2 Each RRH determines its own action ar (0);
3 repeat
4 Each RRH selects a BBU c and receives a cost Costr (t);
5 Actions ar (t) of each RRH are updated;
6 Vectors pr (t + 1) of mixed strategies are updated and each component pr;c (t + 1) 2 pr (t + 1) is set to :

pr;c (t + 1) =

8
>>><

>>>:

pr;c (t) + k(1 � Cost r ( t )
Cost max

)(1 � pr;c (t))
if ar (t) = c 2 C;
pr;c (t) � k(1 � Cost r ( t )

Cost max
)pr;c (t)

otherwise;

(5.8)

7 until Learning NE;
Algorithm 3: Replicator Dynamics

Speed of Convergence We assessed through extensive simulations the convergence of algorithm 2 and algorithm
3 to PNE. We are interested in evaluating the speed of convergence of both algorithms for two different network
topologies: The �rst consists of 7 RRHs. The second is based on a real network topology consisting in 20 RRHs [23].
The mean number of iterations to reach convergence is drawn as a function of the number of active BBUs (i.e,
number of available strategies). The number of UEs per cell is �xed to 6 in the case of 7 RRHs and to 3 for the
topology of the network of 20 RRHs. 1000 simulations are run for one scenario (i.e, �xed number of active BBUs).

Figures 5.3(a) and 5.3(b) display the speed of convergence for the topology of 7 RRHs. We notice that the Best
Response needs less number of iterations for convergence, and for all number of active BBUs in comparison with the
Replicator Dynamics. For example, the Replicator Dynamics algorithm needs around 500 iterations for convergence
in some cases, whereas the Best Response needs at most 3 iterations. Recall that the Replicator Dynamics is
based on the reinforcement learning technique. Such algorithms are known to be slow in convergence. However,
they behave independently and require less informations (and storage) than other algorithms (the Best Response
algorithm).

(a) Best Response (b) Replicator Dynamics

FIGURE 5.3: Number of Iterations for 7 RRHs

Figures 5.4(a) and 5.4(b) display the speed of convergence for the topology of 20 RRHs. In this case, we notice
that the Best Response algorithm needs signi�cant less number of iterations than the Replicator Dynamics does. In
particular, when the number of strategies increases. In fact, for high number of strategies, the convergence of the
Replicator Dynamics is very slow. This is normal since it is based on reinforcement learning techniques, which are
known to be slow in convergence. Nerveless, such solutions behave independently, and require less assistance.
However, when the time for convergence signi�cantly increases, semi-distributed approaches, such as the Best
Response remain better solutions.
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(a) Best Response (b) Replicator Dynamics

FIGURE 5.4: Number of Iterations for 20 RRHs

Second Stage: BBU Activation/Deactivation

In the second stage, the centralized cloud examines the lowest throughput per UE realized among BBUs, and
veri�es if constraint (5.9) is respected or not:

T
�
c
�

� nc � Dmin ; 8c 2 P (5.9)

Constraint (5.9) states that the throughput per UE should stay greater than a minimal threshold, denoted by Dmin .
Recall that T

�
c
�

is the derived throughput in cluster c, and nc the number of UEs in cluster c.
If constraint (5.9) is violated, the centralized cloud activates an additional BBU to lower the load per BBU. Accor-
dingly, the second stage is launched, and the RRHs start competing again over the BBUs made available for them.
Contrarily, if the lowest throughput per UE respects constraint (5.9), the centralized cloud decreases the number
of active BBUs to reduce the power consumption, and relaunches the game again. The algorithm stops running
and outputs a solution when it deactivates a BBU and activates it back again. More precisely, when the algorithm
deactivates a BBU and realizes that constraint (5.9) is not respected, it falls back to the previous number of active
BBUs (before the deactivation) and sets back the previous associations. We note that the centralized cloud sets the
initial number of strategies to R

2 .

5.4 A Load- and Interference-Aware Scheme for Heterogeneous UEs Dis-
tribution

The Load-Balancing and Interference-Aware proposition suits for a homogeneous UEs distribution in the net-
work. In particular, this proposition aims to balance the number of RRHs among the activated BBUs, which is valid
when the number of UEs connected to each RRH is similar. However, when a heterogeneous UEs distribution in the
network is considered, a RRH needs to be aware of the load condition of its chosen strategy (i.e, BBU) in order to
make an accurate decision. Consequently, in this section, we present an enhanced version of the cost function for
RRHs, aiming to make a RRH aware of the load condition of its chosen strategy.
In order to assess the impact of the Load-Awareness in BBU-RRH association decisions, we propose a fully cen-
tralized version of the hybrid approach, where the BBU-RRH association decisions are set within the centralized
cloud. The centralized approach consists of two stages: A �rst stage is used to decide the number of active BBUs.
A set of candidate partitions, minimizing the total number of active BBUs and respecting a minimum level of QoS,
is selected. A second stage consists in minimizing the total cost function of all RRHs among the preselected set
of partitions. In section 5.6, a comparison between the centralized proposition of chapter 3, that only minimizes
the total power consumption metric in the system, and the Load- and Interference-Aware centralized proposition
is provided in paragraph 5.6.2, in order to evaluate the bene�t brought by the Load-Awareness. We then compare
between the centralized Load- and Interference-Aware proposition that results in a global optimal solution, and the
hybrid Load- and Interference-Aware proposition.

62



5.4.1 Hybrid Load- and Interference-Aware Scheme Based on Game Theory

The algorithm framework of the hybrid Load- and Interference-Aware scheme is similar to the previously pro-
posed algorithm in section 5.3. In particular, the algorithm consists of two stages: A �rst stage, which is a non-
cooperative game played among the RRHs to associate to BBUs, and a second stage where the number of active
BBUs is set.
In the �rst stage, the general framework of the game is the same as the previously described one in subsection
5.3. In particular, the set of players R and the space of all the pure strategies pro�les C remain the same. An ac-
tion of a RRH also consists in selecting one of the available BBUs in the set P. As for the set of cost functions
f Cost1; Cost2; :::; CostR g, a RRH cost is expressed as follows:
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(5.10)

Terms 1 and 2 re�ect the cost of RRH r , affected by the congestion impact of other RRHs that simultaneously share
the radio resources of cluster c. In particular, term 1 is the total number of UEs served by RRHs r 0 associated to c,
whereas term 2 works as a stressing factor to emphasize the relative load impact of RRH r onto other RRHs r 0 6= r
when its load nr is high on one hand, and when the number of RRHs associated to the same BBU is high, on the
other hand. Term 3 expresses the inter-cluster interference which is cancelled between RRH r and other RRHs that
have chosen the same BBU, as previoulsy explained.
The game among the RRHs remains an exact potential game since a potential function de�ned as in (5.11) exists,
and its change is equal to the change of the cost function in (5.10) when the stategy of RRH r changes from yr to
y0

r :
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(5.11)

Proof : If y and y0 are two pro�les which only differ in the strategy of one RRH r , then:

Costr
�
yr ; y� r

�
� Costr

�
y0

r ; y� r
�

= �
�
yr ; y� r

�
� �

�
y0

r ; y� r
�

(5.12)

We begin by computing Costr
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Now we rewrite �
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for clarity:
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As Gr;r 0 = Gr 0;r we have:
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The game is solved via the Best Response and the Replicator Dynamics as previously described. The second
stage of the hybrid Load- and Interference-Aware scheme is the same as the one described in paragraph 7 of
section 5.3.

5.4.2 Centralized Load- and Interference-Aware Scheme

The centralized approach is compounded of two stages executed sequentially. The �rst stage, formulated as
a modi�ed Bin Packing optimization, aims to reduce the number of active BBUs subject to a minimum level of
throughput requirement. A set of candidate partitions of RRHs is therefore derived, and denoted as Pcand . The
second stage consists in �nding the partition that minimizes the total cost function of all RRHs de�ned as follows:

TC
�
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�
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X

r 2R

Cost
�
r
�

(5.17)

First Stage: Bin Packing Optimization Formulation

In the Bin Packing problem, the algorithm chooses all the partitions P of objects that minimize the total number
of used bins, subject to the bin capacity. We de�ne S as the total number of used bins (i.e, active BBUs) and xc as
a binary variable that is equal to 1 if the BBU of index c is chosen and to 0 otherwise. The optimization problem is
expressed as follows:

Minimize S =
CX

c=1

xc

Subject to:

xc � T(c) � nc � Dmin ; 8c 2 C (5.18)
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; 8c 2 C (5.20)
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; 8r 2 R ; 8c 2 C (5.21)
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Constraints (5.18) insure that a minimum level of throughput per UE (Dmin ) is respected within each cluster.
Constraints (5.19) state that each RRH is associated to a single BBU.
The �rst stage is modeled as a modi�ed Bin Packing optimization, where the constraint of bin capacity is substituted
by 5.18. The reason behind this algorithm re�nement is to be aware of the load conditions and the interference level,
affecting the BBU capacity.

Second Stage: Load- and Interference-Aware Cost Minimization

The second stage of the algorithm chooses the partition P � from the derived set Pcand , that minimizes the
Interference and Load-Aware cost function given as in (5.10). Therefore, P � is expressed as:

P � = argminP2P cand

�
TC

�
P

��
(5.22)

The two stages are executed in a sequential manner until P � is chosen.

5.5 Signaling Load Overhead Analysis

In this section, we analyze the signaling load overhead generated by both the centralized and the hybrid schemes.

5.5.1 Centralized Algorithms

In centralized schemes, the BBU-RRH association decisions are performed within the centralized cloud. Thus,
the RRHs have to frequently report their load and radio conditions to the BBUs. In our system model, the covered
area is meshed into several quadratic zones (cf. chapter 3, section 3.1). Consequently, informations about each zone
are reported periodically. We denote by nload and nradio the number of bits needed to precode the load and the radio
conditions of one zone respectively. The amount of information concerning the load and the radio conditions of one
RRH is expressed as

�
nload + nradio

�
� Z , where Z denotes the number of zones associated to one RRH. A RRH

must also report its identity. Denoting by nidt the number of bits used to precode one RRH identity, the total amount
of bits a RRH should report is equal to

�
nload + nradio

�
� Z + nidt . Consequently, the total number of bits generated

by all the RRHs is equal to
��

nload + nradio
�
:Z + nidt

�
� R, where R is the total number of RRHs in the system.

Assuming that the clustering decisions are re-considered every period T, the signaling load overhead generated by
all the RRHs in the network is expressed as follows:

��
nload + nradio

�
:Z + nidt

�
� R

T
(5.23)

5.5.2 Hybrid Algorithms

Within the hybrid schemes, RRHs just need to send their �nal decisions to the centralized cloud. In other terms,
each RRH sends its vector yr of pure strategy, de�ning its chosen cluster. Thus, a matrix

�
M

�
R � S of dimensions

R � S needs to be generated and sent to the centralized cloud. R and S denote the total number of RRHs and the
available strategies respectively. In fact, the matrix

�
M

�
R � S has to be sent many times to the centralized cloud, since

the latter decides to relaunch the game according to the realized throughput within each cluster (cf. paragraph 7). In
that case, the generated signaling load overhead depends on the matrix dimensions, particularly, on the number of
strategies Sround within a given round, and on the number of rounds relaunched by the centralized cloud to run the
game among the RRHs. The total amount of signaling load overhead generated by hybrid schemes is expressed as
follows: P

round R � Sround

T
(5.24)

We note that the number of rounds can be reduced by properly tuning the number of active BBUs according to
the load conditions. However, in our simulations we start from a number of strategies equal to R

2 , as previously
mentioned.

65



5.5.3 Numerical Illustration

In order to compare the signaling load overhead generated by the centralized and the hybrid schemes, we use
the parameters summarized in table 5.1.

Parameter Value
nload 4 bits
nradio 12 bits
nidt 16 bits
T 60 s

TABLE 5.1: Parameter Values

In the following, we display the results of two different networks: The �rst consists of 7 RRHs, the second is
based on a real network topology [23] and consists of 20 RRHs. For the hybrid schemes, we evaluate the results of
the Best Response and the Replicator Dynamics.

Figure 5.5 displays the signaling load overhead for the case of 7 RRHs as a function of the number of UEs per
cell. In that case, the algorithm initiates the number of strategies to 3 BBUs for all load scenarios (i.e, number of
UEs per cell). The signaling load overhead generated by the centralized scheme shows �xed values, whereas the
hybrid schemes show variations as a function of the number of UEs per cell. In fact, the variations are due to two
factors: The number of strategies (Sround ), and the number of rounds. For example, for 6 and 7 UEs per cell, where
the hybrid schemes activate 3 BBUs (cf. Figure 5.7), we notice the lowest signaling load overhead since the matrix�
M

�
R � S is sent two times only: A �rst time, a matrix of dimensions (7 � 3) is sent, and a second time a matrix

of dimensions (7 � 2). Recall that the hybrid schemes decrement the number of strategies when the constraint of
QoS is respected in each cluster, in order to realize power savings (cf. paragraph 7). When the centralized cloud
realizes that the constraint of QoS is not respected, it sets back the previous number of strategies (i.e, 3 BBUs) and
the previous BBU-RRH associations and stops the execution of the algorithm. As the number of UEs increases,
the signaling load overhead increases, because the needed number of strategies Sround to compete on within each
round is higher.

FIGURE 5.5: Signaling Load Overhead: 7 RRHs

Figure 5.6 displays the signaling load overhead for the real network topology. In that case, the algorithm starts
from 10 strategies. Within the Replicator Dynamics, we notice that the lowest signaling load overhead is for the case
of 4 UEs per cell. In that particular case, the needed number of active BBUs is 11, as shown in Figure 5.32, which is
the closest to 10. The same applies for the Best Response, which shows a number of active BBUs slightly higher for
5 UEs per cell. Within the Replicator Dynamics (i.e, 4 UEs per cell), the centralized cloud launches the game among
the RRHs twice: In a �rst run, the game consists of 10 strategies, and then in 11 strategies. The same applies for
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the case of the Best Response (i.e, 5 UEs per cell). The highest amount of signaling load overhead remains for 6
and 7 UEs per cell, as we have the highest number of needed rounds and strategies to compete on. The centralized
scheme always shows a �xed value for all load conditions, as all the RRHs send a �xed amount of informations
at each clustering decision epoch. The displayed results start from R

2 number of strategies for all load conditions
(i.e, number of UEs per cell). In fact, this case is not realistic when dynamic traf�c variations are considered. For
example, signi�cant �uctuations within the load conditions might occur within a duration larger than the considered
time scale T. By well adapting the period T, slight changes in the appropriate number of active BBUs is needed,
which reduces the number of rounds launched by the centralized cloud to set the right number of active BBUs.

FIGURE 5.6: Signaling Load Overhead: 20 RRHs

5.6 Performance Evaluation

We start �rst by considering a small network size, consisting in seven cells. We note that the same system
model as that described in chapter 3 is employed (cf. section 3.1). Thus, a quadratic meshing of the covered area
is considered, with a uniform UEs distribution per cell. In other terms, the number of UEs per zone in each cell is
the same. We set � and � , denoting the weights of the load and the interference costs respectively to 0.75 and 0.25
(cf. equation (5.1)). The reason to consider a high weight of load cost is to motivate the RRHs to associate to lightly
loaded BBUs in order to balance the charges within each cell. In fact, we have noticed through simulations that high
values of � might cause the RRHs to choose few BBUs from the available ones. In other terms, even for a high
number of available strategies (i.e, BBUs), the RRHs choose to be associated to a low number of BBUs. Recall that
the RRHs associated to one BBU will not face the intra-cluster interference among each other, since they act as
a DAS system. Consequently, for high values of � , the RRHs are motivated to reduce their interference impact by
being clustered together. We also consider a reuse-1 scheme and a full buffer traf�c model. A minimum throughput
per UE (Dmin ) is set to 2 Mb/s. The power consumption model used in our simulations is the same as in paragraph
3.1.4 of chapter 3. The simulation parameters are shown in table 5.2. We note that the performance metrics used to
assess the results are calculated as in section 3.4 of chapter 3.

5.6.1 Load-Balancing and Interference-Aware Performance Evaluation: Uniform UEs Dis-
tribution

In this subsection, we evaluate the results of the hybrid Load-Balancing and Interference-Aware proposition
that adapts to a uniform distribution of UEs per cell. We compare the results to the centralized Interference-Aware
proposition described in chapter 3, and to the conventional architecture. Recall that the centralized proposition relies
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TABLE 5.2: Simulation Parameters

Parameter Value
Traf�c Model Full Buffer
Scheduling Scheme Fair Resource Sharing
Users Distribution Uniform
Propagation Model Cost Hata 231
Shadowing Standard Deviation 10 dB
Transmit Power of RRH 40 dBm
Thermal Noise Power � 174dBm/Hz
BW 10 MHz
Cell Radius 500m
A 50 W
B 0:6
Dmin 2 Mb/s
Meshing Step (a) 240m

on a SPP formulation, where the objective is to choose the subsets of RRHs that form a partition of the initial set
R of RRHs at one hand, and that minimizes a total cost function de�ned as the total power consumption in the
system, on the other hand. We note that the hybrid approach seeks to reduce the power consumption through
the second stage, by turning off lightly loaded BBUs, whereas the centralized scheme seeks that goal directly by
minimizing the power consumption in the cost function. We refer by H-BR-IACA to the hybrid proposition, solved via
the Best Response algorithm, and by H-DR-IACA to the hybrid proposition solved via the Replicator Dynamics. The
centralized algorithm is referred to by C-IACA and the conventional scheme by No Clustering.

Figure 5.7 shows the number of active BBUs as a function of the number of UEs per cell. For 1 to 4 UEs per cell,
the C-IACA and the hybrid schemes activate only one BBU. When the number of UEs per cell reaches 5, more BBUs
are activated. All of the C-IACA, H-BR-IACA and H-DR-IACA provide the same number of active BBUs except for 9
and 10 UEs per cell, where the H-BR-IACA scheme activates an additional BBU in comparison with the centralized
scheme for 9 UEs per cell. The H-DR-IACA scheme activates a slightly higher number of BBUs for 10 UEs per cell in
comparison with the C-IACA and the H-BR-IACA schemes. The No Clustering scheme activates all available BBUs
whatever the number of UEs per cell is. When 11 UEs per cell is reached, all schemes activate 7 BBUs.

FIGURE 5.7: Number of Active BBUs: C-IACA vs. H-BR-IACA vs. H-DR-IACA vs. No Clustering

In Figure 5.8, the power consumption metric is displayed as a function of the load conditions. We notice that the
hybrid schemes show very close values to the centralized scheme except for the cases of 9 and 10 UEs per cell,
where the Best Response algorithm activates one additional BBU for the case of 9 UEs per cell, and the Replicator
Dynamics activates a slightly higher number of active BBUs for the case of 10 UEs per cell in comparison with the
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centralized and the Best Response schemes. The highest power consumption values remain for the No Clustering
scheme, where all BBUs are activated.

Figure 5.9 displays the power saving metric as a function of the number of UEs per cell. Between 1 and 4 UEs
per cell, we notice that the highest power savings are realized by the C-IACA and the hybrid schemes (slightly higher
than 80%). Almost the same power economies are realized for all load conditions, except for 9 and 10 UEs per cell,
where additional BBUs are activated by the hybrid schemes in comparison with the C-IACA as shown in Figure 5.7.
Further, no power economy is achieved when the number of UEs per cell exceeds 11, as all BBUs are activated.

The energy ef�ciency is displayed in Figure 5.10 as a function of the load conditions. We notice that the energy
ef�ciency values shown by the H-BR-IACA and H-DR-IACA are higher than those of the C-IACA scheme, except
for the case of 9 UEs per cell. In fact, the main objective of the C-IACA is to reduce the power consumption. Again,
reducing the power consumption does not necessary lead to enhanced energy ef�ciency, as stated before. The No
Clustering scheme shows the same values of energy ef�ciency for all load conditions, because the radio conditions
are �xed and all the resources are consumed by the traf�c which is assumed to be full buffer.

FIGURE 5.8: Power Consumption: C-IACA vs. H-BR-IACA vs. H-DR-IACA vs. No Clustering

Figure 5.11 shows the mean throughput per UE as a function of the number of UEs per cell. The highest values
are attained through the No Clustering scheme, owing to the full buffer traf�c model. In fact, when 7 BBUs are
activated, all the resources are consumed, leading to high throughput. Particularly, when the number of UEs per cell
is low. However, we notice that all of the centralized and hybrid schemes realize much more power economy, at the
cost of lower mean throughput per UE in comparison with the No Clustering scheme. In addition, the C-IACA and
the hybrid schemes guarantee the targeted QoS for UEs, and do not offer throughputs less than 2 Mb/s per UE. For
high number of UEs per cell, the mean throughput per UE is reduced for all schemes (the centralized, hybrids and
No Clustering), due to the scarcity in the radio resources.

Figure 5.12 displays the spectral ef�ciency per BBU as a function of the load conditions. The spectral ef�ciency
behavior follows that of the energy ef�ciency, as both metrics re�ect the load and radio conditions. In particular,
the hybrid schemes show higher values of spectral ef�ciency than the centralized scheme, which remains the most
ef�cient in reducing the power consumption.

Figure 5.13 shows the total derived throughput in the system as a function of the load conditions. The H-BR-IACA
and the H-DR-IACA schemes show more throughputs than the case of C-IACA, as they consume more power.
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FIGURE 5.9: Power Savings: C-IACA vs. H-BR-IACA vs. H-DR-IACA

FIGURE 5.10: Energy Ef�ciency: C-IACA vs. H-BR-IACA vs. H-DR-IACA vs. No Clustering

Figure 5.14 represents the execution time of all algorithms as a function of the number of UEs per cell. We
note that the algorithms are executed over a hardware of 64-bit, Intel 7 core, 2.5 Ghz. We notice that the H-BR-
IACA scheme consumes less computational time for all load conditions in comparison with other schemes. The
H-DR-IACA consumes less computational time than the C-IACA scheme for a number of UEs per cell that varies
between 1 and 7. When the number of UEs per cell is greater than 7, the computational time of the H-DR-IACA is
greater than all other schemes. In fact, when a higher number of strategies (i.e, number of BBUs) is available for
the reinforcement learning algorithm (H-DR-IACA), the time convergence would be greater. However, reinforcement
learning algorithms make their decisions independently, and require less storage than other schemes, since each
player does not need to know any information on other players, except their attributed costs while making a choice.
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FIGURE 5.11: Mean Throughput per UE: C-IACA vs. H-BR-IACA vs. H-DR-IACA vs. No Clustering

FIGURE 5.12: Spectral Ef�ciency: C-IACA vs. H-BR-IACA vs. H-DR-IACA vs. No Clustering
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FIGURE 5.13: Total Throughput: C-IACA vs. H-BR-IACA vs. H-DR-IACA vs. No Clustering

FIGURE 5.14: Execution Time: C-IACA vs. H-BR-IACA vs. H-DR-IACA

5.6.2 Load- and Interference-Aware Performance Evaluation: Heterogeneous UEs Distri-
bution per cell

In this subsection, we provide a comparison between the centralized Load- and Interference-Aware algorithm (C-
LIACA) presented in subsection 5.4.2, and the centralized Interference-Aware proposition of chapter 3 (cf. paragraph
5.6.2). The aim of this comparison is to evaluate the importance of the Load-Aware behavior, while performing the
BBU-RRH association algorithm. Further, in paragraph 5.6.2, we compare the C-LIACA and the hybrid Load- and
Interference-Aware (H-LIACA) that relies on Game Theory. The values of � and � remain equal to 0.75 and 0.25
for the same previously explained reason (cf. section 5.6). The simulations are performed according to different
load conditions: low, medium and high. At low load conditions, the number of UEs per cell is between 1 and 4.
For medium load conditions, the number of UEs per cell varies between 5 and 8. It is between 9 and 12 for high
load conditions. Performance metrics are averaged and shown with 95% con�dence interval. We adopt the same
simulation parameters as in table 5.2.
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C-IACA vs. C-LIACA vs. No Clustering

Figure 5.15 provides the number of active BBUs as a function of load conditions. We notice that both the C-
IACA and C-LIACA schemes provide the same number of active BBUs for all load conditions. At low load, only one
BBU is activated by the C-IACA and the C-LIACA. For medium load, almost 3 BBUs are activated by the centralized
schemes. At high load, an average number of 6.5 active BBUs is obtained in the C-IACA and the C-LIACA schemes.
The No Clustering scheme activates all the BBUs for all load conditions. We note that activating the same number of
BBUs does not lead to the same realized energy ef�ciency, as the latter depends on the load factor and interference
level (cf. Figure 5.18).

FIGURE 5.15: Number of Active BBUs: C-IACA vs. C-LIACA vs. No Clustering

Figure 5.16 displays the power consumption as a function of load conditions. We notice that for low and high load
conditions, the power consumption derived in the C-IACA and the C-LIACA schemes is the same. As for medium
load conditions, the C-LIACA shows more derived power consumption in comparison with the C-IACA. Recall that
the C-LIACA is a Load- and Interference-Aware scheme. Thus, it improves the load distribution among the BBUs,
leading to enhanced throughput. As the power consumption is a function of the total derived throughput, it shows
higher value.

FIGURE 5.16: Power Consumption: C-IACA vs. C-LIACA vs. No Clustering

In Figure 5.17, the power saving metric is displayed as a function of the load conditions. We notice that for low
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and high load conditions, both of the C-IACA and the C-LIACA schemes display the same power saving values
because they both activate the same number of BBUs (cf. Figure 5.15). For medium load conditions, the power
saving realized by the C-LIACA scheme is slightly less than the C-IACA scheme, as more power consumption is
derived.

FIGURE 5.17: Power Savings: C-IACA vs. C-LIACA

Figure 5.18 shows the energy ef�ciency as a function of the different load conditions. We notice that for low and
high load conditions, the realized energy ef�ciency by both the C-IACA and the C-LIACA schemes is the same. In
fact, the lowest or highest load conditions are extreme cases that activate the lowest or highest number of BBUs,
respectively. Consequently, the realized energy ef�ciency is the same in both algorithms, because the interference
level is the same. For medium load, the C-LIACA scheme realizes higher energy ef�ciency than the C-IACA scheme.
As previously stated, the C-LIACA improves the load distribution among the BBUs, leading to enhanced energy
ef�ciency and throughput. Within a realistic scenario, the medium load condition is mostly encountered. Thus, it
would be better to resort to the Load- and Interference aware approach. For low and high load conditions, the C-
IACA scheme would be more ef�cient since it is a one-stage algorithm, focusing on power consumption minimization.
We �nally underline that the C-IACA and C-LIACA schemes realize more energy ef�ciency at low and medium load
conditions, in comparison with the No Clustering scheme. For high load conditions, the energy ef�ciency is the same
for all schemes.

FIGURE 5.18: Energy Ef�ciency: C-IACA vs. C-LIACA vs. No Clustering
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The mean throughput per UE is depicted in Figure 5.19 as a function of the load conditions. We notice that the
No Clustering scheme shows the highest mean throughput per UE for all load conditions, owing to the full buffer
traf�c model. We also notice that all schemes respect a minimum throughput requirement and do not show values
lower than 2 Mb/s. Additionally, the mean throughput per UE is the same for the C-IACA and the C-LIACA schemes
at low and high load conditions. However, it is higher for the case of the C-LIACA in comparison with the C-IACA at
medium load conditions, as the spectral ef�ciency is higher (cf. Figure 5.21).

Besides, Figure 5.20 shows the CDF function of the mean throughput per UE for the C-IACA and the C-LIACA
schemes at medium load conditions. We particularly notice that the probability that a UE gets a throughput less than
2.5 Mb/s for the C-LIACA scheme is 50%, whereas it around 85% for the C-IACA scheme. However, both schemes
guarantee a mean throughput per UE greater than 2 Mb/s. Such enhancement is particularly useful to cope with
load �uctuations that might occur in the network, causing a degradation in QoS.

Figure 5.21 displays the spectral ef�ciency per BBU as a function of the different load conditions. Similar to
the energy ef�ciency, the spectral ef�ciency for the C-LIACA is higher at medium load conditions than that of the
C-IACA, as it is aware of the load conditions within each cluster. For low and high load conditions, the spectral
ef�ciency is the same as we are in presence of extreme load conditions.

FIGURE 5.19: Mean Throughput per UE: C-IACA vs. C-LIACA vs. No Clustering

FIGURE 5.20: CDF of mean throughput per UE: C-IACA vs. C-LIACA vs. No Clustering
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Figure 5.22 shows the total derived throughput as a function of the different load conditions. The C-LIACA shows
more derived throughput at medium load conditions, as it a Load-Aware algorithm. For low and high load conditions,
the total throughput is the same for both the C-IACA and the C-LIACA schemes. The No Clustering scheme shows
the highest derived throughput for all load conditions. However, it does not realize any power economy.

FIGURE 5.21: Spectral Ef�ciency: C-IACA vs. C-LIACA vs. No Clustering

FIGURE 5.22: Total Throughput: C-IACA vs. C-LIACA vs. No Clustering

C-LIACA vs. H-BR-LIACA vs. H-DR-LIACA vs. No Clustering

Figure 5.23 represents the number of active BBUs as a function of the load conditions. At low load conditions,
only one BBU is activated for all schemes (C-LIACA, H-BR-LIACA and H-DR-LIACA). When the network load condi-
tions are moderate, the C-LIACA activates a number of BBUs that is slightly less than that of H-BR-LIACA and
H-DR-LIACA. At high load conditions, the centralized and hybrid schemes turn on an average number of BBUs
greater than 6. Here again, a slight economy is realized by all schemes, as they still refrain from activating all 7
BBUs. The No Clustering scheme activates all available BBUs whatever the load conditions are.

Figure 5.24 shows the power consumption as a function of the load conditions. For low load conditions, all of the
centralized and hybrid schemes show the same power consumption, as they all activate one BBU. For medium load,
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the H-BR-LIACA and H-DR-LIACA show slightly more power consumption than that of C-LIACA, as they activate
slightly more BBUs. For high load conditions, the C-LIACA scheme always shows the lowest power consumption in
comparison with the hybrid and the No Clustering schemes.

In Figure 5.25, the power saving metric is shown as a function of the load conditions. The highest power saving
values are shown by the centralized scheme since it activates less BBUs. At medium and high load conditions, the
hybrid schemes show slightly less power savings than the centralized scheme, as slightly more power is consumed
(cf. Figure 5.24).

Figure 5.26 displays the energy ef�ciency as a function of the load conditions. When the network load conditions
are low or high, almost the same energy ef�ciency is realized in the centralized and hybrid schemes. At medium load
conditions, the centralized scheme realizes a slightly higher energy ef�ciency in comparison with the H-BR-LIACA
and H-DR-LIACA schemes, as the number of active BBUs is lower, leading to less interference. The lowest energy
ef�ciency remains for the No Clustering scheme, as more BBUs are activated and the interference level is higher.

FIGURE 5.23: Number of Active BBUs: C-LIACA vs. H-BR-LIACA vs. H-DR-LIACA vs. No Clustering

FIGURE 5.24: Power Consumption: C-LIACA vs. H-BR-LIACA vs. H-DR-LIACA vs. No Clustering
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FIGURE 5.25: Power Savings: C-LIACA vs. H-BR-LIACA vs. H-DR-LIACA

Figure 5.27 shows the mean throughput per UE as a function of the load conditions. At low load conditions, the
same mean throughput per UE is realized by the centralized and the hybrid schemes. The highest mean throughput
per UE is attained through the No Clustering scheme. However, we notice that all of the C-LIACA, H-BR-LIACA and
H-DR-LIACA schemes activate less BBUs at low and medium load conditions at the cost of lower mean throughput
per UE. At high load conditions, the C-LIACA scheme shows a mean throughput per UE that is slightly less than
those of the H-BR-LIACA and H-DR-LIACA schemes, as it activates a slightly lower number of BBUs. For all cases,
we do not record values less than 2 Mb/s, which indicates that all schemes guarantee a minimum level of QoS.

Figure 5.28 shows the CDF function of the mean throughput per UE for all of the C-IACA, C-LIACA, H-BR-
LIACA and H-DR-LIACA schemes at medium load conditions. We notice that the C-LIACA and the hybrid schemes
guarantee higher values of mean throughput per UE than the C-IACA scheme, as they have a Load-Aware behavior,
enhancing the load distribution among clusters and increasing the QoS. For values less than 2.6 Mb/s, the hybrid
schemes guarantee higher values of mean throughput per UE than the case of C-LIACA. In fact, the QoS is not the
sole target of the C-LIACA, that focuses on reducing the number of active BBUs within its �rst stage (cf. subsection
5.4.2). Thus, it is not necessary to always have the highest QoS (i.e, mean throughput per UE).

FIGURE 5.26: Energy Ef�ciency: C-LIACA vs. H-BR-LIACA vs. H-DR-LIACA vs. No Clustering
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FIGURE 5.27: Mean Throughput per UE: C-LIACA vs. H-BR-LIACA vs. H-DR-LIACA vs. No Clustering

FIGURE 5.28: CDF of mean throughput per UE: C-IACA vs. C-LIACA vs. H-BR-IACA vs. H-DR-IACA

In Figure 5.29, the spectral ef�ciency per BBU is displayed as a function of load conditions. Similar to the energy
ef�ciency, the spectral ef�ciency shows little discrepancy between the centralized and the hybrid schemes at low
and high load conditions. For medium load conditions, the spectral ef�ciency realized by the centralized scheme
remains the highest, as less BBUs are activated. The No Clustering scheme shows the lowest spectral ef�ciency,
as the interference level is higher than all other schemes, since more BBUs are activated.

Figure 5.30 shows the total derived throughput as a function of load conditions. At low load conditions, the
centralized and the hybrid schemes show the same values of throughput because only one BBU is activated. For
high and medium load conditions, the C-LIACA scheme shows the lowest value since it realizes the highest power
economy. The No Clustering scheme shows the highest values for all load conditions, as all the BBUs are activated
and all the resources are consumed.

Figure 5.31 displays the execution time of all of the C-LIACA, H-BR-LIACA and H-DR-LIACA schemes, as a
function of load conditions. The algorithms are executed over a hardware of 64-bit, Intel 7 core, 2.5 Ghz. We clearly
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see how the H-BR-LIACA scheme consumes much less computational time for all load conditions in comparison
with other schemes. The H-DR-LIACA scheme shows less computational time at low and medium load conditions
in comparison with the C-LIACA scheme. Yet, when more BBUs are activated, or in other terms, a higher number
of strategies is attributed to the reinforcement learning algorithm (H-DR-LIACA), the convergence time is greater
than all other schemes, as in the case of high load conditions. However, reinforcement learning algorithms have the
advantage of being fully distributed and require less assistance than other schemes.

FIGURE 5.29: Spectral Ef�ciency: C-LIACA vs. H-BR-LIACA vs. H-DR-LIACA vs. No Clustering

FIGURE 5.30: Total Throughput: C-LIACA vs. H-BR-LIACA vs. H-DR-LIACA vs. No Clustering
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FIGURE 5.31: Execution Time: C-LIACA vs. H-BR-LIACA vs. H-DR-LIACA

The Hybrid Scheme in the Case of Real Case Topology

In this subsection, we evaluate the performance of the hybrid proposition in the case of the real network topology
considered in chapter 4. In that case, we set the values of � and � to 0.9 and 0.1 respectively. In fact, for high
values of � , the RRHs tend to be associated together in order to lower inter-cell interferences. In the case of the
real network topology, the RRHs are highly motivated to be associated together, due to their closeness to each
other. In that case, stressing the impact of the load would motivate them to organize themselves into different
clusters (i.e, BBUs), since the interference impact is already high. The results are compared to the previously
proposed heuristic in chapter 3 (cf. section 3.3). Recall that the heuristic consists in choosing randomly a RRH, and
associates it with the one that minimizes the total power consumption within the cluster at one hand, and respects a
minimum throughput requirement, on the other hand. The heuristic repeats the process until a minimum throughput
requirement is violated. The simulation parameters used to assess the results are the same as in table 4.1 (cf.
chapter 4 section 4.5).

Figure 5.32 displays the number of active BBUs as a function of the number of UEs per cell. For 1 UE per cell,
all schemes show 1 active BBU. When the number of UEs per cell is 2, the H-BR-IACA scheme shows a number of
BBUs slightly less than that of the centralized heuristic and the H-DR-IACA scheme. For higher number of UEs, the
H-BR-IACA scheme shows higher values than that of the centralized heuristic. The H-DR-IACA activates more BBUs
for all load conditions, as it is based on a reinforcement learning algorithm. We further notice that the centralized
heuristic, the H-BR-IACA and the H-DR IACA activate a number of BBUs that is less than 20 when 7 UEs per cell is
reached. This is due to the high level of interference when many BBUs are activated. In that case, all algorithms try
to reduce the impact of interference by lowering the number of BBUs.

Figure 5.33 displays the power consumption metric as a function of the number of UEs per cell. For 1 and 2
UEs per cell, the power consumption derived by the centralized heuristic and the H-BR-IACA scheme is similar
(slightly less for the case of the H-BR-IACA scheme). For higher number of UEs, the H-BR-IACA derives more
power consumption than the centralized scheme, as it activates more BBUs. The H-DR-IACA activates more BBUs
than both the H-BR-IACA and the centralized heuristic. However, all schemes show less power consumption than
the conventional architecture that activates all BBUs.

The power saving metric is depicted in Figure 5.34 as a function of load conditions. For the cases of 1 and 2
UEs per cell, we clearly notice that the power saving metric is similar in the H-BR-IACA and the centralized heuristic
schemes. The centralized heuristic realizes more power savings than the H-BR-IACA, as the number of UEs per
cell increases. The lowest power savings remain for the H-DR-IACA since it activates more BBUs.

In Figure 5.35, we display the energy ef�ciency as a function of the number of UEs per cell. We notice that
the H-BR-IACA shows the highest energy ef�ciency despite the fact that it realizes less power economy than the
centralized heuristic for high load conditions. Again, realizing more power economy does not necessarily lead to
enhanced energy ef�ciency. The H-DR-IACA shows less energy ef�ciency than the centralized heuristic and the
H-BR-IACA, as it increases the number of active BBUs and thus, magni�es interference.
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FIGURE 5.32: Number of Active BBUs: C-IACA vs. H-BR-IACA vs. H-DR-IACA vs. No Clustering

FIGURE 5.33: Power Consumption: C-IACA vs. H-BR-IACA vs. H-DR-IACA vs. No Clustering
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FIGURE 5.34: Power Savings: C-IACA vs. H-BR-IACA vs. H-DR-IACA

FIGURE 5.35: Energy Ef�ciency: C-IACA vs. H-BR-IACA vs. H-DR-IACA vs. No Clustering

Figure 5.36 shows the mean throughput per UE as a function of the number of UEs per cell. The No Clustering
scheme displays the highest mean throughput per UE as it activates all BBUs while a full buffer traf�c scheme is
considered. The centralized heuristic reduces the mean throughput per UE to 2 Mb/s to realize more power savings
for a number of UEs per cell greater than 1. The H-BR-IACA and the H-DR-IACA realize more mean throughput per
UE than the case of the centralized heuristic, as they activate more BBUs. All of the centralized heuristic, H-BR-IACA
and H-DR-IACA schemes do not show values less than 2 Mb/s, which underlines the respect of a minimal level of
QoS.
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FIGURE 5.36: Mean Throughput per UE: C-IACA vs. H-BR-IACA vs. H-DR-IACA vs. No Clustering

Figure 5.37 shows the spectral ef�ciency per BBU as a function of the number of UEs per cell. Similar to the
energy ef�ciency, the highest values of spectral ef�ciency are for the H-BR-IACA and the lowest for the No Clustering
scheme, as the interference level is high.

The total derived throughput is depicted in Figure 5.38 as a function of load conditions. We notice that the highest
values are realized for the No Clustering scheme, as all the BBUs are activated for all load conditions. We also notice
that the centralized heuristic realizes the lowest throughputs, as it activates the lowest number of BBUs. Further, we
notice that for the case of 5 UEs per cell, the H-BR-IACA scheme realizes more throughput than the H-DR-IACA
scheme. For that particular case, the number of active BBUs in both cases is similar. However, the H-BR-IACA
shows higher spectral ef�ciency, enhancing the throughput metric.

FIGURE 5.37: Spectral Ef�ciency: C-IACA vs. H-BR-IACA vs. H-DR-IACA vs. No Clustering
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FIGURE 5.38: Total Throughput: C-IACA vs. H-BR-IACA vs. H-DR-IACA vs. No Clustering

Figure 5.39 displays the execution time of the centralized heuristic, the H-BR-IACA and the H-DR-IACA as a
function of the load conditions. The results are executed over a hardware of 64-bit, Intel 7 core, 2.5 Ghz. We notice
that the H-DR-IACA signi�cantly increases the execution time in comparison with other schemes. In particular, for
5 UEs per cell and above. As the Replicator Dynamics is a reinforcement learning technique, it needs time for
convergence, speci�cally when the number of strategies increases, as the case of 5 UEs per cell (cf. Figure 5.32).
In fact, for high load conditions, the Replicator Dynamics will not be a practical solution, as the clustering decisions
must be considered within a time scale of minutes. Thus, it would be better to resort to either semi-distributed
schemes, such as the Best Response, or to centralized approaches in case of high bandwidth availability in the
optical fronthaul connections.

FIGURE 5.39: Execution time: C-IACA vs. H-BR-IACA vs. H-DR-IACA
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5.7 Conclusion

In this chapter, we tackled the BBU-RRH association problem from a distributed perspective. The purpose is
to reduce the amount of signaling load overhead between BBUs and RRHs. We have �rst proposed a solution
for a homogeneous distribution of UEs in the network, then we enhanced our model to �t with a heterogeneous
distribution of UEs, which is more realistic. For both solutions, we resorted to Game Theory, where the BBU-RRH
associations were portrayed as a potential game among the RRHs. The NE of the game were reached via two
algorithms: The Best Response dynamics and the Replicator Dynamics. We have further proposed a centralized
algorithm relying on a Load- and Interference-Aware behavior, to compare the results. The main conclusions are
summarized in the following points:

— The hybrid propositions show close performance to the optimal solutions with reduced amount of signaling
load overhead.

— The signaling load overhead of the hybrid propositions is a function of the number of the initial set of strate-
gies, and the number of strategies to compete on.

— The Load-Aware behavior in the BBU-RRH association decisions enhances the QoS (i.e, the mean through-
put per UE), in particular at medium load conditions.

— The Replicator Dynamics is not practical for the case of high load conditions in a real case topology, as the
number of strategies increases.
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Chapitre 6

BBU-RRH Association Optimization with
Re-association Consideration

In this chapter, we investigate the BBU-RRH association problem under dynamic load variations. In particular,
we aim to solve the frequent re-associations between BBUs and RRHs that occur when network load conditions
vary. Precisely, under such variations some UEs may arrive, while some others may quit the system, causing the
BBUs to be highly loaded or ligtly loaded. However, UEs connected to highly loaded BBUs might face a degradation
in the level of QoS, unless the BBU-RRH association schemes change, so that some RRHs move to lowly loaded
BBUs. On the other hand, UEs connected to lightly loaded BBUs might move to different ones in order to turn OFF
lowly loaded BBUs. Frequent re-associations between BBUs and RRHs cause a serious degradation in the Quality
of Experience (QoE) since connected UEs experience costly HOs to different BBUs. In this chapter, we tackle
such a problem by proposing several algorithms. We �rst introduce a tunable bi-objective optimization problem
formulated as a SPP. The purpose is to jointly minimize the power consumption and the re-association rate of UEs
experiencing a BBU change. Through conducted simulations, we show a compromise between both metrics. We
further, propose a heuristic approach that provides a good tradeoff between power saving and re-association rate
reduction, and whose performance outperforms the Bin Packing case. Lastly, we propose a hybrid approach for the
problem, aiming to minimize the signaling load overhead in the network and to �nd a good compromise between
power saving and re-association rate reduction. The results of the hybrid proposition show close performance to
the centralized scheme with less signaling load overhead. Further, its performance in terms of power savings and
re-association rate reduction are enhanced in comparison with the Bin Packing approach.

6.1 Introduction

The HO mechanism is a essential in cellular networks. In particular, it de�nes the procedure through which a
UE changes its serving cell (i.e, BBU). In the conventional architecture, HOs occur when UEs move between the
covered regions of different RRHs. In fact, HO procedure is de�ned by the RRC protocol running on BBUs and UEs
side. RRHs remain transparent from that procedure and simply act as passive antenna elements, delivering UEs'
data. Unlike in conventional architecture, in C-RAN, BBU-RRH association schemes change dynamically. According
to load conditions, RRHs might re-associate to different BBUs, causing the HO of UEs connected to re-associated
RRHs. When HOs occur, several disadvantages are incurred. For example, 10% of video sessions are abando-
ned [80]. Web sessions are also abandoned [81]. In fact, IP-level measurements demonstrate that disconnections
can reach tens of seconds in HO cases [82]. Based on those results, it is paramount to reduce the HOs within
the network. In particular, reducing the re-association rate of UEs introduced by the �exible design of BBU-RRH
association schemes is crucial to attain the objective.
Optimizing the BBU-RRH associations is paramount. Reducing the number of active BBUs may lead to resource
shortage under any �uctuation in the load conditions, unless BBU-RRH association schemes change, so that RRHs
move to less loaded BBUs. However, this causes HOs for serviced UEs. On the other hand, activating many BBUs
always guarantee the targeted QoS since enough resources would be available. Therefore, RRHs associations are
not changed and UEs do not endure frequent HOs. However, this lowers the level of energy ef�ciency. Finding a
good tradeoff between power savings and re-association rate reduction will be targeted throughout the chapter.
The remainder of the chapter is organized as follows: Section 6.2 describes the system model. Section 6.3 pro-
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(a) Scenario A

(b) Scenario B

FIGURE 6.1: BBU-RRH Re-association

vides a bi-objective formulation of the problem, targeting the joint power consumption and the re-association rate
reduction. We also highlight the tradeoff between both metrics. Section 6.4 describes the proposed heuristic, aiming
to �nd a good compromise between the two metrics. Section 6.5 formulates the problem in a hybrid fashion for
the purpose of reducing the amount of signaling load overhead in the network. Section 6.6 provides the simulation
results for the heuristic and the hybrid proposition. Section 6.7 concludes the chapter.

6.2 System Model

We use the reference model of section 3.1 presented in chapter 3. Further, in this chapter, dynamic UEs arrivals
and departures are considered, and described within the following subsection.

Network Dynamics

We consider that UEs arrive and leave the network according to a random process with an average rate of �
and � per time respectively. The number of active UEs is examined at prede�ned decision epochs, where clustering
decisions are reconsidered.

Figures 6.1(a) and 6.1(b) illustrate two representative scenarios, where BBU-RRH re-associations might occur
under dynamic load variations. In scenario A (cf. Figure 6.1(a)), UEs connect to any RRH associated to BBU `A',
causing the latter to be overloaded. At the decision epoch t, RRH clustering decisions are re-considered. Thus, a
RRH connected to BBU `A' (for example RRH `c') might re-associate to BBU `B' in order to lower the load of BBU `A'
and to guarantee a minimum level of QoS for the serviced UEs. However, connected UEs to RRH `c' will face HOs to
BBU `B', causing a degradation in the QoE. On the other hand, in scenario B (cf. Figure 6.1(b)), UEs depart from the
system. In particular, they disconnect from RRH `d', causing BBU `B' to be lightly loaded. Att, a clustering algorithm
decides to turn OFF BBU `B' in order to realize power economy. In that case, the remaining UEs connected to RRH
`d' face HOs to BBU `A'.
As a matter of fact, the impact on a given RRH is directly related to the number of its serviced UEs. Thus, the cost

of a RRH re-association within a cluster c is expressed as follows:

R
�
c
�

=
RX

r =1

nr � jyt
r;c � yt � 1

r;c j; (6.1)

where nr is the number of serviced UEs by RRH r at epoch t, yt
r;c and yt � 1

r;c are binary variables re�ecting the
association between RRH r and cluster c at decision epochs t and t � 1 respectively. When RRH r stays associated
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to the same cluster at two consecutive epochs, the cost is zero. It is proportional to the number of serviced UEs by
RRH r , when the latter moves to a new cluster at a new epoch t.

6.3 Joint Power Consumption and Re-association Rate Reduction

In this section, we introduce a tunable bi-objective optimization problem, aiming to minimize the joint power
consumption and the re-association rate of UEs.
We start by introducing a cost function per cluster composed of two elements:

— The �rst element is the power consumption of cluster c (i.e, BBU c) within the current decision epoch t,
de�ned as in section 3.1 of chapter 3.

— The second element re�ects the number of UEs performing re-associations to cluster c between two conse-
cutive decision epochs t and t � 1. It is expressed as in (6.1)

The bi-objective cost function per cluster is expressed as follows:

Cost
�
c
�

= � � � 0 � P
�
c
�

+
1
2

� � � � 0 � R
�
c
�
; (6.2)

where � is the weight attributed to the power consumption, � is the weight attributed to the re-association cost, � 0

and � 0 are the normalization factors. The term 1
2 comes from the summation over all the clusters in the system, as

we express within the following. We note that � + � = 1 .
The optimization problem aims to �nd the partition P � of the set R of RRHs that minimizes the total cost function

of the system, de�ned as the sum of each cluster cost (cf. equation (6.2)). Let xc be the binary variable associated
to the subset (i.e, cluster) c. It is equal to 1 if the subset c is chosen and 0 otherwise. The optimization problem is
expressed as follows:

Minimize S =
X

c2C

xc � Cost
�
c
�

Subject to:

X

c2C

xc � yr;c = 1 ; 8r 2 R (6.3)

xc � T
�
c
�

� nc � Dmin ; 8c 2 P (6.4)

xc 2
�

0; 1
	

; 8c 2 C (6.5)

yr;c 2
�

0; 1
	

; 8r 2 R ; 8c 2 C (6.6)

Constraints (6.3) express that each RRH is associated to a single BBU c. Constraints (6.4) express the fact that a
minimum throughput per UE (Dmin ) must be guaranteed in each cluster.
The optimization problem is a SPP, where an additional constraint is added to guarantee a minimum level of QoS
per UE.

Tradeoff between Power Saving and Re-association Rate

In this subsection, we evaluate the behavior of our bi-objective optimization problem, and we show the tradeoff
between the power saving and the re-association rate of UEs. The algorithm behavior is evaluated under two dif-
ferent load conditions: First, we consider moderate to high load conditions, where the number of UEs per RRH
varies between 8 to 15. Then, we consider a low to moderate load conditions, where the number of UEs per RRH
varies between 1 to 8 UEs per cell.
To examine the algorithm behavior, we use the following metrics: The number of active BBUs, the total power
consumption, the realized power savings, the re-association rate of UEs, the mean throughput per UE and the total
derived throughput in the system. Beside the re-association rate metric, all other metrics are calculated as in section
3.4 in chapter 3. The total re-association rate of UEs in the system is calculated as follows:

�
P

c2P R(c)
P

c2P nc

�
� 100; (6.7)
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where 1
2

P
c2P R(c) is the total number of re-associated UEs in the system and

P
c2P nc is the total number of UEs

in the network.
We consider a small network size that consists of seven cells and a uniform UEs distribution per cell (cf. section
3.1, chapter 3). We set � and � (the rates of UEs arrival and departure respectively) to 2 and 3 UEs/tu respectively.
We consider a reuse-1 scheme and a full buffer traf�c model. Dmin is set to 2 Mb/s. The metrics are averaged and
shown with 95% con�dence interval. The simulation parameters are shown in table 6.1.

TABLE 6.1: Simulation parameters

Parameter Value
Traf�c Model Full Buffer
Scheduling Scheme Fair Resource Sharing
UEs Distribution Uniform
� 2 UEs/tu
� 3 UEs/tu
Propagation Model Cost Hata 231
Shadowing Standard Deviation 10 dB
Transmit Power of RRH 40 dBm
Thermal Noise Power � 174dBm/Hz
BW 10 MHz
Cell Radius 500m
A 50 W
B 0:6
Dmin 2 Mb/s
Meshing Step (a) 240m

Moderate to High Load Conditions

In this scenario, we consider moderate to high load conditions, where the number of UEs per RRH varies between
8 to 15 UEs.
In Figure 6.2, we display the number of active BBUs for different sets of � . In particular, we consider the following
values of � : 0, 0.25, 0.5, 0.75 and 1. When � is 0, we record the highest number of active BBUs. As � increases, the
number of active BBUs decreases. In fact, � re�ects the importance attributed to the power consumption reduction.
Thus, for low values of � , the system main objective would be to reduce the rate of re-associations that might
increase when network load conditions vary. As a consequence, the algorithm activates a high number of BBUs, in
order to guarantee a minimum level of QoS per UE without any need to re-activate additional BBUs and perform
re-associations for the serviced UEs in case of load �uctuations. When � increases, the number of active BBUs
decreases because more importance is attributed for power savings. On the other hand, this may cause re-activation
for BBUs to guarantee a minimum level of QoS per UE, increasing the rate of re-associated UEs as displayed in
Figure 6.5.

Figure 6.3 displays the power consumption for different sets of � . Similar to the number of active BBUs, the
highest values of power consumption are obtained for the lowest values of � , since the system main objective is to
decrease the re-association rate of UEs. As � increases, the power consumption decreases since the system main
objective is to realize power savings.

Figure 6.4, shows the power saving metric for different sets of � . The lowest values of power savings are obtained
for the lowest values of � (0 and 0.25), since the system main objective is to reduce the rate of re-associations. When
� increases, more power savings are realized. However, this will increase the rate of re-associations (cf. Figure 6.5).

Figure 6.5 displays the re-association rate of UEs for different sets of � . When � has the lowest value, the re-
association rate is at its lowest. For that particular case, the algorithm main objective is to reduce the re-association
rate of UEs, in order to lower the HOs in the system. As � increases, � decreases and less importance is attributed
for re-association rate reduction. As a consequence, the system main objective would be to realize more power
savings. However, as previously explained, under any load �uctuation, the system activates additional BBUs to
guarantee a minimum rate of throughput per UE, which increases the HOs in the system.
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FIGURE 6.2: Number of Active BBUs for different sets �

FIGURE 6.3: Power Consumption for different sets �
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FIGURE 6.4: Power Savings for different sets �

Figure 6.6 shows the mean throughput per UE for different sets of � . The mean throughput per UE shows the
highest values when power consumption reduction is forfeited (i.e, � = 0 ). The mean throughput per UE is reduced
when � increases, making room for power savings. In fact, for high values of � , less BBUs are activated to reduce
the power consumption. Thus, lower throughputs are derived within BBUs. For the highest value of � , the mean
throughput per UE is close to 2 Mb/s. The reason is that the algorithm is trying to reduce the throughput as much
as possible to gain more power savings. However, the constraint of minimum throughput per UE (6.4) is guaranteed
in all cases, and only values equal or higher than 2 Mb/s are realized.

Figure 6.7 displays the total derived throughput for different sets of � . Same as the mean throughput per UE, the
highest values of total throughput are derived for the lowest values of � , because the number of active BBUs is high.
As � increases, the total derived throughput decreases, making room for power savings. However, the re-association
rate is higher.

FIGURE 6.5: Re-association Rate of UEs for different sets �
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FIGURE 6.6: Mean Throughput per UE for different sets �

FIGURE 6.7: Total Throughput for different sets �

Low to Moderate Load Conditions

Within this scenario, we consider low to moderate load conditions, where the number of UEs per RRH varies
between 1 to 8 UEs.
Figure 6.8 shows the number of active BBUs for different sets of � . We note that the same values of � are used
to compare the results. We notice that the highest number of active BBUs is 4. Then, the values decrease as �
increases. We note that for the case of low load conditions, the number of serviced UEs in the system is low. Thus,
the re-association rate of UEs is low (cf. Figure 6.11). In that case, signi�cant power savings are realized for almost
all adopted values of � , even when more importance is devoted to re-association rate reduction, such as the case
of � = 0 :25.

Figure 6.9 displays the power consumption metric for different sets of � . Similar to the number of active BBUs, the
power consumption metric shows the highest value for � = 0 . However, for other values of � , the power consumption
metric shows low values, because the re-association rate of UEs is low for all adopted cases.
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FIGURE 6.8: Number of Active BBUs for different sets �

FIGURE 6.9: Power Consumption for different sets �

In Figure 6.10, we display the power saving metric for different sets of � . The lowest power saving value remains
for � = 0 . For all other values of � , the realized power saving is above 70%, even for the cases where more
importance is dedicated to re-association rate reduction, such as � = 0 :25.

Figure 6.11 shows the re-association rate of UEs for different sets of � . We clearly notice that the re-association
rate of UEs is low for all the sets of � . As previously explained, the reason is that the number of UEs in the system
is low, which lowers the rate of re-association. In the case of low load conditions, attributing more importance for
power savings is more bene�cial than stressing on re-association rate reduction when it comes to cost minimization.
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FIGURE 6.10: Power Savings for different sets �

FIGURE 6.11: Re-association Rate of UEs for different sets �

Figure 6.12 shows the mean throughput per UE for different sets of � . We notice that the values are above 2
Mb/s for all cases. The reason is that the load conditions are low and the traf�c model is assumed to be full buffer,
consuming all the resources in the system. The highest value remains for the case of � = 0 because the highest
number of BBUs is activated.

In Figure 6.13, we display the total derived throughput in the system for different sets of � . Similar to the number
of active BBUs and the power consumption metrics, the total derived throughput shows its highest value for the
case of � = 0 . For all other sets of � , the total derived throughput shows lower values since more power saving is
realized.

95



FIGURE 6.12: Mean Throughput per UE for different sets �

FIGURE 6.13: Total Throughput for different sets �

Concluding Remarks

According to the results, there is a clear tradeoff between the power saving metric and the re-association rate of
UEs. However, for low to moderate load conditions, the re-association rate of UEs is low for all sets of � and � . In
that case, stressing on high values of � (i.e, increasing the weight of power consumption reduction) would be more
bene�cial.
Figures 6.14 and 6.15 display the realized power savings versus the re-association rate of UEs for moderate to
high and low to moderate load conditions respectively. In fact, the larger is the gap of difference between the re-
association rate of UEs and the power saving, the better is the compromise between both metrics.
In �gure 6.14, we notice that the largest gaps between both metrics remain for moderate values of � ; for example,
for � = 0 :5. The lowest gaps are for extreme cases such as, � = 1 and � = 0 or vice versa. In Figure 6.15, the
largest gaps are noticed for high values of � ; for example, � = 1 . Whereas the lowest gap remains for � = 0 . This
result again, proves that attributing more importance for power consumption reduction under low to moderate load
conditions is more bene�cial.
Within the following, we use the value of � = 0 :5 as a reference to compare the results under moderate to high load
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conditions, and the value of � = 1 as a reference to compare the results under low to moderate load conditions.

FIGURE 6.14: Power Savings vs. Re-association Rate

FIGURE 6.15: Power Savings vs. Re-association Rate

As the optimization problem is a SPP, it belongs to the NP-complete category [19]. It further belongs to the ILP
category, since one variable (i.e, xc) is optimized. In such case, when input parameters (i.e, the number of RRHs)
are large, the problem becomes intractable. For the sake of complexity reduction, we introduce within the following
section a greedy heuristic with less computational requirements, and which provides a good compromise between
power savings and re-association rate reduction, as shown by the simulation results in subsection 6.6.1.

6.4 Heuristic Solution

Our proposed heuristic mainly consists of two stages described in algorithms 4 and 5. Algorithms 4 and 5 are
executed sequentially.
We de�ne T =

�
tP 1 ; :::; tP c ; :::tP L

	
to be the set of all throughputs per UE derived in each cluster c 2 P , where P is

the existing partition of RRHs in the system at the current decision epoch. L is the total number of active BBUs. We
also de�ne U =

�
uc1 ; :::; ucr ; :::; ucN

	
to be the set of the number of UEs served by each RRH r 2 c. N is the total
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number of RRHs in cluster c. Finally, we de�ne B to be the set of all BBUs having low to moderate load conditions.
To obtain the set B, we sort the clusters in an increasing order of throughput per UE, and we choose the second
half of them.
Stage 1 describes the behavior of our heuristic when there are clusters that violate constraint (6.4). In other words,
serviced UEs of such clusters are not guaranteed their minimal rate at the current decision epoch. At this stage, the
algorithm starts by examining whether the lowest throughput per UE, given by a cluster c 2 P , obeys constraint (6.4).
If not, it moves the RRH that serves the least number of UEs to the BBU that has the second lowest throughput per
UE and respects constraint (6.4) (steps 5 to 19). The motivation behind this is to lower the amount of re-associated
UEs. To do so, the heuristic examines the set V of available clusters that have not been tested (step 6, 7). If the
heuristic does not �nd a cluster obeying constraint (6.4), to embrace the RRH in question, it activates an additional
BBU (steps 22, 23). It continues on running until there are no clusters violating constraint (6.4).
Stage 2 describes how the heuristic tries to minimize the number of active BBUs by examining the maximum
throughput per UE given by a cluster c 2 P . The heuristic tries to associate all the RRHs from cluster c to the
BBU that has the most moderate throughput per UE (i.e., the BBU that has the lowest throughput per UE in set B)
and respects constraint (6.4) (steps 6 to 16). If no such cluster is found, the algorithm stops the search (step 19).

1 Form the set T ;
2 LessThrperUser  min c2P

�
tP c

�
;

3 Form the set U;
4 V  P � c;
5 while LessThrperUser < D min do
6 if V 6= ; then ;
7 Select min c02V

�
tP c 0

�
;

8 LessUser  min r 2 c
�
U

�
;

9 c00 c0 [
�

r
	

;
10 if tP c 00 < D min then ;
11 V  V � c0;
12 Go to step 6;
13 else
14 c0  c00;
15 Update P and T ;
16 LessThrperUser  min c2P

�
tP c

�
;

17 Update U;
18 V  P � c;
19 Go to step 5 ;
20 end
21 else
22 Add cluster

�
r
	

;
23 Update P and T ;
24 LessThrperUser  min c2P

�
tP c

�
;

25 Update U;
26 V  P � c;
27 Go to step 5 ;
28 end
29 end

Algorithm 4: Stage 1
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1 Form the set B;
2 MaxThrperUser  maxc2P

�
tP c

�
;

3 B  B � c;
4 Stop = 0 ;
5 while Stop 6= 1 do
6 if B 6= ; then ;
7 Select min c02B

�
tP c 0

�
;

8 c00 c0 [
�

c
	

;
9 if dP c 00 < D min then ;

10 B  B � c0;
11 Go to step 6;
12 else
13 c0  c00;
14 Update P, B and T ;
15 MaxThrperUser  maxc2P

�
tP c

�
;

16 Go to step 6 ;
17 end
18 else
19 Stop = 1 ;
20 end
21 end

Algorithm 5: Stage 2

Heuristic Complexity

The heuristic proposition consists of two stages. Each stage has its own complexity. We consider a partition of
RRHs that consists of k clusters, where 1 � k � R. To study the heuristic complexity, we consider the cases of k = 1
and k = R, since they are extreme cases, and represent the highest complexities.

— When k = 1 , the partition P consists of one active BBU. In the worst case, extreme high load conditions
occur between two consecutive decision epochs, causing the re-association of each RRH to one BBU. The
total number of steps the algorithm runs within the �rst stage is: 1 + 2 + :::R � 2. As a matter of fact, the
�rst stage runs until all the clusters respect a minimum level of throughput requirement per UE. In a �rst
step, the algorithm re-associates the less loaded RRH of the highest loaded cluster to one BBU. In a second
step, it associates the second less loaded RRH to one BBU, but veri�es �rst whether it can be associated
to the newly activated BBU. As the number of clusters increases, the number of veri�cation steps increases,
until all RRHs are re-associated, each to one BBU. In that case, stage 2 veri�es within one step whether a
lowly loaded cluster can be associated to the most moderately loaded one (cf. Algorithm 5). This would be
unfeasible since the constraint of QoS would be violated. In that particular case, the �rst stage complexity
would be equal to 1 + 2 + :::(R � 2) = (R � 2)( R � 1)

2 , and to 1 for the second stage. When the total number R of
RRHs is high, the complexity is quadratic.

— When k is equal to R, the partition P of RRHs consists of the one-to-one association scheme. In extreme
cases, a serious drop in the level of load conditions occurs between two consecutive decision epochs. Thus,
one cluster (i.e, BBU) would be enough to accommodate the traf�c demand. In that case, the �rst stage
performs no action, since all clusters respect the constraint of QoS. Stage 2 veri�es within a total number of
R � 1 steps, whether all RRHs can be associated together. In that case, the complexity is linear.

Assuming a scenario where the �rst stage is executed with its highest complexity. In that case, the second stage is
executed with its lowest complexity. In other terms, the two stages cannot be executed with their highest complexities
simultaneously. We further note that the highest complexities of both algorithms are very rare cases, since the period
of re-clustering decision is assumed to be well tuned in order to cope with the traf�c variations.
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6.5 Hybrid Approach of Joint Power Consumption and Re-association Re-
duction

In this section, we tackle the problem by proposing a hybrid version of the joint Power Consumption and Re-
association rate Reduction for the purpose of reducing the signaling load overhead of the centralized schemes. In
particular, our proposition relies on the previous proposition in chapter 5. Recall that our proposition is compounded
of two stages executed in an iterative manner: A �rst stage (cf. paragraph 6.5.1) is used to set the BBU-RRH
association schemes, and relies on a potential game among the RRHs to associate to a prede�ned set of clusters
(i.e, BBUs). A second stage, is used to �x the number of active BBUs according to the realized throughput within
each cluster.

6.5.1 Hybrid Load- and Interference-Aware Scheme with Re-association Consideration

Non-Cooperative Game for BBU-RRH Association

The general framework of the game H = ( R; C; Cpu) is expressed as follows:
— The set R of players, de�ning the set of RRHs.
— The set P of available BBUs (i.e, strategies). An action of a RRH is selecting one of the available BBU.
— The vector yr de�nes a strategy of RRH r . The binary variables yr;c de�ning the association between RRH r

and cluster c. Therefore, y = ( yr )r 2R 2 C de�nes a pure strategy pro�le, and C = C1 � C2 � ::: � CR would
be the space of all pro�les.

— The set of cost functions f Cpu1; Cpu2; :::; CpuR g de�ning the players' preferences over the available strate-
gies.

Cost Function The cost function that each RRH seeks to minimize is given as follows:
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(6.8)

where nr and nr 0 de�ne the number of UEs associated to RRHs r and r 0 respectively at the current decision epoch
(t). The two binary variables yt

r;c and yt � 1
r;c express the current and previous associations of RRH r to cluster c

at decision epochs (t) and (t � 1) respectively. Gr;r 0 is the channel gain between RRHs r and r 0. � , � and  are
the corresponding weights of the load, interference and re-association costs respectively. � 0, � 0 and  0 are the
normalization factors.
As explained in chapter 5, terms 1 and 2 re�ect the load cost of RRH r , affected by the congestion impact of other
RRHs that share the common radio resources of cluster c. In particular, term 1 is the total number of UEs associated
to RRHs r 0, mapped to cluster c, whereas term 2 works as a stressing factor to emphasize the relative load impact
of RRH r onto other RRHs r 0 6= r when its load nr is high on one hand, and when the number of RRHs associated to
the same BBU is high, on the other hand. Term 3 expresses the inter-cluster interference which is canceled between
RRH r and other RRHs that have chosen the same BBU. Term 4 re�ects the re-association cost of RRH r when the
latter changes its cluster c within the current decision epoch (t). Precisely, if RRH r stays associated to the same
cluster, at two consecutive decision epochs, the cost is zero. It is proportional to the number of connected UEs nr

when RRH r associates to a different cluster.

The Pure Nash Equilibrium The game at hand H = ( R; C; Cpu) is a combination of two games: The �rst game
G = ( R; C; Cp) is the same as in section 5.4 in chapter 5, where each player cost function Cpr (yr ) is expressed
as in (5.10). The second game U = ( R; C; Cu) is a constant game, where each player's action only affects its own
cost function Cur (yr ), and not the costs of other players. The cost Cur (yr ) is equal to term 4 in (6.8), re�ecting the
impact of re-association of RRH r , when the latter changes its BBU c between two consecutive decision epochs (t)
and (t � 1).
Game G is an exact potential game as previously proved in chapter 5. Game U is a constant game, and thus, an
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exact potential game. Game H is a convex combination of G and U, again on the same action set, where the cost
function for each player r is (1 �  ) � Cpr (yr ) +  � Cur (yr ). As the set of exact potential games is convex, our game
H is an exact potential game [77].
In our work, we resort to the Best Response and the Replicator Dynamics to attain the PNE. The Best Response
and Replicator Dynamics were previously described in paragraph 5.3, in chapter 5.

BBU Activation/Deactivation

The second stage behavior is similar to the one described in paragraph 7, in section 5.3. The only difference is
within the deactivation process of a BBU. In particular, When a BBU is deactivated, the algorithm �rst checks the
BBU with the lowest number of UEs, and then turns it OFF. The reason behind this is to lower the HO rate among
connected UEs.

6.5.2 Signaling Load Analysis

In this subsection, we analyze the amount of signaling load overhead generated by the centralized and hybrid
schemes.
In section 5.5, we have stated that the RRHs have to periodically report their load and radio conditions to the
centralized cloud, where the decisions are taken. In this chapter, the problem is treated from a dynamic perspective,
and the objective is to jointly optimize the power consumption and the re-association rate of UEs. Thus, at the current
decision epoch t, the centralized cloud has to be aware of the previous BBU-RRH associations. In other terms, the
binary variables yt � 1

r;c of each RRH have to be known. In fact, such information does not need to be sent by RRHs,
since it is already present in the cloud. Consequently, the total amount of signaling load overhead of centralized
schemes is calculated as in (5.23), in section 5.5 of chapter 5.
As for the hybrid schemes, RRHs have to send their �nal decision matrix

�
M

�
R � S to the centralized cloud, as stated

in chapter 5. As previously explained, their radio conditions can be locally obtained through the CQI feedback of
UEs. As for the clusters load conditions used by RRHs to calculate their own cost functions, it can be obtained
from the edge cloud, without the centralized cloud assistance. Their previous associations yt � 1

r;c can also be locally
obtained, and used to calculate their own cost functions. The total amount of signaling load overhead is calculated
as in section 5.5 of chapter 5.
Figure 6.16 shows the signaling load overhead, generated by the centralized and the hybrid schemes under two
different load conditions (low to moderate and moderate to high). We note that the results are displayed for a set
of seven cells, and the same set of parameter values are used as in table 5.1, in section 5.5, to assess the results.
The centralized scheme shows a �xed value whatever the load conditions are, since the same amount of signaling
overhead is sent at each decision epoch.

FIGURE 6.16: Signaling Load Overhead
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The hybrid schemes show very low values of signaling load overhead for all load conditions. However, the signa-
ling load overhead at low load conditions, is less than the case of high load conditions. As explained in chapter 5
(cf. subsection 5.5.3), the signaling load overhead for the hybrid schemes, is a function of the number of iterations
executed by the second stage, and the number of strategies the RRHs compete on. As the number of strategies
increases for high load conditions, the decision matrix dimensions (R � S) would be higher, deriving more signaling
load overhead. However, as a dynamic load scenario is considered, the needed number of active BBUs to accom-
modate the traf�c demand will not signi�cantly differ between two consecutive decision epochs, making the number
of iterations launched by the second stage to attain the right number of active BBUs low (cf. section 7).

6.6 Performance Evaluation

In this section, the results of the heuristic (cf. subsection 6.4) and the hybrid schemes (cf. subsection 6.5) are
provided. We note that the same simulation sets are used as in subsection 6.3, and a network topology consisting in
seven cells is considered. Further, we use the same metrics as in subsection 6.3 to compare the results. Additionally,
we examine the performance of the various algorithms in terms of computational requirement.

6.6.1 Optimal Solution vs. Heuristic vs. Bin Packing

The results of the heuristic are compared to the optimal solution and the Bin Packing schemes. As the Bin
Packing model might give many partition solutions, minimizing the number of used bins for one particular case, we
display the average result given by all the optimal partitions. We recall that the optimal solution at � = 1 is used to
compare the results under low load conditions, and � = 0 :5 is used under high load conditions for the previously
explained reason (cf. paragraph 6.3).

Figure 6.17 displays the number of active BBUs as a function of two different load conditions: Low to moderate
load conditions, denoted as low load, and moderate to high load conditions, denoted as high load. Recall that for
the case of low load, the number of UEs per cell varies between 1 and 8. For the case of high load, the number of
UEs varies between 8 and 15. We notice that for low load, the heuristic shows the same value as the optimal case
(1 active BBU), whereas the Bin Packing scheme displays more than 2 active BBUs. Recall that the Bin Packing
scheme is an Interference-Oblivious approach and is unaware of the level of spectral ef�ciency at the BBU level,
which varies when the subset of RRHs varies. In case of high load, the highest value also remains for the Bin
Packing scheme, whereas the heuristic and the optimal cases show similar values.

FIGURE 6.17: Number of Active BBUs: Optimal vs. Heuristic vs. Bin Packing

In Figure 6.18, the power consumption metric is displayed as a function of load conditions. Similar to the number
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of active BBUs, the power consumption values shown by both the optimal solution and the heuristic scheme are the
same for low load conditions. The Bin Packing scheme shows more power consumption as it activates more BBUs.
For the case of high load conditions, the heuristic scheme shows slightly higher power consumption than the case
of the optimal solution.

FIGURE 6.18: Power Consumption: Optimal vs. Heuristic vs. Bin Packing

Figure 6.19 displays the power saving metric as a function of load conditions. For all load conditions, we notice
that the optimal solution and the heuristic show improved power saving in comparison with the Bin Packing, since
they activate less BBUs.

FIGURE 6.19: Power Savings: Optimal vs. Heuristic vs. Bin Packing

In Figure 6.20, the re-association rate of UEs is displayed as a function of load conditions. For low load condi-
tions, the Bin Packing case shows signi�cant higher re-association rate of UEs in comparison with the optimal and
the heuristic schemes. In fact, the Bin Packing scheme does not take into consideration the re-association rate of
UEs. Further, it activates more BBUs than other cases, which increases the rate of re-associations between two
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different decision epochs, since RRHs might re-associate between many BBUs. For high load conditions, the heu-
ristic shows slightly higher rate of re-association in comparison with the optimal case. The highest value remains
for the Bin Packing scheme, since it activates more BBUs at one hand, and overlooks such metric, on the other
hand. Our heuristic performs ef�ciently in terms of realized power saving and reduced re-association rate. For low
load conditions, it acts similarly as the optimal case for � = 1 , and for high load conditions, its behavior, in terms of
power savings and re-association rate, is close to the case of the optimal solution with � = 0 :5. This demonstrates
its ef�ciency in striking a good compromise between both metrics.

FIGURE 6.20: Re-association Rate of UEs: Optimal vs. Heuristic vs. Bin Packing

Figure 6.21 shows the mean throughput per UE as a function of load conditions. The highest mean throughput
per UE values is realized by the Bin Packing scheme since it activates the highest number of BBUs, and a full buffer
traf�c scheme is considered, consuming all the resources. However, both cases of optimal solution and heuristic
schemes do not show values less than 2 Mb/s and respect a minimum throughput requirement per UE.

FIGURE 6.21: Mean Throughput per UE: Optimal vs. Heuristic vs. Bin Packing

Figure 6.22 displays the total derived throughput as a function of load conditions. Similar to the mean throughput
per UE, the highest values are for the Bin Packing scheme, since more BBUs are activated. However, the Bin Packing
scheme does not realize the same level of power economy as the optimal solution and the heuristic schemes. It
further increases the rate of re-association.
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The last given metric is the execution time of the heuristic in comparison with the optimal case as a function of
load conditions. The results are executed over a hardware of 64-bit, Intel 5 core, 2.5 Ghz. Figure 6.23 shows that the
execution time of the heuristic is much lower than that of the optimal case. The heuristic provides good performance
with lower complexity, and is consequently ef�cient for implementation in practice.

FIGURE 6.22: Total Throughput: Optimal vs. Heuristic vs. Bin Packing

FIGURE 6.23: Execution Time: Optimal vs. Heuristic

6.6.2 Centralized Algorithm vs. Hybrid Algorithm with Re-association vs. Hybrid Algo-
rithm without Re-association vs. Bin Packing

In this subsection, we provide the performance evaluation of the hybrid schemes in comparison with the cen-
tralized scheme and the Bin Packing approach. Similar to the heuristic, the performance are compared under two
different load conditions (cf. subsection 6.6.1), and the same sets of � (in equation (6.2)) in the centralized scheme
are employed to compare the results. We further note that � , � and  (in equation 6.8) are set to 0.75, 0.125 and
0.125 respectively). The reason behind this is to motivate the RRHs to associate to the least loaded clusters in
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case of high load conditions. In fact, for high values of � , RRHs tend to associate to fewer clusters to lower the
interference level. For high values of  , RRHs tend to not change their clusters between two consecutive decision
epochs to lower the rate of re-association.

Centralized Algorithm vs. Best Response Algorithm with Re-association vs. Best Response Algorithm wi-
thout Re-association vs. Bin Packing

Figure 6.24 displays the number of active BBUs as a function of load conditions. We notice that for low load
conditions, the centralized and the Best Response algorithms (with and without re-association consideration) show
1 active BBU, whereas the Bin Packing scheme activates more BBUs since it is unaware of the interference level
in the system. For high load conditions, the centralized scheme activates the lowest number of BBUs. The two
hybrid schemes (with and without re-association) activates slightly more BBUs. The highest number of active BBUs
remains for the Bin Packing scheme.

Figure 6.25 shows the power consumption metric as a function of load conditions. Similar to the number of
active BBUs, at low load conditions, we notice the lowest values of power consumption for the Best Response and
the centralized schemes, since only 1 BBU is activated. For high load conditions, the hybrid schemes show slightly
higher power consumption than the case of the centralized scheme. The highest power consumption remains for
the Bin Packing scheme, for all load conditions.

Figure 6.26 displays the power saving metric as a function of load conditions. The highest values of power saving
are recorded for the Best Response and the centralized schemes, at low load conditions. For high load conditions,
the highest power saving is ful�lled by the centralized approach, whereas the lowest is realized by the Bin Packing
scheme.

Figure 6.27 shows the re-association rate of UEs as a function of load conditions. At low load, the re-association
rate for the centralized algorithm and the Best Response algorithms are similar. In fact, at low load, few BBUs
are activated. Thus, the re-association rates are low for all schemes. As for the Bin Packing approach, it shows a
signi�cant higher re-association rate in comparison with other schemes, since it activates more BBUs at one hand,
and it is unaware of the re-association rate, on the other hand. At high load, the Best Response algorithm with re-
association consideration shows a slightly higher rate of re-association in comparison with the centralized approach.
It also shows a good improvement in terms of re-association reduction in comparison with the hybrid scheme without
re-association. The Bin Packing scheme shows the highest value of re-association rate in comparison with other
schemes.

FIGURE 6.24: Number of Active BBUs: Centralized Algorithm vs. Best Response Algorithm with Re-association vs.
Best Response Algorithm without Re-association vs. Bin Packing
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FIGURE 6.25: Power Consumption: Centralized Algorithm vs. Best Response Algorithm with Re-association vs. Best
Response Algorithm without Re-association vs. Bin Packing

FIGURE 6.26: Power Savings: Centralized Algorithm vs. Best Response Algorithm with Re-association vs. Best
Response Algorithm without Re-association vs. Bin Packing

Figure 6.28 displays the useful mean throughput per UE as a function of load conditions. At low load, the Bin Pa-
cking scheme shows higher mean throughput per UE in comparison with other schemes. As explained, when more
BBUs are activated, all resources are consumed, since we have a full buffer traf�c model. However, all schemes
respect a minimum level of QoS and do not show values less than 2 Mb/s. At high load conditions, the centralized
scheme shows slightly lower mean throughput per UE in comparison with the Best Response algorithm (with and
without re-association). On the other hand, it shows slightly more power saving (cf. Figure 6.26). The Bin Packing
scheme shows the highest mean throughput per UE for high load conditions, because more BBUs are activated.
We note that the Best Response algorithm with re-association provides similar performance to the one without re-
association, in terms of power saving and QoS (i.e, mean throughput per UE), while reducing the re-association rate
of UEs.
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FIGURE 6.27: Re-association Rate of UEs: Centralized Algorithm vs. Best Response Algorithm with Re-association
vs. Best Response Algorithm without Re-association vs. Bin Packing

FIGURE 6.28: Mean Throughput per UE: Centralized Algorithm vs. Best Response Algorithm with Re-association
vs. Best Response Algorithm without Re-association vs. Bin Packing

In Figure 6.29, the total derived throughput as a function of the load conditions is displayed. Similar to the mean
throughput per UE, the highest value is shown by the Bin Packing scheme, for all load conditions. The lowest values
are still for the centralized scheme, because it activates the lowest number of BBUs. On the other hand, it realizes
the highest power savings.

Figure 6.30 displays the execution time of the centralized and the Best Response algorithms. We note that the
algorithms are executed over a hardware of 64-bit, Intel 7 core, 2.5 Ghz. We notice that for all load conditions, the
centralized scheme consumes more computational time in comparison with the Best Response algorithms with and
without re-association. Obviously, under dynamic load conditions, taking into consideration the re-association rate of
UEs in the hybrid proposition is very ef�cient, since it provides the same performance of the hybrid scheme without
re-association, while reducing the re-association rate of UEs without affecting the computational time.
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FIGURE 6.29: Total Throughput: Centralized Algorithm vs. Best Response Algorithm with Re-association vs. Best
Response Algorithm without Re-association vs. Bin Packing

FIGURE 6.30: Execution Time: Centralized Algorithm vs. Best Response Algorithm with Re-association vs. Best
Response Algorithm without Re-association

Centralized Algorithm vs. Replicator Dynamics Algorithm with Re-association vs. Replicator Dynamics Al-
gorithm without Re-association vs. Bin Packing

Within this paragraph, we display the results of the Replicator Dynamics algorithm with and without re-association
consideration in comparison with the centralized and the Bin Packing schemes.
Figure 6.31 displays the number of active BBUs as a function of load conditions. At low load conditions, the Re-
plicator Dynamics algorithm (with and without re-association) provides the same number of active BBUs as the
centralized scheme. The Bin Packing shows the highest number of BBUs because of its Interference-Oblivious be-
havior. At high load conditions, the Replicator Dynamics (with and without re-association) activates slightly more
BBUs than the centralized scheme and the Best Response scheme (cf. Figure 6.24). Recall that the Replicator
Dynamics is a reinforcement learning technique that is fully distributed. Thus, it shows a slightly degradation in per-
formance in some cases. However, the Replicator Dynamics shows less activated BBUs in comparison with the Bin
Packing approach, which does not take into consideration the interference level change in the network.
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The power consumption metric as a function of load conditions is displayed in Figure 6.32. Similar to the number
of active BBUs, the power consumption metric is the same at low load conditions for all of the centralized scheme and
Replicator Dynamics algorithms, since they all activate 1 BBU. For high load conditions, the Replicator Dynamics
algorithm (with and without re-association) shows higher power consumption values than the case of the centralized
scheme and the Best Response scheme (cf. Figure 6.25), since they activate more BBUs. The highest power
consumption values is still realized for the Bin Packing scheme, for all load conditions.

FIGURE 6.31: Number of Active BBUs: Centralized Algorithm vs. Replicator Dynamics Algorithm with Re-association
vs. Replicator Dynamics Algorithm without Re-association vs. Bin Packing

FIGURE 6.32: Power Consumption: Centralized Algorithm vs. Replicator Dynamics Algorithm with Re-association
vs. Replicator Dynamics Algorithm without Re-association vs. Bin Packing

Figure 6.33 shows the power saving metric as a function of the load conditions. At high load conditions, the
Replicator Dynamics algorithm (with and without re-association) shows less power saving than the centralized al-
gorithm, as more BBUs are activated. However, more power savings are shown in comparison with the Bin Packing
approach.
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FIGURE 6.33: Power Savings: Centralized Algorithm vs. Replicator Dynamics Algorithm with Re-association vs.
Replicator Dynamics Algorithm without Re-association vs. Bin Packing

Figure 6.34 displays the re-association rate of UEs as a function of load conditions. At low load conditions, the
highest re-association rate is for the Bin Packing approach, as it activates more BBUs, and is unaware of the re-
association factor. For high load conditions, the re-association rate of UEs shown by the Replicator Dynamics without
re-association (i.e,  = 0 ) is signi�cantly high, and attains a level of 80%. Initially, the Replicator Dynamics is based
on random drops on the set of available strategies (i.e, clusters). Thus, a RRH might re-associate to a new cluster
with a high probability between two consecutive decision epochs, if the re-association factor is not considered. The
re-association rate of UEs is signi�cantly reduced by the Replicator Dynamics when it is taken into account ( i.e,
the Replicator Dynamics with Re-association), and attains a value of 14%. Taking into account such factor under
dynamic load conditions is paramount, particularly, for the Replicator Dynamics which might degrade drastically the
QoE, causing huge amount of HOs if the re-association factor is not carried out carefully.

FIGURE 6.34: Re-association Rate of UEs: Centralized Algorithm vs. Replicator Dynamics Algorithm with Re-
association vs. Replicator Dynamics Algorithm without Re-association vs. Bin Packing

The mean throughput per UE is displayed in Figure 6.35 as a function of load conditions. The highest values
of mean throughput per UE are shown by the Bin Packing scheme, since it activates more BBUs, and a full buffer
traf�c scheme is considered. For high load conditions, we notice that the Replicator Dynamics with and without
re-association shows the same values, which underlines the ef�ciency of the re-association factor that reduces
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signi�cantly the re-association rate of UEs without compromising the QoS.

FIGURE 6.35: Mean Throughput per UE: Centralized Algorithm vs. Replicator Dynamics Algorithm with Re-
association vs. Replicator Dynamics Algorithm without Re-association vs. Bin Packing

Figure 6.36 shows the total derived throughput as a function of load conditions. Again, we notice the highest
values for the Bin Packing approach, since more BBUs are activated and more resources are consumed. We also
notice that the realized throughput of the Replicator Dynamics with and without re-association is the same, which
again highlights the ef�ciency of the re-association factor that does not reduce the QoS, while reducing the re-
association rate of UEs.

FIGURE 6.36: Total Throughput: Centralized Algorithm vs. Replicator Dynamics Algorithm with Re-association vs.
Replicator Dynamics Algorithm without Re-association vs. Bin Packing

The last given metric is the execution time of the algorithms given by Figure 6.37, as a function of load conditions.
As previously stated, the results are executed over a hardware of 64-bit, Intel 7 core, 2.5 Ghz. At low load conditions,
the Replicator Dynamics algorithm shows less computational time than the centralized scheme. The reason is that
the RRHs compete over a low number of strategies (i.e, BBUs). However, for high load conditions, the Replicator
Dynamics algorithms show higher computational time with the increase in the number of strategies to compete on
increases. We highlight the fact that the Replicator Dynamics operates independently while making its choice. To
attain good results, the Replicator Dynamics needs time for convergence. However, it is necessary to carry out its
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usage ef�ciently. For example, the Replicator Dynamics is ef�cient for the case of low number of strategies ( i.e, the
case of low load conditions). However, it could be hefty in terms of computational time when the number of strategies
increases.

FIGURE 6.37: Execution Time: Centralized Algorithm vs. Replicator Dynamics Algorithm with Re-association vs.
Replicator Dynamics Algorithm without Re-association vs. Bin Packing

6.7 Conclusion

In this chapter, we tackled the BBU-RRH association problem from a dynamic perspective. In particular, we have
proposed many solutions to jointly optimize the power consumption and the re-association rate of UEs that occurs
when the network load conditions vary. The main conclusions of the chapter are summarized within the following
points:

— A tradeoff between the power saving and the re-association rate reduction exists: Activating all BBUs gua-
rantee the QoS under any load condition, and avoids re-associating RRHs to BBUs. However, it hinders the
energy ef�ciency. On the other hand, deactivating BBUs may lead to a resource shortage when �uctuations
in the load conditions occur, which provokes the re-association of RRHs, in order to cope with the increase
in traf�c.

— Under low load conditions, prioritizing the power savings is more ef�cient, as the re-association rate of UEs
is low in all cases. For high load conditions, attributing the same importance for power consumption and
re-association rate reduction (i.e, � = 0 :5, � = 0 :5) remains a good compromise between both metrics.

— The heuristic proposition achieves a good compromise between power saving and re-association rate reduc-
tion. In particular, for low load conditions, it shows close performance to the optimal solution for � = 1 , and
close performance to the optimal case for � = 0 :5, under high load conditions.

— The hybrid proposition also shows good compromise in terms of power saving and re-association rate reduc-
tion. It further reduces the signaling load overhead generated by centralized approaches. Further, the hybrid
scheme with re-association consideration shows similar performance to the hybrid proposition without re-
association consideration, while reducing the re-association rate of UEs, especially in the case of Replicator
Dynamics, where the re-association rate signi�cantly increases if it is not taken into account.
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Chapitre 7

On Common Spectrum and Active
Infrastructure Sharing in C-RAN
Architecture

Besides its derived bene�ts in terms of multiplexing gain, ef�ciency in resource utilization and power consump-
tion reduction, the C-RAN architecture is a key enabler for cooperation among multiple MNOs. In particular, such
architecture facilitates for common spectrum and active infrastructure sharing among MNOs that put in common
their BBUs, RRHs and licensed spectrum for cooperation. Extended coverage and capacity are therefore derived,
since MNOs rely on each others' resources in case of shortage. For example, UEs subscribed to one MNO may
connect to a different one in case the latter provides better coverage in some regions. Seemingly, one MNO can
access the operating spectrum of a different one to increase its capacity, deemed common spectrum network sha-
ring. Further, BBUs are controlled in one single location, providing additional multiplexing gains and virtualization,
which leads to ef�cient use of radio resources. In this chapter, we exploit the bene�ts of such cooperation within the
C-RAN architecture. In fact, when centralized RAN management is allowed with MNOs cooperation, many bene-
�ts are derived, such as additional power savings resulted from BBU-RRH association optimization, and enhanced
spectral and energy ef�ciency. In our work, we propose two different algorithms for MNOs cooperation in C-RAN:
The �rst, deemed MAB algorithm, where common spectrum sharing is governed by a reinforcement learning so-
lution (the MAB problem), and consists of an interference management technique, where MNOs can access each
others' bands to mitigate interference within the shared RAN. The second, deemed CA algorithm, where the com-
mon spectrum sharing relies on the CA, which is a release 10 LTE speci�cation technique to increase capacity. We
compare both algorithms with the case where MNOs do not share their resources. The simulation results show that
network performance are globally enhanced while MNOs cooperate together. Further, despite the realized power
economy achieved in C-RAN architecture, additional power savings, and enhanced spectral and energy ef�ciency
are realized when network cooperation is made possible.

7.1 Introduction

Network infrastructure sharing is being proposed as a promising solution. This paradigm involves a set of stra-
tegies, allowing MNOs to share their resources in order to attain the goal of power consumption reduction and
enhanced resource utilization ef�ciency. Effectively, it is estimated about C2 billion of bene�ts from sharing part of
a MNO cellular network [83]. The infrastructure sharing can be classi�ed into three categories:

— The passive infrastructure sharing, consisting in sharing the sites, masts and building premises among
MNOs.

— The active infrastructure sharing, consisting in sharing active network components such as antennas, switches
and backhaul equipments.

— The roaming based sharing, when one MNO uses the coverage of a different MNO to serve its UEs at a
certain region.

Early network sharing agreements involved the passive infrastructure sharing. Savings were achieved by sharing the
basic resources, such as sites, accommodation, power and air conditioning. Because of the technical, commercial
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and regulatory complexities, there are few recent examples of active infrastructure sharing, where MNOs share their
active network components and radio resources. However, the need of additional savings and increased revenues
is forcing the different regulators to overcome all of the stated complexities. For example, network infrastructure
sharing is becoming an important part in 3GPP systems that de�ne multiple scenarios which are stated below [84]:

1. Multiple core networks sharing common radio access network scenario: In this case, MNOs share their RAN
but not their licensed spectrum. In particular, MNOs connect directly to their carrier within the shared RAN.

2. Geographically split networks sharing scenario: In this case, MNOs provide coverage for different parts of
a country. However, together they provide coverage for the entire region. Many deployment scenarios are
therefore distinguished:
— Multiple MNOs employ national roaming for subscribed UEs. In this scenario, each RAN would be asso-

ciated to one core network (cf. Figure 7.1).

FIGURE 7.1: Geographically split network using national roaming

— Each MNO has its individual core network connected to the shared RAN within the entire region. In that
case, all MNOs have the possibility to use each others' allocated spectrum in the different parts of the
entire region (cf. Figure 7.2).

FIGURE 7.2: Geographically split network using dedicated or common core networks

3. Common network sharing scenario: In this case, multiple MNOs use the RAN of one MNO in a speci�c area.
Outside the region, each MNO provides its own coverage.

4. Common spectrum network sharing scenario: In this case, MNOs jointly pool their allocated spectrum and
share them.

5. Multiple radio access networks sharing common core network scenario: In this case, multiple RANs share a
common network. The multiple RANs can belong to different MNOs.

In our work, we consider the geographically split networks, along with the common spectrum network sharing scena-
rios. In particular, we consider a realistic case positioning of antenna elements [23], where RRHs are split between
two different MNOs, having each its own licensed spectrum. As a result, one UE might associate to its geogra-
phically closest RRH, that may belong to a MNO different from its hosting one. Further, cooperating MNOs jointly
pool their BBUs located in a single data center, along with their spectral resources, so as to increase capacity and
multiplexing gains. Therefore, we propose two different algorithms for MNOs cooperation in C-RAN (i.e, the MAB
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algorithm and CA algorithm). Both algorithms aim to optimize the BBU-RRH association schemes. Additionally, they
both manage the common spectrum sharing part by two different schemes:

— The �rst scheme is inspired from the reinforcement learning solutions targeted to resolve the MAB problem.
In this scenario, MNOs access each others' bands so as to mitigate inter-cluster interferences. In particular,
the goal would be to steer each BBU decision to choose autonomously the most appropriate operating band
(i.e, the band of one MNO or another) with minimum interference level. As the selection of the least interfered
band by BBUs is modeled by the adversarial MAB problem, we resort to the popular EXP3 algorithm [85], [86]
to solve the problem.

— The second scheme relies on the CA technique, which is a feature in LTE-Advanced technology that aggre-
gates the different spectrum so as to increase capacity.

The rest of the chapter is organized as follows: Section 7.2 relates few relevant works of network sharing. Section
7.3 describes the proposed algorithms for MNOs cooperation in C-RAN architecture (i.e, the MAB algorithm and CA
algorithm). Further, in this section we detail the different types of the CA techniques, and its deployment scenarios
with its RRM challenges. Section 7.4 describes the considered scenarios to assess the results, and provides a com-
parative study between the case, where two MNOs, adopting the C-RAN architecture, do not share their resources,
and the proposed algorithms where MNOs cooperate and share their resources. Section 7.5 concludes the chapter.

7.2 Related Work

Many works have treated the operational aspects of network infrastructure sharing, such as scheduling tech-
niques to ef�ciently exploit the shared pool of resources. In this context, the authors in [87] propose a scheduling
algorithm, allowing the dynamic spectrum sharing between multiple MNOs. They propose to apply a Generalized
Processor Sharing (GPS) strategy, where MNOs agree previously on their respective resource share, with a Bin Pa-
cking heuristic to share their spectral resources. In [88], the GPS strategy is further investigated. In their work, the
authors demonstrate that respecting the sharing guarantees is not the ultimate way to maximize spectral ef�ciency.
Thus, they aim to �nd a good compromise between satisfying MNOs prede�ned resource shares and spectral ef�-
ciency. In [89], the authors propose to abstract all the base stations of multiple MNOs, as a virtual big-base station
controlled by a logically centralized control plane, making all decisions of HOs and interference management. An
energy ef�cient scheme was introduced in [90]. In particular, the authors propose to make use of the coexistence of
multiple MNOs in the same area to switch OFF base stations belonging to a particular MNO, and to roam its traf�c
to base stations of different MNOs. In the same line, the authors in [91] derive a closed form power consumption
model as a function of inter-base stations distance. Their purpose is to decide whether a MNO should roam its UEs
to a different MNO, whose base station is located at a speci�c distance from its own base station. In [92], the authors
consider a single buyer MNO, sharing the network infrastructure of multiple sellers MNOs. They analyze the power
consumption of the network and propose a scheme for optimizing the base station intensities of seller MNOs, in
order to minimize the power consumption while achieving a minimum level of QoS for the buyer MNO. The authors
in [93] exploit the network infrastructure sharing in a multi-tenant slicing context. The cooperation among multiple
infrastructure providers (i.e, MNOs) is applied through two stages: A �rst stage is used to manage and orchestrate
use cases and service models into network slices. A second stage is employed so as to provide optimal cooperation
among multiple infrastructure providers according to the best match of each network slice to its required delay and
QoS parameter. The authors in [94] propose a virtualization scheme for a cellular network sharing. In particular,
they propose a two-level scheduler for multiple MNOs that share the same spectrum, achieving virtualization of
radio resources.

Different from the previous propositions, few works propose techno-economical models for infrastructure sharing.
For example, in [95] a techno-economical model is proposed, allowing UEs to select their targeted quality from
different MNOs at one hand, and to maximize their pro�ts, on the other hand. In their proposition, the authors
translate the UEs' willingness to pay and their quality targets into time-varying resource requirements, which are
used to determine the amount of network resources to be allocated by multiple MNOs. In the same line in [96], the
authors propose a techno-economical model for dynamic short-term resource sharing. In particular, their proposition
is built on short terms decisions, rather than long terms Service Level Agreements (SLAs) that do not cope with short
term �uctuations in traf�c.

Strategic cooperation among MNOs is investigated in [97] and [49]. In particular, authors aim to exploit the
economical pro�ts of coalitions among multiple cooperating MNOs. Based on �xed market shares and pre-allocated
spectrum, authors aim to determine scenarios where MNOs have incentives to cooperate with each other. The work
in [49] is the only one to exploit such cooperation within the C-RAN architecture. However, this work only focuses
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on the strategic cooperation of MNOs in terms of monetary costs, and do not investigate the additional bene�ts of
power savings, and enhanced spectral and energy ef�ciency brought by common spectrum and active infrastructure
sharing in C-RAN. Further, this work proposes the CA technique for common spectrum sharing. However, CA has
many RRM drawbacks and cannot be applied for all UEs types.

In fact, allowing the cooperation among MNOs in C-RAN brings along many bene�ts: MNOs do not only share
their antenna elements (i.e, RRHs) or spectral resources, they also share their BBUs which are pooled together,
providing additional multiplexing gains and virtualization of resources, leading to ef�ciency in radio resource uti-
lization. As an example, the increased spectral ef�ciency derived from common spectrum sharing enhances the
BBU capacity. Further, pooling of BBUs resources allows additional associations of RRHs to one single BBU. Thus,
reduces the number of active BBUs. In fact, in previous works, the BBU-RRH association optimization has been
treated in the case of one single MNO, and has not been investigated in the context of cooperating ones.
To the best of our knowledge, we are the �rst to exploit the advantages of common spectrum and active infrastruc-
ture sharing in the C-RAN architecture. Particularly, we are interested in evaluating the derived bene�ts in terms of
additional power savings, and enhancement of spectral and energy ef�ciency. The contributions of the chapter are
summarized in the following points:

— We propose to exploit the derived bene�ts of MNOs cooperation in terms of additional power savings, and
enhanced spectral and energy ef�ciency in C-RAN architecture.

— Two different algorithms are proposed for such cooperation, where common spectrum sharing relies on two
different schemes: A �rst, based on reinforcement learning solutions targeted to solve the MAB problem,
where MNOs can access each others' bands to mitigate interference. The second is based on the CA tech-
nique which is a feature in LTE-Advanced technology that aggregates the spectrum so as to increase capacity.

— A realistic positioning of antenna elements is considered [23], where RRHs are split between two different
MNOs, and results are assessed through many considered scenarios in terms of load conditions.

7.3 Cooperation Algorithms in C-RAN

In this section, we describe MNOs cooperating algorithms in C-RAN. We start by describing the MAB algorithm
(cf. subsection 7.3.2). We then describe the CA algorithm (cf. subsection 7.3.4).

7.3.1 System Model

We use the reference model of section 3.1 presented in chapter 3. In this chapter, attributing the appropriate
band to a formed cluster is treated in the MAB algorithm. In particular, each BBU has to choose a most adequate
operating band to lower inter-cluster interferences. Thus, long term radio conditions are taken into account, so as
to select the appropriate operating band. The network area in this case, remains decomposed into several discrete
zones, where average number of UEs and radio conditions are taken into account.

7.3.2 MAB Algorithm

The different stages of both algorithms are similar to each other. We describe hereafter the different stages of
the MAB algorithm.

— Stage 1: UE Association The UE association scheme consists in associating a given zone to its geographi-
cally closest RRH (cf. paragraph 3.1.1, chapter 3). When MNOs put in common their antenna elements, a UE
subscribed to a given MNO might be located into a zone closer to a RRH belonging to a different MNO. Thus,
within that stage, zones are associated to their geographically closest RRHs, belonging to all cooperating
MNOs for a better received UEs signal level.

— Stage 2: BBU-RRH Association After applying the UE association scheme, a BBU-RRH association algorithm
is executed. In fact, we apply the greedy heuristic described in chapter 3 to form clusters (cf. section 3.3).
Within that stage, the clustering algorithm is applied over the set of RRHs operating on the same spectrum.
In that case, the clustering algorithm is executed over each set of RRHs belonging to a given MNO.

— Stage 3: Common Spectrum Sharing Scheme This stage consists in managing the common pool of licensed
spectrum of all cooperating MNOs. In that particular case, the EXP3 algorithm is applied so as to reduce
the interference impact between the formed clusters of RRHs derived in the previous stage. Precisely, the
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spectrum allocation among the different clusters changes in a way to reduce inter-cluster interferences. The-
refore, the clusters (i.e, BBUs) are the players that compete for the MNOs spectrum. This stage is detailed in
subsection 7.3.3.

— Stage 4: BBU-RRH Association Re-execution After applying the EXP3 algorithm, inter-cluster interferences
are reduced, leading to enhanced BBU spectral ef�ciency. As a consequence, a BBU might support more
UEs. In that stage, the clustering algorithm is re-executed over the set of RRHs operating on the same
spectrum to realize more power savings.

7.3.3 Choosing the Operating Band

A cluster c needs to choose one band b among B available bands, where B is the number of licensed bands
belonging to the different cooperating MNOs. We consider a vector space f 0; 1gB and number the available bands
from 1 to B . The strategy space for any cluster c is the set Sc 2 f 0; 1gB of size B , since each cluster chooses only
one operating band b among B .
At a given iteration t, band b provides a reward r c;b(t) for cluster c, which is in interval (0; 1).

Reward of a Cluster

As previously mentioned, our goal is to steer the decision of each cluster to choose autonomously the most
appropriate operating band with minimum interference level. For that purpose, we de�ne the reward function as the
sum of SINR of all UEs served by the cluster. It is expressed as follows:

r c;b =
X

r 2R

X

u2U

zu;r � yr;c � SINR u;r;c;b ; (7.1)

where zu;r expresses the association between UE u belonging to the set U of all UEs, and RRH r . Variable yr;c

expresses the association between RRH r and cluster c, as previously de�ned. SINR u;r;c;b expresses the SINR
ratio of UE u, connected to RRH r , which is associated to cluster c, operating on band b. SINR u;r;c;b is expressed
as follows:

SINR u;r;c;b =
Pr � Gu;r

N0 +
P

c06= c

P
r 06= r yr 0;c0 � sc0;b � Pr 0 � Gu;r 0

; (7.2)

where the binary variable sc0;b is de�ned as follows:
�

sc0;b = 1 If cluster c0 operates on band b
sc0;b = 0 Otherwise

(7.3)

We recall that intra-cluster interference between RRHs belonging to the same cluster is canceled, since the latters
act as a single cell and behave in a DAS manner.

The EXP3 Algorithm

The cumulated reward of any cluster (i.e, BBU) c, given the horizon T, is expressed as:

Gc =
TX

t =1

r c;b(t); (7.4)

where the strategy b is chosen randomly according to some distribution over Sc governed by EXP3 algorithm and
described in algorithm 6. We want to compare this cumulated reward with the largest reward given by a �xed choice:

g = max
b

TX

t =1

r c;b(t); (7.5)

The purpose of any cluster c, given the horizon T, is to get a minimum regret at the end. The regret RT is de�ned
as the difference between the best �xed choice and the expected cumulated reward of any cluster c:

Rc
T = g � E[Gc]; (7.6)

where the averaging is taken w.r.t. the probabilistic choices of cluster c.
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1 Input Let k be a real in (0; 1] ;
2 Initialization Set initial strategy weights wb(0) = 1 for every strategy b 2 Sc ;
3 for t = 1 to T do
4 Cluster c selects strategy s at random according to probability pb(t) = (1 � k) ws ( t )P B

b=1 wb ( t )
+ k

B ;

5 Cluster c updates the weights as follows:

ws(t + 1) =

(
ws(t)exp( kr b ( t )

Bp b ( t ) ) if s = b
ws(t) Otherwise

6 end
Algorithm 6: EXP3 applied by any cluster c

Performance Evaluation of EXP3 Algorithm

In this paragraph, we evaluate the performance of the EXP3. In particular, we are interested in evaluating the
cumulated reward given by the algorithm, given as in (7.4), in comparison with the case where MNOs do not access
each others bands, and each operates on its own licensed band, deemed “Non-common spectrum sharing”. Further,
we are also interested in evaluating the convergence of the EXP3.

Figure 7.3 shows the cumulated reward given by the EXP3 algorithm in comparison with the non-common
spectrum sharing scheme, as a function of the number of iterations. For the case of non-spectrum sharing, a �xed
value is shown, since bands are distributed deterministically over the RRHs, which makes the reward function that
varies as a function of inter-cluster interferences stable, contrarily to the EXP3 algorithm which has a probabilistic
behavior. We also notice that the reward realized by the EXP3 algorithm is initially below that realized by the non-
common spectrum sharing. As the number of iterations increases, the EXP3 algorithm converges to values around
0.35, greater than that of the non-spectrum sharing scheme, which is around 0.275.

FIGURE 7.3: Cumulated Reward: EXP3 vs. Non-Common Spectrum Sharing

Figure 7.4 displays the probability of a strategy selection as a function of the number of iterations. In particular,
we consider 4 players (i.e, 4 BBUs), denoted as `BBU 1', `BBU 2', `BBU 3' and `BBU 4'. We also consider 4 strategies
(i.e, 4 bands), denoted as `Band 1', `Band 2', `Band 3' and `Band 4'. In fact, the results are evaluated for enough
number of bands, since in realistic case scenarios the number of licensed bands attributed for MNOs are limited,
making the number of strategies very low. We notice that each player chooses one band to operate on, which
con�rms that inter-cluster interferences are well managed by EXP3 algorithm. Further, we notice that convergence
is attained after almost 3500 iterations for all players, which is considered a low value, since one iteration represents
an average duration of 1.5 ms as shown in Figure 7.5.
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FIGURE 7.4: Probability of Selecting a Strategy

7.3.4 CA Algorithm

As previously mentioned in 7.3.2, the different stages of both algorithms (MAB and CA) are similar to each other.
However, for the case of CA, stages 3 and 4 differ. In particular, the common spectrum sharing algorithm (stage 3)
is managed via the CA technique. As for the fourth stage, the clustering algorithm is applied over all the RRHs in the
system, since they all operate on the same aggregated bands. Contrarily to the MAB algorithm, which only applies
the clustering scheme over the set of RRHs operating on the same band.
We review hereafter, the CA technique with its different types, deployment scenarios and RRM.

Carrier Aggregation Technique

Spectrum Scenarios Usually, three different types of spectrum scenarios are employed while applying the CA,
and are illustrated in Figure 7.6:

— The Intra-band contiguous CA: This type of CA, acts as if it operates on a single band. In particular, the
aggregated bands are contiguous to each other. The center frequencies are spaced from each other in a
multiple of 300 kHz, in order to be compatible with LTE release 8/9 and to reserve the orthogonality of
subcarriers with 15 kHz spacing [98]. This kind of scenario is the simplest to implement.

— The Intra-band Non-contiguous CA: This form is more sophisticated than the �rst case. Non-contiguous
carriers are used within the same band. Thus, the multi-carrier signal cannot be treated as a single signal
and consequently, many transceivers are required, adding more complexity, particularly for UEs that are
constrained in power and cost [99].

— The Inter-band non-contiguous CA: This type of CA operates on different bands. It is possible also to use
different fragmentation of bands, where some are of 10 MHz width only. One UE needs to use multiple
transceivers, increasing the cost, performance and power. Further, there are also additional complexities that
result from inter-modulation and cross modulation over the different transceivers. We note that this type of
CA potentially contributes in improving the mobility robustness, as the radio propagation characteristics can
be exploited over the different bands [100].

Deployment Scenarios Many deployment scenarios are also considered while applying the CA:
— Deployment scenario 1: The �rst case, depicted in Figure 7.7(a), is the most typical envisaged scenario. In

this case, antennas have the same beam directions and patterns for each band. Within this scenario, both
bands (F1 and F2) offer the same coverage, as shown in Figure 7.7(a).

— Deployment scenario 2: In this case, F1 and F2 cells are overladed and co-located in different bands (cf.
Figure 7.7(b)). F2 has a smaller coverage than F1, due to its higher pathloss. F2 is used to offer more
throughput and only F1 offers wider coverage.
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FIGURE 7.5: Time of Convergence of One Iteration

— Deployment scenario 3: A similar case to scenario 2, consists that F1 and F2 cells to be co-located. However,
antennas for F2 are directed to the F1 cell edges so as to enhance the cell edge UEs of F1 cells, as shown
in Figure 7.7(c)

— Deployment scenario 4: A fourth scenario consists in offering the macro coverage by F1, whereas RRHs
operating on F2 are used to serve hotspots regions (cf. Figure 7.7(d)). RRHs are connected to the macro
base station via �ber connections. Such deployment scenario is used to increase throughputs.

In our case, we consider that the carriers provide the same coverage. In other terms, they represent same beam
directions and antenna patterns (i.e, deployment scenario 1)

RRM Challenges of CA As a UE can be scheduled over multiple carriers, having each different radio characteris-
tics, new RRM challenges are introduced. In particular, the LTE release 10 must insure backward compatibility with
LTE UEs:

The base stations con�gure a set of carriers in different bands for UEs, based on traf�c load and QoS requi-
rements. The multiplexing of multiple UEs in each carrier is carried out, and RBs scheduling is performed. Conse-
quently, independent layer 1 transmission, containing HARQ and Link Adaptation per carrier is employed (cf. Figure
7.8) in order to ensure backward compatibility, so that LTE-Advanced UEs and LTE UEs can coexist.

Transmissions over different carriers is optimized by the use of independent link adaption per carrier according to
experienced radio conditions. Therefore, resource allocation and adaptive adjustment of transmission parameters
for each carrier must be treated jointly, provoking a large amount of signaling overhead on the upload direction,
since UEs send their CSI informations and acknowledgment/non-acknowledgment per carrier.

The functionality of assigning multiple carriers for UEs is introduced by the RRM. In particular, in order to select
a carrier for one UE, informations, such as terminal capability and QoS are gathered. Further, the measurements
of traf�c load per carrier and the CQI from UEs are also required to select the appropriate carriers. Additionally, a
load-balancing scheme between different carriers is also favorable in order to obtain optimal system performance
and to prevent the under-utilization of spectral resources [102], leading to increased complexity on base stations
side.

The maximum uplink transmission power of one UE is also a constraint. In fact, for non-contiguous resource
allocation, a UE transmits simultaneously over multiple carriers. Therefore, power back-off is needed in UE power
ampli�er, which increases the peak-to-average power ratio, resulting in a reduction in the maximum UE transmission
power [103]. In fact, it is not always bene�cial for power limited UEs to allocate multiple carriers, particularly, for cell
edge UEs. Therefore, the carrier selection on the uplink level is crucial for the system performance optimization from
a RRM perspective, due to the power constraint in uplink transmission.

CA introduces fairness issues in LTE systems. In fact, LTE-advanced UEs are assigned to multiple carriers, which
increases their throughputs comparing to LTE UEs, causing the degradation of fairness. Additionally, carrier mobility
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FIGURE 7.6: Different Types of CA

management could also impose a few constraints. For example, intra- and inter-frequency HOs are necessary,
resulting in additional signaling load overhead related to the con�gurations of the RRC layers [104], since carriers
change dynamically.

In the following we evaluate the performance of both algorithms in comparison with the case where two different
MNOs do not share their resources, however, they both use the C-RAN architecture.

7.4 Performance Evaluation

To evaluate the results, we consider a realistic positioning of base stations [23], where RRHs are equally split
between two different MNOs (1 and 2), as shown in Figure 7.9. In particular, each MNO has 10 RRHs, covering the
14th district of Paris.
The results are evaluated according to many scenarios in terms of load conditions. In particular, we consider three

load scenarios, de�ned as follows:
— Scenario A: In scenario A, we consider that MNO-1 is highly loaded, whereas MNO-2 is lightly loaded.

Speci�cally, the number of UEs per cell in MNO-1 varies between 8 and 12. It is between 4 and 8 in MNO-2.
— Scenario B: In scenario B, both MNOs are highly loaded, and the number of UEs per cell varies between 8

and 12.
— Scenario C: Scenario C considers that both MNOs are lightly loaded, and the number of UEs per cell varies

between 4 and 8.
When MNOs are not cooperating, the number of active BBUs and the power consumption are calculated as pre-
viously detailed in chapter 3 (cf. section 3.4). However, when MNOs are cooperating, all resources are put together
(i.e, BBUs, RRHs and spectrum). In that case, we consider that the power consumption of each MNO is proportional
to the number of its subscribed UEs. In fact, this assumption has been adopted in [49], as it is considered a logical
estimation of MNOs' load contribution in the shared network. For example, if we consider that MNO-1 has nMNO 1

number of UEs in the network, and MNO-2 has nMNO 1 UEs, the derived power consumptions of MNOs 1 and 2
would be Pt � n MNO 1

n MNO 1 + n MNO 2
and Pt � n MNO 2

n MNO 1 + n MNO 2
respectively, where Pt is the total power consumption in the

system. The number of active BBUs is calculated in the same manner as the power consumption. We note that
the power consumption model and parameters (cf. subsection 3.1.4, chapter 3) in the CA case remain the same.
In fact, introducing the CA technique corresponds to handling a set of unaggregated multi-carriers which is already
supported by a LTE base station supporting multiple frequency bands [105] [106].
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(a) Scenario 1 [101]

(b) Scenario 2 [101]

(c) Scenario 3 [101]

(d) Scenario 4 [101]

FIGURE 7.7: CA Deployment Scenarios

Same metrics, presented in chapter 3, are used to compare the results. We further introduce an additional one,
given as follows:

Runsatisf ied =
nunsatisf iedP

c2P nc
� 100; (7.7)

Runsatisf ied re�ects the total number of unsatis�ed UEs in the network. Precisely, this metric re�ects the percentage
of UEs that are not guaranteed a minimum level of throughput requirement (Dmin ). nunsatisf ied is the total number
of UEs within each cluster c where T(c) < D min . Recall that T(c) is the throughput realized within cluster c, and nc

is the total number of UEs served by cluster c. The simulation parameters are shown in table 7.1.

TABLE 7.1: Simulation Parameters

Parameter Value
Traf�c Model Full Buffer
Scheduling Scheme Fair Resource Sharing
Propagation Model Cost Hata 231
Shadowing Standard Deviation 10 dB
Transmit Power of RRH 40 dBm
Thermal Noise Power � 174dBm/Hz
BW 10 MHz
Cell Radius 450m
A 50 W
B 0:6
Dmin 2 Mb/s
Meshing Step (a) 240m
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FIGURE 7.8: Structure of RRM for LTE advanced with Carrier Aggregation Support

FIGURE 7.9: MNO 1 vs. MNO-2

7.4.1 Scenario A: Highly loaded MNO-Lightly loaded MNO

We start by assessing the different metrics of scenario A where MNO-1 is highly loaded, and MNO-2 is lightly
loaded. The results are displayed for the following cases : First the case where MNOs do not share their resources,
denoted as “Without cooperation” ; the cooperative scenario that employs the MAB algorithm, denoted as “With
Cooperation-MAB” ; and the cooperative case that uses the CA algorithm, denoted as “With Cooperation-CA”. For
the case where MNOs do not share their resources, the clustering algorithm is applied over each set of RRHs that
belongs to one MNO. The results are averaged and displayed with 95% con�dence interval.

Figure 7.10 shows the number of active BBUs for MNOs 1 and 2. When spectral and network resources are not
shared, MNO-1 activates a high number of BBUs (around 9.5). After cooperation, resources of MNO-1 and MNO-2
are jointly pooled: A new UEs association scheme is applied for UEs and more spectrum are available, resulting
in higher energy and spectral ef�ciencies. Thus, the number of active BBUs decreases. The MAB algorithm shows
around 6 active BBUs, whereas the CA shows around 4.5 active BBUs. In fact, the spectrum handled by one BBU
increases while applying the CA, which consequently increases the BBU capacity. Thus, fewer BBUs are activated
in that case. However, the CA technique is not supported by LTE release 8 UEs. Further, it requires more complexity
in terms of RRM, as previously stated. For the case of MAB, an interference management technique is applied
among clusters, which also decreases the number of active BBUs. We note that for the MAB algorithm, the BBU
capacity remains the same, as no aggregation for spectrum is applied, and a BBU is operating over one band. In the
case of MNO-2, we notice that the number of active BBUs slightly increases when cooperative schemes are applied
in comparison with the case where resources are not shared. In fact, UEs of MNO-1 use the resources of MNO-2,
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increasing the number of active BBUs, and also the interference level. However, the total number of BBUs within the
network globally decreases. We also notice that the MAB algorithm shows slightly higher number of active BBUs in
comparison with the CA algorithm requiring more complexity for band aggregation.

FIGURE 7.10: Scenario A: Number of Active BBUs

Figure 7.11 displays the power consumption of MNOs 1 and 2. Without cooperation, MNO-1 shows the highest
power consumption as it is highly loaded. When cooperation algorithms are applied, the power consumption de-
creases. The power consumption of CA algorithm is further reduced in comparison with the MAB algorithm, as the
CA increases the capacity of the BBU, decreasing the needed number of active BBUs. The power consumption
of MNO-2 slightly increases for the cooperation algorithms in comparison with the case where resources are not
shared, as MNO-1 consumes the resources of MNO-2. However, the power consumption in the system is globally
decreased.

FIGURE 7.11: Scenario A: Power Consumption

Figure 7.12 shows the power saving realized by MNOs 1 and 2. For MNO-1, the power saving is signi�cantly
improved when cooperation schemes are applied, as less BBUs are activated. The highest power saving value
remains for the CA algorithm, as the capacity of BBUs increases. For the case of MNO-2, the power saving values
of the cooperation algorithms slightly decrease in comparison with the case where MNOs do not share their bands
and infrastructures, as more resources are used, and more BBUs are activated to serve UEs of MNO-1.
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In Figure 7.13, the energy ef�ciency is displayed for MNOs 1 and 2. In the case of MNO-1, the energy ef�ciency
increases when MNOs cooperation, as less BBUs are activated and less interference is experienced. We notice that
the energy ef�ciency of the CA technique is slightly increased in comparison with the MAB algorithm. In fact, for
CA, less BBUs are activated, leading to higher energy ef�ciency. For MNO-2, we notice that the energy ef�ciency
decreases for cooperation algorithms, comparing to the case where the resources are not shared, because more
resources are consumed, leading to more power consumption. The MAB algorithm shows slightly lower value of
energy ef�ciency than the CA algorithm as it consumes more power.

FIGURE 7.12: Scenario A: Power Savings

FIGURE 7.13: Scenario A: Energy Ef�ciency

Figure 7.14 displays the rate of unsatis�ed UEs for MNOs 1 and 2. We recall that this metric re�ects the number
of UEs within each cluster that does not respect a minimum level of QoS requirement per UE. Without cooperation,
MNO-1 shows a value of 25%. In fact, for scenario A, MNO-1 is highly loaded, which increases the rate of unsatis�ed
UEs. However, when cooperation is applied among MNOs, the rate of unsatis�ed UEs signi�cantly decreases for
the MAB case, and is 0 for the CA case. For MNO-2, the MAB algorithm slightly increases the rate of unsatis�ed
UEs in order to cope with the demand of MNO-1 UEs that consume the resources of MNO-2, increasing both power
consumption and interference level, as MNO-2 consumes the resources of MNO-1. However, the rate of UEs that
are not guaranteed a minimum level of throughput requirement, globally decreases in the network.
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FIGURE 7.14: Scenario A: Rate of Unsatis�ed Users

Figure 7.15 shows the mean throughput per UE for MNOs 1 and 2. For MNO-1, we notice the highest value for the
MAB algorithm, though it displays less BBUs than the case where resources are not shared. In fact, this is due to the
higher level of spectral ef�ciency (cf. Figure 7.16), enhanced in the case of MAB. Although the spectral ef�ciency of
the CA algorithm is higher than that of MAB, the number of activated BBUs is lower, decreasing the mean throughput
per UE in comparison with the MAB. For MNO-2, the mean throughput per UE is lower for cooperation algorithms. In
fact, the spectral ef�ciency values shown by the MAB and the CA schemes are lower than that of without cooperation,
although more power consumption is derived. In fact, the increased amount of power consumption in MNO-2 is
invested to serve UEs of MNO-1.

FIGURE 7.15: Scenario A: Mean Throughput per UE

Figure 7.16 displays the results of the spectral ef�ciency per BBU for MNOs 1 and 2. As the case of the energy
ef�ciency, the spectral ef�ciency is enhanced for the cooperation algorithms in MNO-1. As for MNO-2, the spectral
ef�ciency is decreased in presence of cooperation algorithms, since MNO-1 UEs consume the resources of MNO-2,
increasing jointly the power consumption and the interference level in the network. The CA algorithm always shows
higher spectral ef�ciency than the MAB algorithm. However, it is at the price of more complex RRM at BBUs side.

In Figure 7.17, the total derived throughput in the system is displayed for MNOs 1 and 2. For the case of MNO-1,
the total throughput shows its highest value for the case of MAB algorithm, as it provides higher spectral ef�ciency
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than the case where resources are not shared, at on hand, and it activates more BBUs than the CA algorithm, on
the other hand. For MNO-2 case, the total derived throughput by the cooperation schemes is lower than that of
without cooperation, as more resources are invested to cope with the high demand on traf�c of MNO-1.

FIGURE 7.16: Scenario A: Spectral Ef�ciency

FIGURE 7.17: Scenario A: Total Throughput

7.4.2 Scenario B: Highly loaded MNOs

In scenario B, both MNOs are highly loaded (i.e, the number of UEs per cell varies between 8 and 12). Figure
7.18 shows the number of active BBUs for MNOs 1 and 2. We notice that both MNOs display a high number of
activated BBUs when resources are not shared. After applying the cooperation algorithms, the interference level
decreases in the MAB case, and the capacity increases in the CA case, leading to a signi�cant decrease in the
number of active BBUs, even when both MNOs are highly loaded. The CA slightly decreases the number of active
BBUs in comparison with the MAB case, as the latter aggregates the bands at the BBU side, and augments the
capacity.
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FIGURE 7.18: Scenario B: Number of Active BBUs

Figure 7.19 shows the total amount of power consumption for MNOs 1 and 2. Same as the number of active
BBUs, the power consumption in both MNOs decreases when cooperation algorithms are applied. The lowest power
consumption value remains for the CA algorithm, as less BBUs are activated due to the increased capacity of a BBU.

FIGURE 7.19: Scenario B: Power Consumption

In Figure 7.20, the power saving metric is displayed for MNO-1 and MNO-2. We notice that signi�cant power
saving is derived when cooperation algorithms are applied. The highest power economy remains for the CA case,
due to the previously explained reason. Further, we notice that the power saving for MNO-2 is slightly higher than
that of MNO-1, for all schemes, although the same load conditions are considered. In fact, this is due to the network
topology which is not the same for both MNOs, affecting the interference level, and thus the different metrics.

In Figure 7.21, the energy ef�ciency is displayed. For both MNOs, the energy ef�ciency is increased when
cooperation is applied. The highest energy ef�ciency is noticed for the CA algorithm, as it lowers the most the
power consumption. Also, the MAB algorithm reduces the level of interference, increasing both energy and spectral
ef�ciencies.
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FIGURE 7.20: Scenario B: Power Savings

FIGURE 7.21: Scenario B: Energy Ef�ciency

Figure 7.22 displays the rate of unsatis�ed UEs. For both MNOs, the rate is reduced when cooperation algorithms
are applied. The MAB algorithm shows higher values than that of the CA. The reduction in the rate of unsatis�ed
UEs is due to the interference management performed by the MAB algorithm, and to the band aggregation in the
case of CA algorithm. We also notice that the cooperation has more impact on MNO-1 than on MNO-2, as the rate
of unsatis�ed UEs is more reduced for MNO-1. This is due to the network topology, which is not the same for MNOs
1 and 2, and to the fact that MNO-2 derives more power savings than MNO-1, and thus limits the resources when
cooperation algorithms are applied (cf. Figure 7.20).

The mean throughput per UE is displayed in Figure 7.23 for MNOs 1 and 2. For MNO-1, the mean throughput
per UE is similar in all schemes. This is due to the increased level of spectral ef�ciency (cf. Figure 7.24) when
cooperation schemes are applied, although less BBUs are activated. For MNO-2, the highest mean throughput per
UE value remains for the case where resources are not shared, because more BBUs are activated. However, for
both cooperation algorithms, the mean throughput per UE slightly decreases, despite the high amount of power
saving. This is due to the increased level of spectral ef�ciency.
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FIGURE 7.22: Scenario B: Rate of Unsatis�ed UEs

In Figure 7.24, the spectral ef�ciency per BBU is displayed. We notice that the spectral ef�ciency is signi�cantly
enhanced for both MNOs when cooperation algorithms are applied (same as the case of energy ef�ciency). The
highest values remain for the CA algorithm, as it deactivates more BBUs and lowers the interference.

Figure 7.25 displays the total derived throughput for all MNOs. Same as the mean throughput per UE, MNO-1
shows similar values for all schemes, whereas the metric slightly decreases for MNO-2 when cooperation is applied.

FIGURE 7.23: Scenario B: Mean Throughput per UE
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FIGURE 7.24: Scenario B: Spectral Ef�ciency

FIGURE 7.25: Scenario B: Total Throughput

7.4.3 Scenario C: Lightly loaded MNOs

In the case of scenario C, MNOs are lightly loaded (i.e, the number of UEs per cell varies between 4 and 8).
Figure 7.26 displays the number of active BBUs for MNOs 1 and 2. Without cooperation, MNOs 1 and 2 show around
1.5 active BBUs. When cooperation algorithms are applied, the MAB shows around 1.2 active BBUs, whereas the
CA shows around 0.9. Although low load conditions are considered, the number of active BBUs slightly decreases
when cooperation algorithms are applied.

Figure 7.27 shows the power consumption metric. For MNO-1, we notice that the MAB algorithm derives almost
same power consumption as the case where resources are not shared, although less BBUs are activated. In fact,
the MAB algorithm enhances the spectral ef�ciency in comparison with the case where no resource sharing is
considered (cf. Figure 7.32), which increases the total throughput in the system. As the power consumption is a linear
function of the throughput, the MAB consumes more power. The CA algorithm decreases the power consumption,
although the spectral ef�ciency is increased in comparison with the case where resources are not shared. However,
the CA shows lower number of active BBUs in comparison with the MAB case, which also reduces the throughput
and the power consumption. For the case of MNO-2, we do not notice the same values of that shown by MNO-1,
though the same load conditions are considered. The reason is that the network topology is not the same.
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FIGURE 7.26: Scenario C: Number of Active BBUs

FIGURE 7.27: Scenario C: Power Consumption

The power saving metric is displayed in Figure 7.28. Similar to the power consumption metric, MNO-1 shows
small discrepancy in power saving for the case where resources are not share, and the MAB case. The CA shows
higher value than both cases of “Without-Cooperation” and the MAB algorithm, as less power consumption is deri-
ved. MNO-2 shows the highest value of power saving for the CA case, and the lowest for the case where resources
are not shared.

Figure 7.29 displays the energy ef�ciency of MNOs 1 and 2. We notice that the energy ef�ciency is enhanced for
both MNOs after applying the cooperation schemes. The highest values are for the CA algorithm, as it reduces the
most the power consumption for both MNOs 1 and 2. Although it realizes more energy ef�ciency, the CA remains the
most complicated scheme in terms of RRM, and is not supported by LTE release 8 UEs. The MAB algorithm also
realizes high values of energy ef�ciency in comparison with the case where resource are not shared, as it performs
interference management among clusters.

Figure 7.30 shows the rate of unsatis�ed UEs for MNOs 1 and 2. We notice that the MAB algorithm increases the
rate of unsatis�ed UEs for both MNOs. However, it realizes more power savings than in the case where resources
are not shared. We also notice that the values displayed in the MAB case, for both MNOs 1 and 2 are not the same,
as the MAB realizes more power savings in MNO-2, limiting the resources. Further, network topologies for both
MNOs are not the same.
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In Figure 7.31, the mean throughput per UE is displayed for MNOs 1 and 2. For MNO-1, we notice the highest
value for the MAB algorithm. As previously mentioned, the MAB enhances the spectral ef�ciency in comparison with
the case where resources are not shared. Further, it activates more BBUs than the CA algorithm. The same behavior
is noticed for MNO-2, as the mean throughput per UE shows the highest value for the case of MAB. The values
shown by MNO-2 are not the same as MNO-1, since the network topologies are not the same. Although the mean
throughput per UE is enhanced in the case of MAB, the rate of unsatis�ed UEs is increased as shown in Figure
7.31. In fact, enhancing the throughput does not necessarily implicate a reduction in the number of unsatis�ed UEs.

FIGURE 7.28: Scenario C: Power Savings

FIGURE 7.29: Scenario C: Energy Ef�ciency
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FIGURE 7.30: Scenario C: Rate of Unsatis�ed UEs

FIGURE 7.31: Scenario C: Mean Throughput per UE

Figure 7.32 displays the spectral ef�ciency per BBU for MNOs 1 and 2. Similar to the energy ef�ciency, both
cooperative schemes enhance the spectral ef�ciency of MNOs 1 and 2. The highest values for the CA case, as it
activates less BBUs than other cases.

Figure 7.33 shows the total derived throughput for MNOs 1 and 2. The total throughput shows its highest values
for the MAB algorithm. As previously explained, the MAB enhances the spectral ef�ciency in comparison with the
case where resources are not shared, and activates more BBUs than CA, which increases the throughput. The
values of MNOs 1 and 2 are not the same, as network topologies are not the same.
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FIGURE 7.32: Scenario C: Spectral Ef�ciency

FIGURE 7.33: Scenario C: Total Throughput

7.5 Conclusion

In this chapter, we investigated the common spectrum and active infrastructure sharing among MNOs in C-RAN
architecture. Two algorithms were proposed for MNOs cooperation: The �rst relies on an interference management
technique to reduce inter-cluster interferences, and is inspired from reinforcement learning solutions targeted to
resolve the MAB problem, in which each BBU chooses autonomously its most appropriate operating band. The
second consists of the CA, which is a speci�cation of LTE release 10, targeted to aggregate the bands so as to
increase network capacity. A realistic positioning of antenna elements was considered, in which RRHs are split
between two MNOs, providing different coverage. The results are compared to the case where resources are not
shared, and according to different scenarios in terms of load conditions. Important conclusions are summarized in
the following points:

— When one MNO is highly loaded and a second is lowly loaded, the �rst consumes the resources of the
second, affecting its metrics which slightly degrade. However, the performance metrics are globally enhanced
within the network.
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— When both MNOs are highly loaded, performance metrics are enhanced for all MNOs when cooperation
algorithms are applied.

— When MNOs are lowly loaded, additional power savings and increased energy and spectral ef�ciencies are
derived.

— The CA algorithm shows more enhanced metrics than the MAB algorithm. However, it requires more RRM
complexity. Further, it is not supported by all UE types, such as LTE release 8.

— Power savings, energy and spectral ef�ciency are globally enhanced in C-RAN architecture when cooperation
among MNOs is made possible.
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Chapitre 8

Conclusion

In this chapter, we summarize our contributions, and we provide the short and long term perspectives of the
present work.

8.1 Summary of Contributions

This thesis addresses the BBU-RRH association optimization in the C-RAN architecture. We have proposed
several algorithms for the problem, and evaluated the performance metrics through extensive simulations.
A �rst contribution in our work, relies on an Interference-Aware approach for BBU-RRH association optimization. The
objective of the proposed approach is to reduce the total power consumption in the system, while being aware of
intra-cluster interference canceled among RRHs associated to one BBU, owing to DAS behavior. Consequently, an
ILP algorithm, relying on a SPP formulation is proposed, where the subsets of RRHs are chosen in a way to reduce
a total cost function (i.e, the total power consumption), and to respect a minimum level of throughput requirement
per UE. The simulation results show that our Interference-Aware approach outperforms the adopted proposition of
the state-of-art, the Bin Packing formulation, in terms of power savings and energy ef�ciency. Due to the high com-
putational requirements of NP-complete problems, such as the SPP, we have proposed a greedy heuristic with low
complexity and close performance to the optimal solution. Further, we have adapted several Bin Packing heuristics
to behave in an Interference-Aware manner, and applied them on a realistic antenna deployment scenario. Further
many heuristics were proposed and compared among each other.
A second contribution in our work, relies on formulating a hybrid approach for BBU-RRH association optimization,
based on Game Theory. Our approach relies on an exact potential game among RRHs, which is an appealing
property as Best Response dynamics are guaranteed to converge to PNE. The purpose of our hybrid approach is
to reduce the amount of signaling load overhead necessary in centralized schemes. In this work, we �rst propose
an algorithm adapting to homogeneous UEs distribution in the network. We then enhance our proposition to suit a
heterogeneous distribution of UEs, which is more realistic. The simulation results show that our propositions provide
close performance to centralized schemes with reduced amount of signaling load overhead.
A third contribution addresses the dynamic aspect of BBU-RRH association problem. In particular, we aim to address
the frequent re-associations between BBUs and RRHs, due to the dynamicity in network load conditions. In fact,
when a RRH re-associates to a different BBU, connected UEs face HOs from one BBU to another, which causes a
degradation in the level of QoE. To solve this issue, we have proposed a bi-objective optimization problem, addres-
sing two targets: The power consumption reduction, and the UEs' re-association rate minimization. The problem is
formulated as an ILP problem, and is presented as a SPP. Through simulations, we have shown a tradeoff between
both metrics: On one hand, reducing the power consumption might change the BBU-RRH association schemes
under any load �uctuation to guarantee a minimum level of QoS. This causes frequent HOs for serviced UEs. On
the other hand, activating a high number of BBUs always guarantees the constraint of QoS, avoiding frequent re-
associations. However, this hinders the energy ef�ciency. We have further proposed a heuristic, addressing both
objectives, and showing a good compromise between both metrics. We have lastly, proposed a hybrid solution for
the problem, with the purpose of reducing the signaling load overhead. The hybrid approach also shows good tra-
deoff between power consumption minimization, and re-association rate reduction, with reduced level of signaling
load overhead.
A last contribution aims to investigate the common spectrum and active infrastructure sharing in the C-RAN ar-
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chitecture, which has not been addressed in the recent state-of-art. In particular, we have proposed two different
algorithms, where MNOs share their active network components and spectral resources in C-RAN. In that context,
we have assessed the additional power savings derived from BBU-RRH association optimization. The �rst algo-
rithm is based on an interference management technique, relying on the MAB problem, where each BBU chooses
independently an operating band in a way to enhance its UEs' SINR. The second relies on a feature in LTE release
10 speci�cation, the CA. We have evaluated the results under different scenarios in terms of load conditions, and
compared them with the case where MNOs do not share their resources. The performance metrics are globally
enhanced in terms of power saving, energy and spectral ef�ciency for both algorithms in comparison with the case
of non-resource sharing.

To conclude, we summarize our contributions with their different application domains according to MNOs needs
and preferences :

— Interference-Aware Approach : The Interference-Aware approach has the originality of being aware of the
interference level in the network to reduce the power consumption. The results showed that it achieves
more power savings than the Bin Packing scheme, which also seeks to reduce the power consumption by
decreasing the number of active BBUs. Such approach suits well for MNOs whose power economy and OPEX
costs are paramount. It also �ts well for dense environments, where the operating spectrum is aggressively
reused, since it reduces the interference level.

— Hybrid Approach : The hybrid approach has the originality of reducing the signaling load overhead between
BBUs and RRHs. Thus, for MNOs limited by fronthaul resources, such solution would be adequate. It also
presents a practical side, since some MNOs would prefer to connect RRHs to BBUs with microwave link
connections which are known for their practicability in installation and low cost, however, they present huge
limitation in terms of bandwidth. In that case, reducing the signaling load overhead would be paramount.

— Clustering Approach with Re-association Consideration : Considering the re-association of RRHs to
BBUs in dynamic environments is paramount to avoid the degradation of the QoE for serviced UEs at one
hand, and to achieve power economy on the other hand. In that context, our contributions have the appealing
property of achieving a good tradeoff between both metrics (i.e, the power economy and the re-association
rate of UEs), as shown by the results.

— Clustering in Multi-operator Context : The present solution has the originality of ef�ciently exploiting the
resources. Particularly, it introduces a cooperative framework among MNOs within a C-RAN architecture,
leading to higher power savings from BBU-RRH association, and to enhanced spectral ef�ciency either from
interference management, or from increased capacities, since MNOs access each others' bands. Because
of higher spectral and energy ef�ciency, OPEX and costs are reduced, which positively impacts MNOs of
limited resources.

Table 8.1 summarizes all of the application domains of each approach.

8.2 Future Directions

We expose hereafter the future perspectives of the work in subsections 8.2.1, and 8.2.2, exposing short and long
term perspectives respectively.

8.2.1 Short Term Perspectives

For short term perspectives, we �rst propose to exploit the BBU-RRH association problem with Inter-Cell Inter-
ference Cancellation (ICIC), and massive MIMO technique. In particular, in our system model we resorted to the
reuse-1 scheme. By applying interference management techniques, such as ICIC, performance metrics could be
improved, enhancing spectral and energy ef�ciencies. Further, massive MIMO technique introduces either diversity
or spatial multiplexing gain, improving energy and spectral ef�ciencies, and deriving more power savings. Also, to
accelerate the search of the Replicator Dynamics algorithm, RRHs could be divided into several subsets, where
the algorithm would be applied in parallel onto each subset. In that case, faster solutions are obtained. Additionally,
for the last contribution, we propose to derive decisions of cooperation as a function of inter-cell distances. In fact,
taking into consideration the distances between cells, one MNO can accurately of�oad its traf�c to a different one,
which helps in deriving more power savings from cooperation, while guaranteeing a minimum level of QoS. We also
propose to study the impact of the signaling load overhead derived from CA technique on a constrained optical
fronthaul. In fact, the impact of signaling load overhead from CA in C-RAN architecture has not been investigated
in the recent state-of-art. By proposing an algorithm that decides whether a UE should operate on a single carrier
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Contribution Application Domain
Interference-Aware Approach

— Very ef�cient when power economy is para-
mount for MNOs

— Reduces OPEX
— Works well for dense environment with high

level of interference

Hybrid Approach
— Very ef�cient when the fronthaul connection

between BBUs and RRHs is limited
— Ef�cient for practical implementation

Clustering Approach with Re-association Conside-
ration — Very ef�cient for MNOs that prioritize the QoE

for UEs
— Realizes a good tradeoff between power sa-

vings and re-association rate

Clustering in Multi-operator Context
— Very ef�cient for MNOs with limited resources

(i.e, limited in coverage and spectral re-
sources )

— Reduces MNOs OPEX

TABLE 8.1: Application Domains of the proposed Approaches

or multiple carriers, good tradeoff between signaling load reduction and enhanced throughputs is realized. The pro-
posed algorithm must take into consideration several constraints, such as the traf�c demand, a UE QoS, and the
constraint on optical fronthaul capacity.

8.2.2 Long Term Perspectives

As for long term perspectives, we propose to extend our proposed algorithms to real testbed experiments. In
fact, the C-RAN architecture can leverage the bene�ts of SDR. In particular, the baseband functionalities can be
instantiated over software, without the need of dedicated hardware. In that case, resorting to open source softwares,
such as OpenAirInterface [107] and Ettus Research's Universal Software Radio Platform (USRP) [108] would be
an effective solution. Additionally, resorting to learning techniques, to dynamically decide clustering schemes, adap-
ting to dynamic load variations would also be an interesting solution. Moreover, we propose to select BBUs in a
more de�ned granularity, based on QoS requirements and BBUs resiliency [109] for different business models. In
particular, by making use of network slicing concept, which is a promising feature in future 5G networks, sharing
techniques are achieved between multiple MNOs, reducing CAPEX and OPEX, while respecting QoS requirements
for different services and business models. Further, Mobile Edge Computing (MEC) [110] is a promising feature to
reduce tight delay applications, requiring fast computational requirements. By exploiting edge computing, along with
centralized RAN management, bene�ts in terms of multiplexing gains are realized, while respecting the different
delay requirements of real time applications, such as M2M communication, smart vehicles, virtual reality etc.
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Annexe A

The appendix is devoted to prove Theorem 1.
Let p = ( p1; p2; : : : ; pR ) be a mixed pro�le of the game. E[Costr jp] denotes the expected cost of RRH r with

respect to a mixed pro�le p.
According to [111], the Linear Reward-Inaction algorithm converges weakly towards a replication dynamic :

dpr;y

dt
(p) = pr;y (E[Costr jp] � E [Costr jpr;y = 1 ; p� r ]) (A.1)

This equation, called the (multi-population) replicator dynamics, is well-known to have its limit points related to
Nash equilibriums (through the so-called Folk's theorem of evolutionary game theory [112]). More precisely, we have
the following theorem :

Theorem 2 The following are true for the solutions of Equation (A.1) :
(i) All Nash equilibriums are stationary points.
(ii) All strict Nash equilibriums are asymptotically stable.
(iii) All stable stationary points are Nash equilibriums.

From [79], the limit for k ! 0 of the dynamics of stochastic algorithms is some Ordinary Differential Equations (ODE)
whose stable limit points, when t ! 1 (if they exist), can only be Nash equilibriums. Hence, if there is convergence
for the ordinary differential equation, then one expects the replicator dynamic algorithm to reach an equilibrium.
Moreover, in [113], the authors prove that such Nash equilibriums are pure.

Let us see if the continuous dynamic converges with stability arguments. Given a pure pro�le y = ( y1; y2; : : : ; yR ),
we denote by � (yjp) the probability that RRH r chooses the pure strategy yr according to the mixed pro�le p :

� (yjp) =
RY

r =1

pr;y r : (A.2)

To prove the convergence of the learning scheme Eq. (5.8), we de�ne the following function F : K ! R :

F (p) =
X

y2S

� (yjp)� (y) (A.3)

Let us study the evolution of function F (p) over time. We focus on dF
dt (p). By de�nition, we have

dF
dt

(p) =
RX

r =1

X

s2 Sr

@F
@pr;s

dpr;s

dt
(p)

We will compute �rst @�(yjp)
@pr 0;y 0

r 0

and then @F
@pr 0;y 0

r 0

(p).

@�(yjp)
@pr 0;y 0

r 0

=

8
><

>:

RY

r =1 ;r 6= r 0

pr;y r if yr 0 = y0
r 0;

0 otherwise.

(A.4)
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This formula can be rewritten as
@�(yjp)
@pr 0;y 0

r 0

= � (yjpr 0;y 0
r 0

= 1 ; p � r 0):

Hence, we get what follows :

@F
@pr 0;y 0

r 0

(p) =
X

y2S

@�(yjp)
@pr 0;y 0

r 0

� (y)

=
X

y2S

� (yjpr 0;y 0
r 0

= 1 ; p � r 0)� (y)

From Equation (5.2), we can obtain :

@F
@pr 0;y 0

r 0

� @F
@pr 0;y r 0

=
X

y2S

� (yjpr 0;y 0
r 0

= 1 ; p � r 0)( � (y0
r 0; y � r 0) � � (yr 0; y � r 0))

=
X

y2S

� (yjpr 0;y 0
r 0

= 1 ; p � r 0)(Cost0r (y0
r 0; y � r 0) � Cost0r (yr 0; y � r 0))

= E[Costr 0jpr 0;y 0
r 0

= 1 ; p � r 0] � E[Costr 0jpr 0;y r 0 = 1 ; p � r 0]

So,

@F
@pr 0;y 0

r 0

�
@F

@pr 0;y r 0

= E[Costr 0jpr 0;y 0
r 0

= 1 ; p � r 0] � E[Costr 0jpr 0;y r 0 = 1 ; p � r 0] (A.5)

Hence, we have the following :
dF
dt

(p) =
X

r 2R

X

y r 2 Sr

@F
@pr;y r

dpr;y r

dt
(p)

=
X

r 2R

X

y r 2 Sr

pr;y r

@F
@pr;y r

�
E[Costr jp] � E[Costr jpr;y r = 1 ; p � r ]

�

=
X

r

X

y r 2 Sr

X

y0
r 2 Sr

pr;y r pr;y 0
r

@F
@pr;y r

�

�
E[Costr jpr;y 0

r
= 1 ; p � r ] � E[Costr jpr;y r = 1 ; p � r ]

�

=
X

r

X

y r <y 0
r

pr;y r pr;y 0
r

�
@F

@pr;y r

�
@F

@pr;y 0
r

�
�

�
E[Costr jpr;y 0

r
= 1 ; p � r ] � E[Costr jpr;y r = 1 ; p � r ]

�

=
P

r

P
y r <y 0

r
� pr;y r pr;y 0

r
�

�
E[Costr jpr;y 0

r
= 1 ; p � r ] � E[Costr jpr;y r = 1 ; p � r ]

� 2

So, we can conclude that dF
dt (p) � 0.

Thus F is non-decreasing along the trajectories of the replication dynamics. and, due to the nature of the learning
algorithm, all solutions of the ODE (A.1) remain in the strategy space if initial conditions 2 [0; 1]. From the previous
computations, we know that dF (p � )

dt = 0 implies that 8r 2 R8 yr ; y0
r 2 Sr :

p�
r;y r

= 0 ; or
�
E[Costr jpr;y r = 1 ; p � r ] = E[Costr jpr;y r = 1 ; p � r ]

�

Such a p � is consequently a stationary point of the dynamics.

Since from Theorem 2, all stationary points that are not Nash equilibriums are unstable, Theorem 1 holds. Thus
all solutions have to converge to some stationary point corresponding to Nash Equilibrium. We can deduce that the
learning algorithm, for any initial condition in K � K � , always converges to a Nash Equilibrium of instance G.
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Titre : Optimisation des associations BBU-RRH dans les réseaux Cloud-RAN

Mots cl és : Cloud Radio Access Networks, Association BBU-RRH, Economie de puissance, Ef�cacit é
énergétique, Programmation linéaire en nombre entiers, Théorie des jeux

Résum é : De nos jours, la demande en tra�c mo-
bile a considérablement augmenté. Face �a cette crois-
sance, plusieurs propositions font l'objet d'étude pour
remédier �a un tel dé�.
L'architecture des réseaux d'acc �es de type Cloud (C-
RAN) est l'une des propositions pour faire face �a cette
demande croissante, et constitue une solution can-
didate potentielle pour les réseaux futurs 5G. L'ar-
chitecture C-RAN dissocie deux éléments principaux
de la station de base: La BBU ou “Baseband Unit”,
qui constitue une unité intelligente pour le traitement
des données en bande de base, et le RRH ou “Re-
mote Radio Head”, constituant une antenne passive
pour fournir l'acc �es aux utilisateurs (UEs). Grâce �a
l'architecture C-RAN, les BBUs sont centralement re-
groupées, alors que les RRHs sont distribués sur plu-
sieurs sites. Plusieurs avantages sont ainsi dérivés,
tels que le gain en multiplexage statistique, l'ef�cacit é
d'utilisation des ressources, et l'économie de puis-
sance. Contrairement �a l'architecture conventionnelle
o �u chaque RRH est exclusivement associé �a une

BBU, dans l'architecture C-RAN plusieurs RRHs sont
regroupés en une seule BBU lorsque les conditions
de charge sont faibles. Ceci présente plusieurs avan-
tages, tel que l'amélioration en ef�cacit é énergétique
et la minimisation de consommation de puissance.
Dans cette th �ese, nous adressons le probl �eme d'op-
timisation des associations BBU-RRH. Nous nous
intéressons �a l'optimisation des regroupements des
RRHs aux BBUs en tenant compte de crit �eres mul-
tiples. Plusieurs contraintes sont ainsi envisagées,
tel que la réduction de la consommation de puis-
sance sous garantie de Qualité de Service (QoS) mi-
nimale. En outre, la prise en compte du changement
du niveau d'interférence en activant/désactivant les
BBUs est primordiale pour l'amélioration de l'ef�ca-
cité spectrale. En plus, décider dynamiquement de la
réassociation des RRHs aux BBUs sous des condi-
tions de charges variables représente un dé�, vu que
les UEs connectés aux RRHs changeant leurs asso-
ciations font face �a des “handovers” (HOs).

Title : BBU-RRH Association Optimization in Cloud-Radio Access Networks

Keywords : Cloud Radio Access Networks, BBU-RRH Association, Power Saving, Energy Ef�ciency, Integer
Linear Programing, Game Theory

Abstract : The demand on mobile traf�c has been
largely increasing nowadays. Facing such growth, se-
veral propositions are being studied to cope with this
challenge.
Cloud-Radio Access Networks Architecture (C-RAN)
is one of the proposed solution to address the increa-
sed demand, and is a potential candidate for future
5G networks. The C-RAN architecture dissociates two
main elements composing the base station: The Ba-
seband Unit (BBU), consisting in an intelligent ele-
ment to perform baseband tasks functionalities, and
the Remote Radio Head (RRH), that consists of a
passive antenna element to provide access for ser-
viced User Equipments (UEs). In C-RAN architecture,
the BBUs migrate to a Cloud data center, while RRHs
remain distributed across multiple sites. Several ad-
vantages are derived, such as statistical multiplexing
gain, ef�ciency in resource utilization and power sa-
ving. Contrarily to conventional architecture, where

each RRH is associated to one BBU, in C-RAN ar-
chitecture, multiple RRHs can be embraced by one
single BBU when network load conditions are low,
bringing along several bene�ts, such as enhanced
energy ef�ciency, and power consumption minimiza-
tion. In this thesis, the BBU-RRH association opti-
mization problem is addressed. Our aim is to opti-
mize the BBU-RRH association schemes, taking into
consideration several criteria. The problem presents
many constraints: For example, achieving minimized
power consumption while guaranteeing a minimum le-
vel of Quality of Service (QoS) is a challenging task.
Further, taking into account the interference level va-
riation while turning ON/OFF BBUs is paramount to
achieve enhanced spectral ef�ciency. Moreover, deci-
ding how to re-associate RRHs to BBUs under dyna-
mic load conditions is also a challenge, since connec-
ted UEs face handovers (HOs) when RRHs change
their associations.
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