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Abstract

In this PhD work, two distinct phenomena are considered, which are both related to non-linear interactions between light and atoms. The first part of the thesis is dedicated to four wave mixing based on the internal degrees of freedom of room temperature helium atoms and uses it for amplification processes and generation of squeezed light. The second studied process is based on external degrees of freedom of cold cesium atoms and used for light storage and phase conjugate field generation through multi-wave mixing.

I experimentally observed and characterized phase sensitive amplification via four-wave mixing in metastable helium at room temperature. I have obtained about 9 dB of maximum gain with a bandwidth of about 300 kHz. The obtained phase transfer functions showed a strong phase squeezing, indicating that the phenomenon was almost free of unwanted processes.

In the second part, I explain how recoil induced resonances, which are due to the transfer of momentum between a photon and an atom, can be used to store light. I also explain how this phenomenon can lead to generation of a phase conjugate field, and why the existing theory fails to model the dip, which appears in the phase conjugate generation spectrum when the field power is increased. I extend the model to the fifth order so that it can reproduce this new feature and demonstrate that it depends on the decay rate of the coherence, which is excited between atomic levels of different momenta. I then show that a simpler model, which is based on three levels defined by internal and external degrees of freedom of the atom, can explain the observed phenomenon.
Sythese en français

Dans ce travail de thèse, je considère deux phénomènes distincts, tous deux liés aux interactions non-linéaires entre la lumière et des atomes. La première partie est dédiée à du mélange à 4 ondes basé sur des degrés de liberté internes d’atomes d’hélium à température ambiante, et l’utilise pour des processus d’amplification et de la génération d’états comprimés. Le second phénomène étudié est basé sur des degrés de liberté externes d’atomes de césium froids et est utilisé pour du stockage de lumière et la génération d’un champ conjugué en phase par mélange d’ondes.

J’ai expérimentalement observé et caractérisé de l’amplification sensible à la phase par mélange à quatre ondes dans de l’hélium métastable à température ambiante. J’ai obtenu un gain maximum d’environ 9 dB avec une bande passante d’environ 300 kHz. Les fonctions de transfert phase/phase obtenues ont montré une forte compression de phase, indiquant que le phénomène était presque exempt de processus indésirables.

Dans la seconde partie, j’explique comment les résonances de recul, dues à un transfert de quantité de mouvement entre un photon et un atome, peuvent être utilisées pour du stockage de lumière. J’explique également comment ce phénomène peut conduire à la génération d’un champ conjugué, et pourquoi la théorie existante ne permet pas de modéliser le creux qui apparaît dans le spectre de génération du champ conjugué lorsqu’on augmente la puissance optique. Pour reproduire ce nouvel élément, j’ai effectué un développement jusqu’au 5e ordre, qui démontre qu’il dépend de la cohérence qui est excitée entre des niveaux de moments atomiques différents.

Je montre ensuite qu’un modèle plus simple, basé sur trois niveaux atomiques définis par des degrés de liberté interne et externe de l’atome, peut expliquer le phénomène observé.
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General Introduction

This PhD work is divided into two parts, which consider two distinct phenomena, but are both related to non-linear interactions between light and atoms. The first part of the thesis studied four wave mixing using the internal degrees of freedom of room temperature helium atoms and uses it for amplification processes and generation of squeezed light. The second process that I explain, uses external degrees of freedom of cold cesium atoms to store light and generate a phase conjugate field through multi-wave mixing.

Conventional electronic information communications and data processing are recently being overtaken with the recent upsurge of photonics with lasers and fiber-optic communications. Compared to traditional electrical communication, optical ones are advantageous due to their higher bandwidth, lower loss, security and cost efficiency. The other important aspect is that many different properties of light can be used to encode binary bits (1 and 0) of information e.g. the intensity, phase or polarization etc.

The on-off keying based on intensity modulation is still the most widely used protocol for fiber-optic transmissions, where a train of consecutive high and low intensities carry 0’s and 1’s of the binary information. In comparison, phase shift keying (PSK) protocols are mostly used for wireless (LAN or bluetooth) communications. For binary PSK (BPSK), the phase of the signal is flipped between 0 and $\pi$, which denotes the 0’s and 1’s. It is possible to encode four bits via quadrature PSK (QPSK) or even higher amount of bits via higher order PSK protocols.

Although one of the main advantages of using fiber-optic telecommunication is its low loss (attenuation coefficient is often of the order $10^{-4}$ dB/Km), the long submarine communications cannot be loss-less. After every few hundreds of kilometers, we need to reamplify the optical signal. But traditional amplifiers such as erbium doped fiber amplifier (EDFA) degrade the signal by introducing noises. This is a problem for both intensity modulation or phase-shift keying protocols.

Phase sensitive amplification (PSA) is a coherent amplification process, which
Figure 1: Constellation diagrams of a BPSK signal: I and Q are the in-phase and quadrature components of a signal. (1) An initial ensemble of BPSK signal with 0 and π phases. (2) A lossy medium dissipates some of the signal photons. (3) A traditional amplifier introduces noises (phase noise here). (4) A phase regenerator operating via phase sensitive amplification (PSA) is able to compress the noisy signal into 0 and π phases again, which resembles the initial signal (1).

has been shown to be able to amplify a signal without introducing noise [Caves, 1982, Imajuku and Takada, 2003]. This property is of interest not only for intensity-modulation protocols due to its direct influence on the repeater noise performance, but also for phase-shift keying protocols where the phase-squeezing property of PSA has been shown to be able to regenerate the original signal [Slavík et al., 2010]. A phase regeneration process via PSA is shown in fig. 1. In the following thesis I have studied experimentally and theoretically PSA in metastable helium in a vapor cell at room temperature and I could directly measure phase squeezing transfer curves, such as the ones studied for phase regeneration purpose.

Along with information exchanges, information storage is an integral part of any computation scheme. Storage of optical signal has been a challenge towards an all-optical computation. Electromagnetically Induced Transparency (EIT) has been shown to be able to efficiently store quantum states of light [Fleischhauer and Lukin, 2002]. In our group, we have previously reported efficient storage of classical light in Raman coherences of atomic states in EIT conditions and via another phenomenon, coherent population oscillations (CPO) [Maynard, 2016]. Jose Tabosa’s group from the University of Pernambuco, Brazil have demonstrated the possibility to store light in the momentum-coherences of cold cesium atoms [Almeida et al., 2016].
When an atom absorbs or emits a photon, the atom recoils due to a transfer of momentum with the photon. Atomic recoil has since long been predicted and verified to give rise to non-linear interactions between light and atomic media [Guo, Berman, Dubetsky, and Grynberg, 1992, Lounis, Verkerk, Courtois, Salomon, and Grynberg, 1993]. This atomic recoil gives rise to coherences between atoms with different momenta, which induce resonance features in atom-light interactions, namely recoil induced resonances (RIR). I have developed a higher order perturbation model and an equivalent three level model that can explain RIR features, which had been recorded by Jose Tabosa’s group.

In the first chapter of my thesis, I introduce the definitions needed to characterise a quantum electromagnetic field. I more specifically define what are the non-classical squeezed states of light and show their noise properties. Then, I introduce the phase sensitive and insensitive amplification (PSA and PIA) processes, compare their noise properties and theoretically explain how PSA leads to squeezing.

In the second chapter, I briefly introduce the different atomic resonances which are of interest in the thesis namely coherent population trapping (CPT), electromagnetically induced transparency (EIT) and recoil induced resonances (RIR), which I have used during my PhD work.

In the third chapter, I describe the experimental set-up and relevant atomic level schemes of metastable helium and the observation and characterization of PSA gains. PSA is usually associated to generation of squeezing which noise below the standard quantum limit. I explain the experimental set-up used for squeezing detection and why I could finally not detect it.

In the fourth chapter, I present the experimental observation of RIR by the group of Jose Tabosa in the university of Pernambuco, Brazil and the third order theory which explains the transmission, phase conjugate (p.c.) generation and storage effects of RIR. I explain the fifth order expansion that I developed to explain the emergence of new features in the p.c. generation spectra, when the pump field powers are high enough. I also propose a simpler three level atom model.
Chapter 1

Quantum Noise and Amplification of Light
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Light is classically described as an electromagnetic (EM) field wave, which can be written as a superposition of traveling monochromatic waves:

\[ \vec{E}(t, \vec{r}) = \vec{\epsilon}Ae^{-i(\omega t - \vec{k} \cdot \vec{r})} + A^*e^{i(\omega t - \vec{k} \cdot \vec{r})} \] (1.1)

where \( \vec{E}(t, \vec{r}) \) denotes the instantaneous electric field polarized along \( \vec{\epsilon} \) at a time \( t \) and a position \( \vec{r} \). \( A = |A|e^{i\phi} \) is the complex amplitude of the electric component, which is oscillating at a frequency \( \omega \) with a wave-vector \( \vec{k} \). This description in eq. (1.1) can also be broken down in a time-dependent form as (at \( \vec{r} = 0 \)):

\[ \vec{E}(t) = \vec{\epsilon}(2|A|\cos(\phi)\cos(\omega t) - 2|A|\sin(\phi)\sin(\omega t)) \] (1.2)

This expression divides the field into two parts oscillating in quadrature, with amplitudes \( |A|\cos(\phi) \) and \( |A|\sin(\phi) \). They are known as the quadratures of the field.

Models, which quantize atomic levels but consider only classical light, cannot explain effects such as the spontaneous emission. This is why Weisskopf and his mentor Wigner developed the quantized light formalism through a quantized weakly coupled atom-light system [Weisskopf and Wigner, 1930].

In comparison to the classical form shown in eq. 1.1, the quantum mechanical representation of light uses creation and annihilation operators, so that the quantized E.M. field can be written as [Scully and Zubairy, 1997] (more details are given in appendix A):

\[ \hat{\vec{E}}(\vec{r}, t) = \vec{\epsilon}\mathcal{E} (\hat{a}e^{-i(\omega t - \vec{k} \cdot \vec{r})} + \hat{a}^\dagger e^{i(\omega t - \vec{k} \cdot \vec{r})}) \] (1.3)

where \( \hat{\vec{E}} \) is now the field operator and \( \hat{a} \) and \( \hat{a}^\dagger \) are respectively the annihilation and creation operators of a photon, with a frequency \( \omega \) and wavevector \( \vec{k} \). More generally, an EM field is a sum over all the modes, which compose the radiation. \( \mathcal{E} = \left(\frac{\hbar\omega}{2\epsilon_0 V}\right)^{\frac{1}{2}} \), is the single photon amplitude, where \( V \) is the quantization volume and \( \vec{\epsilon} \) the polarization vector. When one considers the coupling of the quantized EM field with an excited atom, spontaneous emission then arises from the fact that the annihilation and creation operators do not commute: \([a, a^\dagger] = 1\).

The eq. (1.3) can be compared directly to the classical representation (shown
1.1. Quantum Noise

Figure 1.1: Comparison of the classical and quantum representations of a field in the quadrature space: (a) the classical picture: where the quadratures have values $X_1$ and $Y_1$ and the EM field is just the point given by the coordinates. (b) the quantum picture: the mean field values of the quadratures are still $X_1$ and $Y_1$ (centre of the circle) but the point is surrounded fluctuation, denoted as $\Delta X$ and $\Delta Y$ respectively.

in eq. (1.1)), with the equivalence of $A \leftrightarrow \hat{a}$. In the same way, the quadrature operators $\hat{X}$ and $\hat{Y}$ can be defined for the quantized field as:

$$\hat{X} = \frac{1}{2}(\hat{a} + \hat{a}^\dagger)$$

$$\hat{Y} = \frac{1}{2i}(\hat{a} - \hat{a}^\dagger)$$

(1.4)

The two quadratures can be recognized as equivalents of the position $\hat{x}$ and momentum $\hat{p}$ operators of a simple harmonic oscillator system. Hence, the quadratures are canonically conjugate one with each other and verify $[X, Y] = \frac{i}{\hbar}$ and the uncertainty relation $\langle \Delta X \rangle \langle \Delta Y \rangle \geq \frac{1}{4}$, where the standard deviation $\langle \Delta \Theta \rangle$ of an operator $\Theta$ is defined as:

$$\langle \Delta \Theta \rangle = \sqrt{\langle \Theta^2 \rangle - \langle \Theta \rangle^2}$$

(1.5)

1.1 Quantum Noise

Since Heisenberg derived the relation between the uncertainties of the momentum and position operators, it has been clear that quantum mechanical operators will always contain inherent fluctuations around a mean value. The description of a system thus always includes these two quantities.

The description of a field in the quadrature space thus differs fundamentally from the classical case to the quantum one. The quadratures $X$ and $Y$, will classically have two fixed values. The quantum mechanical description of the
field must include the mean values of the quadratures, which are equal to the classical ones, together with their corresponding uncertainties (see fig. 1.1).

1.1.1 Definitions
In the following, the quadratures are taken to be the dimensionless Hermitian operators $\hat{X}$ and $\hat{Y}$, defined in eq. (1.4).

A quantized monomode electro-magnetic field (given as, $\hat{E}(t) = \vec{E}(\hat{a} e^{-i\omega t} + \hat{a}^\dagger e^{i\omega t})$) can then be rewritten as:

$$E(t) = 2\vec{E}(X \cos(\omega t) + Y \sin(\omega t)) \quad (1.6)$$

Mean field
Classically, the energy flow per unit area per unit time for a monochromatic plane wave is proportional to the field square of the absolute amplitude $|E|^2$. Quantum mechanically, when the field is quantized in a monochromatic and plane wave basis, the energy carried by each photon is $\hbar \omega$. The average energy flow per unit area is linked to the number of photons per unit area, per unit time, which is given as:

$$\hat{N} = \hat{a}^\dagger \hat{a} \quad (1.7)$$

where $\hat{a}^\dagger$ and $\hat{a}$ are respectively the creation and annihilation operators. The measure of the intensity, which is proportional to the square of the modulus of the classical field amplitude $|E|^2$, is thus a measure of the expectation value of the number operator $\langle \hat{N} \rangle$.

Noise
Due to quantum uncertainties, the measurement of the number operator will have several outcomes. The standard deviation of these outcomes, for a given initial state, is the quantum noise associated to the considered state. By definition, the variance of the photon number of an EM field in a state $|\psi\rangle$ is:

$$\langle \Delta N \rangle^2 = \langle \psi | \hat{N}^2 | \psi \rangle - (\langle \psi | \hat{N} | \psi \rangle)^2 \quad (1.8)$$

or equivalently, the standard deviation is written as:

$$\langle \Delta N \rangle = \sqrt{\langle \psi | \hat{N}^2 | \psi \rangle - (\langle \psi | \hat{N} | \psi \rangle)^2} \quad (1.9)$$
1.1. Quantum Noise

In terms of the number operator $\hat{N}$ and the standard deviation $\langle \Delta N \rangle$, the signal-to-noise-ratio (SNR), is defined as:

$$SNR = \frac{\langle \hat{N} \rangle^2}{\langle \Delta N \rangle^2}$$

(1.10)

To characterize how the noise properties are modified during an optical interaction, we define the Noise Figure (NF) as the ratio of the SNR at the input to the SNR at the output:

$$NF = \frac{SNR_{in}}{SNR_{out}}$$

(1.11)

An ideal interaction does not change the SNR, so that NF=1, while a degradation of the SNR gives NF > 1.

In the following sections, I show how it is possible to get a better NF than the ones obtained with standard amplification protocols, which are known to give NF≈ 2, as explained in the sec. 1.4.2.

1.1.2 Coherent States

Coherent states are defined to be the eigenstate of the annihilation operator $\hat{a}$. We usually call $|\alpha\rangle$ the coherent state with the eigenvalue $\alpha$ i.e. :

$$\hat{a} |\alpha\rangle = \alpha |\alpha\rangle$$

(1.12)

The eigenvalue $\alpha$ is a complex number, which can be written as $\alpha = |\alpha| e^{i\theta}$.

It can be easily shown that the average number of photons in a coherent state $|\alpha\rangle$ is $|\alpha|^2$:

$$\langle \alpha|\hat{N}|\alpha\rangle = \langle \alpha| (\hat{a}^\dagger \hat{a}) |\alpha\rangle = |\alpha|^2$$

(1.13)

**Intensity noise**

It is possible to express the state $|\alpha\rangle$ as a superposition of Fock states $\{|n\rangle\}$ (see appendix A):

$$|\alpha\rangle = e^{-\frac{1}{2}|\alpha|^2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle$$

(1.14)

A coherent laser output will thus exhibit a Poissonian statistics, as demonstrated experimentally by Arechhi et al. [Arechhi, 1965].
Indeed, the standard deviation in the number operator $\Delta \hat{N}$, for a coherent state can be calculated using eq. (1.10).

$$
\langle \alpha | \hat{N}^2 | \alpha \rangle = \langle \alpha | \hat{a} \hat{a}^{\dagger} \hat{a} \hat{a}^{\dagger} | \alpha \rangle \\
= \langle \alpha | \hat{a}^{\dagger} (1 + \hat{a} \hat{a}^{\dagger}) \hat{a} | \alpha \rangle \\
= |\alpha|^2 + |\alpha|^4
$$

(1.15)

So that, the standard deviation $\Delta N$ is:

$$
\langle \alpha | \Delta N | \alpha \rangle = \sqrt{\langle \alpha | \hat{N}^2 | \alpha \rangle - \langle \alpha | \hat{N} | \alpha \rangle^2} \\
= |\alpha| = \sqrt{\langle \hat{N} \rangle}
$$

(1.16)

which is a well-known property of the Poissonian distribution.

Assuming a perfect quantum efficiency, a photodetector converts every photon into electrons of charge $q$. Thus a detection of a coherent state will give rise to a photocurrent $q \langle \hat{N} \rangle$ with a noise $q \sqrt{\langle \Delta N \rangle} = q \sqrt{\langle \hat{N} \rangle}$, which is the shot noise and often called the standard quantum limit (SQL).

**Quadrature noise**

Recalling the definition of the quadrature operators $\hat{X}$ and $\hat{Y}$ in terms of the annihilation and creation operators, one can show that the averaged values for a coherent state $|\alpha\rangle$ are:

$$
\langle \alpha | X | \alpha \rangle = \frac{1}{2} (\alpha + \alpha^*) \\
\langle \alpha | X^2 | \alpha \rangle = \frac{1}{4} (\alpha + \alpha^*)^2 + 1/4 \\
\langle \alpha | Y | \alpha \rangle = \frac{1}{2i} (\alpha - \alpha^*) \\
\langle \alpha | Y^2 | \alpha \rangle = \frac{-1}{4} (\alpha - \alpha^*)^2 + 1/4
$$

(1.17)

From which, it can be easily deduced that:

$$
\langle \Delta X \rangle^2 = \frac{1}{4} = \langle \Delta Y \rangle^2
$$

(1.18)

The state $|\alpha\rangle$ thus satisfies the minimum uncertainty relation:

$$
\langle \Delta X \rangle \langle \Delta Y \rangle = \frac{1}{4}
$$

(1.19)
This equality demonstrates that the total uncertainty remains the same whatever the mean photon number $|\alpha|$, in contrast to the well-known number states $|n\rangle$. Indeed, for such Fock states the total uncertainty increases with the number of photons $n$ (see Appendix A):

$$\langle \Delta X \rangle_n \langle \Delta Y \rangle_n = \frac{1}{4}(2n + 1) \quad (1.20)$$

A study of multi-photon Fock states and their quadrature noises has been done by Cooper et al [Cooper, Wright, Söller, and Smith, 2013], which experimentally demonstrated this property for $n = 1$ and 2.

Measuring the noise of the quadratures of a field is not as direct as measuring the field mean values and the shot noise. In the section 1.1.4 I describe the homodyne detection scheme usually used for this purpose.

### 1.1.3 Squeezed States

**Definition**

In terms of the quadrature operators [eq. (1.6)], the field $\vec{E}(t)$ is expressed as $\vec{E}(t) = 2\vec{E}(X\cos(\omega t) + Y\sin(\omega t))$.

Due to the commutation relation $[X,Y] = i/2$, the total noise $\langle \Delta X \rangle \langle \Delta Y \rangle$ is limited by the uncertainty relation:

$$\langle \Delta X \rangle \langle \Delta Y \rangle \geq \frac{1}{4}$$

As shown previously, the coherent state saturates this inequality with equal noise on both quadratures i.e. $\langle \Delta X \rangle = \langle \Delta Y \rangle = \frac{1}{2}$. The only way to decrease the noise on one quadrature is thus to increase it on the other, keeping $\langle \Delta X \rangle \langle \Delta Y \rangle = \frac{1}{4}$. Such a state, is called a squeezed state of light [Scully and Zubairy, 1997].

If we use the same representation as in fig. 1.1, a coherent state is given by a circle, while the squeezed state will give an ellipse (see fig. 1.2). [Caves, 1982].

The center of the ellipse (or, circle for a coherent state) is at the expectation value $\langle X + iY \rangle$ in the complex plane, and the area is given by $\langle \Delta X \rangle \langle \Delta Y \rangle$.

Fig. 1.2 gives the phase-space representation of a coherent state, a squeezed state along $X$ and a squeezed state along $Y$, when the mode is in a state with $\langle Y \rangle = 0$. The uncertainty in $X$ corresponds to an amplitude fluctuation and
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Figure 1.2: Representation of (a) a coherent state, (b) a phase-squeezed state and (c) an amplitude-squeezed state in the case of $\langle Y \rangle = 0$. In the top row, the phase space representation for each corresponding case. The centers of the circle (case (a)) or the ellipses (cases (b & c)) are the mean electric field amplitudes. Their area are the quantum noise. In the bottom row, the mean electric field as a function of time (dotted line), and its fluctuations (gray shadow). The state is squeezed in one quadrature when the noise in that quadrature is less than the standard quantum limit given by a coherent state (c.f. (a)).

The uncertainty in $Y$ can be seen as a phase fluctuation [Caves, 1982]. The three cases described in fig. 1.2 are:

(a) A **coherent state**: the noise is the same for both quadratures, as shown in eq. (1.18).

(b) An **X-squeezed state**: $\langle \Delta X \rangle < \langle \Delta Y \rangle$. The total noise is thus minimum when $\sin(\omega t) = 0$, and maximum when $\cos(\omega t) = 0$.

(c) A **Y-squeezed state**: $\langle \Delta Y \rangle < \langle \Delta X \rangle$. The total noise is thus minimum when $\cos(\omega t) = 0$, and maximum when $\sin(\omega t) = 0$.

These states have been used very recently to successfully detect the gravitational waves for the first time [Abbott et al., 2016]. They have also found other applications including detection of weak spectroscopic signals [Polzik, Carri, and Kimble, 1992], new imaging techniques in biology [Taylor et al., 2013] and magnetometry [Otterstrom, Pooser, and Lawrie, 2014]. They are also interesting for quantum information protocols with continuous variables [Yonezawa and
Squeezing parameter

It is possible to define a unitary squeezing operator $\hat{S}$ [Gerry and Knight, 2004], as:

$$\hat{S}(\zeta) = \exp\left(\frac{1}{2} \zeta^* \hat{a}^2 - \frac{1}{2} \zeta \hat{a}^\dagger 2\right)$$ (1.21)

where $a$ and $a^\dagger$ are the annihilation and creation operators, and $\zeta = re^{i\theta}$ is any arbitrary complex number. The factor $r$ is called the squeezing parameter. A squeezed state is produced when this squeezing operator acts on a coherent state:

$$|\alpha\rangle \rightarrow |\alpha, \zeta\rangle = S(\zeta)|\alpha\rangle$$

In the Heisenberg picture, the annihilation operator changes under this unitary transformation as:

$$\hat{a} \rightarrow \hat{S}^\dagger(\zeta) \hat{a} \hat{S}(\zeta) = \hat{a} \cosh r - \hat{a}^\dagger e^{i\theta} \sinh r$$ (1.22)

For $\theta = 0$, the quadratures are modified by the application of the squeezing operator, so that:

$$\langle \Delta X \rangle = \frac{1}{2} \rightarrow \langle \Delta X \rangle = \frac{e^{-r}}{2}$$

$$\langle \Delta Y \rangle = \frac{1}{2} \rightarrow \langle \Delta Y \rangle = \frac{e^r}{2}$$

The noise is thus smaller in one quadrature than in the other and the minimum is less than $\frac{1}{2}$, which is lower than the SQL defined by coherent states. The ratio of this decrease in noise, to the noise of one quadrature of a coherent state is $(1 - e^{-r})$, which is often expressed in dBs to describe the level of squeezing. For $r \ll 1$, the relative decrease in noise is simply $(1 - e^{-r}) \approx r$.

Experimentally, a squeezed state of 0.3 dB below the vacuum noise, was first detected via four wave mixing in a sodium vapor [Slusher, Hollberg, Yurke, Mertz, and Valley, 1985]. Soon afterwards, a 3.5 dB vacuum squeezing was observed using non-linear phenomena in optical fibers [Wu, Kimble, Hall, and Wu, 1986]. In Rubidium vapor cells, more than 8 dB of squeezing has been detected [McCormick, Marino, Boyer, and Lett, 2008]. And a 9 dB squeezing has been measured in an optical parametric oscillator, operating below threshold [Takeno, Yukawa, Yonezawa, and Furusawa, 2007]. A squeezing of 12.7 dB,
generated with nonlinear crystals in monolithic cavity, is used in the gravitation wave detection [Eberle et al., 2010]. The state of the art squeezing of 15 dB was achieved in an optical parametric amplifier operating under threshold, for calibration of photoelectric efficiency [Vahlbruch, Mehmet, Danzmann, and Schnabel, 2016].

### Two-mode squeezing

For two correlated fields, whose annihilation and creation operators are \{\hat{a}, \hat{a}^\dagger\} and \{\hat{b}, \hat{b}^\dagger\}, we can introduce the two-mode squeezing operator \(S_2(\zeta)\) [Scully and Zubairy, 1997]:

\[
\hat{S}_2(\zeta) = \exp \left( \frac{1}{2} \zeta^* a b - \frac{1}{2} \zeta a^\dagger b^\dagger \right)
\]

(1.23)

which cannot be factorized into two single-mode squeezing operators for the individual fields of the form eq. (1.21). Under the action of the operator \(S_2(\zeta)\), the individual field annihilation operators modify as:

\[
a \rightarrow S_2^\dagger(\zeta) a S_2(\zeta) = a \cosh r - b^\dagger e^{i\theta} \sinh r
\]

\[
b \rightarrow S_2^\dagger(\zeta) b S_2(\zeta) = b \cosh r - a^\dagger e^{i\theta} \sinh r
\]

(1.24)

The two mode squeezing operator models the correlations between the two fields induced by the joint creation or annihilation of the fields. The joint annihilation and creation operators \(a_\pm, a_\pm^\dagger\) can be defined as:

\[
a_\pm = \frac{1}{\sqrt{2}} (a \pm e^{i\phi} b)
\]

\[
a_\pm^\dagger = \frac{1}{\sqrt{2}} (a^\dagger \pm e^{-i\phi} b^\dagger)
\]

(1.25)

where \(\phi\) is an arbitrary phase factor. The joint in-phase and out-of-phase quadratures are then given as:

\[
x_\pm = \frac{1}{\sqrt{2}} (a_\pm + a_\pm^\dagger)
\]

\[
y_\pm = \frac{1}{\sqrt{2i}} (a_\pm - a_\pm^\dagger)
\]

(1.26)

When both modes are coherent states, the uncertainty relation for the pair of joint quadratures reads \(\langle \Delta x_+ \rangle \langle \Delta y_+ \rangle = \frac{1}{4}\). The action of the squeezing operator of eq. (1.23) gives the following standard deviations:
\[ \begin{align*}
\langle \Delta x_+(\phi = \theta) \rangle &= \frac{e^{-r}}{2} \\
\langle \Delta x_-(\phi = \theta) \rangle &= \frac{e^{r}}{2} \\
\langle \Delta y_+(\phi = \theta + \pi) \rangle &= \frac{e^{-r}}{2} \\
\langle \Delta y_-(\phi = \theta + \pi) \rangle &= \frac{e^{r}}{2}
\end{align*} \]

which are similar to the one-mode squeezed quadrature noises in eq. (1.23). Physically it means that we are looking at the noise correlations in the quadratures of the sum and difference of both fields. While individually, each field remains in a coherent state.

Such a two-mode squeezing has been detected via optical parametric amplifiers [Vasilyev, Choi, Kumar, and D’Ariano, 2000] and in hot Rubidium atomic vapors [Corzo, Marino, Jones, and Lett, 2011]. Boyer et al. achieved a two mode squeezed 2D entangled image [Boyer, Marino, Pooser, and Lett, 2008]. These two-mode correlations have been an experimental way to realize Einstein Podolsky Rosen paradoxes [Reid and Drummond, 1988, Babichev, Appel, and Lvovsky, 2004]. It has also been suggested to be utilized to handle classical disturbances in in detection schemes [Steinlechner et al., 2013].

1.1.4 Homodyne Detection

![Homodyne Detection Diagram]

**Figure 1.3:** Balanced homodyne detection scheme. The signal \( \hat{a} \) is mixed with a strong local oscillator beam with the same frequency \( \hat{a}_{LO} \) using a 50/50 beam splitter. The outputs \( \hat{d}_1 \) and \( \hat{d}_2 \) are detected with identical photodiodes (Detectors 1 and 2). The photocurrents are then electronically subtracted, allowing to remove the technical noises.

Squeezing of the field quadratures cannot be directly measured through the intensity fluctuations of the considered field because quadrature noises are then added. Indeed, squeezing measurements require to be able to detect separately
the quadratures, which can be done using a balanced homodyne detection. The experimental scheme is shown in fig. 1.3: the signal, which has to be analyzed, is mixed with a strong local oscillator (LO) of the same frequency, usually a coherent state. The use of a 50/50 beamsplitter gives two beams, which are detected by two identical photodiodes: the photocurrents are subtracted, so that technical noises can be suppressed.

The following quantum analysis of the homodyne scheme was developed by Yuen and Shapiro [Yuen and Shapiro, 1978]. The action of a lossless beamsplitter on the annihilation operators of the input signal and local oscillator can be modeled as:

\[
\begin{pmatrix}
\hat{d}_1 \\
\hat{d}_2
\end{pmatrix} =
\begin{pmatrix}
 r & t \\
 t & r
\end{pmatrix}
\begin{pmatrix}
\hat{a}_L \\
\hat{a}
\end{pmatrix}
\] (1.27)

where reflection and transmission coefficients of the beamsplitter, \(r\) and \(t\) respectively, verify:

\[
|r|^2 + |t|^2 = 1 \quad \text{and} \quad t^*r + r^*t = 0 \quad (1.28)
\]

For a 50/50 beamsplitter, we get:

\[
|r| = |t| = \frac{1}{\sqrt{2}}
\]

so that, up to an overall phase factor,

\[
\hat{d}_1 = \frac{1}{\sqrt{2}} (\hat{a}_L + i\hat{a}) \quad \hat{d}_2 = \frac{1}{\sqrt{2}} (i\hat{a}_L + \hat{a})
\]

The measurement of the difference of the detected photon fluxes is then:

\[
\hat{D} = \left(\hat{d}_1\hat{d}_1 - \hat{d}_2\hat{d}_2\right) = \frac{1}{2} \left((\hat{a}_L^\dagger - i\hat{a}_L^\dagger)(\hat{a}_L + i\hat{a}) - (-i\hat{a}_L^\dagger + \hat{a}^\dagger)(i\hat{a}_L + \hat{a})\right)
\]

\[
= \frac{1}{2} \left((a_L^\dagger a_L - ia_L^\dagger a_L + ia_L^\dagger a + a^\dagger a) - (a_L^\dagger a_L - ia_L^\dagger a_L + ia_L^\dagger a_L + a^\dagger a)\right)
\]

\[
= i \left(a_L^\dagger a - a^\dagger a_L\right)
\]

(1.29)

If we assume that the local oscillator is a coherent state \(|\alpha_L\rangle\) with \(\alpha_L = |\alpha_L|\exp(i\phi_L)\), the above expression gives:

\[
\langle\alpha_L|\hat{D}|\alpha_L\rangle = i|\alpha_L|(e^{-i\phi_L}a - e^{i\phi_L}a^\dagger)
\]

(1.30)

So that,
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\[
\langle \alpha_L | \hat{D} | \alpha_L \rangle (\phi_L = 0) = i |\alpha_L| (a - a^\dagger) = -2 |\alpha| \hat{Y}
\]
\[
\langle \alpha_L | \hat{D} | \alpha_L \rangle (\phi_L = \frac{\pi}{2}) = |\alpha_L| (a + a^\dagger) = 2 |\alpha| \hat{X}
\] (1.31) (1.32)

When we scan the local oscillator phase, we can have a direct measurement of the quadratures \(X\) and \(Y\) defined in the eq.s (1.4).

- When the input field \(\hat{a}\) is a coherent state, independent of the local oscillator phase \(\phi_L\), the fluctuations in the measurement are \(\langle \Delta \hat{D} \rangle^2 = |\alpha_L|^2\), which is thus the SQL to which the measurements should be compared.

- When the input field is a squeezed state \(S^\dagger(\zeta)\hat{a}S(\zeta)\), the standard deviation \(\langle \Delta \hat{D} \rangle\) scans different quadratures, when one varies the LO phase. In the case of real \(\zeta\) parameter:
  - For an amplitude squeezed state, \(\langle \Delta \hat{D}(\phi_L = 0) \rangle^2 > |\alpha_L|^2\) and \(\langle \Delta \hat{D}(\phi_L = \frac{\pi}{2}) \rangle^2 < |\alpha_L|^2\).
  - For a phase squeezed state, \(\langle \Delta \hat{D}(\phi_L = 0) \rangle^2 < |\alpha_L|^2\) and \(\langle \Delta \hat{D}(\phi_L = \frac{\pi}{2}) \rangle^2 > |\alpha_L|^2\).

However, real beamsplitters have losses, which can be modeled by adding phantom beamsplitters in front of the detectors, where the incident field is mixed with a vacuum mode \(\hat{b}\) from the other side [Leonhardt, 1997] (c.f. fig 1.4).

Figure 1.4: Modeling losses in homodyne detection with phantom beam-splitters (shown in gray): (a) two vacuums \(\hat{b}_1\) and \(\hat{b}_2\) are mixed with the two output ports \(\hat{d}_1\) and \(\hat{d}_2\) respectively of the homodyne-mixing 50/50 beam splitter. and (b) an effective vacuum input in front of an ideal homodyne detection scheme. The two representations (a) and (b) are equivalent [Leonhardt, 1997].
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If we assume an overall beamsplitter of a transmission coefficient $\eta$ and that the local oscillator power is much more than the signal one, then the variance of difference of the photocurrents $\langle \Delta D \rangle^2$ can be shown to be (see appendix A.4):

$$\langle \Delta D \rangle^2 = \eta |\alpha_L|^2 \{1 + \eta [4 \langle \Delta E \rangle^2 - 1]\} \quad (1.33)$$

where we assumed that the $\hat{b}$ field (see fig. 1.4(b)) is a coherent vacuum state, and the operator $\hat{E} = \frac{1}{2}[e^{i\phi_L}\hat{a}^\dagger + e^{-i\phi_L}\hat{a}]$. The LO shot noise $\eta |\alpha_{LO}|^2$ is the standard quantum limit (SQL).

- When the input signal is in a coherent state, then $\langle \Delta E \rangle^2 = \frac{1}{4}$. So that, when this difference is measured via an Electric Spectrum Analyzer (ESA), we observe the shot noise of the LO i.e. the SQL.

- When the input signal is in a squeezed state, $\langle \Delta E \rangle^2 < \frac{1}{4}$ or $\langle \Delta E \rangle^2 > \frac{1}{4}$, depending on the values of $\phi_L$. When the difference of the photocurrents is measured via an ESA while the LO phase is scanned, we can see noise decreasing below the LO shot noise for some values, while it increases above for others.

In fig. 1.5, I have plotted the observed squeezing and the SQL levels as a function of the transmission coefficient $\eta$ of the fictitious beamsplitter. A 2 dB initial squeezing will not be visible when losses are more than 76%, while for a 9 dB of squeezing, it is visible up to nearly 53% of losses.

For a two mode squeezing (c.f. sec. 1.4.5), we should use a “Heterodyne detection” scheme, which will be detailed in the next chapter, in section 3.4.

1.2 Light Amplification

1.2.1 Propagation of light in a dielectric medium

“Non-linear optical phenomena are the various response of a material system to an applied optical field that depends in a ‘nonlinear’ manner on the strength of the optical field” [Boyd, 2003]. Such phenomena can be modeled using the Maxwell’s equations, which describe the propagation of an electromagnetic field in different media. In this thesis, I am interested only in dielectric media without
any free current and charges, so that in SI units the Maxwell’s equations are stated as (in SI units):  

\begin{align}
\nabla \cdot \vec{D} &= 0 \\
\nabla \times \vec{B} &= 0 \\
\n\nabla \times \vec{E} &= -\frac{\partial}{\partial t} \vec{B} \\
\n\nabla \times \vec{H} &= \frac{\partial}{\partial t} \vec{D}
\end{align}

(1.34)

where, \( \vec{E} \) is the electric field, \( \vec{B} \), the magnetic field, \( \vec{D} \), the displacement field, and \( H \), the magnetizing field. The displacement field \( \vec{D} \) is obtained by summing up the free space flux density and the one due to the locally induced polarization \( \vec{P} \):  

\[ \vec{D} = \epsilon_0 \vec{E} + \vec{P} \] 

(1.35)

where \( \epsilon_0 \) is the free space permittivity. Assuming that the medium is nonmagnetic (i.e. \( \vec{H} = \vec{B}/\mu_0 \)) and using the fact that \( c = 1/\sqrt{\mu_0 \epsilon_0} \), the insertion of eq. (1.35) in eq. (1.34), gives the relation between \( \vec{P} \) and \( \vec{E} \) :  

\[ -\frac{1}{\epsilon_0 c^2} \partial_t^2 \vec{P} = \nabla \times \nabla \times \vec{E} + \frac{1}{c^2} \partial_t^2 \vec{E} \] 

(1.36)
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The polarization vector, can be conveniently split into its linear and nonlinear response parts, as:

\[ P = \epsilon_0 \chi^{(1)} \vec{E} + \vec{P}_{NL} \]  

(1.37)

Using this expression for \( \vec{P} \) in eq. 1.36 and that \( \nabla . \vec{E} = 0 \), we obtain the relation:

\[ \frac{1}{\epsilon_0 c^2} \partial_t^2 \vec{P}_{NL} = \nabla^2 \vec{E} - \frac{1}{c^2} \partial_t \vec{E} \]  

(1.38)

The above equation governs how a non-linear medium responds to any incident electric field. The nonlinear part of the polarization field can be expanded as an infinite series of electric field as:

\[ \vec{P}_{NL} = \epsilon_0 \left[ \chi^{(2)} \vec{E}^2 + \chi^{(3)} \vec{E}^3 + \chi^{(4)} \vec{E}^4 + \ldots \right] \]  

(1.39)

Here, the powers of the field vectors imply the tensorial nature of the non-linear susceptibilities. In eq. 1.39, the \( \chi^{(2,3, \ldots)} \) are the second, third etc order non-linear coefficients respectively. In general, a process corresponding to a term involving \( \vec{E}^n \) is called \((n+1)\)-wave mixing process as it involves \((n+1)\) waves, including \( P_{NL} \). In this thesis, the scalar interpretation of the equation is sufficient, so that we write:

\[ P_{NL} = \epsilon_0 \left[ \chi^{(2)} E^2 + \chi^{(3)} E^3 + \chi^{(4)} E^4 + \ldots \right] \]  

(1.40)

1.2.2 Some non-linear phenomena

I consider now the sum of \( n \) electric fields with different amplitudes \( E_n \) and frequencies \( \omega_n \):

\[ E = \sum_n [E_n e^{j \omega_n t} + c.c.] \]  

(1.41)

Putting this expression into eq. 1.40, one can observe that a second order non-linear phenomenon is given by \((E_1 e^{j\omega_1 t} + E_1^* e^{-j\omega_1 t} + E_2 e^{j\omega_2 t} + E_2^* e^{-j\omega_2 t} + \ldots)^2\), which can be expanded and shows terms:

- with frequencies \((\omega_i + \omega_j)\) where \(\{i, j : 1 \rightarrow n\}\) : the process is called sum-frequency generation.
- with frequencies \((\omega_i - \omega_j)\) : the process is called difference frequency generation.

Similarly, a third order non-linear process gives rise to polarization components that oscillate with frequencies \((\omega_i \pm \omega_j \pm \omega_k)\) with \(\{i, j, k : 1 \rightarrow n\}\). The
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non-linear polarizations radiate electric fields oscillating at these frequencies.

Because, these processes generate frequencies different from the original fields, it has found interest in many ways:

(a) The Second Harmonic Generation (SHG) is a sum frequency generation by a second order non-linear process where a sum frequency field is generated using degenerate input fields (fig. 1.6(a)). This gives rise to an electric field with twice the original frequency. Using this phenomenon, second harmonic imaging is an efficient tool for studying nonlinear biological systems [Freund and Deutsch, 1986]. It also is extensively used in industry to generate green 532 nm laser from 1064 nm infrared laser, with non-linear crystals such as potassium titanyl phosphate (KTP).

(b) The Third Harmonic Generation (THG) is a sum frequency generation by a third order non-linear process with three degenerate input fields. The new electric field oscillates with a frequency, which is thrice the original one (fig. 1.6(b)). THG has found interests from labeling nanoparticles by size [Lippitz, Dijk, and Orrit, 2005] to advanced imaging schemes in biological tissues [Kuzmin et al., 2016].

(c) The Kerr effect, is a third order nonlinear process, with three degenerate input fields. Here, the term of interest is $E^*E$ (fig. 1.6(c)), so that the effective refractive index of the medium can be shown to be [Boyd, 2003]:

$$n' = n + \frac{3\chi^{(3)}}{8n}|E|^2$$
Because of this intensity dependent refractive index change, a Gaussian beam will create a Gaussian refractive index spatial variation even in an isotropic medium, which mimics a lens, and induces self-focusing [Kelley, 1965]. Optical Kerr effect has found applications in silicon wave-guides [Stolen and Ashkin, 1973], or in spectroscopy of liquid materials [Zhong and Fourkas, 2008].

(d) The Four Wave Mixing (FWM) is a third order non-linear process where three electric fields with different frequencies $\omega_1, \omega_2$ and $\omega_3$ gives birth to another field with a frequency $\omega_4 = \omega_1 + \omega_2 - \omega_3$ (fig. 1.6(d)). This process has been used to observe phenomena like intensity and noise correlations [Qin et al., 2014] or squeezing [Agarwal, 1986]. In terms of applications, FWM is used as a tool for real-time holographic imaging [Yariv, 1978], real-time image processing [Pepper, AuYeung, Fekete, and Yariv, 1978] and is the fundamental principle of spectroscopic processes like Coherent Anti-Stokes Raman Spectroscopy (CARS), Coherent Stokes Raman Spectroscopy (CSRS) or Stimulated Raman Gain Spectroscopy (SRS) [Shen, 1984].

Although useful, the first two processes discussed above create frequencies much further from the original interacting fields. FWM process has the advantage of creating frequencies which are similar to the input fields. Usually, the higher the order, the smaller the amplitude of the phenomena. But, centro-symmetric media have a $\chi^{(2)}$ equal to 0, so that the third order processes are easier to detect. This is the case with a gas cell.

1.3 Phase insensitive and phase sensitive amplification

One of the main advantages of using optical fiber for transmission of information is its low loss (attenuation coefficient can be of the order $10^{-1}$ dB/Km). Still, even with this low attenuation rate, for very long communication channels, we need to reamplify the optical signal. Traditional amplifiers such as Erbium Doped Fiber Amplifier (EDFA) or Semiconductor Optical Amplifiers (SOA) are open systems: because they interact with the environment, the signal to noise ratio is degraded by about 3 dB for high gains [Caves, 1982]. Contrary to these phase insensitive amplifiers, the Phase Sensitive Amplification (PSA) phenomenon, discussed in this section, can show an ideal Noise Factor $NF = 1$. It is possible because PSA happens in a closed Hamiltonian system
which uses non-linear interactions to transfer photons from a pump channel to a signal one.

Here we are interested in FWM processes involving a degenerate pump of frequency $\omega_P$. Two such pump photons are annihilated to amplify a signal field of frequency $\omega_s$ and an idler field of frequency $\omega_i$, which are symmetrically detuned from $\omega_P$ by a frequency difference $\delta$ (see in fig. 1.7).

### 1.3.1 Classical FWM

![Figure 1.7: Schematic diagram of the frequencies of the involved fields. A strong pump (or coupling, in red) with a frequency $\omega_P$ and two weaker fields: a signal (in green, frequency $\omega_s = \omega_P - \delta$) and an idler (in blue, frequency $\omega_i = \omega_P + \delta$)](image)

We consider three copropagating monochromatic fields:

$$E_{P,i,s}(z) = A_{P,i,s}(z)e^{i(k_{P,i,s}z - \omega_{P,i,s}t)} + c.c. \tag{1.42}$$

where P,i,s are the labels for the pump, idler and signal beams respectively. The frequencies satisfy the relation: $2\omega_P = \omega_i + \omega_s$ (see fig.1.7). $A_{P,i,s}(z)$ are the amplitudes, which vary along the direction of propagation $z$. We consider the nonlinear FWM components of the polarization with frequencies $\omega_P$, $\omega_s$ and $\omega_i$ [Boyd, 2003] (other frequency components are also produced, but they are very far from the incident frequencies):

$$P_{NL}^{FWM} = \epsilon_0 \chi ^{(3)}(E_P + E_i + E_s)^3 \Rightarrow P_{NL}^{FWM}\big|_{\omega_P} = \epsilon_0 \chi ^{(3)}[(3A_P A_P^* + 6A_s A_s^* + 6A_i A_i^*) A_P e^{i(k_P z) + 6A_s A_s^* e^{i(k_s - k_P) z}}]; \nonumber$$

$$P_{NL}^{FWM}\big|_{\omega_s} = \epsilon_0 \chi ^{(3)}[(6A_P A_P^* + 3A_s A_s^* + 6A_i A_i^*) A_s e^{i(k_s z) + 3A_P^2 A_s^* e^{i(2k_P - k_s) z}}]; \nonumber$$

$$P_{NL}^{FWM}\big|_{\omega_i} = \epsilon_0 \chi ^{(3)}[(6A_P A_P^* + 6A_s A_s^* + 3A_i A_i^*) A_i e^{i(k_i z) + 3A_P^2 A_s^* e^{i(2k_P - k_i) z}}]; \quad \tag{1.43}$$
The non-linear wave-equation eq. 1.38 gives, for each frequency components $\omega_{P,i,s}$:

$$\partial_z^2 (A_{P,i,s} e^{ik_{P,i,s} z}) + \frac{1 + \chi(1)}{c^2} \omega_{P,i,s}^2 (A_{P,i,s} e^{ik_{P,i,s} z}) = -\frac{\omega_{P,i,s}^2}{\epsilon_0 c^2} P_{NL}^{FWM} |\omega_{P,i,s} (1.38)$$

where $\nabla^2$ is replaced by $\partial_z^2$ because the field depends only on $z$ (eq. (1.42)).

Using

$$\partial_z^2 (A_{P,i,s} e^{ik_{P,i,s} z}) = \partial_z^2 A_{P,i,s} + 2 i k_{P,i,s} \partial_z A_{P,i,s} - k_{P,i,s}^2 A_{P,i,s} (1.39)$$

with the slowly varying wave approximation $|\partial_z^2 A| \ll k |\partial_z A|$ and $k_{P,i,s}^2 = \epsilon(1) \omega_{P,i,s}^2 / c^2$, eq. (1.38) gives the coupled equations : 

$$\partial_z A_s = i \gamma (|A_s|^2 + |A_P|^2 + 2 |A_i|^2) A_s + i \gamma A_P^* A_i^* \exp\{-i \Delta \beta z\}$$

$$\partial_z A_P = i \gamma (2 |A_s|^2 + |A_P|^2 + 2 |A_i|^2) A_P + 2 i \gamma A_s A_i A_P^* \exp\{i \Delta \beta z\}$$

$$\partial_z A_i = i \gamma (2 |A_s|^2 + 2 |A_P|^2 + |A_i|^2) A_i + i \gamma A_P^2 A_s^* \exp\{-i \Delta \beta z\}$$

where $\Delta \beta = 2 k_P - k_s - k_i$ is the linear wave-vector mismatch and $\gamma = \frac{|k_P| \chi(3)}{\chi(1)(\beta_{P})}$ is the non-linear parameter. In the undepleted pump approximation (i.e. the amplitude of the pump field is high enough to consider that its intensity, which is proportional to $|A_P|^2 = P_P$, is constant), if $|A_s|^2 = |A_i|^2 \ll |A_P|^2$, the above equations give:

$$\partial_z A_P = i \gamma P_P A_P$$

$$\Rightarrow A_P = A_P(0) \exp\{i \gamma P_P\}$$

$$\partial_z A_s = i \gamma 2 P_P A_s + i \gamma P_P A_i^* \exp\{(2 i \gamma P_P - i \Delta \beta z)\}$$

$$\partial_z A_i = i \gamma 2 P_P A_i + i \gamma P_P A_s^* \exp\{(i \gamma P_P - i \Delta \beta z)\}$$

The last two equations are the coupled differential equations for the signal and idler amplitudes, the solutions to which are given by:

$$A_s = \mu A_s(0) + \nu A_i^*(0)$$

$$A_i = \nu A_s^*(0) + \mu A_i(0)$$

(1.48)

with

$$\mu = \left(cosh(gz) + i \frac{\kappa}{2g} sinh(gz) \right) \exp\{(i \Delta \beta z / 2)\}$$

$$\nu = \frac{i \gamma}{g} A_P^2(0) sinh(gz) \exp\{(i \Delta \beta z / 2)\}$$

(1.49)
where
\[ \kappa = 2\gamma P_P - \Delta \beta \] is the nonlinear phase mismatch.
\[ g = \sqrt{\gamma^2 P_P^2 - \left(\frac{\kappa}{2}\right)^2} \] is the parametric gain coefficient.

From the definitions of \( \mu \) and \( \nu \), it can be seen that,
\[ |\mu|^2 - |\nu|^2 = 1 \] (1.51)

### 1.3.2 Phase Insensitive Amplification gain

In the case of Phase Insensitive Amplification (PIA), we just fix the initial idler amplitude to be zero, i.e. \( A_i^*(0) = 0 \), so that, the eq.s 1.48, are redefined to be:

\[ A_s = \mu A_s(0) \]
\[ A_i = \nu A_s^*(0) \] (1.52)

The gain for the signal field is given by:
\[ G_{PIA} = \frac{|A_s|^2}{|A_s(0)|^2} = |\mu|^2 \]
\[ = \cosh^2(gz) + \left(\frac{\kappa}{2g}\right)^2 \sinh^2(gz) \] (1.53)

There is no phase dependence in this expression. Indeed, an idler \( A_i = \nu A_s^*(0) \) is created, which depends on the gain parameter, so that it adapts its phase to get the above gain for the signal.
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1.3.3 Phase Sensitive Amplification gain

We now assume identical powers for the idler and signal fields: \( A_s(0) = A_i(0) = P_s \), so that:

\[
G_{PSA} = \frac{|A_s|^2}{|A_s(0)|^2} = \frac{|\mu A_s(0) + \nu A_i^*(0)|^2}{|A_s(0)|^2} = |\mu|^2 + |\nu|^2 + 2|\mu||\nu|\cos(\theta_\mu - \theta_\nu + \theta_s + \theta_i) \\
= 1 + \left[ 1 + \frac{\kappa^2 + 4\gamma^2P_p^2 + 4\kappa\gamma P_p \cos(\theta_{rel})}{4g^2} \right] \sinh^2(gz) \\
+ \frac{2\gamma P_p \sin(\theta_{rel}) \sinh(2gz)}{g} 
\]

where, \( \mu = |\mu|\exp(i\theta_\mu) \), \( \nu = |\nu|\exp(i\theta_\nu) \) and \( \theta_{rel} = \theta_s + \theta_i - 2\theta_p \). \( \theta_{rel} \) is the initial phase difference between the coupling, signal and idler beams.

From the above expression for the gain, we deduce the maximum and minimum achievable gain values, \( G_{max} = (|\mu| + |\nu|)^2 \) and \( G_{min} = (|\mu| - |\nu|)^2 \). From the definitions of \( \mu \) and \( \nu \) it can easily be verified that:

\[
G_{min} = \frac{1}{G_{max}} 
\]

which is a characteristic of PSA.

From the relation between \( \mu \) and \( \nu \) (c.f. eq. 1.51), the maximum and minimum PSA gains can be written in terms of the PIA gain \( g \):

\[
G_{max} = \frac{1}{G_{min}} 
\]

Figure 1.8: Dependence of the maximum (in blue) and minimum (in yellow) PSA gains on the PIA gain.
1.4 Noise properties of PIA and PSA

\[ G_{\text{max}} = 2g - 1 + 2\sqrt{g(g - 1)} \] (1.56)
\[ G_{\text{min}} = 2g - 1 - 2\sqrt{g(g - 1)} \] (1.57)

Fig. 1.8 shows the maximum and minimum PSA gains as a function of the PIA gain \( g \). As the idler is here sent into the medium together with the signal, its relative phase with respect to the pump is fixed: contrary to PIA, the gain thus adapts itself to the relative phase between the pump, signal and idler: \( \theta_{\text{rel}} = \theta_s + \theta_i - 2\theta_P \) and goes from values higher than 1 (amplification) to values lower than 1 (deamplification).

1.4 Noise properties of PIA and PSA

FIGURE 1.9: Quadrature noises for \( \langle Y \rangle = 0 \): evolution by a PIA process (left), and by a PSA process (right). The total noise area is increased during PIA, but remains the same during a PSA process. The noise along both quadratures are increased by the gain factor \( G \) for PIA. For PSA, the gain is increased along one quadrature and decreased along the other, keeping the total noise area constant. The corresponding Noise Factors (NF) are mentioned.

We are interested in the noise properties of the signal and idler fields. Starting from the eq.s 1.48, we replace the field amplitudes by the corresponding operators [see Appendix A.1] as:

\[ \hat{A} = \mu \hat{a} + \nu \hat{b}^\dagger \]
\[ \hat{B} = \nu \hat{a}^\dagger + \mu \hat{b} \] (1.58)

where \( \hat{A} \) and \( \hat{B} \) are the annihilation operators for the output signal and idler, and \( \hat{a} \) and \( \hat{b} \) are the input signal and idler annihilation operators respectively. The parameters \( \mu \) and \( \nu \) are defined in the eq. (1.49), which depends on the
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pump power and the phase mismatch. To calculate the NF, we need to compute the signal to noise ratio for the input and output fields.

1.4.1 Input and Output field operators

1.4.1.1 Input fields

The number operator for the sum of the signal and idler fields is defined as:

\[ \hat{N}_{in} = \hat{a}^\dagger \hat{a} + \hat{b}^\dagger \hat{b} \]  

(1.59)

So that,

\[ \Rightarrow \hat{N}_{in}^2 = \hat{a}^\dagger \hat{a} \hat{a} \hat{a}^\dagger + \hat{b}^\dagger \hat{b} \hat{b} \hat{b}^\dagger + \hat{a}^\dagger \hat{b}^\dagger \hat{b} \hat{b}^\dagger \hat{a} + \hat{a} \hat{b}^\dagger \hat{b}^\dagger \hat{a} \hat{a}^\dagger \]  

(1.60)

Let us consider the case where both the signal and idler are coherent states, so that the input state is \( |\alpha,\beta\rangle \) where \( \hat{a}|\alpha,\beta\rangle = \alpha|\alpha,\beta\rangle \) and \( \hat{b}|\alpha,\beta\rangle = \beta|\alpha,\beta\rangle \). \(|\alpha|^2 \) \(|\beta|^2 \) is the average photon number in the coherent signal (idler) state. We can then compute the expectation values for the different required operators:

\[ \langle \hat{N}_{in} \rangle = \langle \alpha,\beta | \hat{a}^\dagger \hat{a} + \hat{b}^\dagger \hat{b} | \alpha,\beta \rangle = |\alpha|^2 + |\beta|^2 \]  

(1.61)

and,

\[ \langle \hat{N}_{in}^2 \rangle = \langle \alpha,\beta | \hat{a}^\dagger \hat{a} \hat{a} \hat{a}^\dagger + \hat{b}^\dagger \hat{b} \hat{b} \hat{b}^\dagger + \hat{a}^\dagger \hat{b}^\dagger \hat{b} \hat{b}^\dagger \hat{a} + \hat{a} \hat{b}^\dagger \hat{b}^\dagger \hat{a} \hat{a}^\dagger \rangle |\alpha,\beta\rangle \]

\[ = (|\alpha|^2 + |\beta|^2)^2 + |\alpha|^2 + |\beta|^2 \]  

(1.62)

which gives:

\[ \langle \Delta N \rangle^2 = |\alpha|^2 + |\beta|^2 \]  

(1.63)

So that:

\[ \text{SNR}_{in} = \frac{(|\alpha|^2 + |\beta|^2)^2}{|\alpha|^2 + |\beta|^2} = |\alpha|^2 + |\beta|^2 \]  

(1.64)

1.4.1.2 Output fields

For the output field, the total photon number operator is now:

\[ \hat{N}_{out} = \hat{A}^\dagger \hat{A} + \hat{B}^\dagger \hat{B} \]

(1.65)

\[ = (\mu \hat{a} + \nu \hat{b}^\dagger)^\dagger (\mu \hat{a} + \nu \hat{b}^\dagger) + (\nu \hat{a}^\dagger + \mu \hat{b})^\dagger (\nu \hat{a}^\dagger + \mu \hat{b}) \]

\[ = (|\mu|^2 + |\nu|^2) + (|\mu|^2 + |\nu|^2) N_{in} + 2\nu^\ast \mu ab + 2\mu^\ast \nu a^\dagger b^\dagger \]  

(1.66)
\[ \hat{N}_{out}^2 = \left( (|\mu|^2 + |\nu|^2) + (|\mu|^2 + |\nu|^2)N_{in} + 2|\mu|^2 + 2\mu^*\nu a b \right)^2 \] (1.67)

The expectation values for these operators are thus:

\[ \langle \hat{N}_{out} \rangle = \langle \alpha, \beta | N_{out} | \alpha, \beta \rangle = (\alpha^2 + \beta^2) + (\alpha^2 + \beta^2) + 2\mu^*\nu a b + 2\mu^*\nu a^* b^* \] (1.68)

and,

\[ \langle N_{out}^2 \rangle = \langle \alpha, \beta | N_{out}^2 | \alpha, \beta \rangle = (\alpha^2 + \beta^2)^2 + (\alpha^2 + \beta^2)^2 + 2(\alpha^2 + \beta^2)(\alpha^2 + \beta^2) + 4\mu^*\nu a b + 4\mu^*\nu a^* b^* + 4\mu^*\nu a^* b^* \] (1.69)

Except if \( \alpha \) or \( \beta = 0 \), which are PIA cases, the noise depends on the relative phase, \( \theta_{rel} = \pm (\theta_\mu - \theta_\nu + \theta_s + \theta_i) \). From the eq. 1.49 , it can be shown that

\[ \theta_{rel} = \mp (2\theta_\mu - \theta_s - \theta_i) \).

### 1.4.2 Noise for PIA

Let us first consider the PIA scenario with the input state \( |\alpha, 0\rangle \). Using the eq.s (1.68) and (1.69), with \( \beta = 0 \), one gets :

\[ \langle \Delta N_{PIA} \rangle^2 = (\alpha^2 + \beta^2)^2 + (\alpha^2 + \beta^2)^2 + 2(\alpha^2 + \beta^2)(\alpha^2 + \beta^2) + 4\mu^*\nu a b + 4\mu^*\nu a^* b^* + 4\mu^*\nu a^* b^* \] (1.70)

The gain then can be expressed as:

\[ G_{PIA} = \frac{\langle N_{PIA} \rangle}{\langle N_{in} \rangle} \]
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For the PSA process, we now take

\[ 1.4.3 \text{ Noise for PSA} \]

environment is the reason for this noise degradation.

\[
|\alpha|^2 \gg 1, \text{ the gain is then given by } G_{PIA} \approx (|\mu|^2 + |\nu|^2) \text{ so that :}
\]

\[
\text{SNR}_{out} = \frac{\langle N_{PIA} \rangle^2}{\langle \Delta N_{PIA} \rangle^2} = \frac{(|\mu|^2 + |\nu|^2)^2 + |\alpha|^2(|\mu|^2 + |\nu|^2)^2}{|\alpha|^2(|\mu|^2 + |\nu|^2)^2 + 4|\nu|^2|\mu|^2(1 + |\alpha|^2)} \approx \frac{(|\mu|^2 + |\nu|^2)^2|\alpha|^2}{(|\mu|^2 + |\nu|^2)^2 + 4|\nu|^2|\mu|^2} \quad (\text{as } |\alpha|^2 \gg 1) \quad (1.71)
\]

As SNR$_{in} = |\alpha|^2$, the NF is given by :

\[
\text{NF}_{PIA} = \frac{\text{SNR}_{in}}{\text{SNR}_{out}} = \frac{(|\mu|^2 + |\nu|^2)^2 + 4|\nu|^2|\mu|^2}{(|\mu|^2 + |\nu|^2)^2} = \frac{(|\mu|^2 + |\nu|^2)^2 + (|\mu|^2 + |\nu|^2)^2 - (|\mu|^2 - |\nu|^2)^2}{(|\mu|^2 + |\nu|^2)^2} = 2 - \frac{1}{G_{PIA}} \quad (1.72)
\]

For large gains, the PIA process worsens the SNR by about 3 dB [Caves, 1982]. It is here visible that it is coming from the vacuum state entering by the idler mode: the fact that the amplifier is an open system coupled to the environment is the reason for this noise degradation.

1.4.3 Noise for PSA

For the PSA process, we now take $|\beta| = |\alpha|$, to calculate the noise figure (for more detailed calculations c.f. Appendix A.3). From eq.s (1.68) and (1.69) :

\[
\langle N_{PSA} \rangle = (|\mu|^2 + |\nu|^2)(1 + 2|\alpha|^2) + 4|\mu||\nu||\alpha|^2\cos(\theta_{rel}) \quad (1.73)
\]

\[
\langle N_{PSA}^2 \rangle = (|\mu|^2 + |\nu|^2)^2 + (|\mu|^2 + |\nu|^2)^2 \left( (|\alpha|^2 + |\beta|^2)^2 + |\alpha|^2 + |\beta|^2 \right) + 2(|\mu|^2 + |\nu|^2)^2 (|\alpha|^2 + |\beta|^2) + 8(|\mu|^2 + |\nu|^2)|\mu||\nu||\alpha||\beta|\cos(\theta_{rel}) + 8(|\mu|^2 + |\nu|^2)(1 + |\alpha|^2 + |\beta|^2)|\mu||\nu||\alpha||\beta|\cos(\theta_{rel}) + 8|\mu|^2|\nu|^2|\alpha|^2|\beta|^2\cos(2\theta_{rel}) + 4|\nu|^2|\mu|^2(1 + |\alpha|^2)(1 + |\beta|^2) + 4|\nu|^2|\mu|^2|\alpha|^2|\beta|^2
\]
\( (\Delta N_{PSA})^2 = \langle N_{PSA}^2 \rangle - \langle N_{PSA} \rangle^2 \)

\[
\approx 2|\alpha|^2(|\mu|^2 + |\nu|^2)^2 + 8|\mu||\nu||\alpha|^2(|\mu|^2 + |\nu|^2)\cos(\theta_{rel}) + \\
8|\mu|^2|\nu|^2|\alpha|^2 + 4|\mu|^2|\nu|^2
\]

(1.74)

The gain can then be shown to be:

\[
G_{PSA} = \frac{\langle N_{PSA} \rangle}{\langle N_{in} \rangle} = \frac{(|\mu|^2 + |\nu|^2)(1 + 2|\alpha|^2) + 4|\mu||\nu||\alpha|^2\cos(\theta_{rel})}{2|\alpha|^2}
\]

If \(|\alpha| \gg 1\), \(G_{PSA} \approx |\mu|^2 + |\nu|^2 + 2|\mu||\nu|\cos(\theta_{rel})\). As expected, this is similar to the classical result in eq. 1.54: while the relative phase \(\theta_{rel}\) is scanned, the PSA gain varies from a maximum gain \(G(\theta_{rel} = 0) = (|\mu| + |\nu|)^2 = G_{max}\) to a minimum gain \(G(\theta_{rel} = \pi) = (|\mu| - |\nu|)^2 = G_{min}\).

The SNR after the PSA output is:

\[
SNR_{PSA} = \frac{\langle N_{PSA} \rangle^2}{(\Delta N_{PSA})^2} \approx \frac{2|\alpha|^2(|\mu|^2 + |\nu|^2)^2 + 2|\mu||\nu|\cos(\theta_{rel})}{(|\mu|^2 + |\nu|^2)^2 + 4|\mu||\nu||\alpha|^2(|\mu|^2 + |\nu|^2)\cos(\theta_{rel}) + 4|\mu|^2|\nu|^2} \quad \text{(as } |\alpha|^2 \gg 1)\]

At the input, \(SNR_{in} = 2|\alpha|^2\), so that the N.F. is given by:

\[
N.F._{PSA} = SNR_{in} = \frac{SNR_{out}}{SNR_{out}} = \frac{(|\mu|^2 + |\nu|^2)^2 + 4|\mu||\nu|(\langle \mu \rangle^2 + |\nu|^2)\cos(\theta_{rel}) + 4|\mu|^2|\nu|^2}{(|\mu|^2 + |\nu|^2)^2 + 2|\mu||\nu|\cos(\theta_{rel})^2} = 2(2G_{PIA} - 1) - \frac{1}{G_{PSA}^2} \quad \text{(1.75)}
\]

The calculations to express the N.F. in terms of the PSA and PIA gains is more detailed in Appendix A.3. At \(\theta_{rel} = 0\), the gain is maximum and \(SNR_{out} = 2|\alpha|^2\), so that N.F. = 1: the PSA does not deteriorate the SNR of the initial input.

### 1.4.4 Quadrature noises after PSA

For the two fields, we can define the individual quadratures as (see eq. (1.4)):
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<table>
<thead>
<tr>
<th>input</th>
<th>output</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_a = \frac{1}{2}(a + a^\dagger) )</td>
<td>( X_A = \frac{1}{2}(A + A^\dagger) )</td>
</tr>
<tr>
<td>( y_a = \frac{1}{2}(a - a^\dagger) )</td>
<td>( Y_A = \frac{1}{2}(A - A^\dagger) )</td>
</tr>
<tr>
<td>( x_b = \frac{1}{2}(b + b^\dagger) )</td>
<td>( X_B = \frac{1}{2}(B + B^\dagger) )</td>
</tr>
<tr>
<td>( y_b = \frac{1}{2}(b - b^\dagger) )</td>
<td>( Y_B = \frac{1}{2}(B - B^\dagger) )</td>
</tr>
</tbody>
</table>

As the input signal and idler fields are coherent states, \( \langle \Delta x_{a,b} \rangle = \frac{1}{2} = \langle \Delta y_{a,b} \rangle \). Following the evolution of the fields through the PSA process given by eq. (1.58), the output field quadratures are:

\[
X_A = \frac{1}{2}(A + A^\dagger) \\
= \frac{1}{2}(\mu a + \mu^* a^\dagger + \nu b^\dagger + \nu^* b) \quad (1.76)
\]

\[
Y_A = \frac{1}{2}(A - A^\dagger) \\
= \frac{1}{2}(\mu a - \mu^* a^\dagger + \nu b^\dagger - \nu^* b) \quad (1.77)
\]

\[
X_B = \frac{1}{2}(B + B^\dagger) \\
= \frac{1}{2}(\nu a^\dagger + \nu^* a + \mu b + \mu^* b^\dagger) \quad (1.78)
\]

\[
Y_B = \frac{1}{2}(B - B^\dagger) \\
= \frac{1}{2}(\nu a^\dagger - \nu^* a + \mu b - \mu^* b^\dagger) \quad (1.79)
\]

As the input state \( |\alpha,\beta\rangle \) is the product of two independent coherent states one gets:

\[
\langle X_A \rangle = \langle \alpha, \beta | X_A | \alpha, \beta \rangle \\
= \frac{1}{2} (\mu \alpha + \mu^* \alpha^* + \nu \beta^* + \nu^* \beta) \quad (1.80)
\]

\[
\langle X_A^2 \rangle = \langle \alpha, \beta | X_A^2 | \alpha, \beta \rangle \\
= \frac{1}{4} (\mu^2 \alpha^2 + \mu^* \alpha^* \nu^2 \beta^* + \mu^* \nu^2 \beta^* + \nu^2 \beta^2) + \langle |\alpha|^2 \rangle + \mu \nu \alpha \beta^* + \mu^* \nu^* \alpha^* \beta + \mu^* \nu \alpha \beta^* + |\nu|^2 |\beta|^2 + \nu^* \mu \alpha + \nu^* \mu^* \alpha^* + |\nu|^2 (|\beta|^2 + 1) \quad (1.81)
\]

\[
\Rightarrow \langle \Delta X_A \rangle^2 = \frac{1}{4} (|\mu|^2 + |\nu|^2) \\
\langle \Delta X_A \rangle = \frac{1}{2} \sqrt{G_{PA}} \quad (1.82)
\]
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For all the other quadratures as well, it can be shown that
\[ \langle \Delta Y_A \rangle = \langle \Delta X_B \rangle = \langle \Delta Y_B \rangle = \frac{1}{2} \sqrt{G_{P\text{IA}}} \] (for detailed calculations, see Appendix A). Individually, none of the fields are squeezed: indeed the sum and difference of the signal fields are squeezed, as shown in the next section. It can also be noticed that although the noise is the same on both quadratures, the states are not coherent anymore: their fluctuations are larger than \( \frac{1}{2} \).

1.4.5 Two mode squeezing

Following [Ferrini et al., 2014] we perform a transformation of operators:

\[
\begin{align*}
a_+ &= \frac{a + b}{\sqrt{2}} \quad A_+ = \frac{A + B}{\sqrt{2}} \\
a_- &= \frac{a - b}{\sqrt{2}} \quad A_- = \frac{A - B}{\sqrt{2}}
\end{align*}
\] (1.83)

(1.84)

The definition of \( A_+ \) and \( A_- \) (see eq. 1.58) is now given by:

\[ A_\pm = \mu a_\pm \pm \nu a_\pm^\dagger \]

the form of which is the one of a squeezed annihilation operator, as in eq. 1.22. Quadratures are then defined by:

\[ a_\pm = x_\pm + iy_\pm \quad A_\pm = X_\pm + iY_\pm \]

The transformation shown here, from the input quadratures to the output quadratures, can be described by the following matrices [McKinstrie and Karlsson, 2013]:

\[
\begin{pmatrix} X_\pm \\ Y_\pm \end{pmatrix} = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} |\mu| \pm |\nu| & 0 \\ 0 & |\mu| \mp |\nu| \end{pmatrix} \begin{pmatrix} \cos \phi & \sin \phi \\ -\sin \phi & \cos \phi \end{pmatrix} \begin{pmatrix} x_\pm \\ y_\pm \end{pmatrix}
\]

(1.85)

We can write more conveniently,

\[ Q_\pm = R(\theta) M_\pm R(-\phi) q_\pm \]

(1.86)

where \( Q_\pm = \begin{pmatrix} X_\pm \\ Y_\pm \end{pmatrix} \), \( q_\pm = \begin{pmatrix} x_\pm \\ y_\pm \end{pmatrix} \) are the input and output quadrature vectors.

The matrix \( R(\theta) \) is a unitary rotation by an angle \( \theta \) in the phase space.

This description is in the Heisenberg picture, and shows the transformation of the operator:
Figure 1.10: Evolution of the input error ellipse for the fields $a_{\pm}$ into the output error ellipses for the fields $A_{\pm}$ in the complex quadrature plane. The red color corresponds to the fields with a minus-subscript, and the blue color is for the fields with a plus-subscript. At the input, the fields $a_{\pm}$ are in a coherent state, hence the circle. They undergo the unitary rotations and the squeezing operation (one quadrature is amplified, and the other is de-amplified) as shown in eq. 1.85.

(1) $R(-\phi)$ denotes a clockwise rotation by an angle $\phi = \frac{1}{2}(\theta_\nu - \theta_\mu)$.

(2) $M_+ (M_-)$ transforms the quadratures $q_+ (q_-)$. The quadrature $x_+ (y_+)$ is multiplied by a factor $|\mu| + |\nu|$ ($|\mu| - |\nu|$). As $|\mu|^2 - |\nu|^2 = 1$, the factors $|\mu| + |\nu|$ and $|\mu| - |\nu|$ are reciprocals and when the quadrature $x_+$ is amplified, $y_+$ is deamplified and vice-versa. Similar argument holds for $x_-$ and $y_-$ as well.

(3) Finally, the fields experience another rotation $R(\theta)$ in the phase space, by an angle $\theta = \frac{1}{2}(\theta_\nu + \theta_\mu)$.

Fig. 1.10 shows the transformation described above in the phase space. The output quadratures can be expanded in terms of the output field annihilation and creation operators:

$$X_+ = \frac{1}{2\sqrt{2}} \left( (A + B) + (A^\dagger + B^\dagger) \right)$$

$$Y_+ = \frac{1}{2\sqrt{2}i} \left( (A + B) - (A^\dagger + B^\dagger) \right)$$
\[ X_- = \frac{1}{2\sqrt{2}} \left( (A - B) + (A^\dagger - B^\dagger) \right) \]
\[ Y_- = \frac{1}{2\sqrt{2}i} \left( (A - B) - (A^\dagger - B^\dagger) \right) \]

(1.87)

Let us now calculate the fluctuations of the quadrature \( X_+ \) (c.f. Appendix A.3.3) for an input state \( |\alpha, \alpha\rangle \):

\[ \langle X_+ \rangle = \frac{1}{2\sqrt{2}} \left( \langle A + A^\dagger \rangle + \langle B + B^\dagger \rangle \right) = \frac{1}{\sqrt{2}} (\mu^* + \nu)\alpha^* + (\mu + \nu^*)\alpha \]

(1.88)

The variance in this quadrature is given by:

\[ \langle \Delta X_+ \rangle^2 = \frac{1}{4} (|\mu|^2 + |\nu|^2 + 2|\mu||\nu| \cos 2(\theta_\mu + \theta_\nu)) \]

(1.89)

- When \( \theta_\mu + \theta_\nu = 0 \), we have \( \langle \Delta X_+ \rangle = \frac{1}{2}(|\mu| + |\nu|) \).
- When \( \theta_\mu + \theta_\nu = \frac{\pi}{2} \), we have \( \langle \Delta X_+ \rangle = \frac{1}{2}(|\mu| - |\nu|) \).

As \(|\mu| + |\nu|\) \cdot (|\mu| - |\nu|) = 1, (|\mu| + |\nu|) > 0 \) and \(|\mu| - |\nu| > 0\), we deduce that \(|\mu| + |\nu| > 1 > |\mu| - |\nu|\).

We thus see that \( \langle \Delta X_+ (\theta_\mu + \theta_\nu = \frac{\pi}{2}) \rangle < \frac{1}{2} \) : the state is squeezed along the \( X_+ \) quadrature. For \( \theta_\mu + \theta_\nu = 0 \), it is squeezed along \( Y_+ \). The calculations for all quadratures are detailed in Appendix A.3.3. We observe that \( X_+ \) and \( Y_- \) quadratures are squeezed simultaneously when the \( X_- \) and \( Y_+ \) quadratures are anti-squeezed. Similarly, \( X_- \) and \( Y_+ \) quadratures are squeezed when \( X_+ \) and \( Y_- \) are anti-squeezed.

Fig. 1.10 shows how the sum or difference of fields are being squeezed together, while the isolated fields are not. The squeezing is due to the quantum correlations between the fields because the signal and idler photons are created pairwise.
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Ultra-narrow Atomic Resonances

The real part (dispersion) and imaginary part (absorption) of the susceptibility ($\chi$) of a system are linked through the Kramers-Kronig relation [Boyd, 2003]:

$$
Re(\chi(\omega)) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{Im(\chi(\omega'))d\omega'}{\omega' - \omega}
$$

$$
Im(\chi(\omega)) = -\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{Re(\chi(\omega'))d\omega'}{\omega' - \omega}
$$

Nonlinear optics require steep dispersions, which are thus associated to sudden changes of the transmission of the medium. Here I discuss some atomic processes, which give rise to ultra-narrow resonances i.e., which have a bandwidth less than the optical coherences decay rates.

Two of them, Coherent Population Trapping (CPT) and Electromagnetically Induced Transparency (EIT) involve atomic internal degrees of freedom. The third one, known as Recoil Induced Resonances (RIR), requires to consider atomic external degrees of freedom.
2.1 Coherent Population Trapping

Let us consider a three-level atomic system in a Λ configuration (see fig. 2.1(a)), where two ground states \( |g_1⟩ \) and \( |g_2⟩ \) are optically coupled to the same excited state \( |e⟩ \). The ground states energy difference is \( 2\hbar \Delta \).

Two fields couple the two legs of the Λ system: the transition \( |g_1⟩ \rightarrow |e⟩ \) is coupled by the coupling field \( E_c \) and the transition \( |g_2⟩ \rightarrow |e⟩ \) is coupled by the signal field \( E_s \). The corresponding Rabi frequencies are given as:

\[
\Omega_{c,p} = \frac{d E_{c,s}}{\hbar}
\]

where, \( d \) is the dipole moment of the transition, and \( E_{c,p} \) are the complex amplitudes of coupling and signal fields respectively. Their frequencies \( \omega_{c,s} \) are detuned from the corresponding transitions by \( \Delta_{c,s} = \omega_{c,s} - (\omega_0 \pm \Delta) \).

The state of the system is described through the density matrix \( \rho \), which evolves following the Von-Neumann equation:

\[
\frac{d}{dt} \rho = \frac{1}{i\hbar} [\mathcal{H}, \rho] + \frac{\partial}{\partial t} \rho|_{\text{relax}}
\]

Where, \( \mathcal{H} \) is the interaction Hamiltonian and the term \( \frac{\partial}{\partial t} \rho|_{\text{relax}} \) describes the non-unitary relaxation processes. The relevant decay rates are:

- \( \Gamma_0 \) : spontaneous decay rate from the excited state to the ground states.
- \( \gamma \) : optical coherences decay rate of the transitions \( |e⟩ \leftrightarrow |g_1⟩ \) and \( |e⟩ \leftrightarrow |g_2⟩ \), which are assumed to be equal.
- \( \gamma_{12} \) : decay rate of the Raman coherence between the ground states \( |g_1⟩ \) and \( |g_2⟩ \).
- \( \gamma_t \) : transit rate through the laser beam, which can be added for moving atoms.

The total Hamiltonian of the system, in the \( \{ |e⟩, |g_1⟩, |g_2⟩ \} \) basis and in the rotating wave approximation, is given as:

\[
\mathcal{H} = \begin{pmatrix}
0 & \Omega_s e^{-i\omega_0 t} & \Omega_c e^{-i\omega_c t} \\
\Omega_s^* e^{i\omega_0 t} & \omega_0 - \Delta & 0 \\
\Omega_c^* e^{i\omega_c t} & 0 & \omega_0 + \Delta
\end{pmatrix}
\]

where \( \Omega_{c,s} \) are the Rabi frequencies of the coupling and signal fields respectively.
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Figure 2.1: (a) Three atomic energy levels in a Λ scheme: two ground states $|g_1\rangle$ and $|g_2\rangle$ are optically coupled to the excited state $|e\rangle$ by a coupling field (shown in red) and a signal field (shown in green) of Rabi frequencies $\Omega_c$ and $\Omega_s$, and optical frequencies $\omega_c$ and $\omega_s$ respectively. $2\Delta$ is the energy splitting between the two ground states. $\omega_0 \pm \Delta$ are the optical transition frequencies. The spontaneous decay rate of the excited state is $\Gamma_0$. The atoms have a transit rate $\gamma_l$ into the laser beam, the optical coherences and the ground-state Raman coherence decay rates are $\gamma$ and $\gamma_{12}$ respectively. (b) Atomic system in the $\{|+\rangle, |-\rangle\}$ basis, when the fields are at Raman resonance. The $|-\rangle \rightarrow |e\rangle$ transition is not coupled to the light and after a few pumping cycles, all the atoms end up in the $|-\rangle$ dark state.

The evolution of the density matrix elements (eq. 2.3) is then given by the Bloch equations (the indices 1 ad 2 labels the states $|g_1\rangle$ and $|g_2\rangle$ respectively):

\[
\begin{align*}
\frac{d}{dt} \tilde{\rho}_{ee} &= -i([\tilde{\rho}_{e1} \Omega_{e}^* - \tilde{\rho}_{1e} \Omega_{s}] + (\tilde{\rho}_{e2} \Omega_{c}^* - \tilde{\rho}_{2e} \Omega_{c}]) - (\Gamma_0 + \gamma_l) \tilde{\rho}_{ee}, \\
\frac{d}{dt} \tilde{\rho}_{11} &= i(\tilde{\rho}_{e1} \Omega_{s}^* - \tilde{\rho}_{1e} \Omega_{s}) + \frac{\Gamma_0}{2} \tilde{\rho}_{ee} + \gamma_l \tilde{\rho}_{11}, \\
\frac{d}{dt} \tilde{\rho}_{22} &= i(\tilde{\rho}_{e2} \Omega_{c}^* - \tilde{\rho}_{2e} \Omega_{c}) + \frac{\Gamma_0}{2} \tilde{\rho}_{ee} + \gamma_l \tilde{\rho}_{22}, \\
\frac{d}{dt} \tilde{\rho}_{e1} &= [i \Delta_s - \gamma] \tilde{\rho}_{e1} + i(\tilde{\rho}_{11} - \tilde{\rho}_{ee}) \Omega_s + i \tilde{\rho}_{21} \Omega_c, \\
\frac{d}{dt} \tilde{\rho}_{e2} &= [i \Delta_c - \gamma] \tilde{\rho}_{e2} + i(\tilde{\rho}_{22} - \tilde{\rho}_{ee}) \Omega_c + i \tilde{\rho}_{12} \Omega_s, \\
\frac{d}{dt} \tilde{\rho}_{12} &= -\tilde{\rho}_{12}(\gamma_{12} + i \delta_R) - i \tilde{\rho}_{12} \Omega_c + i \tilde{\rho}_{e2} \Omega_{s}^*. 
\end{align*}
\] (2.5)

where we have taken, $\rho_{e1} = \tilde{\rho}_{e1} e^{-i \omega_{c} t}$, $\rho_{e2} = \tilde{\rho}_{e2} e^{-i \omega_{s} t}$, $\rho_{12} = \tilde{\rho}_{12} e^{-i(\omega_{c} - \omega_{s}) t}$ and $\rho_{ii} = \tilde{\rho}_{ii}$ for $i \in \{e, 1, 2\}$. $\delta_R = \Delta_s - \Delta_c$ is the Raman detuning from the two photon transition.

When $\Delta_s = \Delta_c$, the two photon transition is at resonance ($\delta_R = 0$), and excites the ground state Raman coherence: the condition is thus known as Raman resonance. In this case, it is instructive to apply a unitary transform on the
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ground states \( |g_1\rangle \) and \( |g_2\rangle \) to define the states:

\[
|+\rangle = \frac{\Omega_s}{\sqrt{\Omega_s^2 + \Omega_c^2}} |g_1\rangle + \frac{\Omega_c}{\sqrt{\Omega_s^2 + \Omega_c^2}} |g_2\rangle ; \\
|\rangle = \frac{\Omega_c}{\sqrt{\Omega_s^2 + \Omega_c^2}} |g_1\rangle - \frac{\Omega_s}{\sqrt{\Omega_s^2 + \Omega_c^2}} |g_2\rangle . \tag{2.6}
\]

The \( |\rangle \) state is an eigenvector of \( \mathcal{H} \) with the eigenvalue 0. The state \( |+\rangle \) is orthogonal to \( |\rangle \). The probability of the transition \( |e\rangle \leftrightarrow |\rangle \) under the Hamiltonian \( \mathcal{H} \) (c.f. eq 2.4) is \( |\langle e| \mathcal{H} |\rangle|^2 = 0 \). The probability of the other transition \( |e\rangle \leftrightarrow |+\rangle \) is non-zero (see fig. 2.1(b)).

After some cycles of optical pumping, all the population is trapped in the \( |\rangle \) dark state [Arimondo, 1996]. This process is known as coherent population trapping.

Coherent population trapping has been used as a tool to cool down atoms below recoil energy [Aspect, Arimondo, Kaiser, Vansteenkiste, and Cohen-Tannoudji, 1988], for phase-conjugate generation via non-linear interactions in sodium [Hemmer et al., 1995], for precision atomic clocks [Zanon et al., 2005] or to achieve slow group velocity of light [Schmidt, Wynands, Hussein, and Meschede, 1996]. In the case of metastable helium, as described in the next chapter, the ground states are Zeeman sublevels, so that their splitting \( \Delta \) can be varied using a magnetic field.

### 2.2 Electromagnetically Induced Transparency

A limiting case of CPT is when the coupling Rabi frequency is much higher than the signal one i.e. \( \Omega_c \gg \Omega_s \). The ground state \( |g_1\rangle \) (see fig. 2.1(a)) is effectively the dark state \( (|+\rangle \approx |g_1\rangle) \). The signal field, which should be absorbed when resonant, is transmitted: this phenomenon is known as electromagnetically induced transparency (EIT) [Harris, Field, and Imamoglu, 1990].

The absorption of the signal field is given as the imaginary part of the linear susceptibility \( \chi \), which can be shown to be [Lauprêtre, 2012]:

\[
\chi = \frac{n_{at}|d_{e1}|^2}{\Omega_s \epsilon_0 \hbar} \tilde{\rho}_{e1} \tag{2.7}
\]

where, \( n_{at} \) is the density of atoms in the medium, \( d_{e1} \) is the dipole moment of the \( |e\rangle \leftrightarrow |1\rangle \) transition and \( \epsilon_0 \) is the vacuum permitivity.

The optical coherence \( \tilde{\rho}_{e1} \) can be deduced from the Bloch equations (eq.s 2.5).

In the stationary regime the coherence \( \tilde{\rho}_{e1} \), at first order in the signal, is given
by [Lauprêtre, 2012]:

\[ \hat{\rho}_{e1}^{(1)} = \frac{i\Omega_s (\gamma_{12} - i\delta_R)}{[\gamma - i(\Delta_c + \delta_R)](\gamma_{12} - i\delta_R) + |\Omega_c|^2} \]  

(2.8)

where, the quantity \( \delta_R \) is the two photon detuning, in the presence of a ground state splitting \( 2\Delta \). Using eq. 2.8 in eq. 2.7, the linear susceptibility \( \chi \) is:

\[ \chi = \frac{n_{at}|d_{e1}|^2}{\epsilon_0 h} \frac{i(\gamma_{1-1} - i\delta_R)}{[\gamma - i(\Delta_c + \delta_R)](\gamma_{1-1} - i\delta_R) + |\Omega_c|^2} \]  

(2.9)

The transmission \( T \) of a medium with linear susceptibility \( \chi \) and length \( L \) is:

\[ T = e^{-\frac{\omega_0 L}{c} \text{Im}(\chi)} \]  

(2.10)

Fig. 2.2 shows the shape of the transmission as a function of the pump-signal detuning for different parameters:

- \( \gamma = 22.3 \) MHz, the natural linewidth of helium at 1 Torr.

- \( \gamma_{12} = 5 \) kHz, a usual value when it is limited by the transit rate in the laser beam of 3 mm diameter.

It can be seen that:

- An increase of the ground state Raman coherence decay rate, decreases the contrast and increases the width of the resonance (fig. 2.2(a)).

- When the pump power is increased, the saturation increases the width of the resonance (fig. 2.2(b)). In fig. 2.2(b) I have plotted the transmission for \( \gamma/2\pi = 0.86 \) GHz which is the Doppler width, which is reasonable as velocity changing collisions distribute the atoms throughout the Doppler classes.

- A change in the ground state splitting \( \Delta \) modifies the two-photon resonance condition, and shifts the resonance (fig. 2.2(c)).

- When the optical detuning \( \Delta_c \) is not zero, the two-photon resonance becomes asymmetric (fig. 2.2(d)).

While the transmission of the probe is given by the imaginary part of \( \chi \), the real part is linked to the dispersion. Indeed, the phase velocity is given by \( v_\phi = \frac{c}{\text{Re}(n(\omega))} \) with \( n^2(\omega) = 1 + \chi(\omega) \). So that at first order:

\[ n(\omega) = n(\omega_0) + (\omega - \omega_0) \frac{dn}{d\omega}|_{\omega_0} \]  

(2.11)
Figure 2.2: Transmission of the signal field as a function of the detuning $\delta$. The blue spectrum parameters are: $\gamma_{12}/2\pi = 5kHz$, $\gamma/2\pi = 22.3MHz$, $\Delta_c/2\pi = 0MHz$ (so that $\delta = \delta_R$), $\Delta/2\pi = 0MHz$, and $\Omega_c/2\pi = 3MHz$. The orange curves show the spectrum when (a) $\gamma_{12}/2\pi = 250kHz$, (b) $\Omega_c/2\pi = 6MHz$, the yellow curve is for $\gamma/2\pi = 0.86GHz$ which is the Doppler width, (c) $\Delta/2\pi = 1MHz$ and (d) $\Delta_c/2\pi = 20MHz$ while keeping the other parameters equal to the blue ones.
Figure 2.3: (a) Plot of the imaginary (in solid blue) and real (in dotted red) parts of the linear susceptibility $\chi$ as a function of two-photon-detuning $\delta R/2\pi$ when $\gamma_1/2\pi = 5kHz$, $\gamma/2\pi = 22.3MHz$, $\Delta_c/2\pi = 0MHz$, $\Delta/2\pi = 0MHz$, and $\Omega_c/2\pi = 3MHz$. A high positive derivative of the $\text{Re}(\chi)$ at the center causes slow light. (b) Plot of the same, for $\Delta_c/2\pi = 20MHz$, keeping the other parameters the same. A high negative derivative of the $\text{Re}(\chi)$ gives rise to of fast light.

The group velocity of light in a medium of linear susceptibility $\chi$ is then given as:

$$v_g(\omega_0) = \frac{c}{n_R(\omega_0) + \omega_0 \frac{dn_R}{d\omega} |_{\omega_0}} \approx \frac{c}{1 + \frac{\omega_0}{2} \left. \frac{d\text{Re}(\chi(\omega))}{d\omega} \right|_{\omega_0}}$$

(2.12)

where I have used that the real part of refractive index is close to 1: $n_R(\omega_0) \approx 1$.

Fig 2.3 shows the imaginary and real parts of $\chi$ for the parameters of fig. 2.2(d).

- When $\Delta_c = 0$, $\text{Im}\{\chi\}$ is symmetric around $\delta_R = 0$ and $\text{Re}\{\chi\}$ have a positive slope which induces slow light: for $\delta_R = 0$, the parameters used here give $v_g \approx 0.3c$. Similar group velocity has been observed in metastable $He^*$ [Goldfarb et al., 2008].

- For, $\Delta_c = 20MHz$, $\text{Im}\{\chi\}$ is asymmetric and around $\delta_R/2\pi = 0.3MHz$, the slope of $\text{Re}\{\chi\}$ is negative inducing a fast light propagation at $v_g = 1.2c$.

Slow light can be achieved not only via EIT, but also via other atomic resonances such as Zeeman coherence oscillations [Hashmi and Bouchene, 2008], resonator waveguides [Lee, Gehm, and Neifeld, 2010], metamterials [Lu, Savo, Casse, and Sridhar, 2009] etc. It was proposed to be used to enhance nonlinear effects [Harris, Field, and Imamoglu, 1990].

It has been shown that a fast light does not violate causality, due to the limited bandwidth associated to the resonance [Boyd, Gauthier, and Wolf, 2002]: in fact the phase velocity is not changed, the light pulses are stretched in the
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medium and compressed at the medium edges to show a high group velocity [Crouzil and Bouchene, 2009].

EIT has also been used to stop and store of light in atomic systems. First observed by Hau et al. [Hau, Harris, Dutton, and Behroozi, 1999] for about 17 seconds, the storage time has been increased to about 1 minute [Heinze, Hubrich, and Halfmann, 2013].

2.3 Recoil Induced Resonances (RIR)

Einstein’s discovery of atomic recoil from photon absorption and emission [Einstein, 1917] was first taken into account for atomic transitions coupled by electromagnetic fields by Kol’chenko et al. [Kolchenko, Rautian, and Sokolovskii, 1969]. Experimentally this recoil effect was first observed in saturation spectroscopy of Methane by Hall et al. [Hall, Bordé, and Uehara, 1976]. At the same time, Hänsch et al. proposed recoil as a mechanism to cool atomic gases by distribution of kinetic energy to scattered photons [Hänsch and Schawlow, 1975].

Recoil induced resonances, first introduced theoretically by Guo et al. [Guo, Berman, Dubetsky, and Grynberg, 1992], are a kind of atomic resonances mediated by the transfer of kinetic energy of atoms to photons or vice versa via recoil, which results into narrow features in the probe-transmission and phase conjugate generation spectra. The theoretical prediction of RIR was soon experimentally validated by Lounis et al. [Lounis, Verkerk, Courtois, Salomon, and Grynberg, 1993] and Courtois et al. [Courtois, Grynberg, Lounis, and Verkerk, 1994]. Meacher et al. proposed and showed RIR to be an excellent probe for temperature measurement of cold atoms [Meacher, Boiron, Metcalf, Salomon, and Grynberg, 1994].

A specificity of RIR is that it gives rise to Gaussian derivative resonance shapes because it results from difference in atomic populations of different momenta classes, which generally follows a Maxwell-Boltzmann distribution. Here I discuss the experiments, which are done typically in two configurations:

Case (a) With one pump and one signal beams (see fig. 2.4(a)): the pump beam has an wave-vector $\vec{k}_P = k\hat{x}$ and a frequency $\omega_P$ which is detuned from the natural transition frequency $\omega$ by an amount $\Delta = \omega_P - \omega$. The signal beam makes a small angle $\theta$ with the pump beam, and has a wave-vector $\vec{k}_s = k\hat{x} + k\theta\hat{y}$ and a frequency $\omega_s = \omega_P + \delta$. When the intensity of
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Figure 2.4: Geometry of the wave-vectors and frequencies of the pump and signal fields (signal, denoted with a s-subscript) for (a) one pump and one signal beams and (b) two retroreflected counterpropagating pump beams with one signal beam. In little windows, the corresponding characteristic probe transmissions are shown as a function of pump-signal detuning: (a) shows a single sharp feature and (b) shows a broad and a sharp one.

The transmitted signal is plotted as a function of $\delta$, we observe a sharp Gaussian derivative shape as plotted in fig. 2.6.

Case (b) With two retro-reflected pump beams and one signal beam (see fig. 2.4(b)): compared to the previous case, the pump is reflected on a mirror to create a second counter-propagating pump. In this case, the intensity of transmitted signal as a function $\delta$ shows two Gaussian derivative features of unequal width.

The signal transmission spectroscopy examines signal-attenuation or gain as a function of the pump-signal detuning $\delta$. In the next sections, I explain the processes, which lead to these particular shapes.

### 2.3.1 RIR with one pump beam

RIR can be interpreted, either in terms of stimulated Raman scattering between differently populated atomic velocity groups, or in terms of stimulated Rayleigh scattering from a bunched atomic density [Courtois and Grynberg, 1996]. In this section we discuss only the Raman scattering interpretation. The Rayleigh scattering is discussed in section 4.1.2.
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Figure 2.5: Stimulated Raman transitions between atomic free external states with kinetic energy $E = p_y^2/2M$, where $M$ is the mass of a single atom. The population difference between different initial and final momentum states induces (a) signal gain when $\delta = \omega_s - \omega_P < 0$ as more photons are transferred from the pump channel to the signal one than the opposite, and (b) signal attenuation when $\delta = \omega_s - \omega_P > 0$ as more photons are transferred from the signal channel to the pump one than the opposite.

To understand the effect of atomic recoil on the signal transmission, we consider an ensemble of two level atoms which are interacting with two beams: one pump beam with a wave-vector $\vec{k} = k\hat{x}$ and a frequency $\omega$, and one signal beam with a wave-vector $\vec{k}_s = k_s \cos \theta \hat{x} + k_s \sin \theta \hat{y}$, and a frequency $\omega_s = \omega + \delta$.

As we are looking for changes in the signal transmission, we consider the 2 following cases:

- the atom absorbs one photon from the pump channel and emits one photon in the signal channel. Thus, the initial momentum of the atom $\vec{p}$ is modified to $\vec{p} + \hbar(\vec{k} - \vec{k}_s)$.

- the atom absorbs one photon from the signal and gives off one in the signal channel. This produces an atom with a final momentum $p$ from an initial momentum of $\vec{p} + \hbar(\vec{k} - \vec{k}_s)$.

Here we have not considered the processes that involve absorption and emission of the same fields, which do not change the signal transmission. We have also neglected higher order interactions of pump and signal fields. If the angle $\theta$ is small enough, we can consider $\vec{k}_s \approx k\hat{x} + k\theta\hat{y}$. With this approximation, for an absorption from the pump channel and an emission in the signal one, the
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Figure 2.6: Typical RIR transmission spectra, as a function of pump-signal detuning. When the detuning is negative we see a gain, and vice versa. In blue, the gain spectrum is shown for $\Delta/2\pi = 30 \text{MHz}$, $\theta = 2 \text{deg}$ and $T = 300 \mu \text{K}$. In red and yellow the temperature is increased to $T = 900 \mu \text{K}$ and $T = 300 \text{K}$ respectively.

momentum and energy conservation relations give:

$$\hbar \omega + \frac{p^2}{2m} = \hbar \omega_s + \frac{(p + \hbar (\vec{k} - \vec{k}_s))^2}{2m}$$

$$\Rightarrow \delta = \frac{k \theta p_y}{m}$$

(2.13)

(2.14)

where $m$ is the atomic mass and $p_y$ is the y-component of initial momentum $\vec{p}$.

The population of atoms with a momentum $\vec{p}$ can be considered to follow a Maxwell Boltzmann distribution $\pi(\vec{p})$. As generally, $\pi(\vec{p})$ is different from $\pi(\vec{p} + \hbar (\vec{k} - \vec{k}_p))$ and the two processes compete and give rise to signal gain or signal-loss:

(1) When $\delta < 0$, $p_y < 0$ (fig. 2.5(a)), an absorption from the pump channel and an emission in the signal one, takes an atom with an initial momentum with a y-component $p_y = -|p|$ to $p_y = -|p + \hbar k \theta|$. The reverse process takes one atom from $p_y = -|p + \hbar k \theta|$ to $p_y = -|p|$. As, $\pi(-|p|) > \pi(-|p + \hbar k \theta|)$. These processes lead to an amplification of the signal field.

(2) When $\delta > 0$, $p_y > 0$ (fig. 2.5(b)), an absorption from the signal channel and an emission in the pump one takes an atom with an initial momentum with a y-component $p_y = |p|$ to $p_y = |p + \hbar k \theta|$. The reverse process takes
one atom from \( p_y = |p + \hbar k\theta| \) to \( p_y = |p| \). As \( \pi(|p|) > \pi(|p + \hbar k\theta|) \): the result is a loss for the signal field.

This physical picture qualitatively describes the characteristic signal transmission spectrum for RIR, as a function of the pump-signal detuning. In the case of a simple two level atom, the gain of a signal is given by [Shen, 1984]:

\[
g(\delta) = \frac{\Omega^2 \Omega_p}{\Delta^2} \frac{\gamma(\pi[g] - \pi[e])}{\gamma^2 + \delta^2} \tag{2.15}
\]

where \( \pi[e] \) and \( \pi[g] \) are the initial populations of the excited level \( (e) \) and ground level \( (g) \), \( \Omega \) and \( \Omega_p \) are the Rabi frequencies for the pump and signal fields respectively \( \Delta \) is the optical detuning, and \( \gamma \) is decay rate of the population relaxation rate.

Considering the contribution of several atoms with a momentum \( p_y \) for the ground state and \( (p_y - \hbar k\theta) \) for the excited state, we have a Lorentzian gain around \( \delta = k\theta p_y/m \) (eq. (2.14)). For a group of atoms, the total gain can then be integrated over all the momentum classes [Courtois, Grynberg, Lounis, and Verkerk, 1994]:

\[
g(\delta) = \frac{\Omega^2 \Omega_p}{\Delta^2} \int dp_y \frac{\gamma\{\pi[p_y] - \pi[p_y - \hbar k\theta]\}}{\gamma^2 + (\delta - k\theta p_y/m)^2} \tag{2.16}
\]

The integral shown in the above equation (2.16) is dependent on the momentum distribution of the atoms in the medium. We can simplify further, by considering that at any temperature \( T \), the atomic momenta follow a Maxwell-Boltzmann distribution with a mean velocity \( \bar{v} \). Assuming \( \gamma \ll k\theta \bar{v} \), the gain in eq. (2.16) can then be simply written as:

\[
g(\delta) = -\sqrt{\frac{\pi}{2}} \frac{\hbar \Omega^2 \Omega_p}{\Delta^2 k_B T} \frac{\delta}{k\theta \bar{v}} \exp \left( -\frac{\delta^2}{2(k\theta \bar{v})^2} \right) \tag{2.17}
\]

The gain, as a function of the pump-signal detuning \( \delta \), has a Gaussian derivative shape, which is characteristic of RIR. Its width is linked to the mean velocity of the atomic system which is a signature of the medium’s temperature and the distance between the peaks is \( 2k\theta \bar{v} \). In fig. 2.6 I show typical RIR gain spectra for three different temperatures. The flat line corresponds to room temperature spectrum, thus showing impossibility of RIR detection with hot atoms.

The signal transmission spectra predicted by Guo [Guo, Berman, Dubetsky, and Grynberg, 1992], were soon experimentally verified by Courtois et al. [Courtois, Grynberg, Lounis, and Verkerk, 1994] in the one pump configuration.
2.3. Recoil Induced Resonances (RIR)

The signal transmission spectrum, as a function of the pump-signal detuning $\delta$, was observed to fit better to a Gaussian derivative shape (characteristic of RIR, c.f. eq. 2.17) than to a dispersion shape (i.e. Lorentzian derivative). Courtois et al. also proposed this spectrum as an in-situ nondestructive temperature measurement of a cold atomic cloud, soon experimentally realized by Meacher et al. for cesium atoms [Meacher, Boiron, Metcalf, Salomon, and Grynberg, 1994]. Recently Wang et al. has implemented the same for cold Rubidium [Wang, Deng, and Wang, 2015].

2.3.2 RIR with counterpropagating pump beams

![Diagram of three optical fields interacting with an atomic cloud](image)

**Figure 2.7:** Three optical fields interact with an atomic cloud: in thick red, the coupling beam, of Rabi frequency $\Omega_{p1}$ is retro-reflected from the mirror $M_1$ to create the coupling beam 2, of Rabi frequency $\Omega_{p2}$. In thin blue line, the incident signal beam of Rabi frequency $\Omega_s$ have an angle $\theta$ with the first pump beam. The exiting signal beam (in dotted blue line) is detected by the photo-diode $D_1$. The idler beam (in thin green line) created through the four wave mixing process, is detected, after reflection from the beam-splitter $BS$, by the photodiode $D_2$.

We consider the case of two counterpropagating pump beams, described in fig. 2.7. In such a set-up, a four wave mixing process allow the generation of a phase-conjugate (p.c.) field counterpropagating to the signal with a frequency $\omega_P - \delta$. Generation of such a backward p.c. field is well studied theoretically [Ducloy, Oliveira, and Bloch, 1985] and experimentally [Oria, Bloch, Fichet, and Ducloy, 1989]. Here, we want to observe a p.c. generation due to the recoil induced nonlinear interaction between the light and atoms.
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The photodiode $D_2$ in fig. 2.7 detects the phase-conjugate (p.c.) beam intensity, after reflection from the beamsplitter $BS$. We are interested in the intensity of the generated p.c. field as a function of the pump-signal detuning $\delta$, which will be called phase conjugate generation spectrum.

For the transmission, this scenario can be thought of a superposition of two “one pump” cases:

1. RIR between the forward pump beam with a wave-vector $\vec{k}_P$ and the signal beam with a wave-vector $\vec{k}_s$.

2. RIR between the retroreflected pump beam with a wave-vector $-\vec{k}_P$ and the signal beam with a wave-vector $\vec{k}_s$.

![Figure 2.8](image)

Figure 2.8: Theoretically obtained (a) transmitted signal intensity and (b) generated phase conjugate field intensity as a function of pump-signal detuning $\delta$ for a temperature $T = 300\mu K$, $\Gamma/2\pi = 6 MHz$, $\Delta/2\pi = 30 MHz$, $\gamma_t = 1 kHz$. The blue line corresponds to an angle $\theta = 2^\circ$ and the yellow line to an angle $\theta = 8^\circ$.

It can be deduced from the scheme with one pump that these two cases will contribute to the signal transmission spectrum in the two pump configuration: the case (1) gives a sharp feature with a width $(2|\vec{k}_P - \vec{k}_s|\bar{v})$ and the case (2) gives a wide feature with a width $(2|\vec{k}_P - \vec{k}_s|\bar{v})$.

As mentioned above, a phase conjugate field is also generated. It arises from the third order non-linear interaction between the two counterpropagating pump and signal fields in the atomic medium. A similar combination of sharp and wide features is also seen for the phase conjugate generation spectrum arising from similar considerations. Fig. 2.8 shows these two features for both the signal transmission and phase conjugate generation for two different angles: increasing the angle increases the width of the central sharp feature, whose width is given
by $2k\bar{v}\theta$, but the broad one, whose width is given by $2k\bar{v}$, remains the same. Experimentally, the two features have been well observed in one dimensional optical lattice [Brzozowska, Brzozowski, Zachorowski, and Gawlik, 2006] and in a magneto optical trap [Brzozowski, Brzozowska, Zachorowski, Zawada, and Gawlik, 2005].

A more rigorous development to show the effect of atomic recoil on light-atom interaction is presented in chapter 4, together with an extension and a discussion in the frame of the experiments performed in Jose Tabosa’s group.
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In this chapter I present the atomic system, the experimental set-up and observations, and I explain the algorithms and methods employed to analyse the obtained data.

3.1 Experimental Set-up

3.1.1 Metastable Helium setup

Helium is the second element in the periodic table and second most abundant atom in the universe. Due to its simple electronic level structure, helium has
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Figure 3.1: First energy levels in Helium. The $^2S_1$ state is the metastable state, which does not decay to the ground state $^1S_0$ due to spin-flip. This metastable state, which is 19.8 eV away from the $^1S_0$ ground state, is populated by an RF discharge: the optical transitions from $^2S_1$ to $^2P_0$, $^2P_1$ and $^2P_2$ are called $D_0$, $D_1$ and $D_2$ respectively.

been studied and used for its non-linear optical properties [Bishop and Lam, 1988], in cooling via photoassociation [Leduc and Cohen-Tannoudji, 2010] or as Rydberg systems [Schulz et al., 1996]. In our group, a room temperature helium gas cell is used to study coherent atom-photon interactions.

We use the metastable $^2S_1$ state of helium, which is nearly 20 eV away from the $^1S_0$ ground state (see fig. 3.1). Because the transition $^1S_0 \leftrightarrow ^2S_1$, require a spin change, which is not optically allowed, atoms in the $^2S_1$ state can not decay by spontaneous emission : it has a very long lifetime ($\sim 8000$ s [Hodgman et al., 2009]), and is said to be metastable (He$^*$).

<table>
<thead>
<tr>
<th>Important parameters for $^2P$ Level</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^3S_1$ to $2^3P$ Saturation Intensity</td>
<td>0.16 mW/cm$^2$</td>
</tr>
<tr>
<td>Doppler half width half maxima (at T=300K) $W_D$</td>
<td>$2\pi \times 0.85$ GHz</td>
</tr>
<tr>
<td>Optical Coherence Decay rate (at 1 Torr, 300K) $\Gamma$</td>
<td>$1.4 \times 10^8$ s$^{-1}$</td>
</tr>
<tr>
<td>Population relaxation rate ($\Gamma_0$)</td>
<td>$2\pi \times 1.63$ MHz</td>
</tr>
<tr>
<td>Zeeman splitting in $^2S_1$ state</td>
<td>349 kHz/G</td>
</tr>
</tbody>
</table>

The helium gas is stored in a 2 cm $\times$ 6 cm cylindrical glass-cell, at a pressure of 1 Torr, surrounded by two electrodes so that it is possible to switch on an RF discharge of frequency 27 MHz across the cell. The discharge creates a plasma and collisions of the helium atoms with the electrons and ions of the
plasma then excite a fraction of them in the metastable state. We could create a density of $\sim 10^{11}$ cm$^{-3}$ of metastable helium atoms, which is the expected order of magnitude, compared to density of $\sim 10^{17}$ cm$^{-3}$ ground state He atoms in the cell which act as a buffer gas [Nersisyan, Morrow, and Graham, 2004].

We are interested in the transition from the metastable $2^3S_1$ state to the $2^3P$ excited states. The state $2^3P$, with $S=1$ and $L=1$, has a fine structure due to LS coupling: the total angular momentum can take three values $J = 0$, 1 or 2 and the three states are denoted as $2^3P_0$, $2^3P_1$ and $2^3P_2$ (see fig. 3.1). The corresponding transitions from the $2^3S_1$ state are called $D_0$, $D_1$, and $D_2$ lines, which are separated by 29.6 GHz and 2.29 GHz respectively (see fig. 2.7(b)).

We work with a metastable helium cell at room temperature ($T = 300$ K). The Doppler broadening in these conditions is about 0.9 GHz, which is smaller than the $D_0 \leftrightarrow D_1$ and $D_1 \leftrightarrow D_2$ energy differences: contrary to the alkali atoms, which exhibit hyperfine structures, it is possible to select specific transitions even at room temperatures.

Moreover, atomic collisions do not pose any particular problem because they do not destroy the metastable atoms He*. Indeed the collisions between a ground-state He atom and a metastable He* are not depolarizing [Pinard and Laloë, 1980]. In addition, in the presence of optical pumping, the collisions between two metastable atoms He* do not generate Penning ionization [Shlyapnikov, Walraven, Rahmanov, and Reynolds, 1994]. In fact, the ground state helium atoms behave like a buffer gas, which makes it possible to confine the atoms longer in the beam and thus to lengthen the lifetime of the observed phenomena.

Another effect of collisions is their ability to move one atom from one speed class to another: these are Velocity Changing Collisions (VCC).
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Figure 3.3: At left, excited transitions of the $D_1$ line for linear and orthogonally polarized coupling (strong, thick red solid lines) and signal and idler (weak, thin dashed blue and green lines) fields. As the $m = 0 \rightarrow m = 0$ transition is forbidden, after a few cycles of optical pumping, the effective population is distributed between the $m = \pm 1$ ground states as shown on the right.

the optical pumping applied on a spectral range limited to some MHz can be distributed over all the Doppler range of GHz [Goldfarb et al., 2008]. It has to be noticed that we always work with copropagating laser beams, so that two-photon-resonances can be achieved for all velocity classes for the same laser detunings.

3.1.2 Polarization selection of Lambda scheme

The Zeeman sublevels for the $D_0$, $D_1$ and $D_2$, along with their corresponding Clebsch-Gordon coefficients are shown in fig. 3.2 [Zelevinsky, 2004].

For most of our experiments we concentrate on the $D_1$ transition. Both the ground state ($2^3S_1$) and the excited state ($2^3P_1$) are triplet states, hence they both have three Zeeman substates corresponding to $m_J = -1, 0, +1$ (see fig. 3.3).

For a field propagating in the z-direction, the linear polarization unit vectors $\hat{x}$ and $\hat{y}$ can be decomposed into a right-circularly polarized ($\hat{\sigma}^+$) and a left circularly polarized ($\hat{\sigma}^-$) components (or vice-versa):

\[
\begin{align*}
\hat{\sigma}^+ &= \frac{\hat{x} - i\hat{y}}{\sqrt{2}} \\
\hat{\sigma}^- &= \frac{\hat{x} + i\hat{y}}{\sqrt{2}} \\
\hat{x} &= \frac{\hat{\sigma}^+ + \hat{\sigma}^-}{\sqrt{2}} \\
\hat{y} &= \frac{\hat{\sigma}^+ - \hat{\sigma}^-}{i\sqrt{2}}
\end{align*}
\] (3.1)
One linearly polarized ($\vec{x}$ or $\vec{y}$) field will thus excite both the $\sigma_+$ and $\sigma_-$ transitions. As the $m_s = 0$ to $m_s = 0$ transition is forbidden for levels with the same total angular momentum, the $m_s = 0$ ground state is empty after a few pumping cycles. The $m = \pm1$ excited levels can then be neglected. We thus end up with the $\Lambda$ system shown in fig. 3.3, where both transitions are excited simultaneously by the linearly polarized pump, signal and idler fields.

### 3.1.3 Set-up

The experimental set-up is shown in fig. 3.4. Using a polarizing beamsplitter, the laser beam is divided into two arms: one for the pump beam, and the other for the signal and idler ones, which are thus orthogonally polarized to the pump field polarization.

The frequencies and amplitudes of the coupling and signal-idler fields are controlled by two acousto-optic modulators ($\text{AO}_{s,i}$ and $\text{AO}_c$) driven by an RF arbitrary waveform generator (AWG). As it is important to have beams with identical spatial modes, we have used successively pin-holes and single mode fibers as spatial filters. We have finally chosen the latter one, which was more robust. Throughout the experiment, the power of the incident signal-idler beam was kept around 30 $\mu$W with a beam diameter of 3 mm giving rise to an average intensity of about 0.4 mW/cm$^2$. Though this is more than the saturation intensity, we must consider reflectivity of the walls of the glass cell which is measured to be $\sim 85\%$ and also the fact that the beam modes are not perfectly Gaussian, so that we underestimate the effective beam diameter. Indeed, we have checked that no saturation could be observed. A tapered amplifier was used on the other path so that the power of the coupling beam could be varied from 10 mW to 70 mW. The input phase difference could be scanned with a piezo-electric actuator on the pump path. A three layer mu-metal shielding around the gas-cell protects the helium atoms from stray magnetic fields.

For phase sensitive amplification, the AWG is used to feed the $\text{AO}_{s,i}$ with an RF signal containing two frequencies separated by $\pm\delta$, so that both the signal and idler fields are simultaneously created. The value of $\delta$ could be varied from 1 to 500 kHz. In the case of phase insensitive amplification, the $\text{AO}_{s,i}$ was fed by only one frequency, detuned from the coupling beam by $\delta$. In the next paragraph, I present the data obtained in typical PSA and PIA conditions, and
Figure 3.4: Set-up used for PSA and PIA experiments: The coupling (in red), signal (in blue) and idler (in green) fields, of optical frequencies $\omega_{c,s,i}$ and Rabi frequencies $\Omega_{c,s,i}$, are produced from the same laser. A polarizing beam-splitter ($PBS_1$) separates the beam into two linearly and orthogonally polarized beams, that can be controlled using two acousto-optic modulators ($AO_c$ for the coupling and $AO_{s,i}$ for the signal and idler). A tapered amplifier is needed to get coupling powers higher than 20 mW. The signal and idler frequencies are equally spaced from the coupling frequency, as shown in the inset. Single mode fibers are used to select the $TEM_{00}$ mode, before recombination thanks to the $PBS_2$. The cell is protected from stray magnetic fields by a 3-layer mu metal shielding. The $PBS_3$ removes the pump beam before detection by the Photodiode 2. The Photodiode 1 is used to monitor and record the input phase difference between the coupling and signal-idler, which can be scanned using the piezo-electric actuator placed on the coupling arm.
3.2 Observations and Data-processing

3.2.1 Phase Sensitive Amplification

The figure 3.5 shows an example of the gain and the relative output phase \( \Delta \phi_{out} = 2\phi_c - \phi_i - \phi_s \), as a function of the relative input phase \( \Delta \phi_{in} = 2\phi_c - \phi_i - \phi_s \), where \( \phi_{c,i,s} \) are the phases of the coupling, idler and signal beams respectively. The detuning \( \delta \) between the coupling and probe beams was set to 2 kHz, and the powers were 30 mW and 30 \( \mu \)W respectively. The coupling field was at the center of the \( D_1 \) Doppler broadened transition. This configuration allowed to optimize the amplification process.

![Figure 3.5: In blue, variation of the signal-gain as a function of the input relative phase \( \Delta \phi_{in} \) between the signal-idler and coupling beams. In green, the phase transfer function, \( \Delta \phi_{out} \) vs \( \Delta \phi_{in} \) exhibits a distinctive square wave form. The detuning between the probe beams and the coupling was set to be 2 kHz, and their powers were 30 mW and 30 \( \mu \)W respectively.](image)

The input field intensities and relative input phases \( \Delta \phi_{in} \) could be obtained from the data recorded by the photodiode 1 before the cell, and the gains and relative output phases \( \Delta \phi_{out} \) from the data recorded from the photodiode 2 after the cell (c.f. fig. 3.4). We obtain here a maximum gain \( G_{max} \simeq 5.4 \) and a minimum gain \( G_{min} \simeq 0.3 \) which is close to \( \frac{1}{G_{max}} \simeq 0.2 \). The gain is maximum for \( \Delta \phi_{in} = 0.12[\pi] \) rad. The output phase varies by steps: it is either 0 or \( \pi \) except when the gain is minimum. We could later achieve higher gains, close to 8.
In the following sections, I explain the data-analysis process that allowed us to extract these informations from the raw data.

### 3.2.2 Input Phase measurement

The input relative phase at the entrance of the cell is deduced from the intensity beats of the coupling, signal and idler beams recorded through the other port of the polarizing beam splitter PBS\textsubscript{2}, which goes to the photodiode 1 (see fig. 3.4). The fig. 3.6(a) shows a typical signal that can be observed on the oscilloscope. The relative phase is slowly varied with the piezo-actuator: a $2\pi$ radian scan takes typically 2.5 s, so that the blue and orange signals plotted here on a scale of some ms can be considered to correspond to given and constant phases.

If the detuning between the coupling and the signal (idler) beams is $+\delta$ ($-\delta$) and if the signal and idler beams have the same phase (which can be taken to be the phase reference, equal to 0), the intensity recorded by the photodiode 1 can be written as:

$$I_1(t) = I_c + I_s + I_i + \alpha \sqrt{I_c I_s} \cos(\delta t + \phi_{in}^c) + \alpha \sqrt{I_c I_i} \cos(\delta t - \phi_{in}^i) + 2\sqrt{I_s I_i} \cos(2\delta t)$$  \hspace{1cm} (3.2)

where $I_{c,s,i}$ are respectively coupling, signal and idler intensities and $\phi_{in}^c$ is the phase of the coupling beam at the input, which is constant for one frame. $\alpha$ is the contrast factor, which depends on the alignment. Ideally, if the modes were exactly matched, the value of $\alpha$ could be 2. For one experiment, the $\alpha$ factor can be extracted from the difference of the maximum and minimum values of $I_1(t)$, which correspond to $I_c + I_s + I_i \pm \alpha (\sqrt{I_c I_s} + \sqrt{I_c I_i})$, which correspond to $\phi_{in}^c = 0$ and the $\phi_{in}^i = \pi$, so that [Maynard, 2016]:

$$I_{max} - I_{min} = 2\alpha(\sqrt{I_c I_s} + \sqrt{I_c I_i})$$  \hspace{1cm} (3.3)

Experimentally, we could get $\alpha \approx 1.8$.

When the signal and idler have equal intensities, the equation (3.2) is reduced to:

$$I_1(t) = I_c + 2I_s + 2\alpha \sqrt{I_c I_s} \cos(\delta t) \cos(\phi_{in}^c) + 2I_s \cos(2\delta t)$$  \hspace{1cm} (3.4)

As we can record the coupling level and the signal-idler beating separately, it is possible to extract the factor $\alpha \cos(\phi)$ from a series of datasets recorded as
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Figure 3.6: (a) Two different frames recorded at two different times. For each frame, the phase $\phi_n$ is considered constant, as the piezo actuator scans about $1.2 \times 10^{-5}$ rad in 5 ms. (b) Fourier components of both frame of the figure: the component at $\delta = 2kHz$ varies, while the component at $2\delta$, which corresponds to the beats between the signal and the idler, remains constant, as expected. (c) Extracted and unwrapped input phase as a function of the recorded frames. These frames are recorded simultaneously with the data obtained by the photodiode 2 at the output of the cell, so that the input phase can be used as the x-axis for the fig. 3.5. The unwrapping process is detailed in the appendix B.1.
movie frames (see Appendix B).

We analyze the Fourier transform of the data, and compare the different frequency components as shown in fig. 3.6(b). The $\delta$ frequency part varies much faster than $\phi^i_{\text{in}}$. When $\phi^i_{\text{in}}$ varies, the height of the peak at frequency $\delta$ ($= 2$ kHz here) varies, while the height of the one at frequency $2\delta$ is constant, as expected from the eq. 3.4.

It is then possible to measure $\phi^i_{\text{in}}$ in a range from 0 to $\pi$ radians: an unwrapping process, detailed in the appendix B.1, then makes it possible to extract the linear scan shown in the fig. 3.6(c).

### 3.2.3 Output phase and Gain

The output phase and gain are deduced from the data recorded by the photodiode 2, placed after the cell (see fig. 3.4). The beamsplitter PBS$_3$ allows to efficiently get rid of the strong coupling. For data processing, one dataset of one frame is recorded without any coupling (a typical data is shown in fig. 3.7(a)) and one dataset as movie frames : in this second case, while the input phase $\phi^i_{\text{in}}$ is slowly varied : the amplitude of the beating thus changes from one frame to the other (c.f. fig. 3.7(b)&(c)).

The output intensities of the coupling, signal, and idler beams are denoted respectively as $I^\text{out}_c$, $I^\text{out}_s$ and $I^\text{out}_i$. As initially the signal and idler fields are both detuned by $\delta$ from the coupling frequency and have the same input intensities $I_s = I_i$, the gain on both channels are the same: $I^\text{out}_s = I^\text{out}_i = G I_s$ where the factor $G$ is the intensity gain.

Let us assume the output coupling phase to be $\phi^\text{out}_i$ with respect to the signal and idler phase (which are the same). Following eq. (3.4), the output intensity $I_2$ detected by the photodiode 2 at a time $t$ is given as:

$$I_2(t) = I^\text{out}_c + 2 I^\text{out}_s + 2 \alpha \sqrt{I^\text{out}_c I^\text{out}_s} \cos(\delta t) \cos(\phi^\text{out}_i) + 2 I^\text{out}_s \cos(2 \delta t)$$

The output phase variation, i.e. $\phi^\text{out}_i$ as a function of the frame count, is then extracted following the same procedure as the one used for the input phase $\phi^i_{\text{in}}$. 
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Figure 3.7: The three columns show three data-frames (above) and their corresponding Fourier transforms (below): (a) for the probe-alone, cell-off case; (b) for a small gain ($G=1.2$) and (c) for a high gain ($G=6.5$). In the case (a), the Fourier transform exhibit a single peak at $\delta = 4$kHz. In the case (b), the Fourier components at $\delta = 2$kHz and $\delta = 4$kHz are visible. In the case (c), higher frequencies are also generated.
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Figure 3.8: (a) gain observed as a function of relative input phase $\phi_{in}$: a maximum gain of 7.1 and minimum gain of 0.22 is achieved, for a coupling power of 45mw and pump-probe detuning $\delta = 2$kHz. (b) Output phase as a function of $\phi_{in}$ (in blue), and unwrapped (in red).

The signal intensity is recorded at the photodiode 2 without the PSA. We can obtain the gain by comparing the $2\delta$ component of the Fourier transform of a frame recorded with just the probe and cell off, with each PSA frames (see fig. 3.7).

The gain and the output phases can then be plotted as a function of the input phase, which is recorded simultaneously. The fig. 3.8 give an example of such plots, obtained with probe and coupling input powers of 30 $\mu$W and 45 $mW$ respectively, and $\delta = 2$kHz. The gain has then a maximum value of $G_{max} \approx 7.1$ and a minimum value of $G_{min} \approx 0.22$ which is close to $1/G_{max} \approx 0.14$. When unwrapped (detail in Appendix A), the output phase shows a very well-defined stair-case behavior, which indicates phase-squeezing [Lundström, Tong, Karlsson, and Andrekson, 2011]. It should be noticed that such a vocabulary, coming from the telecommunication community, does not indicate that quantum squeezing is achieved. Phase squeezing is interesting for telecommunication applications because it can be used for signal regeneration. Indeed, with encoding protocols such as phase-shift keying (PSK), fiber-optic transmission deteriorates the signal quality, which can be regenerated with the help of phase-squeezing.
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3.2.4 PSA Characterization

The fig. 3.9(a) shows the dependence of the PSA gain on the pump power with $\delta = 2kHz$. The maximum gain of about 6 is obtained for a coupling power of about 30 mw with a beam diameter of 3 mm, which corresponds to an averaged intensity of $\sim 0.4W/cm^2$. We observe a saturation in the gain, which is probably due to the limited number of He* atoms interacting with the beam, which is about $10^{11} atoms/cm^3$. After 45 mW, there is a decrease of $G_{max}$ which might be due to higher order nonlinear processes or residual absorption by the $D_2$ line. We have later been able to observe $G_{max} \approx 8$, thanks to a more optimized beam shape and power.

In fig. 3.9(b) the maximum and minimum gains are plotted as functions of the pump-probe detuning $\delta$ for a pump power of 40mW. The gain is observed to be maximum closer to the degenerate condition, i.e. when the signal and idler fields have the same frequency as the coupling, which is resonant on the $D_1$ transition. The fact that $G_{min} \sim 1/G_{max}$ is the signature of a very good PSA, without extra unwanted processes, which would compete with the FWM phenomenon. The mismatch in the experimental outcomes is attributed to slight misalignments and absorption effects when $\delta$ is increased.

3.2.5 Comparison with Phase Insensitive Amplification

It is interesting to compare these results to PIA, when the signal is sent without any input idler. As the PIA gain does not vary with the pump-probe phase difference $\phi_m$ (see eq. 3.6), the signal processing is much easier. The details are given in Appendix A.

For a PIA experiment, performed with the same experimental parameters as the corresponding PSA experiment, the PIA gain $g$ is theoretically related to the PSA gain $G$ as (sec.1.3):

\[
G(\Phi) = 2g - 1 + 2\sqrt{g(g - 1)}cos(\Phi) \\
\Rightarrow g = \frac{1}{4}(2 + G_{max} + G_{min})
\]

(3.6)

The second row in fig. 3.9 shows experimental PIA gains ($g_{exp}$) together with experimental PSA maximum and minimum gains ($G_{max}$ and $G_{min}$) and the value of g, which can be calculated from them. Fig. 3.9(c) compares the theoretical and experimental PIA gains as a function of pump powers at $\delta =$
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Figure 3.9: (a) Dependence of the PSA gain on the pump-power for $\delta = 2\text{kHz}$. (b) Dependence of the PSA gain on the pump-probe detuning $\delta$ for a pump power of 40mW. (c) PSA maximum and minimum gains $G_{\text{max}}$ and $G_{\text{min}}$ compared to the experimentally observed PIA gain ($g_{\text{exp}}$) and the calculated one from the PSA data ($g_{\text{th}}$) as a function of varying powers and fixed pump-probe detuning $\delta = 2$ kHz, and (d) as a function of pump-probe detuning $\delta$ for a pump power of 50 mW. The $g_{\text{th}}$ is the expected PIA gain, obtained from the corresponding $G_{\text{max}}$ and $G_{\text{min}}$ PSA values ( eq. 3.6). For all the data points shown here, we have used a non-degenerated signal-idler scheme, where the frequencies of the signal and idler beams are respectively $\omega + \delta$ and $\omega - \delta$ and the coupling frequency $\omega$ is resonant with the $D_1$ transition.
3.3 Theoretical Formulation

In this section, I briefly discuss the theoretical basis of the phase sensitive amplification in the metastable helium system. I explain how CPT can lead to such a good PSA process, almost free from extra non-linear phenomena. This part of the project has been mainly carried out by Pascal Neveu [Neveu et al., 2018], and will thus be covered in detail in his thesis.

In the section 3.1.2, I have explained how a Λ-system could be selected by polarization from the $D_1$ transition. Nevertheless, it was assumed that the $D_1$ and $D_2$ lines are far enough so that the influence of the $2^3P_2$ levels can be neglected. But in reality, the Doppler width is about 0.9 GHz, whereas the optical detuning between the transitions is about 2.29 GHz. Indeed combined with the CPT effect occurring on the $D_1$, which suppresses its linear absorption, the $D_2$ transition can give rise to efficient multiphoton four wave mixing channels.

For the Λ-system, the relevant ground states are $|±1\rangle_g = |2^3S_1, m = ±1\rangle$ and the excited state is $|0\rangle_1 = |2^3P_1, m = 0\rangle$. If we consider the $D_2$ transition,
due to selection rules and the fact that only $|2^3S_1, m = \pm 1\rangle$ are populated, the relevant Zeeman sublevels of the $2^3P_2$ state are $|\pm 2\rangle_2 = |2^3P_2, m = \pm 2\rangle$ and $|0\rangle_2 = |2^3P_2, m = \pm 0\rangle$ (c.f. fig. 3.10). As the laser is detuned by more than 2 GHz from the $D_2$ transition, the $|2^3S_1, m = 0\rangle$ ground state can still be neglected, together with the $|2^3P_2, m = \pm 1\rangle$ states.

In the atomic basis $\{|0\rangle_1, |\pm 1\rangle_g, |\pm 2\rangle_2\}$, the interaction Hamiltonian $H$, for fields at resonance with the $D_1$ transition, is given by:

$$H = \begin{pmatrix}
0 & \Omega^+ & \Omega^- & 0 & 0 & 0 \\
\Omega^+ & 0 & 0 & -\Omega^+ & \sqrt{2}\Omega^- & 0 \\
\Omega^- & 0 & 0 & \Omega^- & 0 & \sqrt{2}\Omega^+ \\
0 & \Omega^+ & \Omega^- & \Delta & 0 & 0 \\
0 & \sqrt{2}\Omega^- & 0 & 0 & \Delta & 0 \\
0 & 0 & \sqrt{2}\Omega^+ & 0 & 0 & \Delta 
\end{pmatrix}$$

(3.7)

where the numerical factors originate from the Clebsch-Gordan coefficients (see fig. 3.2), and $\Delta$ is the frequency difference between the $D_1$ and $D_2$ lines, and the Rabi frequencies $\Omega^\pm$ are expressed in the circular polarization basis. As the coupling and probe fields are linearly and orthogonally polarized, with respective Rabi frequencies $\Omega_p$ and $\Omega_c$, the $\Omega^\pm$ can be written as:

$$\Omega^\pm = \frac{1}{\sqrt{2}}(\Omega_p \pm i\Omega_c)$$

(3.8)

Using the Hamiltonian, described in eq. 3.7, the evolution of the density matrix $\rho$ is given via the optical Bloch equations (OBE):

$$i\hbar \partial_t \rho = [H, \rho] + \mathcal{L}(\rho)$$

(3.9)

where $\mathcal{L}$ stands for the non-Hermitian evolution of $\rho$ due to dissipative processes like spontaneous emission (rate $\Gamma_0$) or optical coherence decay (rate $\Gamma$). The OBE’s are solved and used in the Maxwell’s equations, to propagate the fields in the medium along $z$:

$$(c\partial_z + \partial_t)\Omega^\pm = i\eta \pm \frac{1}{\sqrt{3}} \left( \rho_{02\pm1_g} \pm \sqrt{2}\rho_{\pm2\pm1_g} - \rho_{01\pm1_g} \right)$$

(3.10)

where $\eta$ is the atom-field coupling coefficient, $\rho_{ij} = Tr[|i\rangle \langle j|]$, and the numerical factors are given by the Clebsch-Gordan coefficients.
Figure 3.11: Simulated probe transmission with (left) $D_2$ transition and without (right) $D_2$ transition, for degenerate signal, idler and coupling fields for an optical depth of 2.7. The plotting parameters are $\Theta$ (initial relative phase between pump and probe) and the coupling field strength $\zeta/\gamma_R$. A transmission of 1 is achieved with the $D_1$ transition only, but it is necessary to take the $D_2$ into account to observe a probe gain. PSA occurs via the $D_2$ sublevels as soon as power-broadening factor of the coupling field $\zeta$ is larger than Raman coherence decay rate $\gamma_R$; CPT can then overpower the absorption. (thanks to P. Neveu)

Figure 3.11 shows the result of the numerical simulations of the probe transmission for the degenerate signal, idler and coupling case, i.e. when the detuning $\delta$ is equal to 0. The optical depth is equal to 2.7, which is the experimentally measured value. The coupling strength is represented through the power broadening factor $\zeta = \Omega_c^2/\Gamma$ and $\Theta$ is the input relative phase. When the $\Lambda$ scheme through the $D_1$ transition is considered alone, we have a maximum gain of 1, and very little input phase dependence is observed. When both the $D_1$ and $D_2$ transitions are considered, amplification (gain > 1) is seen and the experimentally observed phase-dependence is reproduced. In both cases, the probe gain increases when the pump power is increased. The CPT phenomenon is efficient when the coupling field strength $\zeta$ overcomes the Raman coherence decay rate $\gamma_R$ between the ground states $|\pm1\rangle_g$. For $\zeta \ll \gamma_R$, the resonant absorption of coupling forbids any significant multiwave processes. When, $\zeta \gg \gamma_R$, the transparency due to CPT, allows significant four-wave mixing, thus allowing high PSA gain to be observed and a plateau is reached with a gain of about 10.

Let's consider the condition of strong CPT, i.e. $\zeta \gg \gamma_R$. Then, eq. 3.9 and eq. 3.10, under the assumption that the atoms are in steady-state, leads to:
\[ \partial_z \Omega_c = \frac{4i\eta}{3\Delta} \Omega_c + \Theta \left( \frac{\Gamma, \zeta}{\Delta} \right) \]  
\[ \partial_z \Omega_p = \frac{4i\eta}{3\Delta} \Omega_c^* \Omega_p^* - \Omega_c \Omega_p^* + \Theta \left( \frac{\Gamma, \zeta}{\Delta} \right) \]

where we will neglect the \( \Theta \left( \frac{\Gamma, \zeta}{\Delta} \right) \). From eq. 3.12, we obtain the following set of solutions:

\[
\begin{pmatrix}
\Omega_c(L) \\
\Omega_p(L) \\
\Omega_p^*(L)
\end{pmatrix} = 
\begin{pmatrix}
e^{i\mu} & 0 & 0 \\
0 & (1+i\mu)e^{i\mu} & -i\mu e^{i\mu} \\
0 & +i\mu e^{-i\mu} & (1-i\mu)e^{-i\mu}
\end{pmatrix}
\begin{pmatrix}
\Omega_c(0) \\
\Omega_p(0) \\
\Omega_p^*(0)
\end{pmatrix}
\]

where \( \mu = \frac{4\eta}{3\Delta} L \), \( L \) being the length of the atomic medium along z direction. It is clearly a PSA transfer matrix of symplectic type [Ferrini et al., 2014]. We can calculate the gain, \( G(\Theta) = |\Omega_p(L,\theta)/\Omega_p(0)|^2 \). Eq. 3.13 shows that \( G(\Theta) \) oscillates between two values \( G_{max} \) and \( G_{min} \), given by:

\[ G_{max} = 1 + 2\mu(\mu + \sqrt{1 + \mu^2}) = 1/G_{min} \]  
\[ \Theta_{max} = \frac{1}{2} \tan^{-1}(\frac{1}{\mu}) = \frac{\pi}{2} + \Theta_{min} \]

We have neglected \( \Theta \left( \frac{\Gamma, \zeta}{\Delta} \right) \) or higher order terms: indeed their contribution is negligible because they involve multiphoton channels through the \( D_2 \) line, which is far detuned. We consider now only channels involving some efficient \( D_1 \) transitions due to CPT. To understand the mechanism behind this FWM, it is easier to consider the system in the bright state- dark state basis of the CPT, which are defined as:

\[ |\pm\rangle_g = \frac{|+1\rangle_g \pm |-1\rangle_g}{\sqrt{2}} \]

Each transition is then coupled by only one field (see fig. 3.10): the coupling and probe beams excites the transitions \( |+\rangle \leftrightarrow |e\rangle \) and \( |-\rangle \leftrightarrow |e\rangle \) respectively. We can similarly decouple the \( D_2 \) transitions by defining the following two superpositions of states:

\[ |\pm\rangle_2 = \frac{|+2\rangle_2 \pm |-2\rangle_2}{\sqrt{2}} \]

So that, we have a modified basis set \( \{|0\rangle_1, |-\rangle_g, |+\rangle_g, |0\rangle_2, |-\rangle_2, |+\rangle_2\} \). The transitions in this basis are shown in fig. 3.10. Because of the strong CPT, the population is trapped in the dark state \( |-\rangle_g \) and the four-wave mixing processes
starting at $|−\rangle_g$ are dominant. Processes involving the $D_2$ transition more than once can also be neglected, so that the two main FWM channels are (see fig. 3.12):

\begin{align}
\text{FWM via } |\pm\rangle_2 : \quad & |−\rangle_g \xrightarrow{\Omega_c} |+\rangle_2 \xrightarrow{\Omega_s^*} |+\rangle_g \xrightarrow{\Omega_c} |0\rangle_1 \xrightarrow{\Omega_p^*} |−\rangle_g \quad (3.18) \\
\text{FWM via } |0\rangle_2 : \quad & |−\rangle_g \xrightarrow{\Omega_c} |0\rangle_2 \xrightarrow{\Omega_s^*} |+\rangle_g \xrightarrow{\Omega_c} |0\rangle_1 \xrightarrow{\Omega_p^*} |−\rangle_g \quad (3.19)
\end{align}

These two processes, enabled by CPT, correspond to the above transfer matrix, and lead to the high phase dependent amplification that is experimentally observed. In agreement with the plot in fig. 3.9, the fact that the dominant FWM processes start from the dark state $|−\rangle_g$ of CPT implies that when the coupling field amplitude is too weak for CPT to occur, the population is incoherently shared between the ground states and the $D_1$ line absorption destroys any multiphoton process.

It has to be noted, that there is a remnant absorption from the $D_2$, which explains that the transmission is not 100% and the experimentally observed gains are not exactly reciprocals of each other.

### 3.4 Noise Properties

In section 1.1.4, I have discussed the general scheme for the characterization of the noise properties of a squeezed state of light, with a homodyne detection. In the case of a two mode squeezing with different frequencies a heterodyne detection is needed. I first describe the monomode set-up, usable for degenerate signal/idler vacuum squeezed states. I then explain the heterodyne detection
Figure 3.13: Squeezing detection scheme. PBS denotes the Polarizing Beam Splitters: the PBS3 is used to extract the Local Oscillator beam from the original coupling beam itself; PBS4 is used to mix the coupling and probe beams together, the PBS2 recombines the LO and the signal/idler beams and PBS1 divides them in equal parts for the detectors D1 and D2. The Half-Wave Plates (HWP, in the diagram) are used to give the ability to rotate the polarization state of the fields to reflect all the LO and to transmit all the probe (HWP2 and HWP3) and to achieve perfect balancing (HWP1). The photo-current provided by the photo detectors D1 and D2, are subtracted. For each part, the evolution of the polarization (in $xy$ plane, perpendicular to the direction of propagation) of the annihilation operators are shown with blue arrows.
scheme which can be used for two mode squeezing detection.

3.4.1 Setup

The figure 3.13 shows the experimental set-up schematically. We use some part of the input pump beam as the local oscillator (LO). The power distribution between the local oscillator and the coupling beam for the PSA experiment is controlled by the half-wave-plate HWP5 in front of the polarizing beamsplitter PBS3. The coupling beam is then mixed with the co-propagating signal and idler beams (probe) via the beamsplitter PBS4, before entering the helium cell. When the discharge is switched on, entangled pairs of signal and idler photons are created from the pump ones through four wave mixing. The output states of the sum and difference of the signal and idler states are squeezed (see sec. 1.4.5). The combination of the half wave plate HWP4 and the polarizer P1 separates the coupling beam and allows only the probe beam to transmit. The beamsplitter PBS2 mixes the probe and the LO. The half-wave plate HWP2 (HWP3) helps to fully transmit (reflect) the probe (LO) beam. The half-wave plate HWP1 is carefully rotated so as to transmit and reflect equal powers from the two output ports of the beamsplitter PBS1, which are then detected by the photodiodes D1 and D2. The photocurrents are electronically subtracted. When the two output ports of PBS1 have the same powers, balanced detection is achieved.

3.4.2 Experimental results

For a homodyne detection, the frequencies of the signal (\(\omega_s\)), idler (\(\omega_i\)), coupling (\(\omega_c\)) and local oscillator (\(\omega_L\)) are the same. In fig. 3.14, I show experimentally obtained noise power spectral densities observed with an electrical signal analyser (ESA). As the cell is switched off, both the signal and LO fields are assumed to be in a coherent state. We should thus expect a flat line for frequencies above the technical noise frequencies. Unfortunately, it exhibits an increase of noise around 200 MHz, with a width of about 50 MHz, limited by the detector bandwidth.

The laser used for the experiment was a GaAs Bragg reflector laser from Eagleyard which has a bandwidth of 2 MHz, which correspond to a coherence length of about 150 meters. Whereas the path difference of the homodyne experiment is less then some tens of centimeters. The relative coherence time
Figure 3.14: (a) Experimental noise power spectral densities (PSD) obtained from the balanced detection, in cell off condition: the background PSD with no light (in red), the signal only (in green) and the signal mixed with the LO (in black). As this is for homodyne detection, both the signal and the LO have the same frequency. The black plot shows an increase of noise after 100 MHz. (b) experimental shot-noise for the LO with varying powers. The noise linearly increases with power as expected.
between the LO and signal should be larger than the time-difference needed to follow their beam paths. The high phase noise observed around 200 MHz (fig. 3.14(a)) can be attributed to the fact that the semi-conductor diode laser does not emit a Lorentzian line. We have recently replaced the laser with a new and better Ytterbium based fiber laser from Keopsys. It had arrived in October 2018, so I could not work much with it: new results should be available in the P. Neveu thesis.

3.4.3 Heterodyne detection

I could not realize the heterodyne detection with the previous laser, but I had considered how it could detect the expected two mode squeezing [DeLange, 1968].

For heterodyne detection, we consider a two mode squeezed state, with frequencies \(\omega_s = \omega_c - \delta\) and \(\omega_i = \omega_c + \delta\) and a local oscillator of frequency \(\omega_L\):

\[
\omega_L = \frac{\omega_i + \omega_s}{2} = \omega_c
\]

where \(\omega_c\) is the coupling frequency. We thus consider the annihilation operators \(\hat{A}\) and \(\hat{B}\) of the signal and idler respectively. We then write the total probe (=signal+idler) annihilation operator \(\hat{a}\) as:

\[
\hat{a} = \hat{A}e^{-i\delta t} + \hat{B}e^{i\delta t}
\]

The annihilation operator of the total field \(\hat{a}_{tot}\), is given as:

\[
\hat{a}_{tot} = \hat{a}_{L}^{\leftrightarrow} + i\hat{a}_{\uparrow\downarrow}
\]

where \(\hat{a}_{L}\), as defined in sec. 1.1.4, is the annihilation operator of the local oscillator field, and the \(\leftrightarrow\) or \(\uparrow\downarrow\) shows the polarization direction of the corresponding fields. The action of the half wave plate HWP1 then rotates the polarization directions by 45° so that the total annihilation operator is now modified to:

\[
\hat{a}_{tot} = \hat{a}_{L}^{\uparrow\downarrow} + i\hat{a}_{\uparrow\downarrow}
\]

The action of the PBS1 (c.f. fig. 3.13) creates two outputs, which are denoted as \(\hat{d}_1\) and \(\hat{d}_2\) (c.f. sec. 1.1.4):

\[
\hat{d}_1 = \frac{1}{\sqrt{2}} (\hat{a}_{L} + i\hat{a})
\]
\[ \hat{D} = \left( \hat{d}_1 \hat{d}_4^\dagger - \hat{d}_2 \hat{d}_3 \right) \]

\[ = \frac{1}{2} \left( \hat{a}_L + i \hat{A} e^{-i\phi t} + i \hat{B} e^{i\phi t} \right) \left( \hat{a}^\dagger_L - i \hat{A}^\dagger e^{i\phi t} - i \hat{B}^\dagger e^{-i\phi t} \right) - \frac{1}{2} \left( i \hat{a}_L + \hat{A} e^{-i\phi t} + \hat{B} e^{i\phi t} \right) \left( -i \hat{a}^\dagger_L + \hat{A}^\dagger e^{i\phi t} + \hat{B}^\dagger e^{-i\phi t} \right) \]

\[ = i \left\{ \left( \hat{A} e^{-i\phi t} + \hat{B} e^{i\phi t} \right) \hat{a}_L^\dagger - \left( \hat{A} e^{-i\phi t} + \hat{B} e^{i\phi t} \right)^\dagger \hat{a}_L \right\} \]

\[ = i (\hat{a} \hat{a}_L^\dagger - \hat{a}^\dagger \hat{a}_L) \quad (3.23) \]

We can consider the local oscillator to be a coherent state with a mean photon number \(|\alpha_L|^2\) and a phase \(\phi_L\). The fluctuations in \(\hat{D}\) can then be calculated from:

\[ \left\langle \hat{D} \right\rangle = i |\alpha_L| \left\langle (\hat{a} e^{-i\phi_L} - \hat{a}^\dagger e^{i\phi_L}) \right\rangle \]

\[ = |\alpha_L| \left\langle \hat{P}_{\phi_L} \right\rangle \quad (3.25) \]

\[ \left\langle \hat{D}^2 \right\rangle = - \left\langle (\hat{a} \hat{a}_L^\dagger - \hat{a}^\dagger \hat{a}_L) (\hat{a} \hat{a}_L^\dagger - \hat{a}^\dagger \hat{a}_L) \right\rangle \]

\[ = - \left\langle \hat{a} \hat{a}_L^\dagger \hat{a}_L - \hat{a}^\dagger \hat{a}_L \hat{a}_L^\dagger - \hat{a} \hat{a}_L^\dagger \hat{a}_L - \hat{a}^\dagger \hat{a}_L \hat{a}_L^\dagger \hat{a}_L + \hat{a} \hat{a}_L \hat{a}_L^\dagger \hat{a}_L \right\rangle \]

\[ = - \left\langle \hat{a} \hat{a}_L^\dagger \hat{a}_L^\dagger - \hat{a}^\dagger \hat{a}_L (1 + \hat{a}^\dagger \hat{a}_L) - (1 + \hat{a}^\dagger \hat{a}_L) \hat{a}_L^\dagger \hat{a}_L + \hat{a} \hat{a}_L \hat{a}_L^\dagger \hat{a}_L \right\rangle \]

\[ = - |\alpha_L|^2 \left\langle \hat{a}^2 e^{-2i\phi_L} + \hat{a}^\dagger \hat{a} e^{2i\phi_L} - 2 \hat{a} \hat{a}^\dagger - 1 \right\rangle + \left\langle \hat{a} \hat{a}^\dagger \right\rangle \]

\[ = |\alpha_L|^2 \left\langle \hat{P}_{\phi_L}^2 \right\rangle + \left\langle \hat{a} \hat{a}^\dagger \right\rangle \quad (3.26) \]

So that we get the variance:

\[ \Rightarrow \Delta \hat{D}^2 = |\alpha_L|^2 \Delta \hat{P}_{\phi_L}^2 + \left\langle \hat{a} \hat{a}^\dagger \right\rangle \quad (3.27) \]

where we have defined the probe quadrature operator \(\hat{P}_{\phi_L} = i (\hat{a} e^{-i\phi_L} - \hat{a}^\dagger e^{i\phi_L})\), which is scanned with respect to the local oscillator phase \(\phi_L\).
When the signal and idler fields are coherent and contain the same mean photon number $|\alpha|^2$:

\[
\begin{align*}
\langle \hat{P}_{\phi_L} \rangle &= i|\alpha|(e^{-i\delta t - \phi_L} + e^{i\delta t - \phi_L} - e^{-i\delta t + \phi_L} - e^{i\delta t + \phi_L}) \\
&= 2i|\alpha|(-i \sin(\delta t + \phi_L) + i \sin(\delta t - \phi_L)) \\
&= 4|\alpha| \cos(\delta t) \sin(\phi_L)
\end{align*}
\]

\[
\begin{align*}
\langle \hat{P}_{\phi_L}^2 \rangle &= -\langle \hat{a}^2 e^{-2i\phi_L} + \hat{a}^{\dagger 2} e^{2i\phi_L} - 2\hat{a}^\dagger \hat{a} - 1 \rangle \\
&= -|\alpha|^2(8 \cos^2(\delta t) \cos(2\phi_L) - 8 \cos^2(\delta t)) + 1 \\
&= 16|\alpha|^2 \cos^2(\delta t) \sin^2(\phi_L) + 1
\end{align*}
\]

So that the quadrature variance is:

\[
\langle \Delta \hat{P}_{\phi_L}^2 \rangle = 1
\]

which is the same result as a monomode coherent state. The fluctuations are thus given by:

\[
\Delta \hat{D}^2 = |\alpha_L|^2 \Delta \hat{P}_{\phi_L}^2 + \langle \hat{a}^\dagger \hat{a} \rangle = |\alpha_L|^2 + 4|\alpha|^2 \cos^2(\delta t)
\]

(3.28)

which is independent of the LO phase as expected for the coherent state. This is the noise floor for coherent state input into the balanced heterodyne detection scheme.

When, the signal and idler are two-mode squeezed, $P_{\phi_L}$ is squeezed: the fluctuation $\Delta \hat{P}_{\phi_L}^2$ is more than 1 for $\phi_L = 0$, and less than 1 when $\phi_L = \pi$. The fluctuations in the measurement $\hat{D}$ then go above and below the standard quantum limit. We can see, as the phases $\delta t$ and $\phi_L$ are varied, the flux difference operator $\hat{D}$ can scan the quadratures $\hat{X}_\pm$ or $\hat{Y}_\pm$ as shown in the set of equations 1.87, as:

<table>
<thead>
<tr>
<th>$\delta t$ phase</th>
<th>$\phi_L$ phase</th>
<th>$\hat{D}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>$-2\sqrt{2}</td>
</tr>
<tr>
<td>0</td>
<td>$-\frac{\pi}{2}$</td>
<td>$-2\sqrt{2}</td>
</tr>
<tr>
<td>$-\frac{\pi}{2}$</td>
<td>0</td>
<td>$-2\sqrt{2}</td>
</tr>
<tr>
<td>$-\frac{\pi}{2}$</td>
<td>$-\frac{\pi}{2}$</td>
<td>$-2\sqrt{2}</td>
</tr>
</tbody>
</table>

Table 3.1: Quadratures measured for specific $\delta t$ and $\phi_L$ phase combinations.
Hence, observing the variance of the photon flux difference, implies direct measurement of the various quadratures, at specific instances, when the phases (including both the local oscillator phase, and the pump-probe beating phase) are varied.
Chapter 4

Recoil Induced Resonances

4.1 Experiments and Observations

4.1.1 signal transmission Spectroscopy

4.1.2 RIR memory effect

4.1.3 Phase conjugate generation Spectroscopy

4.2 Theoretical Explanation

4.2.1 Two level system

4.2.2 A simpler three level model

I have introduced recoil induced resonances in sec. 2.3 and briefly discussed some physical interpretations. In this chapter, I describe storage experiments based on RIR and examine the case when the counterpropagating laser pumps are stronger, so that experimental observations in the phase conjugate generation spectrum cannot be reproduced with the third order perturbative calculations performed by Guo et al. [Guo, Berman, Dubetsky, and Grynberg, 1992]. The experimental results were obtained by Jose Tabosa’s group in Recife, Brazil.

4.1 Experiments and Observations

4.1.1 signal transmission Spectroscopy

In fig. 4.1, I present an experimental signal transmission spectrum as a function of the pump-signal detuning. The experiment was done on a cold Cesium cloud, by the group of Jose Tabosa in the Federal University of Pernambuco, Brazil. The experiment is done with one pump and one signal beams, and the transmitted intensity of the signal is measured as a function of pump-signal detuning (see fig. 4.2(a)). The Gaussian derivative form of the eq. (2.17) fits the spectrum much better ($R^2 = 0.95$) compared to a Lorentzian derivative.
Figure 4.1: Experimental transmission spectrum as a function of pump-signal detuning with Gaussian and Lorentzian derivative fits, courtesy: Jose Tabosa et al. (a) Transmission spectra for different pump intensities. The black squares in (a) are experimentally obtained by the group of Jose Tabosa, in the two retro-reflected pumps and one signal configuration (case 2 in sect. 4.1) with a cold Cesium cloud. The pump and signal intensities were respectively 6 mW/cm² and 0.2 mW/cm². The angle between the pump and signal beams was 2 deg and the temperature of the atomic cloud was $\sim 300 \mu K$. In red, the theoretical fit to the eq. 2.17 is shown. The fit has an $R^2$ value of 0.95. In dashed green, the fit with a Lorentzian derivative dispersion shape has $R^2 = 0.81$. (b) the width of this transmission spectrum does not change as the pump intensity is increased: no power broadening is visible.

dispersion shape ($R^2 = 0.81$). The extrema of this function are obtained from:

$$g'(\delta) = 0 \Rightarrow \frac{\delta^2}{(k\theta\overline{v})^2} = 1$$

which describes a peak to peak distance of $2k\theta\overline{v}$.

It could be used to estimate the temperature of the atomic cloud $T \approx 300 \mu K$ [Almeida et al., 2016]. A particularity of the RIR transmission spectra is that it does not broaden with increasing field intensities (see fig. 4.1), which had also been observed by the same group. The dependence of the width of the above mentioned spectra on various physical parameters, are discussed and shown through the theoretical development in sec. 4.2.1.1.

4.1.2 RIR memory effect

Recoil induced resonances can also be used to store light in atomic media [Almeida et al., 2016]: the information is stored in the momentum-coherence of the system. Alternatively, it can equivalently be described as storage through the spatial bunching of atoms, induced by recoil.
4.1. Experiments and Observations

Figure 4.2: RIR based light storage (a) experimental set-up, (b) sequences of the field pulses in the writing and reading processes for continuous and pulsed reading cases. (c) Experimental data obtained for the retrieval for continuous (dark blue) and pulsed (sky blue) read beams, courtesy: Jose Tabosa et al. The read beam intensity is $140 \text{mW/cm}^2$. The decay is Gaussian with width $\sim 30 \mu s$.

The experimental set-up for storage remains the same as the case shown in fig. 4.2(a), operating with one pump and one signal beams, and the sequence is described below, fig. 4.2(b). In the writing step, the pump and the signal fields interfere: it gives rise to an intensity modulation, which creates an atomic grating in the atomic cloud (more details below). Then both beams are switched off and after a certain period of time, the pump is switched on again (read beam). It is diffracted by the atomic grating and the diffracted beam (retrieved pulse) propagates along the signal direction.

Fig. 4.2(c) shows the experimentally obtained retrieved field intensity as a function of time. It should be noted that the temporal width of the retrieved pulse is solely given by the lifetime of the atomic gratings, and does not depend on the reading beam intensity (c.f. fig. 4.2(a)) . As shown by the data taken in a pulsed reading configuration, the reading process does not deteriorate the stored information (c.f. fig. 4.2(b)). This is different from the EIT based storage scheme [Phillips, Fleischhauer, Mair, Walsworth, and Lukin, 2001] where the reading beam destroys the stored information.

The lifetime is then given by a Gaussian decay due to the atomic motion, the contrast of the grating is thus assumed to be given by $c = c_0 e^{-(t/\tau_g)^2}$. The
Chapter 4. Recoil Induced Resonances

Figure 4.3: Explanation of the Recoil Induced Resonance as a diffraction from material grating. In (a), creation of a moving material grating due to interference of the two fields. In (b) diffraction of pump creating diffracted field $E_d$ which interferes with the initial signal beam.

characteristic time is $\tau_g = \frac{\Lambda}{\sqrt{2\pi}v^2}$, where $\Lambda = \lambda/2(\sin(\theta/2))$ is the period of the atomic grating obtained with the optical wavelength $\lambda$, and $\bar{v} = \sqrt{\frac{2k_B T}{M}}$ is the r.m.s. velocity of the atomic medium, proportional to the temperature $T$. The figure fig. 4.2(c) shows a life time of about $30 \mu$s, which provides a measurement of the atomic temperature $T \approx 300 \mu K$.

In sec. 2.3, the physical origin of RIR is explained in terms of Raman scattering from simple two level atoms in momentum states. The storage phenomenon described here could be better understood using an explanation of RIR in terms of Rayleigh scattering in the position space [Courtois and Grynberg, 1996]. Let us consider the case when both pump and signal fields are propagating with wave vectors $\vec{k}$ and $\vec{k_s}$ respectively. The corresponding field amplitudes are $E$ and $E_s$. In such a case, the polarization vector $\vec{P}$ of the medium is proportional to the superposition of the two fields:

$$\vec{P}(r,t) = \epsilon_0 \chi \{ E e^{-i(\omega t - \vec{k} \cdot \vec{r})} + E_s e^{-i(\omega_s t - \vec{k_s} \cdot \vec{r})} \}$$ (4.1)

where $\epsilon_0$ is the vacuum permittivity and $\chi$ is the susceptibility of the medium. In general, the susceptibility $\chi$ is a function of several atomic properties that depend on the electric field intensity. As can be seen from eq. 4.1, the two fields interfere in the medium creating a interference pattern that moves (see fig. 4.3(a)) with a phase velocity $\vec{v} = \frac{\delta(\vec{k} - \vec{k_s})}{|\vec{k} - \vec{k_s}|^2}$ [Courtois and Grynberg, 1996].

Such an intensity modulation induces an atomic periodic grating which also moves with the same velocity $\vec{v}$ so that two components of the field propagates in the signal direction (c.f. fig. 4.3(b));
• the transmitted signal beam;

• a part of the pump beam that is diffracted by the moving grating, which has the same frequency as the signal (i.e. $\omega_s$), because of the induced Doppler shift.

Due to their phase-difference, both components interfere and give rise to the RIR effect. When the two fields interfere constructively, the signal experiences gain, and when they interfere destructively, it experiences losses. The formation and destruction characteristic times of such a grating depends on the finite response and decay times of the medium. The lifetime of this memory effect is thus directly linked to the atomic movement, which erase progressively the pattern.

### 4.1.3 Phase conjugate generation Spectroscopy

In sec. 2.3, I have briefly introduced the case of two counterpropagating pumps where a phase-conjugate beam is created due to the non-linear interaction among the optical fields via RIR. The dependence of the phase conjugate (p.c.) generation spectrum on the pump-signal detuning was predicted by Guo & al. [Guo, Berman, Dubetsky, and Grynberg, 1992]. Experimentally it was observed first by Lounis et al. in cold cesium atoms [Lounis, Verkerk, Courtois, Salomon, and Grynberg, 1993] and very recently by Ji et al. [Ji et al., 2018] with better precision.

Such experiments were also performed by J. Tabosa’s group. As the pump intensity is increased, they have observed the emergence of a dip in the p.c. generation spectrum (see fig. 4.4(a)). The splittings between the two peaks as a function of increasing pump intensities have been plotted in fig. 4.4(b) for two different optical detunings as the minimum intensity required for the dip to emerge depends on the optical detuning $\Delta$. At $\Delta/2\pi = 30\, MHz$, the splitting appears for a pump intensity of about 140 mW/cm$^2$, while at 25 MHz it is already visible for 100 mW/cm$^2$. In both cases, the splitting saturates between 20 and 25 kHz.

I show in section 4.2.1.2 that this feature cannot be explained under the 3rd order perturbation approximation of RIR. It is also not explained by the dynamic Stark splitting [Klein, Oria, Bloch, and Ducloy, 1989] as this splitting is much narrower and saturates at a constant value. I show below that as more pump intensity is involved, the six wave mixing processes which are also mediated by
Figure 4.4: (a) Experimental probe transmission spectra and (b) phase conjugate generation spectra as a function of pump-signal detuning for different pump intensities (indicated in the legend box). The experiment was done on cold cesium atoms, by the group of Jose Tabosa in University of Pernambuco, Brazil, with a temperature $T = 300\mu K$, $\Gamma / 2\pi = 6 MHz$, and $\Delta / 2\pi = 30 MHz$. The angle between pump and signal beams is $\theta = 2$ deg and the signal intensity is 0.02 mW/cm$^2$. A dip at the centre of the spectra is visible when the pump intensity is more than 0.14 W/cm$^2$. (c) splitting distance as a function of increasing pump intensities for two optical detunings $\Delta = 30 MHz$ and $\Delta = 25 MHz$. The threshold pump intensity for the splitting to appear increases, with the detuning. In both cases, the splitting saturates at about 22 kHz.
atomic recoil can indeed not be neglected anymore. These higher order processes interfere coherently with the primary four wave mixing process, resulting in the dip in the idler generation spectrum.

4.2 Theoretical Explanation

4.2.1 Two level system

We consider here a two level system \{\ket{1}, \ket{2}\} where \ket{1} is the ground state and \ket{2} the excited one. The spontaneous decay rate is \Gamma and the atom can absorb or emit a photon, which changes its momentum from a value \( p \) to a value \( p' \), so that \( \hbar (p' - p) \) is the photon momentum. The standard two level density matrix \( \rho \) of a two level system, which is defined as:

\[
\rho = \sum_{\alpha, \beta \in \{1, 2\}} \rho_{\alpha \beta} |\alpha\rangle \langle \beta | \]

is expanded in the momentum-space as :

\[
\rho(p, p') = \sum_{\alpha, \beta \in \{1, 2\}} \rho_{\alpha \beta}(p, p') |\alpha, p\rangle \langle \beta, p'| \tag{4.2}
\]

The states are now written with reference to their corresponding initial and final momenta \( p \) and \( p' \). The terms \( \rho_{11}(p, p') \) or \( \rho_{22}(p, p') \), are not population anymore but coherences between states of different momenta (c.f. eq. 4.2).

We consider the interaction of such a two level system with \( n \) electric fields:

\[
E = \sum_{\mu=1}^{n} E_{\mu} e^{-i(\omega_{\mu} t - k_{\mu} \cdot r)} + c.c. \tag{4.3}
\]

where \( E_{\mu} \), \( \omega_{\mu} \) and \( k_{\mu} \) are the amplitude, frequency and wave-vector of the \( \mu \)-th field. We also introduce the variables \( \tilde{\rho}_{\alpha \beta} \):

\[
\begin{align*}
\rho_{\alpha \alpha} &= \tilde{\rho}_{\alpha \alpha}(p, p') e^{-i\frac{(p^2 - p'^2)}{2m} t} \\
\rho_{\alpha \beta} &= \tilde{\rho}_{\alpha \beta}(p, p') e^{i\omega t} e^{-i\frac{(p^2 - p'^2)}{2m} t} \tag{4.4}
\end{align*}
\]

where \( \omega \) is the frequency of the transition, and \( m \) is the mass of an individual atom. The transformations shown in eq. (4.4) are equivalent to the standard rotating wave transformation, but includes the momenta. In terms of these variables, the Maxwell-Bloch equations for the system, can be written down.
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[Guo, Berman, Dubetsky, and Grynberg, 1992] as:

\[
\frac{\partial}{\partial t} + \gamma_1 \hat{\rho}_{12}(p, p') = \sum_\mu i(\Omega_\mu^* e^{i(\Delta_\mu - i \frac{k_\mu p'}{m} + i \omega_k)t}) \hat{\rho}_{11}(p, p' - \hbar k_\mu) - i(\Omega_\mu^* e^{i(\Delta_\mu - i \frac{k_\mu p'}{m} - i \omega_k)t}) \hat{\rho}_{22}(p + \hbar k_\mu, p') \\
\frac{\partial}{\partial t} + \gamma_2 \hat{\rho}_{22}(p, p') = \sum_\mu i(\Omega_\mu^* e^{i(\Delta_\mu - i \frac{k_\mu p'}{m} + i \omega_k)t}) \hat{\rho}_{21}(p, p' - \hbar k_\mu) - i(\Omega_\mu e^{-(\Delta_\mu + i \frac{k_\mu p}{m} - i \omega_k)t}) \hat{\rho}_{12}(p - \hbar k_\mu, p') \\
\frac{\partial}{\partial t} + \gamma_1 \hat{\rho}_{11}(p, p') = \sum_\mu i(\Omega_\mu e^{-(\Delta_\mu + i \frac{k_\mu p'}{m} - i \omega_k)t}) \hat{\rho}_{12}(p, p' + \hbar k_\mu) - i(\Omega_\mu e^{i(\Delta_\mu - i \frac{k_\mu p}{m} + i \omega_k)t}) \hat{\rho}_{21}(p + \hbar k_\mu, p') + \int \Gamma N(q) dq \hat{\rho}_{22}(p + \hbar q, p' + \hbar q)e^{i\frac{p' - p}{m}t} + \gamma_t W(p, p') \\
\hat{\rho}_{21}(p, p') = [\hat{\rho}_{12}(p', p)]^* 
\]

\(\Omega_\mu\) are the Rabi frequencies for the individual fields \(E_\mu\):

\[\Omega_\mu = -\frac{(2|D|1)E_\mu}{\hbar}\]

where \(\hat{D}\) is the dipole moment operator. The individual fields are detuned from the resonance frequency \(\omega\) of the two level system by \(\Delta_\mu = \omega_\mu - \omega\). The recoil frequency \(\omega_k\) of the atom is defined as \(\omega_k = \frac{\hbar k^2}{2m}\); where we have assumed, that for all the fields, \(|k_\mu| \approx k\).

The various decay rates in eq.s(4.5)-(4.8) are:

(1) \(\Gamma\) : spontaneous decay rate from the excited state to the ground state.

(2) \(\gamma_t\) : lifetime of the atoms in the interaction region. The value given by the experimentalist team was \(\gamma_t/2\pi \sim 1\) kHz.

(3) \(\gamma_1\) : total decay rate of the lower level population and coherences. It can be written as \(\gamma_1 = \gamma_t \gamma'_1(1 - \delta_{pp'})\), where \(\gamma'_1\) is a possible extra decay for the coherences between states of different momenta.

(4) \(\gamma_2\) : decay rate of the excited state populations and coherences between upper levels of different momenta: \(\gamma_2 = \Gamma + \gamma_t\).
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\[ \gamma : \text{optical coherence decay rate} \quad \gamma = \gamma_t + \frac{\Gamma}{2}. \]

We assume that new atoms add up to the ground state momentum coherence following a distribution \( W(p, p') \) so that the ground state is pumped at a rate \( \Lambda = \gamma_t W(p, p') \). When \( p = p' \), \( \rho_{11}(p, p) \) is the ground state population with a momentum \( p \). In this case, the distribution should be the Maxwell-Boltzmann distribution:

\[
W(p, p') = \frac{N V}{(2\pi \hbar)^3} \frac{1}{(\sqrt{\pi p_0})^3} e^{-\frac{p^2 + p'^2 + \vec{r}^2}{\hbar^2}} \delta(p - p') \tag{4.10}
\]

where \( \delta(x) \) denotes the Dirac delta function.

In the eq.(4.7), the third term represents the ground state feeding, by spontaneous emission from the excited state. The term describes a process where an atom with a coherence \( \rho_{22}(p + \hbar q, p' + \hbar q) \) emits a photon in a random direction with a wavevector \( \vec{q} = |k|(\sin \theta \cos \phi \vec{x} + \sin \theta \sin \phi \vec{y} + \cos \theta \vec{z}) \). \( \theta \) and \( \phi \) are the inclination and azimuthal angles respectively when the dipole direction is along \( \hat{z} \) and \( N(\vec{q}) \) is the probability that the emission occurs in the direction \( \theta \) [Grynberg, Aspect, and Fabre, 2010]:

\[
N(\vec{q}) \rightarrow N(\theta) = \frac{3}{8\pi} \sin^2 \theta \tag{4.11}
\]

To find the total effect of the spontaneous emission, it is necessary to integrate over all such possible directions, with \( dq = |k|\sin \theta d\theta d\phi, 0 \leq \theta \leq \pi, 0 \leq \phi \leq 2\pi \).

The optical coherence can then be written in the laboratory frame, from the quantity \( \tilde{\rho}_{12}(p, p') \) in the Bloch equations (4.5)-(4.8), as:

\[
\rho_{12}(r, t) = \frac{1}{2\pi \hbar^3} \int \int dp dp' \tilde{\rho}_{12}(p, p') \exp \left( i \frac{(p - p') \cdot \vec{r}}{\hbar} - i \frac{p^2 - p'^2}{2m \hbar} t + i \omega t \right) \tag{4.12}
\]

The macroscopic polarization \( P(r, t) \) of the atomic ensemble, is then linked to the atomic optical coherence \( \rho_{12}(r, t) \) as:

\[
P(r, t) = \langle 2|D|1 \rangle \tilde{\rho}_{12}(r, t) + c.c. \tag{4.13}
\]

The set of differential equations (4.5)-(4.8) is not analytically solvable exactly. A perturbative treatment is thus required. I present the detailed calculations in Appendix C, and only the relevant observations and plots are described in the following parts.
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Figure 4.5: (a) Signal transmission spectrum as a function of the pump-signal detuning $\delta$ from a 3rd order coherence calculation for a temperature $T = 300 \mu K$, $\Gamma/2\pi = 6 MHz$, $\Delta/2\pi = 30 MHz$, $\gamma t/2\pi = 1 kHz$ and $\theta = 2^o$. (b) zoom on the central sharp feature, which has a width $2k\bar{v}\theta$ for different pump intensities.

4.2.1.1 Results at third order of expansion

The third order contribution to the coherence $\rho_{12}$ comes as a four-wave mixing process with two relevant pathways:

\begin{align*}
\tilde{\rho}_{11}^{(0)} & \xrightarrow{\Omega_\mu} \tilde{\rho}_{12}^{(1)} \xrightarrow{\Omega_\nu} \tilde{\rho}_{22}^{(2)} \xrightarrow{\Omega_\sigma^*} \tilde{\rho}_{12}^{(3)} \\
\tilde{\rho}_{11}^{(0)} & \xrightarrow{\Omega_\mu} \tilde{\rho}_{12}^{(1)} \xrightarrow{\Omega_\nu^*} \tilde{\rho}_{22}^{(2)} \xrightarrow{\Omega_\sigma} \tilde{\rho}_{12}^{(3)}
\end{align*}

(4.14) (4.15)

where the indices ($\mu, \nu$ and $\sigma$) denote the fields (pump, counter-propagating pump or signal) and $\Omega_{\mu,\nu,\sigma}$ etc. denote the corresponding Rabi frequencies (for details, see appendix C). $\Omega_\mu$ is the first order of perturbation $\nu$ the second order and $\sigma$ the third.

The third order component of the polarization, which is proportional to the third order coherence $\rho_{12}^{(3)}$, (see eq. 4.13), can be shown to be proportional to $\Omega_\mu^*\Omega_\nu\Omega_\sigma^*$ (for pathway 1, eq. 4.14), or to $\Omega_\mu\Omega_\nu^*\Omega_\sigma^*$ (for pathway 2, eq. 4.15).

If we look at changes in the transmission spectrum of the probe, conservation of energy and momentum imply that each path will involve one absorption and one emission by the same pump (either propagating or counterpropagating) so that the result is the addition of two RIR provided by each pump as described in the next paragraph. When both pumps are involved, it leads to the generation of a phase conjugate field in the direction opposite to the signal.
4.2. Theoretical Explanation

Signal transmission

Experimentally, the signal transmission corresponds to the field, which is detected by the photodiode $D_1$ (see fig. 2.7). It is given by the components with a wave vector $k_s$ and a frequency $\omega_P + \delta$. This can be achieved by four different combinations of $\mu, \nu$ and $\sigma$, showing two distinct features:

1. $\mu$ is the signal field and $\nu$ and $\sigma$ are the forward pump beam in pathway 1 (eq. 4.14), or,
   $\nu$ is the signal field and $\mu$ and $\sigma$ are the forward pump beam in pathway 2 (eq. 4.15).

2. $\mu$ is the signal field and $\nu$ and $\sigma$ are the counter-propagating (or backward) pump beams in pathway 1 (eq. 4.14), or
   $\nu$ is the signal field and $\mu$ and $\sigma$ are the backward pump beam in pathway 2 (4.15).

In the case (1) the calculations give a sharp feature in the signal transmission spectrum (see appendix C). Indeed, with the assumption that $\gamma_t \ll k\bar{v}\theta$, the width of the induced resonance is $2k\bar{v}\theta$, where $k$ is modulus of the wave-vector of the pump/signal fields, $\bar{v}$ is the r.m.s velocity of the atoms in the medium and $\theta$ is the angle between the signal and the forward pump beams. The transmission $g$ as a function of pump-signal detuning $\delta$ is (see sec. 2.3):

$$g(\delta) = -\sqrt{\frac{\pi}{2}} \frac{\hbar \Omega_s^2}{\Delta^2 k_B T} \frac{\delta}{k\bar{v}u} \exp\left(-\frac{\delta^2}{2(k\bar{v}u)^2}\right)$$ (4.16)

where $\Omega$ is the Rabi frequency and $T$ is the temperature.

In the case (2) the calculations give a broad feature in the signal transmission spectrum. The width of this feature is $4k\bar{v}$ when $\gamma_t \ll ku$ and $\theta \ll 1$.

$$g(\delta) = -\sqrt{\frac{\pi}{2}} \frac{\hbar \Omega_s^2}{\Delta^2 k_B T} \frac{\delta}{2ku} \exp\left(-\frac{\delta^2}{2(2ku)^2}\right)$$ (4.17)

The two counter-propagating pumps and one signal configuration is a coherent addition of two single pump - single signal interactions. The fig. 4.5(a) shows the result of the calculations for $T = 300\mu K$, $\Gamma/2\pi = 6 MHz$, $\Delta/2\pi = 30 MHz$, $\gamma_t = 1 kHz$ and $\theta = 2^\circ$ : both features appear and fig. 4.5(b) is a zoom on the sharp one. It reproduces quite well the experimentally obtained transmission spectrum (shown in fig. 4.4(a)) : the Gaussian derivative shape with about 15
Phase conjugate generation

The components of the field in the direction $-\vec{k}_s$ with a frequency $\omega_p - \delta$, correspond to a phase conjugate (p.c.) field, generated through the four-wave mixing process of the two pumps and the signal. Experimentally, when the signal frequency is scanned, the photodiode $D_2$ allows to record the phase conjugate generation spectrum, which is the intensity of the p.c. field as a function of the input signal frequency (see fig. 2.7). This spectrum can be calculated as the absolute amplitude of the corresponding component of the coherence as a function of the pump-signal detuning $\delta$. Using a third order perturbative expansion, we can sort the following combinations of fields that are responsible for the generation of the phase conjugate beam for both paths:

1. When $\mu$ is the forward pump field, $\nu$ the signal field and $\sigma$ the counter-propagating or backward pump beam, it describes a process of backward pump scattering in the phase-conjugate direction from an atomic grating created by the forward pump and the signal fields.
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(2) When $\mu$ is the backward pump field, $\nu$ the signal field and $\sigma$ the forward pump beam, it describes a process of forward pump scattering from an atomic grating created by the backward pump and the signal fields.

The first gives rise to a broad feature having a width $4ku$, while the second gives a sharp one with a width $2k\nu\theta$. I show the theoretical spectra in fig. 4.6. We are interested in the sharper feature only (fig. 4.6(b)), which matches with the experimental observation for small pump intensities (shown in fig. 4.4), but fails to reproduce the dip, which appears at higher intensities (fig. 4.6).

4.2.1.2 Results at fifth order

To account for the effect of higher pump intensities, it is necessary to go to higher order of perturbation. When other parameters (the decay rates and Doppler width) are small compared to the optical detuning $\Delta$ and the Rabi frequencies of the fields, the ratio of the 3rd order to the 5th order contribution into the coherence $\rho_{12}$ is proportional to $|\Omega|^2/(\Gamma\Delta)$, where $\Omega$ is the pumps Rabi frequency. Thus, for sufficient intensities, the 3rd and 5th order coherences i.e. $\rho_{12}^{(3)}$ and $\rho_{12}^{(5)}$ are comparable and can interfere. Indeed, a pump intensity of 140 mW/cm$^2$ corresponds to $\Omega = 4.8$ MHz, so that $\Omega/\Delta \approx 0.1$ for $\Delta/2\pi = 30$ MHz. Similarly, a pump intensity of 100 mW/cm$^2$ corresponds to $\Omega = 4$ MHz, so that $\Omega/\Delta \approx 0.1$ for $\Delta/2\pi = 25$ MHz. These values are consistent with the experimental ones, for which the dip appears (see fig. 4.4).

The following four pathways, address the relevant six-wave mixing process:

$$\rho_{11}^{(0)} \xrightarrow{\Omega_{\mu}} \rho_{12}^{(1)} \xrightarrow{\Omega_{\nu}} \rho_{22}^{(2)} \xrightarrow{\Omega_{\sigma}} \rho_{12}^{(3)} \xrightarrow{\Omega_{\alpha}} \rho_{22}^{(4)} \xrightarrow{\Omega_{\beta}} \rho_{12}^{(5)}$$

(4.18)

$$\rho_{11}^{(0)} \xrightarrow{\Omega_{\mu}} \rho_{12}^{(1)} \xrightarrow{\Omega_{\nu}} \rho_{22}^{(2)} \xrightarrow{\Omega_{\sigma}} \rho_{12}^{(3)} \xrightarrow{\Omega_{\alpha}} \rho_{22}^{(4)} \xrightarrow{\Omega_{\beta}} \rho_{12}^{(5)}$$

(4.19)

$$\rho_{11}^{(0)} \xrightarrow{\Omega_{\mu}} \rho_{12}^{(1)} \xrightarrow{\Omega_{\nu}} \rho_{22}^{(2)} \xrightarrow{\Omega_{\sigma}} \rho_{22}^{(3)} \xrightarrow{\Omega_{\alpha}} \rho_{22}^{(4)} \xrightarrow{\Omega_{\beta}} \rho_{12}^{(5)}$$

(4.20)

$$\rho_{11}^{(0)} \xrightarrow{\Omega_{\mu}} \rho_{12}^{(1)} \xrightarrow{\Omega_{\nu}} \rho_{22}^{(2)} \xrightarrow{\Omega_{\sigma}} \rho_{22}^{(3)} \xrightarrow{\Omega_{\alpha}} \rho_{22}^{(4)} \xrightarrow{\Omega_{\beta}} \rho_{12}^{(5)}$$

(4.21)

where the fields corresponding to the indices $\mu, \nu, \sigma, \alpha$ and $\beta$ can be any of the two pump or signal fields. The corresponding 46 different combinations of fields giving rise to phase conjugate generation are listed in the appendix (C). Nevertheless, I have only considered the contributions when the signal field appears once: due to its small intensity compared to the pumps ($\Omega_s \ll \Omega_P$), the cases when it interacts several times with the atom can be neglected.
Figure 4.7: Comparison of all the 46 fifth order terms as a function of pump-signal detuning: for a temperature \( T = 300 \mu K \), \( \Gamma/2\pi = 6 \text{MHz} \), \( \Delta/2\pi = 30 \text{MHz} \), \( \gamma_\|/2\pi = 1 \text{kHz} \) and \( \theta = 2 \text{deg} \). Four terms give the major contribution.

All the 46 combinations are plotted in fig. 4.7, for parameters corresponding to the experimental conditions. It is visible that only a few of them contribute to the phase conjugate beam. They correspond to the following pathways:

\[
\begin{align*}
\tilde{\rho}^{(0)}_{11} & \xrightarrow{\Omega_+^*P} \tilde{\rho}^{(1)}_{12} & & \Omega_+P & \xrightarrow{\Omega} \tilde{\rho}^{(2)}_{22} & & \Omega_+P & \xrightarrow{\Omega} \tilde{\rho}^{(3)}_{21} & & \Omega_+P & \xrightarrow{\Omega} \tilde{\rho}^{(4)}_{22} & & \Omega_+P & \xrightarrow{\Omega} \tilde{\rho}^{(5)}_{12} \\
\tilde{\rho}^{(0)}_{11} & \xrightarrow{\Omega_-^*P} \tilde{\rho}^{(1)}_{12} & & \Omega_-P & \xrightarrow{\Omega} \tilde{\rho}^{(2)}_{22} & & \Omega_-P & \xrightarrow{\Omega} \tilde{\rho}^{(3)}_{21} & & \Omega_-P & \xrightarrow{\Omega} \tilde{\rho}^{(4)}_{22} & & \Omega_-P & \xrightarrow{\Omega} \tilde{\rho}^{(5)}_{12} \\
\tilde{\rho}^{(0)}_{11} & \xrightarrow{\Omega_-^*P} \tilde{\rho}^{(1)}_{12} & & \Omega_-P & \xrightarrow{\Omega} \tilde{\rho}^{(2)}_{22} & & \Omega_-P & \xrightarrow{\Omega} \tilde{\rho}^{(3)}_{21} & & \Omega_-P & \xrightarrow{\Omega} \tilde{\rho}^{(4)}_{22} & & \Omega_-P & \xrightarrow{\Omega} \tilde{\rho}^{(5)}_{12} \\
\tilde{\rho}^{(0)}_{11} & \xrightarrow{\Omega_-^*P} \tilde{\rho}^{(1)}_{12} & & \Omega_-P & \xrightarrow{\Omega} \tilde{\rho}^{(2)}_{22} & & \Omega_-P & \xrightarrow{\Omega} \tilde{\rho}^{(3)}_{21} & & \Omega_-P & \xrightarrow{\Omega} \tilde{\rho}^{(4)}_{22} & & \Omega_-P & \xrightarrow{\Omega} \tilde{\rho}^{(5)}_{12} \\
\end{align*}
\]

where the subscripts \( \Omega_+, \Omega_- \), and \( \Omega_s \) denote the forward pump, the backward pump and the signal fields respectively.

Fig. 4.8 shows the theoretical prediction for such a model. On the left, fig. 4.8(a) gives the p.c. generation spectra for different pump intensities corresponding to the experimental values and \( \Delta/2\pi = 30 \text{MHz} \). The emergence of a dip is reproduced. It emerges progressively by a shoulder visible at 0.14 W/cm\(^2\). On the top, center, the fig. 4.8(b) gives the splitting distance between the peaks as a function of the pump intensity for \( \gamma_\|/2\pi = 1 \text{kHz} \) and no extra decoherence for the coherence between levels of different momenta (\( \gamma'_1 = 0 \text{kHz} \)). The splitting seems to saturate at about 22 kHz, which is very similar
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Figure 4.8: Results obtained with a 5th order perturbation expansion. (a) Theoretically obtained phase conjugate generation spectra as a function of the pump-signal detuning, for different pump intensities (indicated in the legend box). The calculations are done for cesium atoms with $T = 300 \mu K$, $\Gamma/2\pi = 6 \text{ MHz}$, $\gamma_{l}/2\pi = 1 \text{ kHz}$, $\theta = 2^\circ$, $\Delta/2\pi = 30 \text{ MHz}$ and a signal intensity equal to 0.02$mW/cm^2$. The spectra are normalized independently. A dip is visible for pump intensity higher than 0.14$mW/cm^2$. (b) Splitting values as a function of pump intensities for optical detuning $\Delta/2\pi = 30 \text{ MHz}$ and $\Delta/2\pi = 25 \text{ MHz}$ with $\gamma_{l}/2\pi = 1 \text{ kHz}$ and $\gamma_{1}' = 0$. (c) and (d) Comparison of the previous case $\Delta/2\pi = 30 \text{ MHz}$ for different values of $\gamma_{l}$ (c) or $\gamma_{1}'$ (d). (e) Comparison of the effect of $\gamma_{l}$ and $\gamma_{1}'$. (f) Splitting values for $\Delta/2\pi = 30 \text{ MHz}$ and $\Delta/2\pi = 25 \text{ MHz}$, when $\gamma_{1}/2\pi = 1 \text{ kHz}$ and $\gamma_{1}'/2\pi = 1 \text{ kHz}$. 
to the experimentally observed value of 23 kHz. At $\Delta/2\pi = 30$ MHz, the dip suddenly appears around an intensity of 100 mW/cm$^2$ and at $\Delta/2\pi = 25$ MHz, it emerges at a smaller pump intensity of 50 mW/cm$^2$. Both values are smaller than the experimental ones which are close to 150 mW/cm$^2$ and 100 mW/cm$^2$ respectively. The fig.s (c) and (d) shows the effect of an increase of $\gamma_t$ and $\gamma'_1$ for $\Delta/2\pi = 30$ MHz. In the first case, the threshold remains the same, while it increases in the second. Indeed, for $\gamma_t/2\pi = \gamma'_1/2\pi = 1$ kHz, the experimental behaviour is quite well reproduced. The fig. 4.8(e) compares the effect of the transit and coherence decay rate. Indeed, a lower $\gamma_t$ and $\gamma'_1 = 1$ kHz gives a sharper step and a lower threshold, which does not fit with the experimental observation. The fig. 4.8(f) gives the simulation results for $\Delta/2\pi = 30$ MHz and $\Delta/2\pi = 25$ MHz, using the best parameters found with the fig. 4.8(d): $\gamma_t/2\pi = 1$ kHz and $\gamma'_1/2\pi = 1$ kHz. The split emerges for a pump power 150 mW/cm$^2$ when $\Delta/2\pi = 30$ MHz and for a pump power 100 mW/cm$^2$ when $\Delta/2\pi = 25$ MHz. The splitting values saturate at about 22 MHz, which is close to the experimental observations.

The relative heights of the peaks do not quantitatively match with the experimental ones, which might be a result of even higher order processes which are not taken into account here. But it is nevertheless clear that the threshold behaviour of the splitting can be reproduced by taking into account an extra decoherence rate between levels of different momenta.

### 4.2.2 A simpler three level model

In the previous description of the recoil induced resonance, we have considered all possible momenta of the atoms and the density matrix elements could be a function of any momenta $p$ and $p'$. Nevertheless there is a specific four wave mixing process that is closed, meaning that the initial and final momenta of the atom before and after the interaction, are the same. Such a process contributes maximally to the RIR phenomenon.

In fig. 4.9(b), we describe such a closed process:

1. An atom in the ground state ($|a\rangle$) with an initial momentum $p$ absorbs a forward pump photon of wavevector $\vec{k}_P$ so that its momentum is changed to $\vec{p} + \hbar \vec{k}_P$.

2. The atom then releases a signal photon of wavevector $\vec{k}_s$, which changes its momentum to $\vec{p} + \hbar (\vec{k}_P - \vec{k}_s)$.
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Figure 4.9: (a) evolution of the momentum of the atom in the distribution function of momenta $W_p$ (commonly Maxwell-Boltzmann). Starting with an initial momentum $p_0$ (r.m.s. momentum) the atom ends up in the same state after absorbing a photon from the forward pump (2), emitting a stimulated photon (3) absorbing a backward pump photon (4) and emitting a phase conjugate (p.c.) photon. (b) Four level closed system with two ground states $|a\rangle$ and $|b\rangle$ and two excited states $|e_1\rangle$ and $|e_2\rangle$, which are coupled by the two counter propagating pump beams with Rabi frequencies $\Omega_{+P,-P}$ and the signal beam with a Rabi frequency $\Omega_s$. The four wave mixing process creates the p.c. beam with a Rabi frequency $\Omega_{p.c.}$. (c) Equivalent three level system: two ground states $|a\rangle$ and $|b\rangle$ are coupled by the forward pump (+P) and backward pump (-P) fields (in red) and the signal (p) field (in green). The green phase conjugate (p.c.) field is created by a four wave mixing process. $\omega_{+P,-P,s,p.c.}$ denote the corresponding optical frequencies of the fields. The pump fields are detuned from the transition frequency by $\Delta$. $\hbar \Delta_0$ is the energy difference between the two ground states. $\delta$ is the frequency detuning between the pump and the probe beams.
(3) The atom absorbs another pump photon from the counter-propagating beam of wavevector $-\vec{k}_P$ so that the atom’s momentum becomes $\vec{p} - \hbar \vec{k}_s$.

(3) Finally, the emission of a phase conjugate photon counter-propagating to the signal with a wavevector $-\vec{k}_s$ gives an atom with a final momentum $\vec{p}$.

This interaction can be modeled as a four level atom in an X-scheme (fig. 4.9(b)). We will consider that $|e_1\rangle$ and $|e_2\rangle$ correspond to one single level, which is just used to excite the coherence between both ground states through multi-photon processes because the fields are far enough detuned so that $\Delta \gg \omega_k$. This then generates a phase conjugate field by undergoing a writing and reading mechanism [Triche, 1997] similar to what is described in sec. 4.1.2. The generation of a phase conjugate beam then involves a writing process involving the forward pump beam and the signal beam, followed by a reading process with the backward pump beam. This model corresponds to a truncated version of the previous two-level model.

Four-wave mixing from a three-level model is well studied [Agarwal, 1986, Du, Oh, Wen, and Rubin, 2007]. Yet, the particularity of the system studied here, is that the two ground states $|a\rangle$ and $|b\rangle$ are not different internal atomic states : in this model, both of them correspond to the same atomic state, but with different linear momenta viz. $\vec{p}$ and $\vec{p} + \hbar (\vec{k}_P - \vec{k}_s)$ (see fig. 4.9(a)). Thus, the ground state coherence, is the momentum coherence $\rho_{11}(\vec{p}, \vec{p} + \hbar (\vec{k}_P - \vec{k}_s))$ described in the previous model (eq. 4.2).

The notations are summarized in fig. 4.9(b) : the two ground states are named $|a\rangle$ and $|b\rangle$, and the excited state is $|e\rangle$. The transition frequency is $\omega$. The energy difference between the two ground states is $E_b - E_a = -\hbar \Delta_0 = \frac{(\vec{p} + \hbar (\vec{k}_P - \vec{k}_s))^2}{2m} - \frac{p^2}{2m}$. The three fields incident on this system are the forward pump beam, the counter-propagating or backward pump beam and the signal beam. Both pump beams have the same frequency $\omega_p$, which is detuned from the transition by $\Delta = \omega - \omega_p$. The signal frequency $\omega_s$ is detuned from the pump one by $\delta = \omega_s - \omega_p$. The Rabi frequencies of the forward pump, the backward pump and the signal fields are $\Omega_{+P}$, $\Omega_{-P}$, $\Omega_s$.

In a $\Lambda$- system, when the legs are coupled with the pump and signal fields with Rabi frequencies $\Omega_p$ and $\Omega_s$, the ground state coherence is written as
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[Triche, 1997]:

\[ \rho_{ab}(r, t) = \frac{\Delta_R + i\gamma}{\Delta_R^2 + \gamma^2 + |\Omega_{\text{eff}}|^2/2} \frac{\Omega_{\text{eff}}}{2} e^{i(\Delta k_s \cdot \vec{r} - \delta t)} \]  

(4.22)

where, \( \Delta_R = -\delta - \Delta_0 \) is the Raman detuning between the ground states \(|a\rangle\) and \(|b\rangle\) and \( \gamma \) is the ground-state coherence decay rate. \( \Delta k = veck_s - veck_P \) is the wave-vector mismatch between the forward pump and signal. The quantity \( \Omega_{\text{eff}} = \frac{\Omega_P^* \Omega_P}{2\Delta} \) is the effective Rabi frequency of the Raman transition between the two ground states \( a \leftrightarrow b \). The phase conjugate beam is then generated by the diffraction of the backward pump from the coherence:

\[ \frac{d}{dt}\rho_{ea} + i\omega\rho_{ea} = -\frac{D_{eb}}{2i\hbar} E e^{i(\omega_P - \omega)t} \rho_{ba}(t) \]  

(4.23)

Using eq. 4.22 in eq. 4.23, we have:

\[ \frac{d}{dt}\rho_{ea} + i\omega\rho_{ea} = -\frac{D_{eb}}{2i\hbar} E e^{i(\omega_P - \omega_P)t} \rho_{ba}(t) \]  

(4.24)

where we have neglected the optical coherence decay rate \( \gamma/2 \) in front of the transition frequency \( (\omega_e - \omega_a) \). Eq. 4.24 confirms the generation of the phase conjugate beam that propagates opposite to the signal with a frequency \( (\omega_P - \delta) \). The solution to the eq. 4.24 can be calculated as:

\[ \rho_{ea}(p, t) = -\frac{D_{eb}}{2i\hbar} E e^{i(\omega_P - \omega_P)t} \rho_{ba}(t) \]  

(4.25)

The coherence \( \rho_{ea}(p, t) \) depends on the initial momentum \( p \) of the atom through \( \Delta_R \). We assume a Maxwell-Boltzmann distribution of the momenta, which is written as:

\[ W(p) = \frac{1}{\sqrt{(\pi p_0)^3}} e^{-p^2/p_0^2} \]  

(4.26)

The total coherence coming from all the momentum classes can then finally be computed by:

\[ \rho_{ea}(t) = \int \rho_{ea}(p, t) W(p) dp \]  

(4.27)
Chapter 4. Recoil Induced Resonances

Figure 4.10: Results of the theoretical simulation with the three level model. (a) phase conjugate generation spectra as a function of pump-signal detuning $\delta$ for different pump intensities and $T = 300\mu K$, $\Delta/2\pi = 30 \text{ MHz}$, $\lambda = 852 \text{ nm}$, $\gamma = 1 \text{ kHz}$. The signal intensity is 0.2 mW/cm$^2$. For any pump-intensities higher than 0.004 W/cm$^2$, a characteristic dip appears. (b) splitting distance as a function of pump intensities, for optical detuning $\Delta/2\pi = 30 \text{ MHz}$ and $\Delta/2\pi = 30 \text{ MHz}$, with $\gamma/2\pi = 1 \text{ kHz}$. (c) comparison of the effect of three different ground state coherence decay rates $\gamma$ with $\Delta/2\pi = 30 \text{ MHz}$. The threshold pump intensity increases for increasing $\gamma$. (d) Splitting values for $\Delta/2\pi = 30 \text{ MHz}$ and $\Delta/2\pi = 25 \text{ MHz}$ when $\gamma/2\pi = 2 \text{ kHz}$. 
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The absolute value of the amplitude of this coherence $\rho_{ea}(t)$, gives the generated phase conjugate field. The p.c. generation spectra as a function of pump signal detuning is shown in fig. 4.10(a) for different pump intensities. We can observe the emergence of the dip when increasing the pump intensity. Contrary to the experimental data and the fifth order simulations, the two peak relative heights remain the same throughout. Fig. 4.10(b) presents the splitting values as a function of increasing pump intensities for $\gamma/2\pi = 1$ kHz, which shows that for both $\Delta/2\pi = 30$ MHz and $\Delta/2\pi = 25$ MHz, the splitting emerges even for very small pump intensities which is different from the experimental observation (fig. 4.4). The decay rate of the ground state coherence $\gamma$ affects the threshold intensity for which the dip emerges (see fig. 4.10(c)). For $\gamma/2\pi = 2$ kHz (fig. 4.10(d)), the splitting emerges for a pump intensity of about 150 mW/cm$^2$ when $\Delta/2\pi = 30$ MHz, and for about 100 mW/cm$^2$ when $\Delta/2\pi = 25$ MHz, which is the experimental observation. In this simpler model, the ground state population decay rate is not considered, but the coherence decay rate $\gamma/2\pi = 2$ kHz is consistent with $\gamma_1 = \gamma_0 + \gamma'_1$ kHz for coherences between different momenta in the fifth order perturbation model. Thus, a study of this threshold intensity can be used as a signal for decoherence processes in the atomic system.
General Conclusion

In my thesis, I have presented two very different non-linear phenomena. Both rely on multiwave mixing but as the phase sensitive and in He* uses superpositions of internal atomic states, the phase conjugate generation through RIR uses external degrees of freedom of the atom.

The PSA experiments were performed in metastable He* which was chosen for its simple level structure with no hyperfine splitting. This helps to understand the non-linear four wave mixing (FWM) process that results into phase sensitive amplification (PSA). Contrary to alkali metal atoms [Corzo, Marino, Jones, and Lett, 2012, Ma, Liu, Qin, Jia, and Gao, 2017], free from unwanted processes, which would degrade the phenomenon. This has lead us to theoretically understand how coherent population trapping (CPT) could enable PSA and give rise to gains up to nearly 9 dB for a relatively low optical depth, below 3 [Neveu et al., 2018]. I thus designed an experimental setup to detect the two-mode squeezing which should be associated to such a good PSA process. Unfortunately, the high phase noise of the laser diode that we used prevented me from realizing a characterization of these nonclassical states of light. We have installed a new and better laser source and the squeezing detection experiment should now give good results. A possible outlook is to store and retrieve these squeezed states and check that their evolution through CPO follows the expected behaviour predicted by P. Neveu [Neveu, Bretenaker, Goldfarb, and Brion, 2019].

The other phenomenon, which I had theoretically studied, is a four wave mixing phenomenon based on states involving external degrees of freedom of the atom. Indeed, RIR occurs due to the recoil induced by the absorption or emission of photons by the atom. It was already known that such a quantized recoil could lead to Gaussian derivative resonances in the transmission spectrum of a probe going through a cold atom cloud with a small angle with respect to a large coupling beam. In the case of two counterpropagating coupling beams, the generation of a phase conjugate beam was predicted and experimentally demonstrated in the 1990’s. Nevertheless, the theory failed to explain a feature
that was visible for pump powers higher than 100 mW/cm² in the group of J. Tabosa.
I derived higher order calculation and proved that it can be attributed to de-
structive interference between the phase conjugate beams produced by four
wave mixing and six wave mixing. The power needed for this dip to emerge
depends on the coherence rate between levels of different momenta. I could also
propose a much simpler model, based on atomic levels with different external
degrees of freedom. The calculations give results, which are consistent with the
fifth order expansion: the dip behaviour is well reproduced for the coherence
decay rate between levels of different momenta. Such a phenomenon could thus
be used as a probe of this coherence decay rate.
Appendix A

Quantum Noise of a light field

Contents

A.1 Field quantization ............................................. 103
A.2 Coherent states ................................................. 105
A.3 Noise calculation for PSA .................................... 107
  A.3.1 Noise figures ............................................. 107
  A.3.2 Quadrature noises after PSA ............................ 113
  A.3.3 Two mode squeezing .................................... 115
A.4 Effect of losses on squeezed state detection ............ 116

A.1 Field quantization

To quantize the electro-magnetic field, we can start from the elementary equations in electromagnetism, i.e. the Maxwell’s equations (in free space, eqs 1.34):

\[ \nabla \cdot \vec{D} = 0 \]
\[ \nabla \times \vec{E} = \frac{\partial}{\partial t} \vec{B} \]
\[ \nabla \cdot \vec{B} = 0 \]
\[ \nabla \times \vec{B} = \frac{1}{c^2} \frac{\partial}{\partial t} \vec{E} \]  \hspace{1cm} (A.1)

As discussed in 1.2, we can derive the wave equation for electric field \( \vec{E} \) as:

\[ \nabla^2 \vec{E} - \frac{1}{c^2} \frac{\partial}{\partial t} \vec{E} = 0 \]  \hspace{1cm} (A.2)

If we consider a monochromatic plane wave electric field in a space of volume \( V \) and polarized along \( \vec{\epsilon} \), then, a solution to the wave eq. (A.2), is written as [Scully and Zubairy, 1997]:

\[ \vec{E}(\vec{r}, t) = \vec{\epsilon} \varepsilon (q e^{-i(\omega t - \vec{k} \cdot \vec{r})} + q^* e^{i(\omega t - \vec{k} \cdot \vec{r})}) \]  \hspace{1cm} (A.3)
where \( A = \mathcal{E} \alpha \) is the field amplitude with \( \mathcal{E} = \left( \frac{\hbar \omega}{2 \alpha V} \right)^{\frac{1}{2}} \) and \( q \) a complex amplitude, \( \mathbf{k} \) is the wave-vector, \( \omega = kc \) is the corresponding allowed frequency. Combining eq. (A.3) with the Maxwell’s equations, gives the magnetic field \( \mathbf{H}(\mathbf{r}, t) \):

\[
\mathbf{H}(\mathbf{r}, t) = \frac{i \mathbf{k} \times \mathbf{e} \mu_0 \omega}{\hbar \omega} e^{i(\omega t - \mathbf{k} \cdot \mathbf{r})} + \text{c.c.}
\]

where c.c. is the complex conjugate. The total field energy in the cavity is thus given by:

\[
\mathcal{H} = \int dV (\varepsilon_0 E^2 + \mu_0 H^2) = \frac{1}{2} (\omega^2 q^2 + \dot{q}^2) \quad (A.5)
\]

We can identify \( q \) and \( \dot{q} \) as the canonical pair variables equivalent to the position and momentum operators for a simple harmonic oscillator case. The canonical annihilation and creation operators \( \hat{a} \) and \( \hat{a}^\dagger \) can be defined as:

\[
\hat{a} = \frac{1}{\sqrt{2 \hbar \omega}} (\omega q + i \dot{q})
\]

\[
\hat{a}^\dagger = \frac{1}{\sqrt{2 \hbar \omega}} (\omega q - i \dot{q}) \quad (A.6)
\]

which follow the canonical commutation relation \([\hat{a}, \hat{a}^\dagger] = 1\). In terms of these operators, the Hamiltonian of eq. (A.5) is:

\[
\hat{\mathcal{H}} = \hbar \omega (\hat{a}^\dagger \hat{a} + \frac{1}{2}) \quad (A.7)
\]

and the electric field of eq. (A.3) is given by:

\[
\hat{E}(\mathbf{r}, t) = \varepsilon \mathbf{E}_0 \left( e^{-i\omega t} + \hat{a}^\dagger e^{i\omega t} \right) \sin(kz) \quad (A.8)
\]

We can define two hermitian operators similar to the classical quadratures of a light wave, and hence called quadrature operators:

\[
\hat{X} = \frac{1}{2} (a + a^\dagger) \quad (A.9)
\]

\[
\hat{Y} = \frac{1}{2\imath} (a - a^\dagger) \quad (A.10)
\]

In terms of which, the field can now be written as:

\[
\hat{E}(t) = \varepsilon \mathbf{E}_0 \left( \hat{X} \cos(\omega t) + \hat{Y} \sin(\omega t) \right)
\]
Contrary to their classical counterparts, these quadrature operators do not commute and they verify the Heisenberg uncertainty principle. Indeed, using $[a, a^\dagger] = 1$, we can show that:

$$
[X, Y] = \frac{1}{4i}((a + a^\dagger)(a - a^\dagger) - (a - a^\dagger)(a + a^\dagger))
= \frac{1}{4i}(aa - aa^\dagger + a^\dagger a - a^\dagger a^\dagger - aa^\dagger + a^\dagger a + a^\dagger a^\dagger)
= \frac{1}{2i}(-aa^\dagger + a^\dagger a)
= \frac{i}{2}
$$

(A.11)

The uncertainty principle, then arise from the Cauchy-Schwartz inequality:

$$\Rightarrow \langle \Delta X \rangle^2 \langle \Delta Y \rangle^2 \geq \frac{1}{16}$$

(A.12)

### A.2 Coherent states

As defined in chapter 1, a coherent state is the unique eigenstate of the annihilation operator. As such, it is written as:

$$\hat{a} | \alpha \rangle = \alpha | \alpha \rangle$$

(A.13)

So that, $\langle \alpha | a^\dagger a | \alpha \rangle = |\alpha|^2$. To get the variances of each of the quadratures, we have to calculate:

$$
\langle \alpha | X | \alpha \rangle = \frac{1}{2}(\alpha + \alpha^*)
\langle \alpha | X^2 | \alpha \rangle = \frac{1}{4}(\alpha + \alpha^*)^2 + 1/4
\langle \alpha | Y | \alpha \rangle = \frac{1}{2i}(\alpha - \alpha^*)
\langle \alpha | Y^2 | \alpha \rangle = \frac{1}{4}(\alpha - \alpha^*)^2 + 1/4
$$

(A.14)

It is then straightforward to deduce that for a coherent state, the variances of the two quadrature operators are minimum and equal:

$$
\langle \Delta X \rangle^2 = \frac{1}{4} = \langle \Delta Y \rangle^2
\langle \Delta X \rangle^2 \langle \Delta Y \rangle^2 = \frac{1}{16}
$$

(A.15)
To write such a state $|\alpha\rangle$ in the basis of number states, or Fock states $\{|n\rangle\}$, we write as:

$$|\alpha\rangle = \sum_n |n\rangle \langle n | \alpha\rangle \quad (A.16)$$

We can calculate the projection(s) $\langle n | \alpha\rangle$ from eq. A.13, by replacing $(n - 1)$ in place of $n$, and iterating the process:

$$\hat{a} |\alpha\rangle = \alpha |\alpha\rangle \quad (A.17)$$

$$\Rightarrow \langle n - 1 | \hat{a} |\alpha\rangle = \alpha \langle n - 1 | \alpha\rangle \quad (A.18)$$

$$\sqrt{n} \langle n | \alpha\rangle = \alpha \langle n - 1 | \alpha\rangle \quad (A.19)$$

$$\langle n | \alpha\rangle = \frac{\alpha}{\sqrt{n}} \langle n - 1 | \alpha\rangle$$

$$\vdots$$

$$= \frac{\alpha^n}{\sqrt{n^n}} \langle 0 | \alpha\rangle \quad (A.21)$$

Hence we can write a coherent state as a superposition of all the number states:

$$|\alpha\rangle = \sum_{n=0}^{\infty} c_0 \frac{\alpha^n}{\sqrt{n!}} |n\rangle \quad (A.22)$$

where $c_0 = \langle 0 | \alpha\rangle$. The value of $c_0$ can be found from the normalization condition:

$$\sum_{n=0}^{\infty} |c_0 \frac{\alpha^n}{\sqrt{n!}}|^2 = 1$$

$$\Rightarrow |c_0|^2 \sum_{n=0}^{\infty} \frac{\alpha^{2n}}{n!} = 1$$

$$\Rightarrow |c_0|^2 e^{\langle |\alpha|\rangle^2} = 1$$

$$\Rightarrow c_0 = e^{-\frac{|\alpha|\rangle^2}{2}} \quad (A.23)$$

This concludes the expression of coherent states in terms of number states.
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Phase relation

From equations 1.49, if we write $\mu = |\mu|e^{i\theta_\mu}$ and $\nu = |\nu|e^{i\theta_\nu}$, we can write:

$$\frac{\mu}{\nu} = \left(\frac{\cosh(gz) + i\frac{\kappa}{2g} \sinh(gz)}{\frac{\kappa}{g} A_p^2(0) \sinh(gz)}\right)$$  \hspace{1cm} (A.24)

From the definitions of $\kappa$ and $g$, it follows that the phase of this fraction, $(\theta_\mu - \theta_\nu) = -2\theta_p$, where $\theta_p$ is the pump phase at the input: $A_p^2(0) = P_p e^{2i\theta_p}$.

We consider the case described by the fig. 1.7 in page 23, when a signal and idler fields of equal power are symmetrically detuned from a pump with large power. Starting from the eq.s 1.48, we replace the field amplitudes with the corresponding operators as:

$$\hat{A} = \mu \hat{a} + \nu \hat{b}^\dagger$$  \hspace{1cm} (A.25)

$$\hat{B} = \nu \hat{a}^\dagger + \mu \hat{b}$$  \hspace{1cm} (A.26)

where $\hat{A}$ and $\hat{B}$ denote the annihilation operators for output signal and idler; and $\hat{a}$ and $\hat{b}$ denote the input signal and idler annihilation operators respectively.

$\mu$ and $\nu$ are coefficients due to the propagation in the medium (eq. 1.58).

A.3.1 Noise figures

Input fields

The number operator for the signal and idler together is defined as:

$$N_m = a^\dagger a + b^\dagger b$$  \hspace{1cm} (A.27)

$$\Rightarrow N_m^2 = a^\dagger aa^\dagger a + b^\dagger ba^\dagger a + a^\dagger ab^\dagger b + b^\dagger bb^\dagger b$$  \hspace{1cm} (A.28)

We consider the case where both the signal and idler are coherent states, and denote the input state with the vector $|\alpha, \beta\rangle$ where $a|\alpha, \beta\rangle = \alpha |\alpha, \beta\rangle$, and $b|\alpha, \beta\rangle = \beta |\alpha, \beta\rangle$. $|\alpha|^2$ and $|\beta|^2$ are the average number of photons in the signal and idler fields respectively. The expectation values for the different required operators are:
\[ \langle N_{in} \rangle = \langle \alpha, \beta | a^\dagger a + b^\dagger b | \alpha, \beta \rangle = |\alpha|^2 + |\beta|^2 \]  
(A.29)

\[ \langle N_{in}^2 \rangle = \langle \alpha, \beta | a^\dagger a a^\dagger a + b^\dagger b a^\dagger a + a^\dagger a b^\dagger b + b^\dagger b b^\dagger b | \alpha, \beta \rangle \\
= |\alpha|^2 \langle \alpha, \beta | a a^\dagger | \alpha, \beta \rangle + |\beta|^2 |\alpha|^2 + |\alpha|^2 |\beta|^2 + |\beta|^2 \langle \alpha, \beta | b b^\dagger | \alpha, \beta \rangle \\
= |\alpha|^2 (1 + |\alpha|^2) + |\beta|^2 |\alpha|^2 + |\alpha|^2 |\beta|^2 + |\beta|^2 (1 + |\beta|^2) \\
= (|\alpha|^2 + |\beta|^2)^2 + |\alpha|^2 + |\beta|^2 \]  
(A.30)

So, \( \text{SNR}_{in} \) is calculated to be:

\[ \text{SNR}_{in} = \frac{(|\alpha|^2 + |\beta|^2)^2}{(|\alpha|^2 + |\beta|^2)^2 + |\alpha|^2 + |\beta|^2 - (|\alpha|^2 + |\beta|^2)^2} = |\alpha|^2 + |\beta|^2 \]  
(A.31)

**Detection of both signal and idler fields**

The number operator for the signal and idler fields together:

\[ N_{out} = A^\dagger A + B^\dagger B \]  
(A.32)

\[ = (\mu a + \nu b^\dagger)^\dagger (\mu a + \nu b^\dagger) + (\nu a^\dagger + \mu b)^\dagger (\nu a^\dagger + \mu b) \\
= (\mu^* a^\dagger + \nu^* b^\dagger) (\mu a + \nu b^\dagger) + (\nu^* a + \mu^* b^\dagger) (\nu a^\dagger + \mu b) \\
= |\mu|^2 a^\dagger a + \nu^* \mu b a + \mu^* \nu a^\dagger b^\dagger + |\nu|^2 b b^\dagger + \\
|\nu|^2 a a^\dagger + \nu^* \mu a b + \mu^* \nu a^\dagger a^\dagger + |\mu|^2 b^\dagger b \\
= (|\mu|^2 + |\nu|^2) + (|\mu|^2 + |\nu|^2) (a^\dagger a + b^\dagger b) + \\
\nu^* \mu (ba + ab) + \mu^* \nu (a^\dagger b + b^\dagger a^\dagger) \\
= (|\mu|^2 + |\nu|^2) + (|\mu|^2 + |\nu|^2) N_{in} + 2 \nu^* \mu a b + 2 \mu^* \nu a^\dagger b^\dagger \]  
(A.33)

So that we have:

\[ \Rightarrow N_{out}^2 = \left( (|\mu|^2 + |\nu|^2) + (|\mu|^2 + |\nu|^2) N_{in} + 2 \nu^* \mu a b + 2 \mu^* \nu a^\dagger b^\dagger \right)^2 \]  
(A.35)

\[ = (|\mu|^2 + |\nu|^2)^2 + (|\mu|^2 + |\nu|^2)^2 N_{in}^2 + (2 \nu^* \mu a b + 2 \mu^* \nu a^\dagger b^\dagger)^2 + \\
2(|\mu|^2 + |\nu|^2)^2 N_{in} + 2(|\mu|^2 + |\nu|^2) (2 \nu^* \mu a b + 2 \mu^* \nu a^\dagger b^\dagger) + \\
(|\mu|^2 + |\nu|^2) N_{in} (2 \nu^* \mu a b + 2 \mu^* \nu a^\dagger b^\dagger) + (|\mu|^2 + |\nu|^2) (2 \nu^* \mu a b + 2 \mu^* \nu a^\dagger b^\dagger) N_{in} \]
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\[ \langle N_{\text{out}} \rangle = \langle \alpha, \beta | N_{\text{out}} | \alpha, \beta \rangle \]
\[ = (|\mu|^2 + |\nu|^2)^2 + (|\mu|^2 + |\nu|^2)(N_{\text{in}}) + 2(\mu^* \nu \alpha | \beta^* \beta) + 2 \mu^* \nu | \alpha^* \beta^* \]
\[ = (|\mu|^2 + |\nu|^2)((|\alpha|^2 + |\beta|^2)^2 + |\alpha|^2 + |\beta|^2) + 2(|\mu|^2 + |\nu|^2)(|\alpha|^2 + |\beta|^2) + 2\nu^* \mu | \alpha \beta + 2 \mu^* \nu | \alpha^* \beta^* \]
\[ = (|\mu|^2 + |\nu|^2)^2 + 2(|\mu|^2 + |\nu|^2)(|\alpha|^2 + |\beta|^2) + 4|\nu|^2|\mu|^2(1 + |\alpha|^2)(1 + |\beta|^2) + 4\mu^* \nu | \alpha^* \beta^* \]
\[ = 4\nu^2 \mu^2 | \alpha \beta \beta^2 + 4|\nu|^2|\mu|^2(1 + |\alpha|^2)(1 + |\beta|^2) + 4\mu^* \nu | \alpha^* \beta^* \]
\[ = 4\mu^2 \nu^2 | \alpha^2 \beta^2 + 4|\nu|^2|\mu|^2(1 + |\alpha|^2)(1 + |\beta|^2) + 4\mu^* \nu | \alpha^* \beta^* \]

The expectation values for these operators are thus given by:

\[ \langle N_{\text{out}} \rangle = (|\mu|^2 + |\nu|^2)^2 + (|\mu|^2 + |\nu|^2)N_{\text{in}} + 2(|\mu|^2 + |\nu|^2)N_{\text{in}} + 2\nu^* \mu | \alpha \beta + 2 \mu^* \nu | \alpha^* \beta^* \]

It is important to notice that for the output case, the terms are complex numbers, so that, the noise depends on the relative phase \( \pm (\theta_\mu - \theta_\nu + \theta_s + \theta_i) \) which, from the eq. 1.49, can be shown to be equal to \( \theta_{\text{rel}} = \mp (2\theta_p - \theta_s - \theta_i) \).

The general expressions, in terms of the relative phase \( \theta_{\text{rel}} \) are:

\[ \langle N_{\text{out}} \rangle = (|\mu|^2 + |\nu|^2) + (|\mu|^2 + |\nu|^2)(|\alpha|^2 + |\beta|^2) + 2\nu^* \mu | \alpha \beta + 2 \mu^* \nu | \alpha^* \beta^* \]
\[ \langle N_{\text{out}}^2 \rangle = (|\mu|^2 + |\nu|^2)^2 + (|\mu|^2 + |\nu|^2) \left( (|\alpha|^2 + |\beta|^2)^2 + |\alpha|^2 + |\beta|^2 \right) + 2(|\mu|^2 + |\nu|^2)(|\alpha|^2 + |\beta|^2) + 4(|\mu|^2 + |\nu|^2) |\nu||\alpha||\beta| \cos(\theta_{\text{rel}}) + 8(|\mu|^2 + |\nu|^2)(1 + |\alpha|^2)(1 + |\beta|^2) + 4|\mu|^2|\alpha|^2|\beta|^2 \]

\[ \langle \Delta N_{\text{PSA}} \rangle^2 = \langle N_{\text{PSA}}^2 \rangle - \langle N_{\text{PSA}} \rangle^2 \]

\[ = (|\mu|^2 + |\nu|^2)^2 + (|\mu|^2 + |\nu|^2) \left( (|\alpha|^2 + |\beta|^2)^2 + |\alpha|^2 + |\beta|^2 \right) + 2(|\mu|^2 + |\nu|^2)(|\alpha|^2 + |\beta|^2) + 8(|\mu|^2 + |\nu|^2)|\nu||\alpha||\beta| \cos(\theta_{\text{rel}}) + 8(|\mu|^2 + |\nu|^2)(1 + |\alpha|^2)(1 + |\beta|^2) + 4|\mu|^2|\alpha|^2|\beta|^2 \]

The variance can then be shown to be given by:

\[ \text{SNR}_{\text{PSA}} = \frac{\langle N_{\text{PSA}} \rangle^2}{\langle \Delta N_{\text{PSA}} \rangle^2} \]

\[ = \frac{\{(|\mu|^2 + |\nu|^2)(1 + 2|\alpha|^2) + 4|\mu||\nu||\alpha|^2 \cos(\theta_{\text{rel}})\}^2}{2|\alpha|^2(|\mu|^2 + |\nu|^2)^2 + 8|\mu||\nu||\alpha|^2(|\mu|^2 + |\nu|^2) \cos(\theta_{\text{rel}}) + 4|\mu|^2|\nu|^2(1 + 2|\alpha|^2)} \]

\[ \approx \frac{2|\alpha|^2(|\mu|^2 + |\nu|^2)^2 + 2|\mu||\nu|\cos(\theta_{\text{rel}})|^2}{(|\mu|^2 + |\nu|^2)^2 + 4|\mu||\nu|(1 + 2|\alpha|^2) \cos(\theta_{\text{rel}}) + 4|\mu|^2|\nu|^2} \quad \text{(as } |\alpha|^2 \gg 1) \]
A.3. Noise calculation for PSA

At the input, we had $\text{SNR}_\text{in} = 2|\alpha|^2$, so that, using $|\mu|^2 - |\nu|^2 = 1$:

$$
\text{N.F.}_{\text{PSA}} = \frac{\text{SNR}_\text{in}}{\text{SNR}_\text{out}}
= \frac{(|\mu|^2 + |\nu|^2)^2 + 4|\mu||\nu|(|\mu|^2 + |\nu|^2)\cos(\theta_{rel}) + 4|\mu|^2|\nu|^2}{((|\mu|^2 + |\nu|^2)^2 + 2|\mu||\nu|\cos(\theta_{rel}))^2}
= \frac{2(|\mu|^2 + |\nu|^2)^2 + 4|\mu||\nu|(|\mu|^2 + |\nu|^2)\cos(\theta_{rel}) - ((|\mu|^2 + |\nu|^2)^2 - 4|\mu|^2|\nu|^2)}{((|\mu|^2 + |\nu|^2)^2 + 2|\mu||\nu|\cos(\theta_{rel}))^2}
= \frac{2(|\mu|^2 + |\nu|^2)}{((|\mu|^2 + |\nu|^2)^2 + 2|\mu||\nu|\cos(\theta_{rel}))^2} - \frac{1}{1}
\quad (A.42)
$$

The noise figure is more easily expressed injecting the expressions for PSA and PIA gains: $G_{PSA} = (|\mu|^2 + |\nu|^2) + 2|\mu||\nu|\cos(\theta_{rel})$, and, $G_{PIA} = |\mu|^2 = 1 + |\nu|^2$:

$$
\text{N.F.}_{\text{PSA}} = \frac{2(2G_{PIA} - 1)}{G_{PSA}} - \frac{1}{G_{PSA}^2}
\quad (A.43)
$$

Detection of the signal alone

When we consider only the signal channel, the number operators $\hat{N}$ are defined as:

$$
N_\text{in} = \hat{a}^\dagger \hat{a}
N_\text{out} = \hat{A}^\dagger \hat{A}
\quad (A.44)
$$

While the input state is still given as $|\psi\rangle_\text{in} = |\alpha,\beta\rangle$. Thus for $\alpha = \beta$:

$$
\langle N_\text{in} \rangle = \langle \alpha, \beta | a^\dagger a | \alpha, \beta \rangle
= |\alpha|^2
\quad (A.45)
$$

$$
\langle N_\text{in}^2 \rangle = \langle \alpha, \beta | a^\dagger a a^\dagger a | \alpha, \beta \rangle
= |\alpha|^2(1 + |\alpha|^2)
\quad (A.46)
$$

The input signal-to-noise ratio is then:

$$
\text{SNR}_\text{in} = \frac{|\alpha|^4}{|\alpha|^2(1 + |\alpha|^2) - |\alpha|^4} = |\alpha|^2
\quad (A.48)
$$

At the output, for $\alpha = \beta$
\begin{align*}
\langle N_{\text{out}} \rangle &= \langle \alpha, \beta | A^\dagger A | \alpha, \beta \rangle \\
&= \langle \alpha, \beta | (\mu^* a^\dagger + \nu^* b^\dagger) (\mu a + \nu^* b) | \alpha, \beta \rangle \\
&= \langle \alpha, \alpha | (|\mu|^2 a^\dagger a + \mu^* \nu a^\dagger b^\dagger + \nu^* \mu a a^\dagger b^\dagger + |\nu|^2 a^\dagger b b^\dagger) | \alpha, \beta \rangle \\
&= |\mu|^2 |\alpha|^2 + |\nu|^2 (1 + |\alpha|^2) + 2 |\mu||\nu||\alpha|^2 \cos(\theta_{\text{rel}}) \quad (A.49) \\
\langle N_{\text{out}}^2 \rangle &= \langle \alpha, \beta | A^\dagger AA^\dagger A | \alpha, \beta \rangle \\
&= \langle \alpha, \beta | (\mu^* a^\dagger + \nu^* b^\dagger) (\mu a + \nu^* b) (\mu^* a^\dagger + \nu^* b^\dagger) (\mu a + \nu^* b^\dagger) | \alpha, \beta \rangle \\
&= \langle \alpha, \alpha | (|\mu|^4 a^\dagger a a^\dagger a + |\mu|^2 \mu^* \nu a^\dagger a a^\dagger b^\dagger + |\mu|^2 \nu^* \mu a^\dagger a a^\dagger b^\dagger + |\mu|^2 a^\dagger b b^\dagger a + \mu^* \nu^* \mu a a^\dagger b b^\dagger + |\nu|^2 \nu a^\dagger b a^\dagger a + \mu^* \nu a^\dagger b a^\dagger b^\dagger + |\mu|^2 \nu^* \nu \mu a a^\dagger b b^\dagger + |\nu|^2 \mu a^\dagger b b^\dagger a + \mu^* \nu \nu a^\dagger b a^\dagger b^\dagger + |\mu|^2 \nu \nu a^\dagger b a^\dagger b^\dagger + |\nu|^2 \nu \nu a^\dagger b b^\dagger b + |\nu|^2 a^\dagger b b b^\dagger a + |\mu|^2 a^\dagger b b b^\dagger a + |\mu|^2 a^\dagger b b b^\dagger b + |\nu|^2 a^\dagger b b b^\dagger b + |\nu|^2 a^\dagger b b b^\dagger b + |\nu|^2 a^\dagger b b b^\dagger b + |\mu|^2 a^\dagger b b b^\dagger b + |\nu|^2 a^\dagger b b b^\dagger b + |\nu|^2 a^\dagger b b b^\dagger b + |\nu|^2 a^\dagger b b b^\dagger b | \alpha, \beta \rangle \\
&= |\mu|^4 |\alpha|^2 (1 + |\alpha|^2) + |\mu|^2 |\nu|^2 (1 + 2 |\alpha|^2) + |\nu|^4 (1 + 3 |\alpha|^2) + |\alpha|^4 + 2 |\mu||\nu||\alpha|^2 \{ |\mu|^2 (1 + 2 |\alpha|^2) + |\nu|^2 (3 + 2 |\alpha|^2) \} \cos(\theta_{\text{rel}}) + 2 |\mu|^2 |\nu|^2 |\alpha|^4 \cos(2\theta_{\text{rel}}) \quad \text{with } \alpha = \beta \quad (A.50) \\
\langle \Delta N_{\text{out}} \rangle^2 &= \langle N_{\text{out}}^2 \rangle - \langle N_{\text{out}} \rangle^2 \\
&= |\mu|^4 |\alpha|^2 (1 + |\alpha|^2) + |\mu|^2 |\nu|^2 (1 + 2 |\alpha|^2) + |\nu|^4 (1 + 3 |\alpha|^2) + |\alpha|^4 + 2 |\mu||\nu||\alpha|^2 \{ |\mu|^2 (1 + 2 |\alpha|^2) + |\nu|^2 (3 + 2 |\alpha|^2) \} \cos(\theta_{\text{rel}}) + 2 |\mu|^2 |\nu|^2 |\alpha|^4 \cos(2\theta_{\text{rel}}) - (|\mu|^2 |\alpha|^2 + |\nu|^2 (1 + |\alpha|^2) + 2 |\mu||\nu||\alpha|^2 \cos(\theta_{\text{rel}}))^2 \\
&= |\mu|^4 |\alpha|^2 + |\nu|^4 |\alpha|^2 + |\mu|^2 |\nu|^2 (1 + 2 |\alpha|^2) + 2 |\mu||\nu||\alpha|^2 (|\mu|^2 + |\nu|^2) \cos(\theta_{\text{rel}}) \\
&\approx \frac{|\mu|^4 |\alpha|^2 + |\nu|^4 |\alpha|^2 + |\mu|^2 |\nu|^2 (1 + 2 |\alpha|^2) + 2 |\mu||\nu||\alpha|^2 (|\mu|^2 + |\nu|^2) \cos(\theta_{\text{rel}})}{|\mu|^4 + |\nu|^4 + 2 |\mu|^2 |\nu|^2 + 2 |\mu||\nu||\alpha|^2 (|\mu|^2 + |\nu|^2) \cos(\theta_{\text{rel}})} \\
\text{So that, } \text{SNR}_{\text{out}} \text{ can be calculated as:}
\end{align*}
The noise figure is then given by:

\[
N.F. = \frac{|\mu|^4 + |\nu|^4 + 2|\mu|^2|\nu|^2 + 2|\mu||\nu|(|\mu|^2 + |\nu|^2)\cos(\theta_{rel})}{(|\mu|^2 + |\nu|^2 + 2|\mu||\nu|\cos(\theta_{rel}))^2}
\]

\[
= \frac{(|\mu|^2 + |\nu|^2 + 2|\mu||\nu|\cos(\theta_{rel}))}{2G_{PLA} - 1}
\]

(A.52)

The NF thus depends on the detection scheme, whether both the signal and idler are detected or only one.

### A.3.2 Quadrature noises after PSA

For the two fields, we can define the individual quadratures as (see eq. (1.4)):

<table>
<thead>
<tr>
<th>at input</th>
<th>at output</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_a = \frac{1}{2}(a + a^\dagger))</td>
<td>(X_A = \frac{1}{2}(A + A^\dagger))</td>
</tr>
<tr>
<td>(y_a = \frac{1}{2i}(a - a^\dagger))</td>
<td>(Y_A = \frac{1}{2i}(A - A^\dagger))</td>
</tr>
<tr>
<td>(x_b = \frac{1}{2}(b + b^\dagger))</td>
<td>(X_B = \frac{1}{2}(B + B^\dagger))</td>
</tr>
<tr>
<td>(y_b = \frac{1}{2i}(b - b^\dagger))</td>
<td>(Y_B = \frac{1}{2i}(B - B^\dagger))</td>
</tr>
</tbody>
</table>

At the input, the signal and idler fields are coherent, so that we have \(\langle \Delta x_{a,b} \rangle = \frac{1}{2} = \langle \Delta y_{a,b} \rangle\). Following the evolution of the fields by PSA process, given by eq. (1.58), the output field quadratures are:

\[
X_A = \frac{1}{2}(A + A^\dagger)
\]

\[
= \frac{1}{2}(\mu a + \mu^* a^\dagger + \nu b^\dagger + \nu^* b)
\]

(A.53)

\[
Y_A = \frac{1}{2i}(A - A^\dagger)
\]

\[
= \frac{1}{2i}(\mu a + \mu^* a^\dagger + \nu b^\dagger - \nu^* b)
\]

(A.54)

\[
X_B = \frac{1}{2}(B + B^\dagger)
\]

\[
= \frac{1}{2}(\nu a^\dagger + \nu^* a + \mu b + \mu^* b^\dagger)
\]

(A.55)

\[
Y_B = \frac{1}{2i}(B - B^\dagger)
\]

\[
= \frac{1}{2i}(\nu a^\dagger - \nu^* a + \mu b - \mu^* b^\dagger)
\]

(A.56)

From these we can calculate fluctuations in each of the quadratures.
We use the same input state $|\alpha, \beta\rangle$ as in the section A.3.1, so that:

\begin{align}
\langle X_A \rangle &= \langle \alpha, \beta | X_A | \alpha, \beta \rangle \\
&= \frac{1}{2} (\mu \alpha + \mu^* \alpha^* + \nu \beta + \nu^* \beta) \\
\langle X_A^2 \rangle &= \frac{1}{4} (\mu a + \mu^* a^\dagger + \nu b^\dagger + \nu^* b)^2 \\
&= \frac{1}{4} (\mu^2 a a + \mu^2 a^\dagger a^\dagger + \nu^2 b^\dagger b^\dagger + \nu^*^2 b b + \\
&\quad \mu \nu a a^\dagger + \nu a b^\dagger + \mu \nu^* a^\dagger a + \mu^* \nu^* a^\dagger b^\dagger + \mu \nu^* a^\dagger b + \\
&\quad \nu \mu b^\dagger a + \nu \mu^* b^\dagger a^\dagger + \nu \nu^* b^\dagger b + \nu^* \nu b a + \nu^* \mu^* b a^\dagger + \nu^* \nu b^\dagger) \\
\langle Y_A \rangle &= \langle \alpha, \beta | Y_A | \alpha, \beta \rangle \\
&= \frac{1}{2 i} (\mu \alpha - \mu^* \alpha^* + \nu \beta^* - \nu^* \beta) \\
\langle Y_A^2 \rangle &= -\frac{1}{4} (\mu a - \mu^* a^\dagger + \nu b^\dagger - \nu^* b)^2 \\
&= -\frac{1}{4} (\mu^2 a a + \mu^2 a^\dagger a^\dagger + \nu^2 b^\dagger b^\dagger + \nu^*^2 b b \\
&\quad - \mu \nu a a^\dagger + \nu a b^\dagger - \mu \nu^* a^\dagger a - \mu^* \nu^* a^\dagger b + \mu^* \nu^* a^\dagger b^\dagger \\
&\quad + \nu \mu b^\dagger a - \nu \mu^* b^\dagger a^\dagger - \nu \nu^* b^\dagger b - \nu^* \nu b a + \nu^* \mu^* b a^\dagger - \nu^* \nu b^\dagger) \\
\langle Y_A^2 \rangle &= \langle \alpha, \beta | Y_A^2 | \alpha, \beta \rangle \\
&= -\frac{1}{4} (\mu^2 \alpha^2 + \mu^2 \alpha^2 + \nu^2 \beta^2 + \nu^*^2 \beta^2 \\
&\quad - \mu^2 (|\alpha|^2 + 1) + \mu \nu \alpha \beta^* - \mu \nu^* \alpha \beta - |\mu|^2 |\alpha|^2 - \mu \nu \nu^* \alpha^* \beta^* + \mu^* \nu \nu^* \alpha^* \beta + \\
&\quad + \nu \mu \beta \alpha - \nu \mu \nu^* \alpha^* \beta^* - |\nu|^2 |\beta|^2 - \nu \nu \mu \beta \alpha + \nu \nu \mu \nu^* \alpha^* - |\nu|^2 (|\beta|^2 + 1)) \\
\Rightarrow \langle \Delta X_A \rangle^2 &= \frac{1}{4} (|\mu|^2 + |\nu|^2) \\
\langle \Delta X_A \rangle &= \frac{1}{2} \sqrt{G_{PI}} \\
\langle \Delta Y_A \rangle &= \frac{1}{4} (|\mu|^2 + |\nu|^2) \\
\Rightarrow \langle \Delta Y_A \rangle^2 &= \frac{1}{4} (|\mu|^2 + |\nu|^2) \\
\end{align}
\[ \langle \Delta Y_A \rangle = \frac{1}{2} \sqrt{G_{PIA}} \]  
\[ \text{(A.64)} \]

The quadrature noises of the idler field, namely \( \langle \Delta X_B \rangle \) and \( \langle \Delta Y_B \rangle \) can be found similarly. Using the symmetry of signal and idler quadratures, a substitution \( \mu \rightarrow \nu^* \) gives directly \( \langle \Delta X_B \rangle = \langle \Delta Y_B \rangle = \frac{1}{2} \sqrt{G_{PIA}} \).

### A.3.3 Two mode squeezing

As explained in section 1.4.5, the output quadratures are given as:

\[
X_+ = \frac{1}{\sqrt{2}} \left( (A + B) + (A^\dagger + B^\dagger) \right) \\
Y_+ = \frac{1}{i\sqrt{2}} \left( (A + B) - (A^\dagger + B^\dagger) \right) \\
X_- = \frac{1}{\sqrt{2}} \left( (A - B) + (A^\dagger - B^\dagger) \right) \\
Y_- = \frac{1}{i\sqrt{2}} \left( (A - B) - (A^\dagger - B^\dagger) \right) 
\]  
\[ \text{(A.65)} \]

Let's calculate the fluctuations of the quadrature \( X_+ \) with respect to an input state \( |\alpha, \beta \rangle \) with \( \alpha = \beta \):

\[
\langle X_+ \rangle = \langle \text{Re}(A_+) \rangle \\
= \frac{1}{\sqrt{2}} \left( \langle A + A^\dagger \rangle + \langle B + B^\dagger \rangle \right) \\
= \frac{1}{\sqrt{2}} \left( \langle \mu^* \alpha + \nu^* b + \mu a + \nu b^\dagger + \nu^* a + \mu^* b^\dagger + \nu a^\dagger + \mu b \rangle \right) \\
= \frac{1}{\sqrt{2}} \left( \langle \mu^* + \nu \rangle \alpha^* + (\mu + \nu^*) \alpha \right) 
\]  
\[ \text{(A.66)} \]

\[
\langle X_+^2 \rangle = \frac{1}{8} \left( \langle \mu^* a^\dagger + \nu^* b + \mu a + \nu b^\dagger + \nu^* a + \mu^* b^\dagger + \nu a^\dagger + \mu b \rangle^2 \right) \\
= \frac{1}{8} \left( 2\mu^* \nu^* |\alpha|^2 + 2\nu \nu^* |\alpha|^2 + 2\mu^* \alpha^2 + 2\nu \nu^* \alpha^2 + \\ 2\mu^* \nu^* |\alpha|^2 + |\mu|^2 (1 + 2|\alpha|^2) \right) + \\
2\mu^* \nu^* \alpha^2 + 2\mu \nu \nu^* \alpha^2 + 2|\mu|^2 |\alpha|^2 + 2\nu \nu^* \alpha^2 + \\
|\nu|^2 (1 + 2|\alpha|^2) + 2\nu \nu^* \alpha^2 + \nu^* \mu^* (1 + 2|\alpha|^2) + 2|\nu|^2 |\alpha|^2 + \\
2\nu^* \mu \alpha^2 + 2\mu \nu |\alpha|^2 + 2\nu \nu^* \alpha^2 + 2|\mu|^2 |\alpha|^2 + \\
\mu \nu (1 + 2|\alpha|^2) + 2\mu^* \nu^* \alpha^2 + 2|\nu|^2 |\alpha|^2 + 2\nu \mu^* \alpha^2 + \\
2\nu^* \alpha^2 + \mu \nu (1 + 2|\alpha|^2) + 2\nu^* \mu |\alpha|^2 + |\nu|^2 (1 + 2|\alpha|^2) + \\
\right)
\]
\[ 2\nu^*\mu\alpha^2 + 2\mu^*\nu\alpha^*^2 + |\mu|^2(1 + 2|\alpha|^2) + 2\nu\mu|\alpha|^2 \]

From these two expectation values, the variance in this quadrature is given by:

\[
\langle \Delta X^2 \rangle = \frac{1}{4}(|\mu|^2 + |\nu|^2 + 2|\mu||\nu|\cos(2(\theta_\mu + \theta_\nu)))
\]

As \(|\mu|^2 - |\nu|^2 = 1\), \(\langle \Delta X^2 \rangle\) can be less than \(\frac{1}{2}\), the standard deviation of a coherent state, when \(\cos(2(\theta_\mu + \theta_\nu)) < 0\), which is characteristic of squeezed states of light.

For the other quadratures, it can similarly be shown that:

\[
\langle \Delta Y^2 \rangle = \langle Y_1^2 \rangle - \langle Y_+ \rangle^2 = \frac{1}{4}(\mu^* + \nu^*)(\mu - \nu)
\]

The quadratures \(X_+\) and \(Y_-\) are squeezed for the same \(\theta_{rel} = \pi/2\) and the quadratures \(X_-\) and \(Y_+\) are squeezed for the same \(\theta_{rel} = 0/2\).

### A.4 Effect of losses on squeezed state detection

To account for losses in balanced homodyne scheme (sec. 1.1.4), we introduce two fictitious beamsplitters with transmission coefficient \(\eta\) (see fig. 1.4 in page 17). The annihilation operators for the detected fields are:

\[
\hat{d}'_1 = \eta^{1/2}\hat{d}_1 + (1 - \eta)^{1/2}\hat{b}_1; \quad \hat{d}'_2 = \eta^{1/2}\hat{d}_2 + (1 - \eta)^{1/2}\hat{b}_2
\]

where the operators \(\hat{b}_1\) and \(\hat{b}_2\) are the annihilation operators for the two vacuum fields being mixed with the two channels. With this, now the photon
number difference is obtained to be:

\[
\hat{D} = \hat{d}_1^\dagger \hat{d}_1 - \hat{d}_2^\dagger \hat{d}_2 \\
= \left( \eta^{1/2} \hat{d}_1^\dagger + (1 - \eta)^{1/2} \hat{b}_1^\dagger \right) \left( \eta^{1/2} \hat{d}_1^\dagger + (1 - \eta)^{1/2} \hat{b}_1^\dagger \right) - \left( \eta^{1/2} \hat{d}_2^\dagger + (1 - \eta)^{1/2} \hat{b}_2^\dagger \right) \left( \eta^{1/2} \hat{d}_2^\dagger + (1 - \eta)^{1/2} \hat{b}_2^\dagger \right) \\
= \eta \left( \hat{d}_1^\dagger \hat{d}_1 - \hat{d}_2^\dagger \hat{d}_2 \right) \\
+ [\eta(1 - \eta)]^{1/2} \left( \hat{d}_1^\dagger \hat{b}_1 + \hat{b}_1^\dagger \hat{d}_2 - \hat{d}_2^\dagger \hat{b}_2 - \hat{b}_2^\dagger \hat{d}_1 \right) \\
+ (1 - \eta) \left( \hat{b}_1^\dagger \hat{b}_1 - \hat{b}_2^\dagger \hat{b}_2 \right) \\
\]  

We can assume that the local oscillator field is a classical field, and replace the corresponding annihilation operator with the complex field amplitude \( \alpha_L \). Moreover, as we consider only vacuum input fields through the fictitious beam-splitters, \( \langle \hat{b}_1^\dagger \hat{b}_1 \rangle = \langle \hat{b}_2^\dagger \hat{b}_2 \rangle = 0 \), so that we can express the photon number difference as:

\[
D = \eta^{1/2} \alpha_L^* \left( \eta^{1/2} \hat{a} + (1 - \eta)^{1/2} \hat{b} \right) + H.c. \\
\]  

where the operator \( \hat{b} \) is defined as:

\[
\hat{b} \equiv \frac{1}{\sqrt{2}} (\hat{b}_1 - \hat{b}_2) \\
\]

with \( \langle \hat{b}^\dagger \hat{b} \rangle = \langle \hat{b}_1^\dagger \hat{b}_1 \rangle = \langle \hat{b}_2^\dagger \hat{b}_2 \rangle = 0 \). Instead of introducing losses on each output ports of the homodyne beam-splitter, we can thus equivalently consider one beam-splitter in front of the whole ideally operating homodyne detection scheme (see fig. 1.4).

To see the effect of this losses, we define two operators as:

\[
\hat{E} = \frac{1}{2} [e^{i\phi_L} \hat{a}^\dagger + e^{-i\phi_L} \hat{a}] \\
\hat{E}_b = \frac{1}{2} [e^{i\phi_L} \hat{b}^\dagger + e^{-i\phi_L} \hat{b}] \\
\]

The photon number difference can be written as:

\[
\hat{D} = 2\eta |\alpha_L| \hat{E} + 2\sqrt{\eta(1 - \eta)} |\alpha_L| \hat{E}_b \\
\]
From this we can show that the detected variance of the photocurrent is given by:

\[
\langle \Delta D \rangle^2 = \langle D^2 \rangle - \langle D \rangle^2 = 4 \eta^2 |\alpha_L|^2 \langle E^2 \rangle + \eta (1 - \eta) |\alpha_L|^2 \langle E_b^2 \rangle - 4 \eta^2 |\alpha_L|^2 \langle E \rangle^2
\]

\[
= \eta |\alpha_L|^2 \left\{ 1 + \eta \left[ 4 \langle \Delta E \rangle^2 - 1 \right] \right\} \tag{A.75}
\]

where we assumed the fact that the fictitious field is a coherent vacuum state, so that, \( \langle \Delta E_b \rangle^2 = 1/4 \).

It can be noticed that in the above expression, for a coherent input signal state, \( 4 \langle \Delta E \rangle^2 - 1 = 0 \), so that we end up with the shot noise of the local oscillator.

For a squeezed state input, depending on the value of \( \phi_L \), we can have \( \langle \Delta E \rangle^2 < 1/4 \), and hence a total noise that is below the shot noise.
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B.1 Input Phase Extraction

The input phase is extracted from the data frames recorded with the photodiode 1 (see fig. 3.4 in page 58). The input intensity is given by the eq. (3.4), which reads:

\[ I_{\text{in}}(t) = I_c + 2I_s + 2\alpha \sqrt{I_cI_s}\cos(\delta t)\cos(\phi_{\text{in}}^t) + 2I_s\cos(2\delta t) \quad (B.1) \]

The Fourier transform of such a function will have three peaks: one at DC, one at \(\delta\) frequency with a height \(2\alpha\cos(\phi_{\text{in}}^t)\) and the other at \(2\delta\) frequency with a height \(2I_s\).

We apply a saw-tooth voltage on the piezo so that the phase variation of the coupling is linear modulo \(\pi\) radians. So the phase \(\phi_{\text{in}}^t = R.t\) where the scan velocity \(R\) is very slow: it was experimentally measured to be about 500 mHz. The phase \(\phi_{\text{in}}^t\) could thus be considered to be constant for each data set taken on a time scale of less than 10 ms.

At a time \(t = t_1\), we obtain \(2\alpha\cos(\phi_{\text{in}}^{t_1})\) using the three Fourier transform peaks as:
\[ \alpha \cos(\phi) = \frac{\text{amplitude of peak at } \delta}{\sqrt{\text{(amplitude of peak at DC} - \text{amplitude of peak at } 2\delta) \times \text{amplitude of peak at } 2\delta}} \] (B.2)

In the experiment, we record a movie made of several frames separated by few tens of milliseconds. Each frame corresponds to a value of \( h_t = 2\alpha \cos(\phi_{in}) \). As \( R \ll \delta \), the plot of \( h_t \) follow a sinusoidal variation. We can then estimate \( \alpha \) as:

\[ \alpha_{\text{estimate}} = \frac{1}{2} \left( (\alpha \cos \phi)_{\text{max}} - (\alpha \cos \phi)_{\text{min}} \right) \] (B.3)

Lets take the example of a data recorded at the photodiode 1: two such frames are shown in fig. B.1(a).

Figure B.1: (a) Data recorded from the photodiode 1. This particular data has 6400 data points for a time span of 5 ms. (b) Fourier transform of the two frames.

The fig. B.1(b) shows three distinct peaks: one DC component, one peak at \( \delta = 2 \) kHz and one at \( 2\delta = 4 \) kHz, as expected from eq. (3.4). Using 200 of such frames consecutively, each about 10ms apart, we could calculate the corresponding \( \alpha \cos(\phi_{in}) \) and plot it as shown in fig. B.2.

For an ideal alignment of perfectly identical beams, \( \alpha = 2 \) and the variation of \( \alpha \cos(\phi(t)) \) in the fig. B.2 would have ranged from +2 to −2. But we observe, the plot ranges from +1.73 to −1.91, so that we estimate \( \alpha \approx 1.82 \). We can then deduce \( \phi_{in} \) for each frame as shown in the fig. B.3(a).

The phase obtained from this data analysis (figure B.3(a)) is always modulo \( \pi \) radians. This can is “unwrapped” from the extremities to obtain the linear scan of input phase via piezo, as shown in fig. B.3(b). When the piezoactuator goes back, it is visible through a change of velocity of the scan.
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B.2.1 Gain and Output phase

The photodiode 2 detects the intensities of the coupling, signal, and the idler, which are respectively labeled as $I_{c}^{out}$, $I_{s}^{out}$ and $I_{i}^{out}$. As initially $I_{s} = I_{i}$ the gain on both these channels are the same, i.e. $I_{s}^{out} = I_{i}^{out} = G.I_{s}$, where the factor $G$ is the intensity gain. Let us call the output coupling phase $\phi_{c}^{out}$ with respect to the signal and idler phase. Following the eq. (3.4), the output intensity $I_{out}^{out}$ detected by the photodiode 2 (in fig. 3.4) is given by:

$$I_{out}^{out}(t) = I_{c}^{out} + I_{s}^{out} + I_{i}^{out} + \alpha \sqrt{I_{c}^{out}I_{s}^{out}} \cos(\delta t + \phi_{c}^{out})$$
\[
\begin{align*}
+ \alpha \sqrt{I_{c}^{\text{out}}I_{i}^{\text{out}}} \cos(\delta t - \phi_{i}^{\text{out}}) + 2\sqrt{I_{s}^{\text{out}}I_{i}^{\text{out}}} \cos(2\delta t) \\
= I_{c}^{\text{out}} + 2I_{s}^{\text{out}} + 2\alpha \sqrt{I_{c}^{\text{out}}I_{s}^{\text{out}}} \cos(\delta t) \cos(\phi_{i}^{\text{out}}) + 2I_{s}^{\text{out}} \cos(2\delta t) \quad (B.4)
\end{align*}
\]

To extract the output phase \(\phi_{i}^{\text{out}}\) as a function of the frame count, we follow an analysis similar to the input phase.

\[I_{\text{probealone}} = 2I_{s} + 2I_{s}\cos(2\delta t) \quad (B.5)\]
The gain $G$ is then given by:

$$G = \frac{2\delta \text{ peak height of PSA frame}}{2\delta \text{ peak height of the probe alone frame}} \quad (B.6)$$

The fig. B.4 gives an example of data recorded with the probe alone (B.4(a)) and with PSA (B.4(b)). For this case the pump power was $\sim 45$ mW and the signal-coupling detuning $\delta = 2$ kHz. So, we have three peaks: DC, 2 kHz, and 4 kHz. The gain for the frame can thus be calculated to be $G \approx 6.8$.

![Figure B.5](image)

**Figure B.5:** (a) Gain plotted as a function of frame count: a maximum gain of 7.1 and a minimum gain of 0.23 are achieved, for a coupling power of 45 mw and pump-probe detuning $\delta = 2$ kHz. (b) Output phase variation as a function of the frame-count: unwrapped (in red) and wrapped (in blue).

We can thus plot the gain $G$ for each frame and extract the corresponding output phase as shown in fig. B.5. The output-phase shows a very well-defined stair-case behavior when unwrapped from the flat extreme points (see fig. B.5(b)). As we have simultaneously recorded the frames corresponding to the input phase, it is possible to plot the figures 3.7 in page 63), which gives the gain as a function of $\phi^{in}$ and the phase transfer function $\phi^{out}$ as a function of $\phi^{in}$.

### B.3 Phase Insensitive Amplification analysis

In the case of PIA, the probe contains only one frequency $\delta + \omega_c$, where $\omega_c$ is the coupling frequency. At the output, the PIA process generates an idler at frequency $\omega_c - \delta$. The intensity recorded by the photodiode 2 is thus:
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\[ I_{PIA} = I_s + I_c + I_i + 2\sqrt{I_sI_i}\cos(2\delta t) + \alpha(\sqrt{I_cI_s} + \sqrt{I_cI_i})\cos(\delta t) \]  

(B.7)

where \( I_{c,s,i} \) are the intensities of the coupling, signal and idler fields after PIA. The factor \( \alpha \) is the contrast factor which is the same as that for the PSA case (see Appendix B.2). To compute the gain, we compare the PIA signal intensity \( (I_s) \) to the cell-off signal power \( (I'_s) \) using three different datasets:

(A) **Probe only** and cell off (see fig. B.6(a)): the peak height at 0 frequency is \( A_0 = I'_s \).

(B) **PIA data** (see fig. B.6(b)): The peak height at 0 frequency is \( B_0 = (I_s + I_c + I_i) \), the one at \( \delta \) frequency is \( B_1 = \alpha(\sqrt{I_cI_s} + \sqrt{I_cI_i}) \) and the one at \( 2\delta \), is \( B_2 = 2\sqrt{I_sI_i} \).

(C) **Coupling field only** (see fig. B.6(c)): the 0 frequency height of its Fourier transform is \( C_0 = I_c \).

As the signal intensity \( I_s \) after PIA is given by:

\[
I_s = \frac{1}{4}\{(\sqrt{I_s} + \sqrt{I_i}) + (\sqrt{I_s} - \sqrt{I_i})\}^2
\]

\[
= \frac{1}{4}\left\{\frac{\alpha\sqrt{T_c}(\sqrt{I_s} + \sqrt{I_i})}{\alpha\sqrt{T_c}} + (\sqrt{I_s} + I_i - 2\sqrt{I_sI_i})\right\}^2
\]

\[
= \frac{1}{4}\left\{\frac{B_1}{\alpha\sqrt{C_0}} + \sqrt{(B_0 - C_0 - B_2)}\right\}^2
\]  

(B.8)

the PIA gain \( G_{PIA} \) can then be calculated from:

\[
G_{PIA} = \frac{I_s}{I'_s} = \frac{I_s}{A_0}
\]  

(B.9)

which does not depend on the pump-probe relative phase difference. Fig. B.6 shows the three data taken, and their Fourier transforms, for a signal power \( \approx 30\mu W \), and a pump power of \( \approx 20mW \), and a signal to pump frequency difference \( \delta = 2 \) kHz. The different components from this figure are: \( A_0 = 1.1 \), \( B_0 = 8.3 \), \( B_1 = 5.2 \), \( B_2 = 2.8 \) and \( C_0 = 4.8 \). So that we get \( I_s \approx 1.9 \), and the gain is \( G_{PIA} \approx 1.7 \).
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Figure B.6: Three datasets required for PIA gain analysis: (a) Probe only data set from oscilloscope (up), where cell is switched off, and coupling is blocked. The Fourier transform (bottom) shows the DC component \( A_0 \approx 1 \). (b) PIA gain data from oscilloscope (up), where the cell is on, and the signal and coupling beams undergo PIA. The Fourier transform (bottom) shows the coupling-signal and coupling-idler beating components at \( \delta = 2 \text{kHz} \), and the signal-idler beating component at \( 2\delta = 4 \text{kHz} \). The DC, \( \delta \) and \( 2\delta \) components are respectively \( B_0 = 8.3, B_1 = 5.2, B_2 = 2.8 \). (c) Coupling only data from oscilloscope (up), where the cell is switched off and the signal is blocked. The Fourier transform of the data (bottom) shows a DC component \( C_0 \approx 4.8 \).
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C.1 Perturbative development

We consider the two level system of the section 4.2.1.1. Starting from the equations (4.5)-(4.8), I expand the fields order by order, and extract the combinations of interest, which give rise to the observed phenomena.

C.1.1 Bloch equations

When some fields $E_\mu$ detuned from the atomic transition frequency by $\Delta_\mu$, excite the transition, one gets (section 4.2):

\[
\left( \frac{\partial}{\partial t} + \gamma \right) \tilde{\rho}_{12}(p, p') = \sum_\mu i(\Omega_\mu^* e^{(i\Delta_\mu - \frac{\hbar k_\mu p'}{m} + i\omega_k) t}) \tilde{\rho}_{11}(p, p' - \hbar k_\mu) - i(\Omega_\mu e^{(i\Delta_\mu - \frac{\hbar k_\mu p}{m} + i\omega_k) t}) \tilde{\rho}_{22}(p + \hbar k_\mu, p') \tag{4.5}
\]

\[
\left( \frac{\partial}{\partial t} + \gamma_2 \right) \tilde{\rho}_{22}(p, p') = \sum_\mu i(\Omega_\mu^* e^{(i\Delta_\mu - \frac{\hbar k_\mu p'}{m} + i\omega_k) t}) \tilde{\rho}_{21}(p, p' - \hbar k_\mu)
\]
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\[ -i\left(\Omega_{\mu}e^{(-i\Delta_{\mu}+\frac{i\hbar k_{\mu}p'}{m}+i\omega_{k})t}\right)\tilde{\rho}_{12}(p - \hbar k_{\mu}, p') \quad (4.6) \]

\[ \left(\frac{\partial}{\partial t} + \gamma_{1}\right)\tilde{\rho}_{11}(p, p')\left(\sum_{\mu} i\left(\Omega_{\mu}e^{(-i\Delta_{\mu}+\frac{i\hbar k_{\mu}p'}{m}+i\omega_{k})t}\right)\tilde{\rho}_{12}(p, p' + \hbar k_{\mu}) \right. \\
- i\left(\Omega_{\mu}^{*}e^{(i\Delta_{\mu}+\frac{i\hbar k_{\mu}p'}{m}+i\omega_{k})t}\right)\tilde{\rho}_{21}(p + \hbar k_{\mu}, p') \right. \\
+ \int \Gamma N(q)dq\tilde{\rho}_{22}(p + \hbar q, p' + \hbar q)e^{i(-\frac{p^2}{m}+\frac{p'^2}{m})t} \]
\[ + \gamma_{1}W(p, p') \quad (4.7) \]

\[ \tilde{\rho}_{21}(p, p') = [\tilde{\rho}_{12}(p', p)]^{*} \quad (4.8) \]

where

\begin{itemize}
  \item \( \Omega_{\mu} \) are the corresponding field Rabi frequencies, \( \Omega_{\mu} = \frac{-\langle 2|D|1 \rangle E_{\mu}}{\hbar} \).
  \item \( \omega_{k} \) is the single photon recoil energy of an atom \( \omega_{k} = \frac{\hbar k^{2}}{2m} \).
  \item \( k_{\mu} \) is the wave-number of the \( E_{\mu} \) field.
\end{itemize}

The various decay rates are defined in page 86.

C.1.2 Zeroth order: No fields

At, zeroth order, the system is not interacting with any fields. Following eqn’s (4.5)-(4.8), the density matrix elements are then:

\[ \hat{\rho}_{12}^{(0)}(p, p') = 0 \]
\[ \hat{\rho}_{22}^{(0)}(p, p') = 0 \]
\[ \hat{\rho}_{11}^{(0)}(p, p') = W(p, p') \quad (C.1) \]

The momentum distribution function \( W(p, p') \) is thus the ground state momentum distribution of this two level atom, while no field interacts with it. The function is then taken to be the standard Maxwell-Boltzmann momentum distribution. We would also neglect possible ground state momentum coherence in the medium per se, without any fields interacting with it : the distribution function is zero whenever \( p \neq p' \). Thus, we have taken,

\[ W(p, p') = \frac{N}{V}(2\pi\hbar)^{3}W(p)\delta(p - p') \quad (C.2) \]
where $\delta(x)$ denotes the dirac delta function, $N$ is the number of atoms in the volume $V$ of the atomic medium and $W(p)$ is the normalized Gaussian distribution function:

$$W(p) = \frac{1}{(\sqrt{\pi}p_0)^3} e^{-\frac{r^2 + r'^2 + r''^2}{r_0^2}}$$

where $p = (p_x, p_y, p_z)$ and $p_0$ is the r.m.s momentum in each direction.

### C.1.3 First order

I now consider a field $E_{\mu}$, which couples the atomic transition. At the first order, we look at the linear dependence of the density matrix elements on the fields, which can be considered independently. From the equations (C.1), the first order coherences between levels with the same internal state but different momenta can be seen to be zero because they depend on the zeroth order coherence $\tilde{\rho}_{12}^{(0)}$. The first order coherence, however, can be calculated as:

$$\left(\frac{\partial}{\partial t} + \gamma\right)\tilde{\rho}_{12}^{(1)}(p, p') = i\Omega_{\mu}^* e^{(i\Delta_{\mu} - \frac{k_{\mu} p'}{m} + i\omega_k)t}W(p, p' - \hbar k_{\mu})$$

$$\Rightarrow \tilde{\rho}_{12}^{(1)}(p, p') = i\Omega_{\mu}^* e^{(i\Delta_{\mu} - \frac{k_{\mu} p'}{m} + i\omega_k)t}W(p, p' - \hbar k_{\mu})$$

$$= i\Omega_{\mu}^* e^{(i\Delta_{\mu} - \frac{k_{\mu} p'}{m} - i\omega_k)t}W(p, p' - \hbar k_{\mu})$$

and,

$$\tilde{\rho}_{22}^{(0)}(p, p') = 0$$  \hspace{1cm} (C.5)

$$\tilde{\rho}_{11}^{(0)}(p, p') = W(p, p')$$  \hspace{1cm} (C.6)

These equations describe the recoil the excitation of the optical coherence, including the recoil $\hbar k_{\mu}$ experienced by the atom due to the photons of the electric field. When this field is weak, the excited population can still be neglected and the population remain unchanged.

### C.1.4 Second order

From eqns (C.4)-(C.6), the second order density matrix elements (i.e. quadratic dependence on fields) can be calculated, when a second field $E_{\nu}$ is introduced.

$$\left(\frac{\partial}{\partial t} + \gamma_2\right)\tilde{\rho}_{22}^{(2)}(p, p') = i\Omega_{\nu}^* e^{(i\Delta_{\nu} - \frac{k_{\nu} p'}{m} + i\omega_k)t} \tilde{\rho}_{12}^{(1)}(p' - \hbar k_{\nu}, p)$$

$$-i\Omega_{\nu} e^{(-i\Delta_{\nu} - \frac{k_{\nu} p}{m} - i\omega_k)t} \tilde{\rho}_{12}^{(1)}(p - \hbar k_{\nu}, p')$$
\[
\rho_{22}(p, p') = \frac{\Omega^*_{p} \rho_{22}(p - h k_{p} - i h \omega_{k})}{\gamma + i (\Delta_{\nu} - \Delta_{\mu}) - i (k_{p} \cdot p') + 2i \omega_{k}} + \frac{\Omega^*_{p} \rho_{22}(p + h k_{p} - i h \omega_{k})}{\gamma + i (\Delta_{\nu} - \Delta_{\mu}) + i (k_{p} \cdot p') - 2i \omega_{k}}
\]

\[
\rho_{22}(p, p') \text{ is the coherence between two excited levels of different momenta. This can be used to derive the density matrix elements for the ground state:}
\]

\[
\frac{\partial}{\partial t} + \gamma_{1}\rho^{(2)}_{11}(p, p') = i\left(\Omega_{p} e^{i(\Delta_{\nu} - \Delta_{\mu}) + i (k_{p} \cdot p') + 2i \omega_{k})} - \Omega_{p} e^{i(\Delta_{\nu} - \Delta_{\mu}) - i (k_{p} \cdot p') - 2i \omega_{k})}\right)\rho_{11}(p, p' + h k_{p})
\]

\[
- i\left(\Omega^*_{p} e^{i(\Delta_{\nu} - \Delta_{\mu}) - i (k_{p} \cdot p') - 2i \omega_{k})} - \Omega^*_{p} e^{i(\Delta_{\nu} - \Delta_{\mu}) + i (k_{p} \cdot p') + 2i \omega_{k})}\right)\rho_{11}(p, p + h k_{p})
\]

\[
+ \int \Gamma N(q) dq e^{i(\Delta \gamma + \omega q) - \frac{q^2}{m^2} + \frac{q^2}{m^2}} t
\]

So that the ground state coherences between levels of different atomic momenta are given by:

\[
\Rightarrow \rho^{(2)}_{11}(p, p') =
\]

\[
\frac{\Omega^*_{p} \rho^{(2)}_{11}(p - h k_{p} - i h \omega_{k})}{\gamma + i (\Delta_{\nu} - \Delta_{\mu}) - i (k_{p} \cdot p') + 2i \omega_{k}} + \frac{\Omega^*_{p} \rho^{(2)}_{11}(p + h k_{p} - i h \omega_{k})}{\gamma + i (\Delta_{\nu} - \Delta_{\mu}) + i (k_{p} \cdot p') - 2i \omega_{k}}
\]

\[
+ \int \Gamma N(q) dq e^{i(\Delta \gamma + \omega q) - \frac{q^2}{m^2} + \frac{q^2}{m^2}} t
\]
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We can now replace the obtained second order populations in the following equation to calculate the third order coherence, when a third field $E_\sigma$ is added.

\[
\frac{\partial}{\partial t} + \gamma \right) \rho_{12}^{(3)}(p, p') = i(\Omega_\sigma e^{i(\Delta_\sigma - \frac{i\omega_\sigma}{m} + i\omega_k)t})\rho_{11}^{(2)}(p, p' - h\sigma) - i(\Omega_\sigma^* e^{i(\Delta_\sigma - \frac{i\omega_\sigma}{m} - i\omega_k)t})\rho_{22}^{(2)}(p + h\sigma, p')
\]

\[
= i\left\{ \frac{(\Omega_\sigma^* \Omega_\sigma \rho_\sigma e^{i(\Delta_\sigma - \frac{i\omega_\sigma}{m} + i\omega_k)t})}{(\gamma^2 + i(\Delta_\sigma - \Delta_\mu) + i(k_\sigma - k_\mu)(p' - h\sigma) - \frac{i\omega_\sigma}{m} - \frac{ih\sigma, k_\mu}{m} + 2i\omega_k)} W(p, p' - h\sigma, p + h\sigma - h\mu)
\right\}
\]

\[
+ \int \Gamma N(q)dqe^{i(-\frac{\omega_\sigma}{m} + \frac{(p' - h\sigma)^2}{m})t} \times \left\{ \frac{(\Omega_\sigma^* \Omega_\sigma \rho_\sigma e^{i(\Delta_\sigma - \Delta_\mu) - \frac{i(k_\sigma - k_\mu)(p' - h\sigma)}{m} - \frac{i\omega_\sigma}{m} - \frac{ih\sigma, k_\mu}{m} + 3i\omega_k)}{\gamma^2 + i(\Delta_\sigma - \Delta_\mu) - \frac{i(k_\sigma - k_\mu)(p' - h\sigma)}{m} + \frac{i\omega_\sigma}{m} + \frac{ih\sigma, k_\mu}{m} + 2i\omega_k} W(p' - h\sigma, p + h\sigma - h\mu) \right\}
\]

Compared to the excited level, a term is added, which relates to the transfer of coherence from the excited level to the ground level by spontaneous emission.

C.1.5 Third order

We can now replace the obtained second order populations in the following equation to calculate the third order coherence, when a third field $E_\sigma$ is added.

\[
\frac{\partial}{\partial t} + \gamma \right) \rho_{12}^{(3)}(p, p') = i(\Omega_\sigma e^{i(\Delta_\sigma - \frac{i\omega_\sigma}{m} + i\omega_k)t})\rho_{11}^{(2)}(p, p' - h\sigma) - i(\Omega_\sigma^* e^{i(\Delta_\sigma - \frac{i\omega_\sigma}{m} - i\omega_k)t})\rho_{22}^{(2)}(p + h\sigma, p')
\]

\[
= i\left\{ \frac{(\Omega_\sigma^* \Omega_\sigma \rho_\sigma e^{i(\Delta_\sigma - \frac{i\omega_\sigma}{m} + i\omega_k)t})}{(\gamma^2 + i(\Delta_\sigma - \Delta_\mu) + i(k_\sigma - k_\mu)(p' - h\sigma) - \frac{i\omega_\sigma}{m} - \frac{ih\sigma, k_\mu}{m} + 2i\omega_k)} W(p, p' - h\sigma, p + h\sigma - h\mu)
\right\}
\]

\[
+ \int \Gamma N(q)dqe^{i(-\frac{\omega_\sigma}{m} + \frac{(p' - h\sigma)^2}{m})t} \times \left\{ \frac{(\Omega_\sigma^* \Omega_\sigma \rho_\sigma e^{i(\Delta_\sigma - \Delta_\mu) - \frac{i(k_\sigma - k_\mu)(p' - h\sigma)}{m} - \frac{i\omega_\sigma}{m} - \frac{ih\sigma, k_\mu}{m} + 3i\omega_k)}{\gamma^2 + i(\Delta_\sigma - \Delta_\mu) - \frac{i(k_\sigma - k_\mu)(p' - h\sigma)}{m} + \frac{i\omega_\sigma}{m} + \frac{ih\sigma, k_\mu}{m} + 2i\omega_k} W(p' - h\sigma, p + h\sigma - h\mu) \right\}
\]

\[
\times W(p' - h\sigma, p + h\sigma - h\mu)
\]
The third order optical coherence terms can then be obtained:

\[ \rho_{12}^{(3)} (p, p') = \int \Gamma N(q) dq \times \]

\[ \{ (\Omega_{\sigma}^{*} \Omega_{\mu}^{*} \Omega_{\nu}^{*} e^{i((-\Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) + i(k_{\nu} - k_{\mu})(p + hq) + i(h_{\mu, \nu} - i\omega_{k})t)} - \frac{i}{\gamma_{1} - i(\Delta_{\nu} - \Delta_{\mu}) + i(k_{\nu} - k_{\mu})(p + hq) + i(h_{\mu, \nu} - i\omega_{k})t}) W(p', h_{\mu} + p, h_{\nu} - h_{\mu}) \] 

\[ \gamma_{1} + i(\Delta_{\nu} - \Delta_{\mu}) - i(k_{\nu} - k_{\mu})p - i\frac{h_{\nu, \mu} - h_{\nu} - h_{\mu}}{m} + 2i\omega_{k} \} \] 

\[ \} W(p', p) \] 

\[ \frac{\{ (\Omega_{\sigma}^{*} \Omega_{\mu}^{*} \Omega_{\nu}^{*} e^{i((-\Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) + i(k_{\nu} - k_{\mu})(p + hq) + i(h_{\mu, \nu} - i\omega_{k})t)} - \frac{i}{\gamma_{1} - i(\Delta_{\nu} - \Delta_{\mu}) + i(k_{\nu} - k_{\mu})(p + hq) + i(h_{\mu, \nu} - i\omega_{k})t}) W(p', h_{\mu} - p, h_{\nu} - h_{\mu}) \] 

\[ \gamma_{1} + i(\Delta_{\nu} - \Delta_{\mu}) - i(k_{\nu} - k_{\mu})p - i\frac{h_{\nu, \mu} - h_{\nu} + h_{\mu}}{m} - i\omega_{k} \} \] 

\[ \} W(p', h_{\mu} - p, h_{\nu} - h_{\mu}) \] 

\[ \times W(p' - h_{\sigma} + h_{\nu} - h_{\mu}, p + hq - h_{\mu}) \] 

\[ + \{ (\Omega_{\sigma}^{*} \Omega_{\mu}^{*} \Omega_{\nu}^{*} e^{i((-\Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) + i(k_{\nu} - k_{\mu})(p + hq) + i(h_{\mu, \nu} - i\omega_{k})t)} - \frac{i}{\gamma_{1} - i(\Delta_{\nu} - \Delta_{\mu}) + i(k_{\nu} - k_{\mu})(p + hq) + i(h_{\mu, \nu} - i\omega_{k})t}) W(p', h_{\mu} + p, h_{\nu} - h_{\mu}) \] 

\[ \gamma_{1} + i(\Delta_{\nu} - \Delta_{\mu}) + i(k_{\nu} - k_{\mu})(p + hq) - i\frac{h_{\nu, \mu} - h_{\nu} - h_{\mu}}{m} + 2i\omega_{k} \} \] 

\[ \} W(p', p - h_{\mu}, h_{\nu} - h_{\mu}) \]
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\[
\times W(p + \hbar q - \hbar k_{\sigma}, p' - \hbar k_{\sigma} + \hbar q - \hbar k_{\mu})
\]

\[
-i\{\Omega_{\sigma}^* \Omega_{\nu} \Omega_{\mu} e^{i(\Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) - i \frac{(k_{\nu} - k_{\mu})}{m} \epsilon_{\nu \nu} + i k_{\mu} \epsilon_{\mu \mu}} - i \frac{k_{\mu} \epsilon_{\mu \mu}}{m} + i \hbar \omega_k) + i \frac{k_{\mu} \epsilon_{\mu \mu}}{m} - i \hbar \omega_k) + i \Delta_{\mu} + i \frac{k_{\mu} \epsilon_{\mu \mu}}{m} + i \hbar \omega_k) \}
\]

\[
\times W(p, h k_{\nu}, p + h k_{\sigma} - h k_{\mu})
\]

\[
+ \frac{(\gamma - i (\Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) + i \frac{(k_{\nu} - k_{\mu})}{m} \epsilon_{\nu \nu} + i k_{\mu} \epsilon_{\mu \mu}}{m} - i \frac{k_{\mu} \epsilon_{\mu \mu}}{m} - i \hbar \omega_k) + i \hbar \omega_k) + i \Delta_{\mu} + i \frac{k_{\mu} \epsilon_{\mu \mu}}{m} + i \hbar \omega_k) \}
\]

\[
\times W(p' - h k_{\nu}, p + h k_{\sigma} - h k_{\mu})
\]

I write here, in red, the final result for the coherence due to four wave mixing processes. This was used to get the fig. 4.6 in page 90 but failed to reproduce the dips which could be observed for pump powers higher than 100 mW/cm² and visible in fig. 4.4.

C.1.6 Fourth order

The populations in the fourth order are computed from the third order coherences, considering a new field \( E_\omega \):

\[
\frac{\partial}{\partial t} + \gamma_2 (p, p') = i(\Omega_\alpha e^{i(\Delta_{\alpha} - i \frac{k_{\alpha} \epsilon_{\alpha \alpha}}{m} + i \hbar \omega)} \mid p_{12}^{(3)} (p' - h k_{\alpha}, p)]^* - i(\Omega_\alpha e^{i(\Delta_{\alpha} + i \frac{k_{\alpha} \epsilon_{\alpha \alpha}}{m} - i \hbar \omega)} \mid p_12^{(3)} (p - h k_{\alpha}, p')
\]

\[
= [\{-(\Omega_{\alpha}^* \Omega_{\sigma} \Omega_{\nu} \Omega_{\mu} e^{i(\Delta_{\alpha} + \Delta_{\nu} - \Delta_{\mu}) + i \frac{(k_{\nu} - k_{\mu})}{m} \epsilon_{\nu \nu} + i k_{\mu} \epsilon_{\mu \mu} + i \hbar \omega_k) + i \Delta_{\mu} + i \frac{k_{\mu} \epsilon_{\mu \mu}}{m} + i \hbar \omega_k) \}
\]

\[
\times W(p' - h k_{\alpha}, p - h k_{\sigma} + h k_{\nu} - h k_{\mu})
\]

\[
- \{-(\Omega_{\alpha}^* \Omega_{\sigma} \Omega_{\nu} \Omega_{\mu} e^{i(\Delta_{\alpha} + \Delta_{\nu} - \Delta_{\mu}) + i \frac{(k_{\nu} - k_{\mu})}{m} \epsilon_{\nu \nu} + i k_{\mu} \epsilon_{\mu \mu} + i \hbar \omega_k) + i \Delta_{\mu} + i \frac{k_{\mu} \epsilon_{\mu \mu}}{m} + i \hbar \omega_k) \}
\]

\[
\times W(p - h k_{\sigma}, p' - h k_{\alpha} + h k_{\nu} - h k_{\mu})
\]
\[
+ \int \Gamma N(q) dq e^{i\left(\frac{p' - h k_{\alpha}}{m} - i \frac{p - h k_{\alpha}}{m}\right) t} \times \\
\left\{ (\Omega_{\alpha}^\ast \Omega_{\mu} \Omega_{\nu} \rho e^{-i(-\Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) + \frac{i(k_{\nu} - k_{\mu})}{m} (p' + h) + \frac{i k_{\alpha}}{m} - i \frac{h k_{\alpha}}{m} + 2 i \omega_k) t} \right\}
\]

\[
= (\gamma - i \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) + i \left(\frac{k_{\nu} - k_{\mu}}{m}\right) (p' + h) + i k_{\alpha} - i \frac{h k_{\alpha}}{m} - 3 i \omega_k + i \left(\frac{p - h k_{\alpha}}{m}\right) q - i \left(\frac{p - h k_{\alpha}}{m}\right) q \\
(\gamma_1 - i \Delta_{\nu} - \Delta_{\mu}) + i \left(\frac{k_{\nu} - k_{\mu}}{m}\right) (p' - h k_{\alpha} + h q) + i \frac{h k_{\nu}}{m} - 2i \omega_k + i \left(\frac{p' - h k_{\alpha} + h q}{m}\right) q - i \left(\frac{p' - h k_{\alpha} + h q}{m}\right) q \\
(\gamma_2 - i \Delta_{\nu} - \Delta_{\mu}) + i \left(\frac{k_{\nu} - k_{\mu}}{m}\right) (p' - h k_{\alpha} + h q) + i \frac{h k_{\nu}}{m} - 2i \omega_k) \\
(\gamma + i \Delta_{\mu} - i \frac{k_{\nu}}{m} (p' - h k_{\alpha} + h q) + i \omega_k) \\
\times W(p - h k_{\sigma} + h q - h k_{\nu}, p' - h k_{\alpha} + h q - h k_{\mu})
\]

\[
= (\Omega_{\alpha}^\ast \Omega_{\mu} \Omega_{\nu} \rho e^{i(-\Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) + \frac{i(k_{\nu} - k_{\mu})}{m} (p' - h k_{\alpha} + h q) - \frac{i k_{\alpha}}{m} + i \frac{h k_{\alpha}}{m} - 2 i \omega_k) t} \right\} 
\]

\[
= (\gamma - i \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) + i \left(\frac{k_{\nu} - k_{\mu}}{m}\right) p + i k_{\alpha} - i \frac{h k_{\alpha}}{m} + i \omega_k + i \left(\frac{p - h k_{\alpha}}{m}\right) q - i \left(\frac{p - h k_{\alpha}}{m}\right) q \\
(\gamma_1 + i \Delta_{\nu} - \Delta_{\mu}) + i \left(\frac{k_{\nu} - k_{\mu}}{m}\right) m + i \frac{h k_{\nu}}{m} + 2 i \omega_k + i \left(\frac{p' - h k_{\alpha} + h q}{m}\right) q - i \left(\frac{p' - h k_{\alpha} + h q}{m}\right) q \\
(\gamma_2 + i \Delta_{\nu} - \Delta_{\mu}) - i \left(\frac{k_{\nu} - k_{\mu}}{m}\right) (p' + h k_{\alpha} - h q) + i \frac{h k_{\nu}}{m} + 2 i \omega_k) \\
(\gamma + i \Delta_{\mu} + i \frac{k_{\nu}}{m} (p' + h k_{\alpha} - h q) - i \omega_k) \\
\times W(p' - h k_{\alpha} + h q - h k_{\nu}, p - h k_{\sigma} + h q - h k_{\mu})
\]

\[
= (\Omega_{\alpha}^\ast \Omega_{\mu} \Omega_{\nu} \rho e^{i(+\Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) - \frac{i(k_{\nu} - k_{\mu})}{m} (p' - h k_{\alpha} + h q) + i k_{\alpha} - i \frac{h k_{\alpha}}{m} - i \omega_k) t} \right\} 
\]

\[
= (\gamma + i \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) - i \left(\frac{k_{\nu} - k_{\mu}}{m}\right) p + i k_{\alpha} - i \frac{h k_{\alpha}}{m} + i \omega_k + i \left(\frac{p - h k_{\alpha}}{m}\right) q - i \left(\frac{p - h k_{\alpha}}{m}\right) q \\
(\gamma_1 + i \Delta_{\nu} - \Delta_{\mu}) - i \left(\frac{k_{\nu} - k_{\mu}}{m}\right) m + i \frac{h k_{\nu}}{m} + 2 i \omega_k + i \left(\frac{p' - h k_{\alpha} + h q}{m}\right) q - i \left(\frac{p' - h k_{\alpha} + h q}{m}\right) q \\
(\gamma_2 + i \Delta_{\nu} - \Delta_{\mu}) + i \left(\frac{k_{\nu} - k_{\mu}}{m}\right) (p' + h k_{\alpha} - h q) + i \frac{h k_{\nu}}{m} + 2 i \omega_k) \\
(\gamma - i \Delta_{\mu} + i \frac{k_{\nu}}{m} (p' + h k_{\alpha} - h q) + i \omega_k) \\
\times W(p' - h k_{\alpha} + h q - h k_{\nu}, p - h k_{\sigma} - h k_{\mu})
\]
\[ C.1. \text{Perturbative development} \]

\[ \times W(p'-\hbar k\sigma, p-\hbar k\alpha + \hbar k\nu - \hbar k\mu) \]
\[ + \int \Gamma N(q) dq e^{i \left( \frac{-(\hbar k\sigma) q}{m} + \frac{(p'-\hbar k\sigma) q}{m} \right)} \times \]

\[ \left\{ \begin{array}{l}
(\gamma + i(\Delta_\sigma + \Delta_\nu - \Delta_\mu) - i \left( k_{\nu} - k_{\mu} \right) \frac{p'}{m} - i \left( k_{\sigma} - k_{\mu} \right) \frac{p'}{m} - i \left( k_{\mu} \right) \frac{\hbar k_{\mu}}{m} - \frac{3i \omega_k}{m} \ldots \\
- \left( p - \hbar k\alpha \right) q + i \left( \frac{p'}{m} \right) q \\
\end{array} \right. \]
\[ (\gamma_1 + i(\Delta_\nu - \Delta_\mu) - i \left( k_{\nu} - k_{\mu} \right) \frac{p'}{m} + i \left( k_{\mu} \right) \frac{\hbar k_{\mu}}{m} + 2i \omega_k) \]
\[ (\gamma_2 + i(\Delta_\nu - \Delta_\mu) - i \left( k_{\nu} - k_{\mu} \right) \frac{p'}{m} - i \left( \frac{p'}{m} \right) q) \]
\[ (\gamma - i \Delta_\mu + i \left( \frac{p'}{m} \right) \frac{\hbar k_{\mu}}{m} - i \omega_k) \]
\[ \times W(p'-\hbar k\sigma + \hbar q - \hbar k\nu, p-\hbar k\alpha + \hbar q - \hbar k\mu) \]
\[ + \int \Gamma N(q) dq e^{i \left( \frac{-\left( k_{\mu} - k_{\nu} \right) q}{m} + \frac{-\left( k_{\alpha} - k_{\nu} \right) q}{m} - i \left( k_{\mu} \right) \frac{p'}{m} + i \left( k_{\alpha} \right) \frac{p'}{m} - i \left( \frac{p'}{m} \right) q \right)} \times \]

\[ \left\{ \begin{array}{l}
(\gamma - i(\Delta_\sigma + \Delta_\nu - \Delta_\mu) + i \left( k_{\nu} - k_{\mu} \right) \frac{p'}{m} + i \left( k_{\mu} \right) \frac{\hbar k_{\mu}}{m} + 2i \omega_k) \ldots \\
- \left( p - \hbar k\alpha \right) q + i \left( \frac{p'}{m} \right) q \\
\end{array} \right. \]
\[ (\gamma_1 - i(\Delta_\nu - \Delta_\mu) + i \left( k_{\nu} - k_{\mu} \right) \frac{p'}{m} - i \left( \frac{p'}{m} \right) q) \]
\[ (\gamma_2 - i(\Delta_\nu - \Delta_\mu) + i \left( k_{\nu} - k_{\mu} \right) \frac{p'}{m} + i \left( \frac{p'}{m} \right) q) \]
\[ (\gamma + i \Delta_\mu - i \left( \frac{p'}{m} \right) \frac{\hbar k_{\mu}}{m} + i \omega_k) \]
\[ \times W(p - \hbar k\alpha + \hbar q - \hbar k\nu, p'-\hbar k\sigma + \hbar q - \hbar k\mu) \}} \]

\[ - \left\{ \begin{array}{l}
(\gamma + i(\Delta_\sigma + \Delta_\nu - \Delta_\mu) - i \left( k_{\nu} - k_{\mu} \right) \frac{p'}{m} - i \left( k_{\sigma} - k_{\mu} \right) \frac{p'}{m} + i \left( \frac{p'}{m} \right) q \right) \\
(\gamma_2 + i(\Delta_\nu - \Delta_\mu) - i \left( k_{\nu} - k_{\mu} \right) \frac{p'}{m} - i \left( \frac{p'}{m} \right) q) \\
(\gamma - i \Delta_\mu + i \left( \frac{p'}{m} \right) \frac{\hbar k_{\mu}}{m} + i \omega_k) \]
\[ \times W(p'-\hbar k\sigma, p-\hbar k\alpha + \hbar k\nu - \hbar k\mu) \}} \]

The fourth order density matrix terms are then:

\[ \tilde{\rho}_{22}^{(4)}(p, p') = \]

\[ \left[ \begin{array}{l}
- \left( \frac{\hbar k_{\sigma}}{m} \right) e^{i \left( \frac{-(k_{\nu} - k_{\mu}) q}{m} + \frac{(p'-k_{\nu}) q}{m} \right)} \\
\end{array} \right. \]
\[ (\gamma_2 + i(\Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) - i \left( k_{\nu} - k_{\mu} \right) \frac{p'}{m} + i \left( k_{\alpha} \right) \frac{p'}{m} - i \left( \frac{p'}{m} \right) q - 2i \omega_k) \]
\[ (\gamma + i(-\Delta_\sigma + \Delta_\nu - \Delta_\mu) - i \left( k_{\nu} - k_{\mu} \right) \frac{p'}{m} + i \left( \frac{p'}{m} \right) q) \]
\[ (\gamma_1 + i(\Delta_\nu - \Delta_\mu) - i \left( k_{\nu} - k_{\mu} \right) \frac{p'}{m} + i \left( \frac{p'}{m} \right) q) \]
\[ (\gamma - i \Delta_\mu + i \left( \frac{p'}{m} \right) \frac{\hbar k_{\mu}}{m} + i \omega_k) \]
\[
\times W(p' - \hbar k_\alpha, p - \hbar k_\sigma + \hbar k_\nu - \hbar k_\mu)
- \left(\Omega_\alpha^* \Omega_\sigma^* \Omega_\nu^* \Omega_\mu^* e^{-i(\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) + \frac{i (k_\nu - k_\mu) (p' - \hbar k_\alpha)}{\hbar} + \frac{i k_\sigma, p'}{\hbar} + \frac{i k_\nu, k_\mu}{\hbar} + 2i\omega_k}ight)
- \frac{1}{\gamma_2 - i(\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) + \frac{i (k_\nu - k_\mu) (p' - \hbar k_\alpha)}{\hbar} + \frac{i k_\sigma, p'}{\hbar} + \frac{i k_\nu, k_\mu}{\hbar} + 2i\omega_k}
\]

\[
\times W(p - \hbar k_\sigma, p' - \hbar k_\alpha + \hbar k_\nu - \hbar k_\mu)
+ \int \Gamma N(q) dq e^{(i(p' - \hbar k_\alpha - \frac{q}{\hbar}) - (i(p - \hbar k_\alpha - \frac{q}{\hbar}))t} \times
\]

\[
\left\{
\right.
\]
C.1. Perturbative development

\[
\begin{align*}
&\left(\Omega_\alpha \Omega_\sigma \Omega_\nu \Omega_\mu e^{i(\Delta_\alpha + \Delta_\sigma + \Delta_\nu + \Delta_\mu) - i(\frac{k_{\alpha} - k_{\nu}}{m}) (p' - h_k\sigma + h_k\alpha) - i\frac{k_\alpha}{m} p' - i\frac{h_k\alpha}{m} + 4i\omega_k}\right) \\
&\left(\gamma_2 + i(\Delta_\nu - \Delta_\mu) - i\frac{k_{\alpha} - k_{\nu}}{m} - i\frac{k_\alpha}{m} p' - i\frac{h_k\alpha}{m} + 4i\omega_k)\right) \\
&\left(\gamma + i(-\Delta_\sigma + \Delta_\nu - \Delta_\mu) - i\frac{k_{\alpha} - k_{\nu}}{m} - i\frac{k_\alpha}{m} p' - i\frac{h_k\alpha}{m} + 3i\omega_k)\right) \\
&\left(\gamma_2 + i(\Delta_\nu - \Delta_\mu) - i\frac{k_{\alpha} - k_{\nu}}{m} + i\frac{h_k\alpha}{m} + 2i\omega_k)\right) \\
\times W(p' - h_k\alpha + h_k\sigma - h_k\nu, p - h_k\mu)\right]\end{align*}
\]

\[
\begin{align*}
&\left(\Omega_\alpha \Omega_\sigma \Omega_\nu \Omega_\mu e^{i(\Delta_\alpha + \Delta_\sigma + \Delta_\nu + \Delta_\mu) - i(\frac{k_{\alpha} - k_{\nu}}{m}) (p' - h_k\sigma + h_k\alpha) - i\frac{k_\alpha}{m} p' - i\frac{h_k\alpha}{m} + 2i\omega_k)\right) \\
&\left(\gamma_2 - i(\Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) + i\frac{k_{\alpha} - k_{\nu}}{m} + i\frac{k_\alpha}{m} p' + i\frac{h_k\alpha}{m} - 2i\omega_k)\right) \\
&\left(\gamma - i(-\Delta_\sigma + \Delta_\nu - \Delta_\mu) + i\frac{k_{\alpha} - k_{\nu}}{m} - i\frac{k_\alpha}{m} p' + i\frac{h_k\alpha}{m} + 3i\omega_k)\right) \\
&\left(\gamma_1 - i(\Delta_\nu - \Delta_\mu) + i\frac{k_{\alpha} - k_{\nu}}{m} + i\frac{h_k\alpha}{m} - 2i\omega_k)\right) \\
&\left(\gamma - i\Delta_\mu + i\frac{k_\alpha}{m} (p - h_k\alpha) + i\omega_k)\right) \\
\times W(p' - h_k\alpha, p - h_k\alpha + h_k\sigma - h_k\nu, p - h_k\mu)\right]
\end{align*}
\]

\[
\begin{align*}
&\left\{\Omega_\alpha \Omega_\sigma \Omega_\nu \Omega_\mu e^{i(\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) - i\frac{k_{\alpha} - k_{\nu}}{m} (p' + h_q) - i\frac{k_\alpha}{m} p' + i\frac{h_k\alpha}{m} + 2i\omega_k)\right) \\
&\left(\gamma_2 + i(-\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) - i\frac{k_{\alpha} - k_{\nu}}{m} - i\frac{k_\alpha}{m} p' - i\frac{h_k\alpha}{m} + 2i\omega_k)\right) \\
&\left(\gamma + i(-\Delta_\sigma + \Delta_\nu - \Delta_\mu) - i\frac{k_{\alpha} - k_{\nu}}{m} + i\frac{k_\alpha}{m} p' - i\frac{h_k\alpha}{m} + 3i\omega_k)\right) \\
&\left(\gamma_1 - i(\Delta_\nu - \Delta_\mu) - i\frac{k_{\alpha} - k_{\nu}}{m} + i\frac{h_k\alpha}{m} + 2i\omega_k)\right) \\
&\left(\gamma - i\Delta_\mu + i\frac{k_\alpha}{m} (p - h_k\alpha) - i\omega_k)\right) \\
\times W(p' - h_k\sigma + h_q - h_k\nu, p - h_k\alpha + h_q - h_k\mu)\right\}
\end{align*}
\]
Appendix C. Detailed calculations for RIR

We can do the same process for the ground stated density matrix terms:

\[
\frac{\partial}{\partial t} \rho_{12}^{(4)} (p, p') = i(\Omega_{\alpha} e^{(-i\Delta_{\alpha} + i\frac{\hbar\sigma p'}{m}]t}) \rho_{12}^{(3)} (p, p' + \hbar k_{\alpha}) \\
- i(\Omega_{\alpha} e^{(i\Delta_{\alpha} - i\frac{\hbar p}{m}]t}) \rho_{21}^{(3)} (p + \hbar k_{\alpha}, p') \\
+ \int \Gamma N(q) d\xi_{12}^{(4)} (p + \hbar q, p' + \hbar q) e^{(-\frac{\hbar}{m} p' - \frac{\hbar}{m} p)q} \\
= i(\Omega_{\alpha} e^{(-i\Delta_{\alpha} + i\frac{\hbar p}{m}]t}) \rho_{12}^{(3)} (p, p' + \hbar k_{\alpha}) \\
- i(\Omega_{\alpha} e^{(i\Delta_{\alpha} - i\frac{\hbar p}{m}]t}) [\rho_{12}^{(3)} (p', p + \hbar k_{\alpha})]* \\
+ \int \Gamma N(q) d\xi_{12}^{(4)} (p + \hbar q, p' + \hbar q) e^{(-\frac{\hbar}{m} p' - \frac{\hbar}{m} p)q} 
\]
C.1. Perturbative development

\[= \left[ + \left( \Omega_{\alpha} \Omega_{\nu}^{*} \Omega_{\mu} \right) e^{(i \nu \cdot \mathbf{k} + i \mu \cdot \mathbf{k} - 4i \omega \mathbf{k} t)} \right] \]

\[\left( \gamma - i\left(-\Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}\right) + i\left(k_{\nu} - k_{\mu}\right) (p' + \nu \mathbf{k} - h\mathbf{k}_{\sigma}) - i\frac{k_{\sigma} (p' + \nu \mathbf{k} - h\mathbf{k}_{\nu})}{m} + i k_{\mu} p' - i h\mathbf{k}_{\nu} \mathbf{k}_{\nu} + 4i \omega \mathbf{k} t) \right) \]

\[\times W(p, p' + h\mathbf{k}_{\alpha} - h\mathbf{k}_{\sigma} + h\mathbf{k}_{\nu} - h\mathbf{k}_{\mu}) \]

\[+ \left( \Omega_{\alpha} \Omega_{\nu}^{*} \Omega_{\mu} \right) e^{(i \nu \cdot \mathbf{k} + i \mu \cdot \mathbf{k} - 4i \omega \mathbf{k} t)} \]

\[\left( \gamma + i\left(\Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}\right) + i\left(k_{\nu} - k_{\mu}\right) (p' + \nu \mathbf{k} - h\mathbf{k}_{\sigma}) - i\frac{k_{\sigma} (p' + \nu \mathbf{k} - h\mathbf{k}_{\nu})}{m} + i k_{\mu} p' + i h\mathbf{k}_{\nu} \mathbf{k}_{\nu} - 2i \omega \mathbf{k} t) \right) \]

\[\times W(p' + h\mathbf{k}_{\alpha} - h\mathbf{k}_{\sigma}, p + h\mathbf{k}_{\nu} - h\mathbf{k}_{\mu}) \]

\[- \int N(q) dq e^{(i \nu \cdot \mathbf{k} + i \mu \cdot \mathbf{k} - 4i \omega \mathbf{k} t)} \times \]

\[\left\{ \Omega_{\alpha} \Omega_{\nu}^{*} \Omega_{\mu} \right\} e^{(i \nu \cdot \mathbf{k} + i \mu \cdot \mathbf{k} - 4i \omega \mathbf{k} t)} \]

\[\left( \gamma + i\left(\Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}\right) + i\left(k_{\nu} - k_{\mu}\right) (p' + \nu \mathbf{k} - h\mathbf{k}_{\sigma}) - i\frac{k_{\sigma} (p' + \nu \mathbf{k} - h\mathbf{k}_{\nu})}{m} + i k_{\mu} p' + i h\mathbf{k}_{\nu} \mathbf{k}_{\nu} - 2i \omega \mathbf{k} t) \right) \]

\[\times W(p' + h\mathbf{k}_{\alpha} - h\mathbf{k}_{\sigma}, p + h\mathbf{k}_{\nu} - h\mathbf{k}_{\mu}) \]

\[+ \left( \Omega_{\alpha} \Omega_{\nu}^{*} \Omega_{\mu} \right) e^{(i \nu \cdot \mathbf{k} + i \mu \cdot \mathbf{k} - 4i \omega \mathbf{k} t)} \]

\[\left( \gamma - i\left(-\Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}\right) + i\left(k_{\nu} - k_{\mu}\right) (p' + h\mathbf{k}_{\sigma} + h\mathbf{k}_{\nu} - h\mathbf{k}_{\mu}) - i\frac{k_{\sigma} (p' + h\mathbf{k}_{\nu} - h\mathbf{k}_{\mu})}{m} + i k_{\mu} p' - i h\mathbf{k}_{\nu} \mathbf{k}_{\nu} + 4i \omega \mathbf{k} t) \right) \]

\[\times W(p + h\mathbf{k}_{\nu} - h\mathbf{k}_{\sigma}, p' + h\mathbf{k}_{\nu} - h\mathbf{k}_{\mu}) \]

\[\times W(p' + h\mathbf{k}_{\alpha} - h\mathbf{k}_{\sigma}, p + h\mathbf{k}_{\nu} - h\mathbf{k}_{\mu}) \]
\[
\begin{align*}
&+ \left( \Omega_\alpha \Omega_\sigma \Omega_\mu \Omega_\nu \right) e^{\left( \frac{\hbar}{m} \cdot p \cdot m \cdot \alpha \cdot p \cdot m \cdot q \right)}
\end{align*}
\]

\[
\left( \gamma - i(-\Delta_\sigma + \Delta_\nu - \Delta_\mu) + \frac{\hbar}{m} \cdot p \cdot m \cdot q \right)
\]

\[
\left( \gamma + i(-\Delta_\sigma + \Delta_\nu - \Delta_\mu) + \frac{\hbar}{m} \cdot p \cdot m \cdot q \right)
\]

\[
\times W(p + \hbar k_\sigma - \hbar k_\nu, p + \hbar k_\alpha - \hbar k_\mu) \right) \right]\}

\[
- \left( \Omega_\alpha \Omega_\sigma \Omega_\mu \Omega_\nu \right) e^{\left( \frac{\hbar}{m} \cdot p \cdot m \cdot \alpha \cdot p \cdot m \cdot q \right)}
\]

\[
\left( \gamma - i(-\Delta_\sigma + \Delta_\nu - \Delta_\mu) + \frac{\hbar}{m} \cdot p \cdot m \cdot q \right)
\]

\[
\left( \gamma + i(-\Delta_\sigma + \Delta_\nu - \Delta_\mu) + \frac{\hbar}{m} \cdot p \cdot m \cdot q \right)
\]

\[
\times W(p + \hbar k_\alpha - \hbar k_\sigma + \hbar k_\nu - \hbar k_\mu) + \int G_N(q) d\omega \left( \frac{\hbar}{m} \cdot p \cdot m \cdot q \right)\}
\]
\[ C.1. \text{Perturbative development} \]

\[
\left\{ \frac{(\Omega^a_{\sigma} \Omega^b_{\mu} \Omega^c_{\nu})^e(-i(-\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) + i \frac{(k_\sigma - k_\mu)(p + \hbar k_\alpha)}{m} + i \frac{k_\sigma}{m} - i \frac{k_\mu}{m} + i \frac{\hbar k_\nu}{m} - 2i\omega_k t)}{(\gamma - i(\Delta_\sigma + \Delta_\nu - \Delta_\mu) + i \frac{k_\sigma}{m} + i \frac{\hbar k_\nu}{m} - i \omega_k)} \right. \\
\times W(p + \hbar k_\alpha - \hbar k_\nu, p' + \hbar k_\sigma - \hbar k_\mu) \\
+ \frac{(\Omega^a_{\sigma} \Omega^b_{\mu} \Omega^c_{\nu})^e(-i(+\Delta_\alpha - \Delta_\sigma - \Delta_\nu - \Delta_\mu) - i \frac{(k_\sigma - k_\mu)(p' + \hbar k_\alpha)}{m} + i \frac{k_\sigma}{m} + i \frac{\hbar k_\nu}{m} + 2i\omega_k t)}{(\gamma + i(-\Delta_\sigma + \Delta_\nu - \Delta_\mu) - i \frac{k_\sigma}{m} + i \frac{\hbar k_\nu}{m} - 2i\omega_k) \times W(p' + \hbar k_\alpha - \hbar k_\nu, p + \hbar k_\sigma - \hbar k_\mu) \right] \\
+ \int \Gamma N(q) dq e^{i(-\frac{p^a}{m} + \frac{p'^a}{m})t} \times \left[ -\frac{(\Omega^a_{\sigma} \Omega^b_{\mu} \Omega^c_{\nu})^e(-i(\Delta_\alpha - \Delta_\sigma - \Delta_\nu + \Delta_\mu) + i \frac{(k_\sigma - k_\mu)(p' - \hbar k_\alpha)}{m} + i \frac{k_\sigma}{m} + i \frac{\hbar k_\nu}{m} - 2i\omega_k t)}{(\gamma + i(-\Delta_\sigma + \Delta_\nu - \Delta_\mu) - i \frac{k_\sigma}{m} + i \frac{\hbar k_\nu}{m} - 3i\omega_k) \times W(p' + \hbar k_\alpha - \hbar k_\nu, p + \hbar k_\sigma - \hbar k_\mu) \right] \\
-\frac{(\Omega^a_{\sigma} \Omega^b_{\mu} \Omega^c_{\nu})^e(-i(-\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) + i \frac{(k_\sigma - k_\mu)(p' + \hbar k_\alpha)}{m} + i \frac{k_\sigma}{m} - i \frac{\hbar k_\nu}{m} + 2i\omega_k t)}{(\gamma - i\Delta_\mu + i \frac{k_\sigma}{m} + i \frac{\hbar k_\nu}{m} + i\omega_k) \times W(p + \hbar k_\alpha - \hbar k_\nu, p' + \hbar k_\sigma - \hbar k_\mu)} \right] \times \\
+ \int \Gamma N(q') dq' e^{i(+\frac{q^a}{m} - \frac{q'^a}{m})t} \times
\[
\{ \Omega^*_{\alpha\sigma} \Omega_{\mu\nu} \Omega^*_{\mu}\} e^{i(-\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) + i \left( k_{\alpha} - k_{\mu} \right) \left( p + h_q - h_k + h_q' \right) + i \left( k_{\sigma} - k_{\nu} \right) \left( p + h_q - h_k \right) - i \left( k_{\alpha} - k_{\mu} \right) \left( -i \omega_q - 2i\omega_k \right)}
\]

\[
\left( \gamma_2 - i \left( +\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu} \right) + i \left( k_{\alpha} - k_{\mu} \right) \left( p + h_q + h_q' \right) + i \left( k_{\sigma} - k_{\nu} \right) \left( p + h_q \right) - i \left( k_{\alpha} - k_{\mu} \right) \left( -i \omega_q - 2i\omega_k \right) \right)
\]

\[
\times W(p + h_q - h_k + h_q' - h_k, p + h_q - h_k, p + h_q - h_k')
\]

\[
+ \left\{ \Omega^*_{\alpha\sigma} \Omega_{\mu\nu} \Omega^*_{\mu}\} e^{i(-\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) + i \left( k_{\alpha} - k_{\mu} \right) \left( p + h_q - h_k + h_q' \right) + i \left( k_{\sigma} - k_{\nu} \right) \left( p + h_q - h_k \right) - i \left( k_{\alpha} - k_{\mu} \right) \left( -i \omega_q - 2i\omega_k \right)}
\]

\[
\left( \gamma_2 + i \left( +\Delta_{\alpha} - \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu} \right) + i \left( k_{\alpha} - k_{\mu} \right) \left( p + h_q - h_k + h_q' \right) + i \left( k_{\sigma} - k_{\nu} \right) \left( p + h_q - h_k \right) - i \left( k_{\alpha} - k_{\mu} \right) \left( -i \omega_q - 2i\omega_k \right) \right)
\]

\[
\times W(p' + h_q - h_k + h_q', p + h_q - h_k + h_q' - h_k')
\]
C.1. Perturbative development

\[
\begin{align*}
&\left[ \frac{\Omega^*_{\nu} \Omega^*_{\alpha} \Omega^*_{\sigma} \Omega_{\mu}}{m} \right] \left( e^{-i(\Delta_{\alpha} - \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu})} + i \frac{(k_{\nu} - k_{\mu}) (p' + h q - h k_{\alpha} + h k_{\sigma}) - i \frac{k_{\alpha} (p' + h q) + i k_{\alpha} (p + h q) - \frac{i}{h k_{\mu} k_{\nu}} + 2i\omega_{\mu}}{m} \right) \\
&\times W(p + h q - h k_{\alpha}, p' + h q - h k_{\sigma} + h k_{\nu} - h k_{\mu}) \left( e^{i(\Delta_{\alpha} - \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu})} - i \frac{(k_{\nu} - k_{\mu}) (p' + h q - h k_{\alpha}) - i \frac{k_{\alpha} (p' + h q) + i k_{\alpha} (p + h q) - \frac{i}{h k_{\mu} k_{\nu}} - 2i\omega_{\mu}}{m} \right) \\
&+ \int \frac{\Gamma N(q') dq'}{m} \left( e^{-i(\Delta_{\alpha} - \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu})} - i \frac{(k_{\nu} - k_{\mu}) (p' + h q - h k_{\alpha}) - i \frac{k_{\alpha} (p' + h q) + i k_{\alpha} (p + h q) - \frac{i}{h k_{\mu} k_{\nu}} - 2i\omega_{\mu}}{m} \right) \\
&\times W(p' + h q - h k_{\sigma}, p + h q - h k_{\alpha} + h k_{\nu} - h k_{\mu}) \left( e^{i(\Delta_{\alpha} - \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu})} + i \frac{(k_{\nu} - k_{\mu}) (p' + h q - h k_{\alpha}) - i \frac{k_{\alpha} (p' + h q) + i k_{\alpha} (p + h q) - \frac{i}{h k_{\mu} k_{\nu}} + 2i\omega_{\mu}}{m} \right)
\end{align*}
\]
\[ x \times W(p + hq - hk_\alpha + hq' - hk_\nu, p' + hq - hk_\sigma + hq' - hk_{\mu}) \]

\[ - \left\{ \Omega_{\alpha} \Omega_{\sigma}^{*} \Omega_{\mu}^{*} e^{i((\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) / m) \bar{t}} \left[ - i \frac{(k_{\nu} - k_{\mu}) \cdot (p' + hq)}{m} - i \frac{k_{\alpha} \cdot (p + hq - hk_\alpha)}{m} + i \frac{k_{\nu} \cdot (p + hq - hk_\nu)}{m} - i \frac{hk_{\mu} \cdot k_{\sigma}}{m} \right] \right\} \]

\[ \left( \gamma_2 + i(\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) - i \frac{(k_{\nu} - k_{\mu}) \cdot (p' + hq)}{m} - i \frac{k_{\alpha} \cdot (p + hq - hk_\alpha)}{m} + i \frac{k_{\nu} \cdot (p + hq - hk_\nu)}{m} - i \frac{hk_{\mu} \cdot k_{\sigma}}{m} + i \omega_{k} \right) \]

\[ \left( \gamma + i(\Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) - i \frac{(k_{\nu} - k_{\mu}) \cdot (p' + hq)}{m} - i \frac{k_{\alpha} \cdot (p + hq - hk_\alpha)}{m} - i \frac{hk_{\mu} \cdot k_{\nu}}{m} + 2i \omega_{k} \right) \]

\[ \left( \gamma_2 + i(\Delta_{\nu} - \Delta_{\mu}) - i \frac{(k_{\nu} - k_{\mu}) \cdot (p' + hq)}{m} - i \frac{hk_{\mu} \cdot k_{\nu}}{m} + 2i \omega_{k} \right) \]

\[ \left( \gamma - i \Delta_{\mu} + i \frac{k_{\nu} \cdot (p + hq - hk_\alpha + hq')}{m} - i \omega_{k} \right) \]

\[ \times W(p' + hq - hk_\nu, p + hq - hk_\alpha + hk_\sigma - hk_\mu) \]

\[ \times W(p + hq - hk_\alpha + hq' - hk_\nu, p' + hq - hk_\sigma + hq' - hk_{\mu}) \]

Which leads to the following result:

\[ \rho_{11}^{(4)} (p, p') = \left[ \left( \Omega_{\alpha} \Omega_{\sigma}^{*} \Omega_{\mu}^{*} e^{i((\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) / m) \bar{t}} \left[ - i \frac{(k_{\nu} - k_{\mu}) \cdot (p' + hq - hk_\alpha + hq')}{m} + i \frac{k_{\alpha} \cdot (p + hq - hk_\alpha)}{m} + i \frac{k_{\nu} \cdot (p + hq - hk_\nu)}{m} - i \frac{hk_{\mu} \cdot k_{\sigma}}{m} - 4i \omega_{k} \right] \right) \]

\[ \left( \gamma - i \Delta_{\alpha} - \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu} + i \frac{(k_{\nu} - k_{\mu}) \cdot (p + hq - hk_\alpha + hq')}{m} - i \frac{k_{\alpha} \cdot (p + hq - hk_\alpha)}{m} + i \frac{k_{\nu} \cdot (p + hq - hk_\nu)}{m} - i \frac{hk_{\mu} \cdot k_{\sigma}}{m} - 4i \omega_{k} \right) \]

\[ \left( \gamma - i \Delta_{\alpha} - \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu} + i \frac{(k_{\nu} - k_{\mu}) \cdot (p + hq - hk_\alpha + hq')}{m} - i \frac{k_{\alpha} \cdot (p + hq - hk_\alpha)}{m} + i \frac{k_{\nu} \cdot (p + hq - hk_\nu)}{m} - i \frac{hk_{\mu} \cdot k_{\sigma}}{m} - 4i \omega_{k} \right) \]

\[ \left( \gamma - i \Delta_{\alpha} - \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu} + i \frac{(k_{\nu} - k_{\mu}) \cdot (p + hq - hk_\alpha + hq')}{m} - i \frac{k_{\alpha} \cdot (p + hq - hk_\alpha)}{m} + i \frac{k_{\nu} \cdot (p + hq - hk_\nu)}{m} - i \frac{hk_{\mu} \cdot k_{\sigma}}{m} - 4i \omega_{k} \right) \]

\[ \left( \gamma - i \Delta_{\alpha} - \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu} + i \frac{(k_{\nu} - k_{\mu}) \cdot (p + hq - hk_\alpha + hq')}{m} - i \frac{k_{\alpha} \cdot (p + hq - hk_\alpha)}{m} + i \frac{k_{\nu} \cdot (p + hq - hk_\nu)}{m} - i \frac{hk_{\mu} \cdot k_{\sigma}}{m} - 4i \omega_{k} \right) \]

\[ \times W(p, p' + hq - hk_\alpha + hq' - hk_\nu, p + hq - hk_\sigma + hq' - hk_{\mu}) \]

\[ + \left( \Omega_{\alpha} \Omega_{\sigma}^{*} \Omega_{\mu}^{*} e^{i((\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) / m) \bar{t}} \left[ - i \frac{(k_{\nu} - k_{\mu}) \cdot (p' + hq - hk_\alpha + hq')}{m} - i \frac{k_{\alpha} \cdot (p + hq - hk_\alpha)}{m} + i \frac{k_{\nu} \cdot (p + hq - hk_\nu)}{m} - i \frac{hk_{\mu} \cdot k_{\sigma}}{m} + i \omega_{k} \right] \right) \]

\[ \left( \gamma + i \frac{(k_{\nu} - k_{\mu}) \cdot (p + hq - hk_\alpha + hq')}{m} + i \frac{k_{\alpha} \cdot (p + hq - hk_\alpha)}{m} + i \frac{k_{\nu} \cdot (p + hq - hk_\nu)}{m} - i \frac{hk_{\mu} \cdot k_{\sigma}}{m} - 2i \omega_{k} \right) \]

\[ \left( \gamma + i \frac{(k_{\nu} - k_{\mu}) \cdot (p + hq - hk_\alpha + hq')}{m} + i \frac{k_{\alpha} \cdot (p + hq - hk_\alpha)}{m} + i \frac{k_{\nu} \cdot (p + hq - hk_\nu)}{m} - i \frac{hk_{\mu} \cdot k_{\sigma}}{m} - 2i \omega_{k} \right) \]

\[ \left( \gamma + i \frac{(k_{\nu} - k_{\mu}) \cdot (p + hq - hk_\alpha + hq')}{m} + i \frac{k_{\alpha} \cdot (p + hq - hk_\alpha)}{m} + i \frac{k_{\nu} \cdot (p + hq - hk_\nu)}{m} - i \frac{hk_{\mu} \cdot k_{\sigma}}{m} - 2i \omega_{k} \right) \]

\[ \times W(p' + hq - hk_\alpha + hq' - hk_\nu, p + hq - hk_\sigma + hq' - hk_{\mu}) \]

\[ - \int \Gamma N(q) dq e^{i \left( \frac{\tau_{\mu}}{m} + i \frac{(p' + hq - hk_\alpha + hq') \cdot k_{\mu}}{m} \right)} \]
\[ \{ \Omega_{\gamma} \Omega_{\gamma}^* \Omega_{\nu}^* \Omega_{\mu}^* e^{i((\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} + \Delta_{\mu}) - i \frac{(k_{\nu} - k_{\mu})}{m} (p' + h k_{\alpha} + h q))} - i \frac{k_{\sigma}}{m} \sigma + i \frac{k_{\mu} p'}{m} - i \frac{k_{\mu} k_{\nu}}{m} + i \frac{h k_{\gamma}}{m} \} \]

\[ \{ \gamma_1 + i(-\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) - i \frac{k_{\nu} - k_{\mu}}{m} (p' + h k_{\alpha} + h q) - i \frac{k_{\sigma}}{m} (p' + h k_{\alpha} + h q) - i \frac{k_{\mu} p'}{m} - i \frac{h k_{\nu} k_{\mu}}{m} + 4i \omega_{k} \} \]

\[ \{ \gamma_1 + i(-\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) - i \frac{k_{\nu} - k_{\mu}}{m} (p' + h k_{\alpha} + h q) - i \frac{k_{\sigma}}{m} (p' + h k_{\alpha} + h q) - i \frac{k_{\mu} p'}{m} - i \frac{h k_{\nu} k_{\mu}}{m} + 4i \omega_{k} \} \]

\[ \{ \gamma_1 + i(-\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) - i \frac{k_{\nu} - k_{\mu}}{m} (p' + h k_{\alpha} + h q) - i \frac{k_{\sigma}}{m} (p' + h k_{\alpha} + h q) - i \frac{k_{\mu} p'}{m} - i \frac{h k_{\nu} k_{\mu}}{m} + 4i \omega_{k} \} \]

\[ \{ \gamma_1 + i(-\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) - i \frac{k_{\nu} - k_{\mu}}{m} (p' + h k_{\alpha} + h q) - i \frac{k_{\sigma}}{m} (p' + h k_{\alpha} + h q) - i \frac{k_{\mu} p'}{m} - i \frac{h k_{\nu} k_{\mu}}{m} + 4i \omega_{k} \} \]

\[ \{ \gamma_1 + i(-\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) - i \frac{k_{\nu} - k_{\mu}}{m} (p' + h k_{\alpha} + h q) - i \frac{k_{\sigma}}{m} (p' + h k_{\alpha} + h q) - i \frac{k_{\mu} p'}{m} - i \frac{h k_{\nu} k_{\mu}}{m} + 4i \omega_{k} \} \]

\[ \times W(p' + h k_{\alpha} - h k_{\sigma} + h q - h k_{\nu} + p + h q - h k_{\mu}) \]

\[ + \{ \Omega_{\alpha} \Omega_{\sigma}^* \Omega_{\nu}^* \Omega_{\mu}^* e^{i((\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} + \Delta_{\mu}) - i \frac{(k_{\nu} - k_{\mu})}{m} (p' + h k_{\alpha} + h q))} - i \frac{k_{\sigma}}{m} (p' + h k_{\alpha} + h q) - i \frac{k_{\mu} p'}{m} - i \frac{h k_{\nu} k_{\mu}}{m} + 2i \omega_{k} \} \]

\[ + \{ \Omega_{\alpha} \Omega_{\sigma}^* \Omega_{\nu}^* \Omega_{\mu}^* e^{i((\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} + \Delta_{\mu}) - i \frac{(k_{\nu} - k_{\mu})}{m} (p' + h k_{\alpha} + h q))} - i \frac{k_{\sigma}}{m} (p' + h k_{\alpha} + h q) - i \frac{k_{\mu} p'}{m} - i \frac{h k_{\nu} k_{\mu}}{m} + 2i \omega_{k} \} \]

\[ + \{ \Omega_{\alpha} \Omega_{\sigma}^* \Omega_{\nu}^* \Omega_{\mu}^* e^{i((\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} + \Delta_{\mu}) - i \frac{(k_{\nu} - k_{\mu})}{m} (p' + h k_{\alpha} + h q))} - i \frac{k_{\sigma}}{m} (p' + h k_{\alpha} + h q) - i \frac{k_{\mu} p'}{m} - i \frac{h k_{\nu} k_{\mu}}{m} + 2i \omega_{k} \} \]

\[ \times W(p' + h k_{\alpha} - h k_{\nu}, p + h k_{\alpha} - h k_{\mu}) \]

\[ + \{ \Omega_{\alpha} \Omega_{\sigma}^* \Omega_{\nu}^* \Omega_{\mu}^* e^{i((\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} + \Delta_{\mu}) - i \frac{(k_{\nu} - k_{\mu})}{m} (p' + h k_{\alpha} + h q))} - i \frac{k_{\sigma}}{m} (p' + h k_{\alpha} + h q) - i \frac{k_{\mu} p'}{m} - i \frac{h k_{\nu} k_{\mu}}{m} + 2i \omega_{k} \} \]

\[ \times W(p + h k_{\sigma} - h k_{\nu}, p' + h k_{\alpha} - h k_{\mu}) \]
\[
\begin{align*}
&\left[-\frac{\Omega^*\Omega^*\Omega^*\Omega^*\Omega^*\Omega^*}{(\gamma_1 + i(\Delta_\sigma - \Delta_\sigma + \Delta_\nu - \Delta_\mu)) - i\frac{(k_\nu - k_\mu)}{m}(p + hk_\alpha - hk_\sigma) + i\frac{k_\sigma}{m}(p + hk_\alpha) - i\frac{k_{h\mu}k_{h\nu}}{m} + i\frac{4i\omega_k}{m}}\right] \\
&\times W(p', p + hk_\alpha - hk_\sigma + hk_\nu - hk_\mu) \\
&+ \int \frac{\Omega^*\Omega^*\Omega^*\Omega^*\Omega^*\Omega^*}{(\gamma_2 - i(\Delta_\nu - \Delta_\mu) + i\frac{(k_\nu - k_\mu)}{m}(p' + hq) + i\frac{k_\sigma}{m}(p + hk_\alpha) - i\frac{k_{h\mu}k_{h\nu}}{m} + i\frac{2i\omega_k}{m}} \\
&\times W(p + hk_\alpha - hk_\nu + hq - hk_\nu, p' + hq) \\
&+ \frac{1}{\Omega^*\Omega^*\Omega^*\Omega^*\Omega^*\Omega^*}{(\gamma_1 + i(\Delta_\nu - \Delta_\mu) - i\frac{(k_\nu - k_\mu)}{m}(p + hk_\alpha - hq) + i\frac{k_\sigma}{m}(p + hk_\alpha) - i\frac{k_{h\mu}k_{h\nu}}{m} + i\frac{2i\omega_k}{m} + i\frac{4i\omega_k}{m}} \\
&\times W(p' + hq - hk_\nu, p + hk_\alpha - hk_\sigma + hq - hk_\mu)
\end{align*}
\]
C.1. Perturbative development

\[
\times W(p + h k_\alpha - h k_\nu, p' + h k_\sigma - h k_\mu)
+ \int \Gamma N(q) d q e^{i(-\frac{p q}{m} + \frac{p' q'}{m'}) t} \times \\
\left\{ - (\Omega^* \Omega \sigma \sigma \Omega^* \sigma \mu e^{i(-\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) + i \frac{(p + h k_\alpha - h k_\nu)}{m} + \frac{(p' + h k_\sigma - h k_\mu)}{m'}) + \frac{(p + h k_\alpha)}{m} + \frac{(p' + h k_\sigma)}{m'} + \frac{p q}{m} \right\} \times \\
\times W(p + h k_\alpha - h k_\nu, p + h k_\sigma - h k_\mu)
\]

\[
\times W(p' + h k_\sigma - h k_\nu, p' + h k_\sigma - h k_\mu)
+ \int \Gamma N(q') d q' e^{i(-\frac{p' q'}{m'} + \frac{p q}{m}) t} \times \\
\left\{ - (\Omega^* \Omega \sigma \sigma \Omega^* \sigma \mu e^{i(-\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) + i \frac{(p + h k_\alpha - h k_\nu)}{m} + \frac{(p' + h k_\sigma - h k_\mu)}{m'}) + \frac{(p + h k_\alpha)}{m} + \frac{(p' + h k_\sigma)}{m'} + \frac{p q}{m} \right\} \times \\
\times W(p' + h k_\sigma - h k_\nu, p' + h k_\sigma - h k_\mu)
\]

\[
\times W(p + h k_\alpha - h k_\nu, p + h k_\sigma - h k_\mu)
+ \int \Gamma N(q) d q e^{i(-\frac{p q}{m} + \frac{p' q'}{m'}) t} \times \\
\left\{ - (\Omega^* \Omega \sigma \sigma \Omega^* \sigma \mu e^{i(-\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) + i \frac{(p + h k_\alpha - h k_\nu)}{m} + \frac{(p' + h k_\sigma - h k_\mu)}{m'}) + \frac{(p + h k_\alpha)}{m} + \frac{(p' + h k_\sigma)}{m'} + \frac{p q}{m} \right\} \times \\
\times W(p + h k_\alpha - h k_\nu, p + h k_\sigma - h k_\mu)
\]
\[
\left\{ (\Omega_{k}^{*} \Omega_{k} + \Omega_{k} \Omega_{k}^{*}) e^{i(-(-\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) + \frac{i(k_{v} - k_{\mu})}{m} (p + hq + hq') + \frac{i k_{\sigma}}{m} (p + hq) - \frac{i k_{\nu}}{m} (p + hq') + \frac{i h k_{\mu} k_{v}}{m} - 2i\omega_{k})} \right.
\]

\[
\gamma_{1} - i(-\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) + \frac{i k_{v}}{m} (p + hq + hq') + \frac{i k_{\sigma}}{m} (p + hq) - \frac{i k_{\nu}}{m} (p + hq') + \frac{i h k_{\mu} k_{v}}{m} - 2i\omega_{k})
\]

\[
\gamma_{2} - i(\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) + \frac{i k_{v}}{m} (p + hq + hq') + \frac{i k_{\sigma}}{m} (p + hq) - \frac{i k_{\nu}}{m} (p + hq') + \frac{i h k_{\mu} k_{v}}{m} - 2i\omega_{k})
\]

\[
\gamma - i(\Delta_{\alpha} + \Delta_{\sigma} - \Delta_{\mu}) + \frac{i k_{v}}{m} (p + hq + hq') + \frac{i k_{\sigma}}{m} (p + hq) - \frac{i k_{\nu}}{m} (p + hq') + \frac{i h k_{\mu} k_{v}}{m} - 2i\omega_{k})
\]

\[
\gamma_{1} - i(\Delta_{\nu} - \Delta_{\mu}) + \frac{i k_{v}}{m} (p + hq + hq') + \frac{i h k_{\mu} k_{v}}{m} - 2i\omega_{k} + \frac{i k_{v}}{m} (p + hq + hq') - \frac{i k_{v}}{m} (p + hq + hq')
\]

\[
\gamma_{2} - i(\Delta_{\nu} - \Delta_{\mu}) + \frac{i k_{v}}{m} (p + hq + hq') + \frac{i h k_{\mu} k_{v}}{m} - 2i\omega_{k}
\]

\[
\gamma + i(\Delta_{\nu} - \Delta_{\mu}) - \frac{i k_{v}}{m} (p + hq + hq') + \frac{i h k_{\mu} k_{v}}{m} - 2i\omega_{k}
\]

\[
\times W(p + hq - h k_{\sigma} + h q' - h k_{\nu}, p' + h q - h k_{\alpha} + h q' - h k_{\mu})
\]

\[
\gamma_{1} + i(\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) + \frac{i k_{v}}{m} (p + hq + hq') + \frac{i k_{\sigma}}{m} (p + hq) - \frac{i k_{\nu}}{m} (p + hq') + \frac{i h k_{\mu} k_{v}}{m} + 2i\omega_{k})
\]

\[
\gamma_{2} + i(\Delta_{\nu} - \Delta_{\mu}) + \frac{i k_{v}}{m} (p + hq + hq') + \frac{i h k_{\mu} k_{v}}{m} + 2i\omega_{k}
\]

\[
\gamma + i(\Delta_{\nu} - \Delta_{\mu}) + \frac{i k_{v}}{m} (p + hq + hq') + \frac{i h k_{\mu} k_{v}}{m} + 2i\omega_{k}
\]

\[
\gamma_{1} + i(\Delta_{\nu} - \Delta_{\mu}) + \frac{i k_{v}}{m} (p + hq + hq') + \frac{i h k_{\mu} k_{v}}{m} + 2i\omega_{k}
\]

\[
\gamma_{2} + i(\Delta_{\nu} - \Delta_{\mu}) + \frac{i k_{v}}{m} (p + hq + hq') + \frac{i h k_{\mu} k_{v}}{m} + 2i\omega_{k}
\]

\[
\gamma + i(\Delta_{\nu} - \Delta_{\mu}) + \frac{i k_{v}}{m} (p + hq + hq') + \frac{i h k_{\mu} k_{v}}{m} + 2i\omega_{k}
\]

\[
\times W(p' + h q - h k_{\sigma} + h q' - h k_{\nu}, p + h q - h k_{\alpha} + h q' - h k_{\mu})
\]

\[
\times W(p + h q - h k_{\sigma} + h q' - h k_{\nu}, p' + h q - h k_{\alpha} + h q' - h k_{\mu})
\]
C.1. Perturbative development

\[+ \left( \frac{\Omega_\alpha^* \Omega_\sigma \Omega_\mu^* \Omega_\nu}{m} e^{i(\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) - i \left( \frac{k_{\alpha} - k_{\mu}}{m} \right) \left( p' - hq + h_{\nu} \right)} \left( - \frac{k_{\alpha} + p' + h_{\nu}}{m} - \frac{k_{\sigma} + h_{\alpha} + h_{\nu}}{m} + \frac{h_{\nu} m + 4i \omega_k}{m} \right) t \right) \]

\[\times W(p' + hq - h_{\nu} + h_{\alpha} - h_{\sigma} + h_{\nu}, p + hq - h_{\mu})] \]

\[\left[ - \left( \frac{\Omega_\alpha^* \Omega_\sigma \Omega_\mu^* \Omega_\nu}{m} e^{i(\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) - i \left( \frac{k_{\alpha} - k_{\mu}}{m} \right) \left( p' - hq - h_{\alpha} \right)} \left( - \frac{k_{\alpha} + p' - h_{\alpha}}{m} + \frac{k_{\sigma} + h_{\alpha}}{m} + \frac{h_{\sigma} + h_{\mu}}{m} + 4i \omega_k \right) t \right) \]

\[\times W(p + hq - h_{\nu} - h_{\nu} + h_{\alpha} - h_{\sigma} - h_{\nu}, p + hq - h_{\mu}) \]

\[\left( \frac{\Omega_\alpha^* \Omega_\sigma^* \Omega_\mu^* \Omega_\nu}{m} e^{i(\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) - i \left( \frac{k_{\alpha} - k_{\mu}}{m} \right) \left( p' + hq - h_{\alpha} \right)} \left( - \frac{k_{\alpha} + p' + h_{\sigma} + h_{\nu}}{m} - \frac{k_{\sigma} + h_{\mu}}{m} + \frac{h_{\mu} + 2i \omega_k}{m} \right) t \right) \]

\[\times W(p' + hq - h_{\nu} - h_{\alpha} - h_{\sigma} + h_{\nu} + h_{\nu}, p + hq - h_{\mu} + h_{\nu}) \]
\[
\begin{align*}
(\gamma_1 + i(-\Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) & - i(k_{s_\alpha} - k_{s_\sigma})(p^\prime + hq') - i(k_{s_\sigma} - hq) m & \bar{\boldsymbol{\nu}_m} - \bar{\boldsymbol{\nu}_m} - i(k_{s_\sigma} - hq) m + 2i\omega_k \rangle t) \\
(\gamma_2 + i(-\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) & - i(k_{s_\alpha} - k_{s_\sigma})(p^\prime + hq') - i(k_{s_\sigma} - hq) m & \bar{\boldsymbol{\nu}_m} - \bar{\boldsymbol{\nu}_m} - i(k_{s_\sigma} - hq) m + 2i\omega_k \rangle t) \\
(\gamma_1 + i(-\Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) & - i(k_{s_\alpha} - k_{s_\sigma})(p^\prime + hq') - i(k_{s_\sigma} - hq) m & \bar{\boldsymbol{\nu}_m} - \bar{\boldsymbol{\nu}_m} - i(k_{s_\sigma} - hq) m + 2i\omega_k \rangle t) \\
(\gamma_2 + i(-\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) & - i(k_{s_\alpha} - k_{s_\sigma})(p^\prime + hq') - i(k_{s_\sigma} - hq) m & \bar{\boldsymbol{\nu}_m} - \bar{\boldsymbol{\nu}_m} - i(k_{s_\sigma} - hq) m + 2i\omega_k \rangle t) \\
(\gamma + i(-\Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) & - i(k_{s_\alpha} - k_{s_\sigma})(p^\prime + hq') - i(k_{s_\sigma} - hq) m & \bar{\boldsymbol{\nu}_m} - \bar{\boldsymbol{\nu}_m} - i(k_{s_\sigma} - hq) m + 2i\omega_k \rangle t) \\
(\gamma + i(-\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) & - i(k_{s_\alpha} - k_{s_\sigma})(p^\prime + hq') - i(k_{s_\sigma} - hq) m & \bar{\boldsymbol{\nu}_m} - \bar{\boldsymbol{\nu}_m} - i(k_{s_\sigma} - hq) m + 2i\omega_k \rangle t) \\
(\gamma_1 + i(-\Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) & - i(k_{s_\alpha} - k_{s_\sigma})(p^\prime + hq') - i(k_{s_\sigma} - hq) m & \bar{\boldsymbol{\nu}_m} - \bar{\boldsymbol{\nu}_m} - i(k_{s_\sigma} - hq) m + 2i\omega_k \rangle t) \\
(\gamma_2 + i(-\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) & - i(k_{s_\alpha} - k_{s_\sigma})(p^\prime + hq') - i(k_{s_\sigma} - hq) m & \bar{\boldsymbol{\nu}_m} - \bar{\boldsymbol{\nu}_m} - i(k_{s_\sigma} - hq) m + 2i\omega_k \rangle t) \\
(\gamma + i(-\Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) & - i(k_{s_\alpha} - k_{s_\sigma})(p^\prime + hq') - i(k_{s_\sigma} - hq) m & \bar{\boldsymbol{\nu}_m} - \bar{\boldsymbol{\nu}_m} - i(k_{s_\sigma} - hq) m + 2i\omega_k \rangle t) \\
(\gamma + i(-\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) & - i(k_{s_\alpha} - k_{s_\sigma})(p^\prime + hq') - i(k_{s_\sigma} - hq) m & \bar{\boldsymbol{\nu}_m} - \bar{\boldsymbol{\nu}_m} - i(k_{s_\sigma} - hq) m + 2i\omega_k \rangle t) \\
\times W(p + hq - h\kappa_{\alpha} + hq' - h\kappa_{\nu} - p^\prime + hq - h\kappa_{\sigma} + hq' - h\kappa_{\mu}) \\
+ \{ \begin{align*}
(\gamma_1 + i(-\Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) & - i(k_{s_\alpha} - k_{s_\sigma})(p^\prime + hq') - i(k_{s_\sigma} - hq) m & \bar{\boldsymbol{\nu}_m} - \bar{\boldsymbol{\nu}_m} - i(k_{s_\sigma} - hq) m + 2i\omega_k \rangle t) \\
(\gamma_2 + i(-\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) & - i(k_{s_\alpha} - k_{s_\sigma})(p^\prime + hq') - i(k_{s_\sigma} - hq) m & \bar{\boldsymbol{\nu}_m} - \bar{\boldsymbol{\nu}_m} - i(k_{s_\sigma} - hq) m + 2i\omega_k \rangle t) \\
(\gamma + i(-\Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) & - i(k_{s_\alpha} - k_{s_\sigma})(p^\prime + hq') - i(k_{s_\sigma} - hq) m & \bar{\boldsymbol{\nu}_m} - \bar{\boldsymbol{\nu}_m} - i(k_{s_\sigma} - hq) m + 2i\omega_k \rangle t) \\
(\gamma + i(-\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) & - i(k_{s_\alpha} - k_{s_\sigma})(p^\prime + hq') - i(k_{s_\sigma} - hq) m & \bar{\boldsymbol{\nu}_m} - \bar{\boldsymbol{\nu}_m} - i(k_{s_\sigma} - hq) m + 2i\omega_k \rangle t) \\
\times W(p + hq - h\kappa_{\alpha} + hq' - h\kappa_{\nu} - p^\prime + hq - h\kappa_{\sigma} + hq' - h\kappa_{\mu}) \\
- \{ \begin{align*}
(\gamma_1 + i(-\Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) & - i(k_{s_\alpha} - k_{s_\sigma})(p^\prime + hq') - i(k_{s_\sigma} - hq) m & \bar{\boldsymbol{\nu}_m} - \bar{\boldsymbol{\nu}_m} - i(k_{s_\sigma} - hq) m + 2i\omega_k \rangle t) \\
(\gamma_2 + i(-\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) & - i(k_{s_\alpha} - k_{s_\sigma})(p^\prime + hq') - i(k_{s_\sigma} - hq) m & \bar{\boldsymbol{\nu}_m} - \bar{\boldsymbol{\nu}_m} - i(k_{s_\sigma} - hq) m + 2i\omega_k \rangle t) \\
(\gamma + i(-\Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) & - i(k_{s_\alpha} - k_{s_\sigma})(p^\prime + hq') - i(k_{s_\sigma} - hq) m & \bar{\boldsymbol{\nu}_m} - \bar{\boldsymbol{\nu}_m} - i(k_{s_\sigma} - hq) m + 2i\omega_k \rangle t) \\
(\gamma + i(-\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) & - i(k_{s_\alpha} - k_{s_\sigma})(p^\prime + hq') - i(k_{s_\sigma} - hq) m & \bar{\boldsymbol{\nu}_m} - \bar{\boldsymbol{\nu}_m} - i(k_{s_\sigma} - hq) m + 2i\omega_k \rangle t) \\
\times W(p + hq - h\kappa_{\alpha} + hq' - h\kappa_{\nu} - p^\prime + hq - h\kappa_{\sigma} + hq' - h\kappa_{\mu})
\end{align*} \}
\end{align*}
\]
C.1.7 Fifth order

When we add a fifth field $E_β$, we can now obtain the fifth order optical coherence density matrix terms:

$$
(\frac{\partial}{\partial t} + \gamma)\rho^{(5)}_{12}(p, p') = \rho^{(5)}_{12}(p, p' - \hbar k_β) - \gamma^{(5)}_{\rho_{12}}(p, p', \hbar k_β, \hbar k_\sigma) + \gamma^{(5)}_{\rho_{12}}(p, p' - \hbar k_β) - \gamma^{(5)}_{\rho_{12}}(p, p' - \hbar k_β, \hbar k_\sigma)
$$

We replace the fourth order population terms to get:

$$
(\frac{\partial}{\partial t} + \gamma)\rho^{(5)}_{12}(p, p') =
$$

$$
\left[ \begin{array}{c}
\rho^{(5)}_{12}(p, p') - \gamma^{(5)}_{\rho_{12}}(p, p' - \hbar k_β) - \gamma^{(5)}_{\rho_{12}}(p, p' - \hbar k_β, \hbar k_\sigma)
\end{array} \right]
$$

$$
\times W(p, p' - \hbar k_β + \hbar k_α + \hbar k_\sigma + \hbar k_\nu - \hbar k_μ)
$$

$$
+ \left[ \begin{array}{c}
\rho^{(5)}_{12}(p, p' - \hbar k_β) - \gamma^{(5)}_{\rho_{12}}(p, p' - \hbar k_β, \hbar k_\sigma)
\end{array} \right]
$$

$$
\times W(p, p' - \hbar k_β - \hbar k_α + \hbar k_\sigma + \hbar k_\nu - \hbar k_μ)
$$

$$
+ \left[ \begin{array}{c}
\rho^{(5)}_{12}(p, p' - \hbar k_β, \hbar k_\sigma)
\end{array} \right]
$$

$$
\times W(p, p' - \hbar k_β - \hbar k_α + \hbar k_\sigma + \hbar k_\nu - \hbar k_μ)
$$

$$
+ \left[ \begin{array}{c}
\rho^{(5)}_{12}(p, p' - \hbar k_β, \hbar k_\sigma, \hbar k_\nu)
\end{array} \right]
$$

$$
\times W(p, p' - \hbar k_β - \hbar k_α + \hbar k_\sigma + \hbar k_\nu - \hbar k_μ)
$$
C.1. Perturbative development

\[ \times W(p' - h k_\beta + h k_\alpha - h k_\nu, p + h k_\sigma - h k_\mu) \]

\[ i(\Omega_\beta^* \Omega_\alpha^* \Omega_\nu^* \Omega_\mu^*) \times \]

\[ e^{i(\Delta_\beta - \Delta_\alpha + \Delta_\nu - \Delta_\mu)} \times W(p' - h k_\beta + h k_\alpha - h k_\nu, p + h k_\sigma - h k_\mu) \]

\[ + \frac{(\gamma_1 - i(\Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) + i\frac{(k_{\nu} - k_\beta)}{m}(p' + h k_\beta) - i\frac{k_{\sigma} + k_{\beta}}{m} - i\frac{h k_{\mu}, k_\nu}{m} - i\omega)\nu m}{(\gamma - i(-\Delta_\alpha + \Delta_\nu - \Delta_\mu) + i\frac{(k_{\nu} - k_\beta)}{m}(p' + h k_\beta) - i\frac{k_{\sigma} + k_{\beta}}{m} - i\frac{h k_{\mu}, k_\nu}{m} - 2i\omega)\nu m} \]

\[ \times W(p + h k_\sigma - h k_\nu, p' - h k_\beta + h k_\alpha - h k_\mu) \]

\[ \times W(p' - h k_\beta + h k_\alpha - h k_\nu, p + h k_\sigma - h k_\mu) \]

\[ i(\Omega_\beta^* \Omega_\alpha^* \Omega_\nu^* \Omega_\mu^*) \times \]

\[ e^{i(\Delta_\beta - \Delta_\alpha + \Delta_\nu - \Delta_\mu)} \times W(p' - h k_\beta + h k_\alpha - h k_\nu, p + h k_\sigma - h k_\mu) \]

\[ - \left[ 1 \times W(p' - h k_\beta, p + h k_\alpha - h k_\nu, h k_\sigma + h k_\nu - h k_\mu) \right] \]

\[ i(\Omega_\beta^* \Omega_\alpha^* \Omega_\nu^* \Omega_\mu^*) \times \]

\[ e^{i(\Delta_\beta - \Delta_\alpha + \Delta_\nu - \Delta_\mu)} \times W(p' - h k_\beta, p + h k_\alpha - h k_\nu, h k_\sigma + h k_\nu - h k_\mu) \]

\[ + \int \Gamma N(q) dq e^{i\left(\frac{(p' - h k_\beta)q}{m} - i\frac{(h k_\sigma + h k_\mu)q}{m}\right)} \times \]

\[ i(\Omega_\beta^* \Omega_\alpha^* \Omega_\nu^* \Omega_\mu^*) \times \]

\[ e^{i(\Delta_\beta - \Delta_\alpha + \Delta_\nu - \Delta_\mu)} \times W(p' - h k_\beta, p + h k_\alpha - h k_\nu, h k_\sigma + h k_\nu - h k_\mu) \]

\[ \times W(p + h k_\alpha - h k_\sigma + h q - h k_\nu, p' - h k_\beta + h q - h k_\mu) \]
\[ i(\Omega^*_{\alpha} \Omega^*_{\sigma} \Omega^*_{\nu} \Omega^*_{\mu} \times \ldots) + \sum_{m} e^{i(\Delta_\alpha + \Delta_\sigma + \Delta_\nu + \Delta_\mu - (k_\nu - k_\beta \cdot h_\nu - \hbar q + i\omega q) + \frac{i k_\sigma (p + h k_\alpha)}{m} - \frac{i k_\alpha p}{m} - \frac{i k_\mu (\nu - \hbar k_\nu + i\omega q)}{m})} \times W(p' - h k_\beta + h q - h k_\nu, p + h k_\alpha - h k_\sigma + h q - h k_\mu) \]

\[ e^{(-i(\Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) + \frac{i k_\alpha p}{m} - \frac{i h k_\nu (\nu + h k_\alpha + h q)}{m} - 2i\omega q)} \]

\[ e^{i(\Delta_\alpha + \Delta_\sigma + \Delta_\nu + \Delta_\mu) - \frac{i k_\alpha p}{m} - \frac{i k_\mu (\nu - h k_\nu + i\omega q)}{m} + 2i\omega q} \]

\[ e^{i(\Delta_\alpha + \Delta_\sigma + \Delta_\nu + \Delta_\mu) - \frac{i k_\alpha p}{m} - \frac{i k_\nu (\nu + h k_\nu - i\omega q)}{m} + 2i\omega q} \]
C.1. Perturbative development

\[ \times W(p' - \hbar k_\beta + hq - \hbar k_\alpha + hq' - \hbar k_\nu - \hbar k_\mu) \]

\[ -i\left( \Omega^*_\beta \Omega^*_\alpha \Omega^*_\nu \Omega^*_\mu \times \ldots \right) \]

\[ e^{-i(-\Delta_\beta) + \Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu} + i \left( \frac{k_\nu - k_\mu}{m} \right) (p' - \hbar k_\beta + hq - \hbar k_\alpha) + \frac{k_\sigma (p + hq)}{m} - \frac{k_\nu (p' - \hbar k_\beta + hq)}{m} - \frac{k_\mu (p - \hbar k_\beta)}{m} + 3i\omega_k \right) \]

\[ \left( \gamma_1 - i \left( -\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu \right) + i \left( k_\nu - k_\mu \right) (p' - \hbar k_\beta + hq - \hbar k_\alpha) + \frac{k_\sigma (p + hq)}{m} - \frac{k_\nu (p' - \hbar k_\beta + hq)}{m} - \frac{k_\mu (p - \hbar k_\beta)}{m} + 3i\omega_k \right) \]

\[ \left( \gamma_1 - i \left( -\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu \right) + i \left( k_\nu - k_\mu \right) (p' - \hbar k_\beta + hq - \hbar k_\alpha) + \frac{k_\sigma (p + hq)}{m} - \frac{k_\nu (p' - \hbar k_\beta + hq)}{m} - \frac{k_\mu (p - \hbar k_\beta)}{m} + 3i\omega_k \right) \]

\[ \times W(p + hq - \hbar k_\sigma, p' - \hbar k_\beta + hq - \hbar k_\alpha + hq' - \hbar k_\nu - \hbar k_\mu) \]

\[ + \int \mathcal{N}(q')d\gamma e^{i\frac{1}{2}(p' - \hbar k_\beta + hq' - \hbar k_\alpha - \hbar k_\nu - \hbar k_\mu)q'^2} \]

\[ \times \left( \gamma_1 - i \left( -\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu \right) + i \left( k_\nu - k_\mu \right) (p' - \hbar k_\beta + hq - \hbar k_\alpha) + \frac{k_\sigma (p + hq)}{m} - \frac{k_\nu (p' - \hbar k_\beta + hq)}{m} - \frac{k_\mu (p - \hbar k_\beta)}{m} + 3i\omega_k \right) \]

\[ \times W(p + hq - \hbar k_\sigma, p' - \hbar k_\beta + hq - \hbar k_\alpha + hq' - \hbar k_\nu - \hbar k_\mu) \]

\[ + \int \mathcal{N}(q')d\gamma e^{i\frac{1}{2}(p' - \hbar k_\beta + hq' - \hbar k_\alpha - \hbar k_\nu - \hbar k_\mu)q'^2} \]

\[ \times \left( \gamma_1 - i \left( -\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu \right) + i \left( k_\nu - k_\mu \right) (p' - \hbar k_\beta + hq - \hbar k_\alpha) + \frac{k_\sigma (p + hq)}{m} - \frac{k_\nu (p' - \hbar k_\beta + hq)}{m} - \frac{k_\mu (p - \hbar k_\beta)}{m} + 3i\omega_k \right) \]
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\[ \times W(p' - \hbar k_\beta + hq - \hbar k_\alpha + hq' - \hbar k_\nu, p + hq - \hbar k_\sigma + hq' - \hbar k_\mu) \]
C.1. Perturbative development

\[ i\left(\frac{\Omega^*_{\beta} \Omega_{\alpha} \Omega^*_{\nu} \Omega_{\mu}}{m} \times \ldots \right) \\
\times W(p' - h k_{\beta} + h q - h k_{\sigma} + h q' - h k_{\nu} - h k_{\alpha} + h q'' - h k_{\mu}) + \int \Gamma N(q') dq' e^{-i\left(p' h k_{\beta} + h q'' - h k_{\sigma} + h q'' - h k_{\nu} - h k_{\alpha} + h q'' - h k_{\mu} + 3i \omega k\right)} \]

\[ \left\{ \begin{array}{l}
\gamma_1 + i(\Delta_{\alpha} + \Delta_{\beta} + \Delta_{\nu} - \Delta_{\mu}) - i \left( k_{\nu} - k_{\mu} \right) \left( p' h k_{\beta} + h q'' - h k_{\sigma} + h q'' - h k_{\nu} - h k_{\alpha} + h q'' - h k_{\mu} + 3i \omega k \right) \\
(\gamma + i(\Delta_{\alpha} + \Delta_{\beta} + \Delta_{\nu} - \Delta_{\mu}) - i \left( k_{\nu} - k_{\mu} \right) \left( p' h k_{\beta} + h q'' - h k_{\sigma} + h q'' - h k_{\nu} - h k_{\alpha} + h q'' - h k_{\mu} + 3i \omega k \right) \\
(\gamma + i(\Delta_{\alpha} + \Delta_{\beta} + \Delta_{\nu} - \Delta_{\mu}) - i \left( k_{\nu} - k_{\mu} \right) \left( p' h k_{\beta} + h q'' - h k_{\sigma} + h q'' - h k_{\nu} - h k_{\alpha} + h q'' - h k_{\mu} + 3i \omega k \right) \\
(\gamma + i(\Delta_{\alpha} + \Delta_{\beta} + \Delta_{\nu} - \Delta_{\mu}) - i \left( k_{\nu} - k_{\mu} \right) \left( p' h k_{\beta} + h q'' - h k_{\sigma} + h q'' - h k_{\nu} - h k_{\alpha} + h q'' - h k_{\mu} + 3i \omega k \right) \\
(\gamma + i(\Delta_{\alpha} + \Delta_{\beta} + \Delta_{\nu} - \Delta_{\mu}) - i \left( k_{\nu} - k_{\mu} \right) \left( p' h k_{\beta} + h q'' - h k_{\sigma} + h q'' - h k_{\nu} - h k_{\alpha} + h q'' - h k_{\mu} + 3i \omega k \right) \\
(\gamma + i(\Delta_{\alpha} + \Delta_{\beta} + \Delta_{\nu} - \Delta_{\mu}) - i \left( k_{\nu} - k_{\mu} \right) \left( p' h k_{\beta} + h q'' - h k_{\sigma} + h q'' - h k_{\nu} - h k_{\alpha} + h q'' - h k_{\mu} + 3i \omega k \right) \\
(\gamma + i(\Delta_{\alpha} + \Delta_{\beta} + \Delta_{\nu} - \Delta_{\mu}) - i \left( k_{\nu} - k_{\mu} \right) \left( p' h k_{\beta} + h q'' - h k_{\sigma} + h q'' - h k_{\nu} - h k_{\alpha} + h q'' - h k_{\mu} + 3i \omega k \right) \\
\end{array} \right. \]
\[
i(\Omega_\beta^* \sigma_\alpha \Omega_\sigma^* \nu_\nu \Omega_\mu^* \times \ldots
\]  
\[+ e^{(-i(-\Delta_\beta + \Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu)) + i(k_\nu - k_\mu) \cdot (p + hq - h k_\alpha - h q) - i k_\alpha \cdot (p' - h k_3 + h q) \cdot m \cdot \gamma + i k_\alpha \cdot (p + h q) \cdot m \cdot \beta' - i h k_\mu \cdot k_\nu \cdot -i \omega k t) \]

\[
\gamma_1 - i(\Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) + i(k_\nu - k_\mu) \cdot (p + hq - h k_\alpha - h q) \cdot m \cdot \gamma - i k_\alpha \cdot (p + h q) \cdot m \cdot \beta' - i h k_\mu \cdot k_\nu \cdot -i \omega k t \]

\[
\gamma_2 - i(\Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) + i(k_\nu - k_\mu) \cdot (p + hq - h k_\alpha - h q) \cdot m \cdot \gamma - i k_\alpha \cdot (p + h q) \cdot m \cdot \beta' - i h k_\mu \cdot k_\nu \cdot -i \omega k t \]

\[\times W(p + h q - h k_\alpha + h q' - h k_\nu, p' - h k_3 - h q - h k_\alpha + h q' - h k_\mu)\]

\[
i(\Omega_\beta^* \Omega_\sigma^* \sigma_\alpha \Omega_\nu^* \Omega_\mu^* \times \ldots
\]

\[
e^{(i(\Delta_\beta - \Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu)) - i(k_\nu - k_\mu) \cdot (p' - h k_3 + h q) - i k_\alpha \cdot (p + h q - h k_\alpha + h q) \cdot m \cdot \gamma + i k_\alpha \cdot (p + h q) \cdot m \cdot \beta' - i h k_\mu \cdot k_\nu \cdot -i \omega k t) \]

\[
\gamma_1 - i(\Delta_\sigma + \Delta_\nu - \Delta_\mu) + i(k_\nu - k_\mu) \cdot (p' - h k_3 + h q) - i k_\alpha \cdot (p + h q - h k_\alpha + h q) \cdot m \cdot \gamma + i k_\alpha \cdot (p + h q) \cdot m \cdot \beta' - i h k_\mu \cdot k_\nu \cdot -i \omega k t \]

\[
\gamma_2 - i(\Delta_\sigma + \Delta_\nu - \Delta_\mu) + i(k_\nu - k_\mu) \cdot (p' - h k_3 + h q) - i k_\alpha \cdot (p + h q - h k_\alpha + h q) \cdot m \cdot \gamma + i k_\alpha \cdot (p + h q) \cdot m \cdot \beta' - i h k_\mu \cdot k_\nu \cdot -i \omega k t \]

\[\times W(p' - h k_3 + h q - h k_\nu, p + h q - h k_\alpha + h k_\nu - h k_\mu)\]

\[
i(\Omega_\beta^* \Omega_\sigma^* \sigma_\alpha \Omega_\nu^* \Omega_\mu^* \times \ldots
\]

\[
e^{(-i(-\Delta_\beta + \Delta_\alpha + \Delta_\nu + \Delta_\mu)) + i(k_\nu - k_\mu) \cdot (p + hq - h k_\alpha - h q) - i k_\alpha \cdot (p + h q) - i k_\beta' \cdot (p' - h k_3 - h q) - 3i \omega k t) \]

\[
\gamma_1 - i(\Delta_\beta - \Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) + i(k_\nu - k_\mu) \cdot (p + hq - h k_\alpha - h q) - i k_\alpha \cdot (p + h q) - i k_\beta' \cdot (p' - h k_3 - h q) - 3i \omega k t \]

\[
\gamma_2 - i(\Delta_\beta - \Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) + i(k_\nu - k_\mu) \cdot (p + hq - h k_\alpha - h q) - i k_\alpha \cdot (p + h q) - i k_\beta' \cdot (p' - h k_3 - h q) - 3i \omega k t \]

\[\times W(p + h q - h k_\alpha + h k_\nu, p' - h k_3 + h q - h k_\mu)\]
C.1. Perturbative development

\[ e^{i(\Delta_{\beta} + \Delta_{\alpha} + \Delta_{\nu} - \Delta_{\mu})} \frac{1}{\gamma_2 + i(\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) - i(k_{\nu} - k_{\mu})} \times \]

\[ \times W(p' - \hbar k_{\alpha}, p + \hbar k_{\beta} - \hbar k_{\sigma} + \hbar k_{\nu} - \hbar k_{\mu}) \]

\[ + \int \Gamma N(q) dq e^{(i(p' - \hbar k_{\alpha}) - (p + \hbar k_{\beta} - \hbar k_{\sigma} + \hbar k_{\nu} - \hbar k_{\mu}))} \times \]

\[ e^{(-i(-\Delta_{\beta} - \Delta_{\alpha} + \Delta_{\nu} - \Delta_{\mu}) + i(k_{\nu} - k_{\mu}) + i(k_{\sigma} - k_{\mu}) + i(k_{\nu} - k_{\mu}))} \]

\[ \times W(p + \hbar k_{\beta} - \hbar k_{\sigma} + \hbar k_{\nu} + \hbar k_{\lambda} - \hbar k_{\mu}) \]
\[
\begin{align*}
&\left(\Omega^*_{1\alpha} \Omega^*_{\sigma} \Omega^*_{1\nu} \Omega^*_{\mu} \times \cdots \right) \\
&\times e^{i((\Delta_{\beta} + \Delta_{\alpha} - \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) - m \frac{(k_u - k_\mu)}{m} - \frac{(p') - h_{k_a} + h_q}{m} - \frac{m k_\sigma (p + h_{k_\beta})}{m} - \frac{m k_\mu (p + h_{k_\nu})}{m} + i \omega_k)}
\end{align*}
\]
C.1. Perturbative development

\[ i (\Omega_{\beta}^{*} \Omega_{\alpha}^{*} \Omega_{\nu}^{*} \Omega_{\mu}^{*} \times \ldots \times W(p + h k_{\beta} - h k_{\alpha}, p' - h k_{\sigma} + h k_{\nu} - h k_{\mu}) \]

\[ + \left[ \frac{\left[ i (\Omega_{\beta}^{*} \Omega_{\alpha}^{*} \Omega_{\nu}^{*} \Omega_{\mu}^{*} \times \ldots \times W(p + h k_{\beta} - h k_{\alpha}, p' - h k_{\sigma} + h k_{\nu} - h k_{\mu})) \right]}{\left( 1 - e^{i (\Delta_{\beta} - \Delta_{\alpha} + \Delta_{\nu} - \Delta_{\mu}) \mu + \hbar k_{\mu} + \hbar \omega_{k} \mu} \right)} \right] \]

\[ \times W(p' - h k_{\sigma}, p + h k_{\beta} - h k_{\alpha} + h k_{\nu} - h k_{\mu}) \]

\[ + \int \Gamma N(q) d q e^{- \frac{i}{m} (p + \hbar k_{\beta} - \hbar k_{\alpha}) q + \frac{i}{m} (p' - \hbar k_{\sigma}) q} \times \]

\[ i (\Omega_{\beta}^{*} \Omega_{\alpha}^{*} \Omega_{\nu}^{*} \Omega_{\mu}^{*} \times \ldots \times W(p' - h k_{\sigma}, p + h k_{\beta} - h k_{\alpha} + h k_{\nu} - h k_{\mu}) \]

\[ + \left[ \frac{\left[ i (\Omega_{\beta}^{*} \Omega_{\alpha}^{*} \Omega_{\nu}^{*} \Omega_{\mu}^{*} \times \ldots \times W(p' - h k_{\sigma}, p + h k_{\beta} - h k_{\alpha} + h k_{\nu} - h k_{\mu})) \right]}{\left( 1 - e^{i (\Delta_{\beta} - \Delta_{\alpha} + \Delta_{\nu} - \Delta_{\mu}) \mu + \hbar k_{\mu} + \hbar \omega_{k} \mu} \right)} \right] \]

\[ \times W(p' - h k_{\sigma} + h q - h k_{\nu}, p + h k_{\beta} - h k_{\alpha} + h q - h k_{\mu}) \]
Appendix C. Detailed calculations for RIR

\[ i(\Omega^*_{\alpha}\Omega^*_{\beta}\Omega^*_{\mu} - \Omega^*_{\alpha}\Omega^*_{\beta}\Omega^*_{\mu}) \times \ldots \]

\[ + e^{(-i(-\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) + i(k_{\nu} - k_\mu)(p + h\kappa_\beta - h\kappa_\alpha + h\nu) - i(k_\alpha - k_\nu)(p + h\kappa_\beta - h\kappa_\alpha + h\sigma) - i(k_{\beta} - k_\mu)(p + h\kappa_\nu - m - 3i\omega_k)t)} \]

\[ \left( \gamma_2 - i(\Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) + i(k_{\nu} - k_\mu)(p + h\kappa_\beta - h\kappa_\alpha + h\nu) - i(k_\alpha - k_\nu)(p + h\kappa_\beta - h\kappa_\alpha + h\sigma) - i(k_{\beta} - k_\mu)(p + h\kappa_\nu - m - 3i\omega_k)t) \right) \]

\[ \left( \gamma - i(-\Delta_\sigma + \Delta_\nu - \Delta_\mu) + i(k_\alpha - k_\nu)(p + h\kappa_\beta - h\kappa_\alpha + h\sigma) - i(k_\nu - k_\mu)(p + h\kappa_\beta - h\kappa_\alpha + h\nu) \right) \]

\[ \left( \gamma_2 - i(\Delta_\nu - \Delta_\mu) + i(k_{\nu} - k_\mu)(p + h\kappa_\beta - h\kappa_\alpha + h\nu) - i(h\kappa_\nu - m + i\omega_k) \right) \]

\[ \times W(p + h\kappa_\beta - h\kappa_\alpha + h\nu - h\kappa_\sigma - h\kappa_\mu) \]

\[ \left( \gamma + i\Delta_\mu - i(k_{\nu} - k_\mu)(p + h\kappa_\beta - h\kappa_\alpha + h\nu) - i(h\kappa_\nu - m + i\omega_k) \right) \]

\[ \times W(p' - h\kappa_\nu, p + h\kappa_\beta - h\kappa_\alpha + h\kappa_\sigma - h\kappa_\mu) \]

The final solution can be written in the following way, where different colours are used for different kind of processes as explained afterwards:
\[\rho_{12}^{(5)}(p,p') = \]
\[
\left[ e^{i\omega_{m} ((\Delta_{\beta} + \Delta_{\alpha} + \Delta_{\nu} - \Delta_{\mu})/m)} \times \right.
\]
\[
\left. \left( -i \frac{k_{\mu} - k_{p'}}{m} + i \frac{k_{\nu} - k_{p'} - k_{\alpha}}{m} + i \frac{k_{\mu} - k_{p'} - k_{\nu} - k_{\beta}}{m} \right) \times W(p,p' - \hbar k_{\beta} + \hbar k_{\alpha} - \hbar k_{\sigma} + \hbar k_{\nu} - \hbar k_{\mu}) \right]
\]
\[
\left[ + \left( -i \frac{k_{\mu} - k_{p'}}{m} + i \frac{k_{\nu} - k_{p'} - k_{\alpha}}{m} + i \frac{k_{\mu} - k_{p'} - k_{\nu} - k_{\beta}}{m} \right) \times W(p,p' - \hbar k_{\beta} + \hbar k_{\alpha} - \hbar k_{\sigma} + \hbar k_{\nu} - \hbar k_{\mu}) \right]
\]
\[
\times \frac{1}{\hbar} \frac{\Gamma N(q)dq}{\hbar} e^{-i \frac{p'q}{m} + \frac{\hbar k_{\beta} - \hbar k_{\alpha}}{m} \cdot q} \times\]

\[
(1.a)
\]

\[
(2.a)
\]
\[ i(\Omega^\alpha_\beta \Omega^\beta_\alpha \Omega^\gamma_\sigma \Omega^\sigma_\gamma e^{i((\Delta_\beta - \Delta_\alpha + \Delta_\nu - \Delta_\mu) t)} \times \cdots + i k_\alpha (p' - h k_\beta + h k_\sigma + h + \nu ) \times i k_\alpha (p' - h k_\beta + h k_\sigma + h + \nu ) \times i k_\alpha (p' - h k_\beta + h k_\sigma + h + \nu ) \times i k_\alpha (p' - h k_\beta + h k_\sigma + h + \nu ) \times \cdots \]
\[ C.1. \textbf{Perturbative development} \]

\[ i\left(\Omega_{\beta}\Lambda_{\alpha}\Omega_{\nu}\Sigma_{\mu}^* \times \right) \]

\[ e^{(-i(-\Delta_{\beta}+\Delta_{\alpha}-\Delta_{\nu}+\Delta_{\mu})+i \left(\frac{k_{\nu}-k_{\beta}}{m}\right)(p+hk_{\beta})-i \frac{k_{\alpha}}{m}+i \left(\frac{k_{\nu}-k_{\beta}}{m}\right)(p+hk_{\beta})-i \frac{k_{\mu}}{m}+i \left(\frac{k_{\nu}-k_{\beta}}{m}\right)} \]

\[ \times W(p'-hk_{\beta}+hk_{\alpha}-hk_{\nu}, p+hk_{\sigma}-hk_{\mu}) \quad (2.c) \]

\[ \times W(p+ hk_{\sigma}-hk_{\nu}, p'-hk_{\beta}+hk_{\alpha}-hk_{\mu}) \quad (1.c) \]

\[ i\left(\Omega_{\beta}'\Lambda_{\alpha}'\Omega_{\nu}'\Sigma_{\mu}'^* \times \right) \]

\[ e^{(-i(\Delta_{\beta}+\Delta_{\alpha}-\Delta_{\nu}+\Delta_{\mu})-i \left(\frac{k_{\nu}-k_{\beta}}{m}\right)\left(p+\text{h}k_{\alpha}-\text{h}k_{\nu}\right)+i \frac{k_{\alpha}}{m}+i \left(\frac{k_{\nu}-k_{\beta}}{m}\right)\left(p+\text{h}k_{\alpha}-\text{h}k_{\nu}\right)-3i\omega_k) \]

\[ \times W(p'-hk_{\beta}, p+hk_{\alpha}-hk_{\sigma}+hk_{\nu}-hk_{\mu}) \quad (3.a) \]

\[ e^{(-i(-\Delta_{\beta}-\Delta_{\alpha}+\Delta_{\nu}+\Delta_{\mu})+i \left(\frac{k_{\nu}-k_{\beta}}{m}\right)(p'-\text{h}k_{\beta})+i \frac{k_{\alpha}}{m}+i \left(\frac{k_{\nu}-k_{\beta}}{m}\right)(p'-\text{h}k_{\beta})+i \frac{k_{\mu}}{m}+i \left(\frac{k_{\nu}-k_{\beta}}{m}\right)} \]
× W(p + \hbar k_\alpha - \hbar k_\sigma, p' - \hbar k_\beta + \hbar k_\nu - \hbar k_\mu) \quad (4.a) \\
+ \int \mathcal{G}(q) dq e^{i \left \{ (p' - \hbar k_\beta) \cdot q - i \left \{ \frac{(p' - \hbar k_\beta) \cdot q}{m} + i \frac{\hbar k_\mu (p + \hbar k_\alpha - \hbar k_\sigma)}{m} - 5 i \omega_k \right \} t \right \}}

\left \{ \begin{array}{l}
\left( \gamma - i \left( - \Delta_\beta - \Delta_\alpha + \Delta_\sigma + \Delta_\mu - \Delta_\mu \right) + i \frac{\hbar k_\mu}{m} (p' - \hbar k_\beta + hq) + i \frac{\hbar k_\nu}{m} (p + \hbar k_\alpha) - 5 i \omega_k \right)
\end{array} \right.

\times W(p + \hbar k_\alpha - \hbar k_\sigma, p' - \hbar k_\beta + \hbar k_\nu - \hbar k_\mu) \quad (4.b)
C.1. Perturbative development

\[ i(\Omega_{\sigma}^\dagger \Omega_{\sigma} + \Omega_{\sigma}^\dagger \Omega_{\sigma}) \times \ldots \]

\[ \times W(p + \hbar k_\alpha - \hbar k_\nu, p' - \hbar k_\beta + \hbar k_\sigma - \hbar k_\mu) \]

\[ + \int \Gamma N(q)dqe^{-\frac{i(q - q_0)}{m} + \frac{i(q' - k_\beta)}{m}}t^* \]
\[ -i(\Omega^a \gamma^a \Omega^a \gamma^a \mu + \ldots) \]
\[ \times W(p' - h k_\beta + h q - h k_\alpha, p + h q - h k_\sigma + h k_\nu - h k_\mu) \]
C.1. Perturbative development

\[ i(\Omega_j^* \Omega_n \Omega_p \Omega_m^*) - \frac{1}{m} \left( \frac{p_i (p_i + hq - \Delta q) + i k_m (p_i' - h \omega - \Delta q')}{m} - \frac{1}{m} \left( \frac{k_m' - k_m}{m} + \frac{ih \omega - \Delta q}{m} \right) \right) \times \]

\[ \left\{ \right. \nonumber \]

\[ \left( \gamma - i(-\Delta_\nu + \Delta_\alpha + \Delta_\beta - \Delta_\mu) + i \left( k_m (p_i - h \omega) + hq \right) \right) - \frac{1}{m} \left( \frac{k_m (p_i' - h \omega) + hq}{m} \right) \left. \right\} \]

\[ \times W(p - hq - h \omega, p' - h \omega - \Delta q) + \frac{i}{m} \left( \frac{k_m' - k_m}{m} + \frac{ih \omega - \Delta q}{m} \right) \]

\[ \times \left\{ \right. \]

\[ \frac{1}{m} \left( \frac{p_i (p_i + hq - \Delta q) + i k_m (p_i' - h \omega - \Delta q')}{m} - \frac{1}{m} \left( \frac{k_m' - k_m}{m} + \frac{ih \omega - \Delta q}{m} \right) \right) \times \]

\[ \left. \left\{ \right. \right. \]

\[ \left. \left. \frac{1}{m} \left( \frac{k_m (p_i - h \omega) + hq}{m} \right) - \frac{1}{m} \left( \frac{k_m (p_i' - h \omega) + hq}{m} \right) \right) \right\} \]

\[ \times W(p - hq - h \omega, p' - h \omega - \Delta q) + \frac{i}{m} \left( \frac{k_m' - k_m}{m} + \frac{ih \omega - \Delta q}{m} \right) \]}
\[
\begin{align*}
&i \left( \Omega^* \Omega^* \Omega^* \Omega^* \Omega^* \Omega^* \right) \left( i(\Delta_3 + \Delta_\alpha + \Delta_\nu + \Delta_\mu - \Delta_\sigma) \right)^t \times \\
&\left[ e^{-i \left( (k_{\nu} - k_{\mu}) \cdot (p' - h k_{\beta} + h q - h k_\alpha) + (p' - h k_{\beta} + h q) \right)} - e^{-i \left( k_{\nu} - k_{\mu} \right) \cdot (p' - h k_{\beta} + h q) - i \left( k_{\nu} - k_{\mu} \right) \cdot (p' - h k_{\beta} + h q) + i \left( h k_{\nu} h q - h k_{\alpha} \right) \cdot \omega_k \right] \\
&+ \left\{ (\gamma + i(\Delta_3 + \Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) - i \left( (k_{\nu} - k_{\mu}) \cdot (p' - h k_{\beta} + h q) + (p' - h k_{\beta} + h q) \right) \\
&\quad - i \left( k_{\nu} - k_{\mu} \right) \cdot (p' - h k_{\beta} + h q) + i \left( k_{\nu} - k_{\mu} \right) \cdot (p' - h k_{\beta} + h q) + i \left( h k_{\nu} h q - h k_{\alpha} \right) \cdot \omega_k \right] \\
&\quad \times W(p' - h k_{\beta} + h q - h k_\alpha + h q' - h k_\mu, p + h q - h k_\sigma + h q' - h k_{\mu}) \right\}
\end{align*}
\]

(4.e)
\[\begin{align*}
&i(\Omega^*_\alpha \Omega^* \Omega^*_\alpha \Omega^* \Omega^*_\alpha) e^{i(\Delta_\beta + \Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu)t} \\
&\quad + \left[ \frac{i(\Omega^*_\alpha \Omega^* \Omega^*_\alpha \Omega^* \Omega^*_\alpha) e^{i(\Delta_\beta + \Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu)t}}{m} \right] \\
&\quad \gamma + i(\Delta_\beta + \Delta_\sigma - \Delta_\alpha + \Delta_\nu - \Delta_\mu) - \frac{i(k_\sigma - k_\mu)(p' - h k_\beta + h q - h k_\alpha + h k_\sigma)}{m} \\
&\quad + \frac{i k_\sigma (p' - h k_3 + h q - h k_\alpha)}{m} - \frac{i k_\mu (p' + h q + h k_\mu)}{m} \\
&\quad - \frac{i q'}{m} + \frac{i (p' - h k_2) q}{m} + \frac{i h k_2 k_\sigma}{m} + 5 i \omega_k \\
&\quad \gamma_1 + i(\Delta_\sigma - \Delta_\alpha + \Delta_\nu - \Delta_\mu) - \frac{i(k_\sigma - k_\mu)(p' - h k_3 + h q - h k_\alpha + h k_2)}{m} \\
&\quad + \frac{i k_\sigma (p' - h k_3 + h q - h k_\alpha)}{m} - \frac{i k_\mu (p' - h k_3 + h q)}{m} \\
&\quad + \frac{i q}{m} + \frac{i (p' - h k_2) q}{m} + \frac{i h k_2 k_\sigma}{m} + 4 i \omega_k \\
&\quad \gamma_2 + i(\Delta_\nu - \Delta_\mu) - \frac{i(k_\sigma - k_\mu)(p' - h k_3 + h q - h k_\alpha + h k_2)}{m} \\
&\quad + \frac{i k_\sigma (p' - h k_3 + h q - h k_\alpha)}{m} - \frac{i k_\mu (p' - h k_3 + h q + h k_\sigma)}{m} \\
&\quad + \frac{i h k_2 k_\sigma}{m} + 2 i \omega_k \\
&\quad \gamma - i \Delta_\mu + \frac{i k_\mu (p' + h q)}{m} - i \omega_k \\
&\quad \times W(p' - h k_\beta + h q - h k_\alpha + h k_\sigma - h k_\nu, p + h q - h k_\mu) \right] \\
&\quad (3.e) \\
&\quad \times W(p' - h k_\beta + h q - h k_\alpha + h k_\sigma - h k_\nu, p + h q - h k_\mu) \right] \\
\end{align*}\]
\[ \begin{align*}
&\frac{i(\Omega^\alpha_\gamma^* \Omega^\beta_\sigma^* \Omega^\nu_\mu^* \times ...}{e^{i(\Delta_\beta - \Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu)} - i \frac{(k_\nu - k_\mu)(p' - h k_\beta + h q')}{m} + i \frac{k_\alpha(p' - h k_\beta + h q')}{m} - i \frac{h k_\nu p' - i h k_\mu k_\nu - i \omega_k}{m} + (2.i.\omega_k)} \times W(p' - h k_\beta + h q - h k_\nu, p + h q - h k_\alpha + h q' - h k_\mu) \\
&+ \int \Gamma N(q') dq' e^{-i \frac{(p' - h k_\beta + h q - h k_\nu, q')}{m} + (2.i.\omega_k)} \times \\
&\frac{i(\Omega^\alpha_\gamma^* \Omega^\beta_\sigma^* \Omega^\nu_\mu^* \times ...}{e^{i(\Delta_\beta - \Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu)} - i \frac{(k_\nu - k_\mu)(p' - h k_\beta + h q')}{m} + i \frac{k_\alpha(p' - h k_\beta + h q')}{m} - i \frac{h k_\nu p' - i h k_\mu k_\nu - i \omega_k}{m} + (2.i.\omega_k)} \times W(p' - h k_\beta + h q - h k_\nu, p + h q - h k_\alpha + h q' - h k_\mu) \\
&\end{align*} \]
\[ i(\Omega^*_a \Omega^*_\sigma \Omega^*_\nu \Omega^*_\mu \times \ldots) \]
\[ \times W(p + hq - h\kappa_\sigma + h\kappa_\nu, p' - h\kappa_\beta - h\kappa_\sigma + h\kappa_\nu - h\kappa_\mu) \]
\[-\{ (\gamma + i(\Delta_\beta - \Delta_\sigma + \Delta_\sigma + \Delta_\nu - \Delta_\mu) - \frac{i}{m} \frac{(k_\nu - k_\mu, (p' - h\kappa_\beta + h\kappa_\sigma) - i k_{\kappa_\sigma, (p' - h\kappa_\beta + h\kappa_\sigma) + i k_{\kappa_\sigma, (p + hq - h\kappa_\sigma)})}{m} + \frac{i}{m} \frac{p' - h\kappa_\beta}{m} - \frac{i}{m} \frac{h\kappa_\beta}{m} + i\omega_k \} \]
\[ \times W(p' - h\kappa_\beta + hq - h\kappa_\nu, p + hq - h\kappa_\sigma + h\kappa_\nu - h\kappa_\mu) \]
\[ i\left(\Omega^*_{\sigma}^{\ast} e^{\ast}_{\sigma} \Omega^*_{\sigma} \Omega^*_{\mu} \right) \times \ldots \]

\[ e^{-i(\Delta_\beta - \Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu - i\sum m \cdot \Delta_\beta (p + hq - \hbar k_\alpha + \hbar k_\beta + \hbar q - \hbar k_\mu))} \]

\[ \times W(p' - \hbar k_\alpha, p + \hbar k_\beta - \hbar k_\sigma + \hbar k_\nu - \hbar k_\mu) \]
C.1. Perturbative development

\[ -\frac{i(\Omega^{*}_{\beta}\Omega^{*}_{\alpha}\Omega_{\sigma}\Omega_{\mu})}{\omega}(e^{-(i(-\Delta_{\beta}-\Delta_{\alpha}+\Delta_{\sigma}+\Delta_{\nu}-\Delta_{\mu})+1(\frac{k_{\nu}-k_{\mu}}{m}+i\frac{k_{\sigma}}{m}+i\frac{k_{\mu}}{m}+i\omega_{k})}) \\
(\gamma - i(-\Delta_{\beta} - \Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) + i(\frac{k_{\nu}-k_{\mu}}{m}) + i\frac{k_{\sigma}}{m} + i\frac{k_{\mu}}{m} + i\omega_{k}) \\
(\gamma_{2} - i(-\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) + i(\frac{k_{\nu}-k_{\mu}}{m}) + i\frac{k_{\sigma}}{m} + i\frac{k_{\mu}}{m} + i\omega_{k}) \\
(\gamma - i(\Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) + i(\frac{k_{\nu}-k_{\mu}}{m}) + i\frac{k_{\sigma}}{m} + i\frac{k_{\mu}}{m} + i\omega_{k}) \\
(\gamma_{1} - i(\Delta_{\nu} - \Delta_{\mu}) + i(\frac{k_{\nu}-k_{\mu}}{m}) + i\frac{k_{\sigma}}{m} + i\frac{k_{\mu}}{m} + i\omega_{k}) \\
(\gamma_{2} - i(\Delta_{\nu} - \Delta_{\mu}) + i(\frac{k_{\nu}-k_{\mu}}{m}) + i\frac{k_{\sigma}}{m} + i\frac{k_{\mu}}{m} + i\omega_{k}) \\
(\gamma + i\Delta_{\mu} - i(\frac{k_{\nu}-k_{\mu}}{m}) + i\frac{k_{\sigma}}{m} + i\frac{k_{\mu}}{m} + i\omega_{k}) \\
\times W(p + h\beta - h\sigma, p' - h\alpha + h\nu - h\mu) + \int \Gamma N(q)d\epsilon(\frac{1}{m})^{2} \times W(p + h\beta - h\sigma, p' - h\alpha + h\nu - h\mu) \] (4.f)

\[ \frac{i(\Omega^{*}_{\beta}\Omega^{*}_{\alpha}\Omega_{\sigma}\Omega_{\mu})}{\omega}(e^{-(i(-\Delta_{\beta}-\Delta_{\alpha}+\Delta_{\sigma}+\Delta_{\nu}-\Delta_{\mu})+1(\frac{k_{\nu}-k_{\mu}}{m}+i\frac{k_{\sigma}}{m}+i\frac{k_{\mu}}{m}+i\omega_{k})}) \\
(\gamma - i(-\Delta_{\beta} - \Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) + i(\frac{k_{\nu}-k_{\mu}}{m}+i\frac{k_{\sigma}}{m}+i\frac{k_{\mu}}{m}+i\omega_{k})) \\
(\gamma_{2} - i(-\Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) + i(\frac{k_{\nu}-k_{\mu}}{m}+i\frac{k_{\sigma}}{m}+i\frac{k_{\mu}}{m}+i\omega_{k})) \\
(\gamma - i(\Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) + i(\frac{k_{\nu}-k_{\mu}}{m}+i\frac{k_{\sigma}}{m}+i\frac{k_{\mu}}{m}+i\omega_{k})) \\
(\gamma_{1} - i(\Delta_{\nu} - \Delta_{\mu}) + i(\frac{k_{\nu}-k_{\mu}}{m}+i\frac{k_{\sigma}}{m}+i\frac{k_{\mu}}{m}+i\omega_{k})) \\
(\gamma_{2} - i(\Delta_{\nu} - \Delta_{\mu}) + i(\frac{k_{\nu}-k_{\mu}}{m}+i\frac{k_{\sigma}}{m}+i\frac{k_{\mu}}{m}+i\omega_{k})) \\
(\gamma + i\Delta_{\mu} - i(\frac{k_{\nu}-k_{\mu}}{m}+i\frac{k_{\sigma}}{m}+i\frac{k_{\mu}}{m}+i\omega_{k})) \\
\times W(p + h\beta - h\sigma, p' - h\alpha + h\nu - h\mu) \] (4.g)
\begin{align*}
&\frac{i(\Omega_\beta^* \Omega_\alpha^* \Omega_\nu^* \Omega_\mu^* \times \ldots \quad \gamma + \delta (\Delta_\beta + \Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) - i(k_{\nu} - k_{\mu}).(p' - h_\perp \alpha + h_q) + i \frac{k_\sigma.(p + h_k \beta)}{m} - i \frac{k_\beta.p'}{m} - i \frac{h_\perp \mu . k_{\nu}}{m} + i \omega_k l}{(\gamma + \delta (\Delta_\beta + \Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) - i(k_{\nu} - k_{\mu}).(p' - h_\perp \alpha + h_q) + i \frac{k_\sigma.(p + h_k \beta)}{m} - i \frac{k_\beta.p'}{m} - i \frac{h_\perp \mu . k_{\nu}}{m} + i \omega_k l)}
&\times W(p' - h_\perp \alpha + h_q - h_\perp \nu, p + h_k \beta - h_\perp \sigma + h_q - h_\perp \mu) \quad (3.g)
\end{align*}
\begin{align*}
&\frac{i(\Omega_\beta^* \Omega_\alpha^* \Omega_\nu^* \Omega_\mu^* \times \ldots \quad \gamma + \delta (\Delta_\beta + \Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) - i(k_{\nu} - k_{\mu}).(p' - h_\perp \alpha + h_q) + i \frac{k_\sigma.(p + h_k \beta)}{m} - i \frac{k_\beta.p'}{m} - i \frac{h_\perp \mu . k_{\nu}}{m} + i \omega_k l}{(\gamma + \delta (\Delta_\beta + \Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) - i(k_{\nu} - k_{\mu}).(p' - h_\perp \alpha + h_q) + i \frac{k_\sigma.(p + h_k \beta)}{m} - i \frac{k_\beta.p'}{m} - i \frac{h_\perp \mu . k_{\nu}}{m} + i \omega_k l)}
&\times W(p + h_k \beta - h_\perp \nu, p' - h_\perp \alpha + h_q - h_\perp \mu) \quad (4.h)
\end{align*}
C.1. Perturbative development

\[ i(p^* \Omega^\mu_\nu \Omega^\sigma_{\nu,\mu} \Omega^\alpha_\mu \times \ldots \]
\[ \cdot e^{-i(\Delta_\beta + \Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) + i(k_{\nu} - k_\mu)(p') + i(k_\alpha - p)(p') + i(k_\beta - p)(p') + i(hk_{\mu, k_\nu} + i\omega_k) t} \]
\[ (\gamma - i(\Delta_\beta + \Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) + i(k_{\nu} - k_\mu)(p') + i(k_\alpha - p) + i(k_\beta - p) + i(hk_{\mu, k_\nu} + i\omega_k) t) \]
\[ (\gamma_2 - i(\Delta_\sigma - \Delta_\alpha - \Delta_\nu - \Delta_\mu) + i(k_{\nu} - k_\mu)(p') + i(k_\alpha - p) + i(hk_{\mu, k_\nu} + 2i\omega_k) t) \]
\[ (\gamma - i(\Delta_\beta + \Delta_\nu - \Delta_\mu) + i(k_{\nu} - k_\mu)(p') + i(k_\alpha - p) + i(hk_{\mu, k_\nu} + 3i\omega_k) t) \]
\[ (\gamma_1 - i(\Delta_\sigma - \Delta_\nu - \Delta_\mu) + i(k_{\nu} - k_\mu)(p') + i(hk_{\mu, k_\nu} + 4i\omega_k) t) \]
\[ (\gamma + i\Delta_\mu - i(k_\alpha - p + 5i\omega_k) t) \]
\[ \times W(p + hk_\beta - hk_\alpha, p' - hk_\sigma + hk_\nu - hk_\mu) \]

\[ i(\Omega^\beta_\beta \Omega^\alpha_\sigma \Omega^\sigma_{\nu,\mu} \Omega^\alpha_\mu \times \ldots \]
\[ \cdot e^{i(i(\Delta_\beta - \Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) - i(k_{\nu} - k_\mu)(p + h + h \beta - h \alpha) - i(k_\alpha - p) + i(k_\beta - p) + i(hk_{\mu, k_\nu} - 3i\omega_k) t)} \]
\[ (\gamma + i(\Delta_\beta - \Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) - i(k_{\nu} - k_\mu)(p + h + h \beta - h \alpha) - i(k_\alpha - p) + i(k_\beta - p) + i(hk_{\mu, k_\nu} - 3i\omega_k) t) \]
\[ (\gamma_2 + i(-\Delta_\alpha + \Delta_\sigma + \Delta_\nu - \Delta_\mu) - i(k_{\nu} - k_\mu)(p + h + h \beta - h \alpha) - i(k_\alpha - p) + i(hk_{\mu, k_\nu} - 3i\omega_k) t) \]
\[ (\gamma + i(\Delta_\sigma + \Delta_\nu - \Delta_\mu) - i(k_{\nu} - k_\mu)(p + h + h \beta - h \alpha) - i(k_\alpha - p) + i(hk_{\mu, k_\nu} - 3i\omega_k) t) \]
\[ (\gamma_1 + i(\Delta_\sigma + \Delta_\nu - \Delta_\mu) - i(k_{\nu} - k_\mu)(p + h + h \beta - h \alpha) - i(k_\alpha - p) + i(hk_{\mu, k_\nu} - 3i\omega_k) t) \]
\[ (\gamma + i\Delta_\mu - i(k_\alpha - p + 3i\omega_k) t) \]
\[ \times W(p' - hk_\sigma, p + hk_\beta - hk_\alpha + hk_\nu - hk_\mu) \]

\[ + \int \Gamma N(q) dq e^{-i(p + h + h \beta - h \alpha) / m + i(p' - h \sigma) / m} t \times \]
\[ i(\Omega_\beta^* \Omega_{\alpha} \Omega_\sigma^* \Omega_{\mu} \times \ldots) \]
\[ \frac{1}{e^{i(\Delta_{\beta} - \Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) - i \frac{(k_{\nu} - k_{\mu})}{m} (p' + hq) - i \frac{k_{\sigma} (p + h\beta)}{m} + i \frac{\alpha (p + h\mu)}{m} - i \frac{\beta p}{m} - i \frac{\mu k_{\nu} k_{\mu}}{m} + i \omega k)} \]
\[ \{ \gamma + i(\Delta_{\beta} - \Delta_{\alpha} + \Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) - i \frac{(k_{\nu} - k_{\mu})}{m} (p' + hq) - i \frac{k_{\sigma} (p + h\beta)}{m} + i \frac{\alpha (p + h\mu)}{m} - i \frac{\beta p}{m} \ldots \]
\[ - i \frac{(p + h\beta - h\kappa_{\alpha})}{m} q + i \frac{(p' - h\kappa_{\sigma})}{m} q - i \frac{\beta k_{\nu}}{m} k_{\nu} + i \omega \kappa \} \]
\[ \{ \gamma + i(\Delta_{\alpha} + \Delta_{\mu} - \Delta_{\beta}) - i \frac{(k_{\nu} - k_{\mu})}{m} (p' + hq) - i \frac{k_{\sigma} (p + h\beta)}{m} - i \frac{\alpha (p + h\mu)}{m} + 3i \omega \kappa \ldots \]
\[ - i \frac{(p + h\beta - h\kappa_{\alpha})}{m} q + i \frac{(p' - h\kappa_{\sigma})}{m} q \} \]
\[ \{ \gamma + i(\Delta_{\sigma} - \Delta_{\mu}) - i \frac{(k_{\nu} - k_{\mu})}{m} (p' + hq) - i \frac{k_{\sigma} (p + h\beta)}{m} - i \frac{\alpha (p + h\mu)}{m} - i \frac{\beta p}{m} \ldots \]
\[ - i \frac{(p + h\beta - h\kappa_{\alpha})}{m} q + i \frac{(p' - h\kappa_{\sigma})}{m} q \} \]
\[ \times W(p' - h\kappa_{\sigma} + hq - h\kappa_{\nu}, p + h\beta - h\kappa_{\alpha} + hq - h\kappa_{\mu}) \]  
\[ (2.g) \]
\[ \frac{1}{e^{i(-\Delta_\beta + \Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) + i \frac{(k_{\nu} - k_{\mu})}{m} (p + h\beta - h\kappa_{\alpha} + hq) + i \frac{k_{\sigma} (p + h\beta)}{m} - i \frac{\alpha (p + h\mu)}{m} - i \frac{\beta p}{m} - i \frac{h\kappa_{\nu} k_{\mu}}{m} - 3i \omega k)} \]
\[ \{ \gamma - i(-\Delta_\beta + \Delta_\alpha - \Delta_\sigma + \Delta_\nu - \Delta_\mu) + i \frac{(k_{\nu} - k_{\mu})}{m} (p + h\beta - h\kappa_{\alpha} + hq) - i \frac{k_{\sigma} (p + h\beta)}{m} + i \frac{\alpha (p + h\mu)}{m} - i \frac{\beta p}{m} \ldots \]
\[ - i \frac{(p + h\beta - h\kappa_{\alpha})}{m} q + i \frac{(p' - h\kappa_{\sigma})}{m} q \} \]
\[ \{ \gamma + i(\Delta_\nu - \Delta_\mu) - i \frac{(k_{\nu} - k_{\mu})}{m} (p + h\beta - h\kappa_{\alpha} + hq) - i \frac{k_{\sigma} (p + h\beta)}{m} - i \frac{\alpha (p + h\mu)}{m} - i \frac{\beta p}{m} \ldots \]
\[ - i \frac{(p + h\beta - h\kappa_{\alpha})}{m} q + i \frac{(p' - h\kappa_{\sigma})}{m} q \} \]
\[ \times W(p + h\beta - h\kappa_{\alpha} + hq - h\kappa_{\nu}, p' - h\kappa_{\sigma} + hq - h\kappa_{\mu}) \]  
\[ (1.g) \]
C.1. Perturbative development

\[ \times W(p' - \hbar k_{\nu}, p + \hbar k_{\beta} - \hbar k_{\alpha} + \hbar k_{\sigma} - \hbar k_{\mu}) \quad (2.h) \]
\[ i(\Omega^*_{\beta} \Omega^*_{\alpha} \Omega^*_{\sigma} \Omega^*_{\mu} \times \ldots \]
\[ + \frac{e^{(-i(-\Delta_{\beta} + \Delta_{\alpha} - \Delta_{\sigma} + \Delta_{\mu}) + i{(k_{\nu} - k_{\mu}) \cdot (p + \hbar k_{\beta} - \hbar k_{\alpha} + \hbar k_{\sigma} - \hbar k_{\mu})}}}{m} \cdot \frac{1}{m} \cdot \frac{1}{m} \cdot m} \]
\[ (\gamma + i(-\Delta_{\beta} + \Delta_{\alpha} - \Delta_{\sigma} + \Delta_{\mu}) + \frac{i(k_{\nu} - k_{\mu}) \cdot (p + \hbar k_{\beta} - \hbar k_{\alpha} + \hbar k_{\sigma} - \hbar k_{\mu})}{m} - \frac{i(k_{\beta} - k_{\mu})}{m} - \frac{i \hbar k_{\mu}}{m} - 3i\omega_k) \]
\[ (\gamma_{2} - i(\Delta_{\alpha} - \Delta_{\sigma} + \Delta_{\mu}) + \frac{i(k_{\nu} - k_{\mu}) \cdot (p + \hbar k_{\beta} - \hbar k_{\alpha} + \hbar k_{\sigma} - \hbar k_{\mu})}{m} - \frac{i(k_{\beta} - k_{\mu})}{m} - \frac{i \hbar k_{\mu}}{m} - 4i\omega_k) \]
\[ (\gamma - i(-\Delta_{\sigma} + \Delta_{\nu} - \Delta_{\mu}) + \frac{i(k_{\nu} - k_{\mu}) \cdot (p + \hbar k_{\beta} - \hbar k_{\alpha} + \hbar k_{\sigma} - \hbar k_{\mu})}{m} - \frac{i(k_{\beta} - k_{\mu})}{m} - \frac{i \hbar k_{\mu}}{m} - 3i\omega_k) \]
\[ (\gamma_{2} - i(\Delta_{\nu} - \Delta_{\mu}) + \frac{i(k_{\nu} - k_{\mu}) \cdot (p + \hbar k_{\beta} - \hbar k_{\alpha} + \hbar k_{\sigma} - \hbar k_{\mu})}{m} - \frac{i(k_{\beta} - k_{\mu})}{m} - \frac{i \hbar k_{\mu}}{m} - 2i\omega_k) \]
\[ \times W(p + \hbar k_{\beta} - \hbar k_{\alpha} + \hbar k_{\sigma} - \hbar k_{\mu}, p' - \hbar k_{\mu}) } \quad (2.h) \]

The different colors label similar terms in terms of Rabi frequency ordering. For computation, each of these terms are grouped into four categories (corresponding to four colors) and labeled accordingly:

1. the terms in \( \Omega^*_{\beta} \Omega^*_{\alpha} \Omega^*_{\sigma} \Omega^*_{\mu} \) order are written in blue.
2. the terms in \( \Omega^*_{\beta} \Omega^*_{\alpha} \Omega^*_{\sigma} \Omega^*_{\mu} \) order are written in magenta.
3. the terms in \( \Omega^*_{\beta} \Omega^*_{\alpha} \Omega^*_{\sigma} \Omega^*_{\mu} \) order are written in red.
4. the terms in \( \Omega^*_{\beta} \Omega^*_{\alpha} \Omega^*_{\sigma} \Omega^*_{\mu} \) order are written in brown.

\( \alpha, \beta, \sigma, \nu, \mu \) are running indices for any of the fields and are summed for combinations that gives a field in the probe direction. The terms, left in black are associated to processes that involve double spontaneous emissions.

C.1.7.1 Selection of terms
In terms of the Rabi frequency ordering, all the different possible terms in the fifth order coherence are possible, but we can:

- neglect terms with more than one signal Rabi frequencies, as pump fields are much stronger.
The only relevant terms are:

\[
\begin{align*}
\Omega_{p1}^* & \Omega_{p1} \Omega_{p2}^* \Omega_{p1} + \Omega_{p1}^* \Omega_{p1} \Omega_{p2} \Omega_{p1}^* + \ldots \\
\Omega_{p1}^* & \Omega_{p1} \Omega_{p2}^* \Omega_{p1} + \Omega_{p1}^* \Omega_{p1} \Omega_{p2} \Omega_{p1}^* + \ldots \\
\Omega_{p1}^* & \Omega_{p1} \Omega_{p2}^* \Omega_{p1} + \Omega_{p1}^* \Omega_{p1} \Omega_{p2} \Omega_{p1}^* + \ldots \\
\Omega_{p1}^* & \Omega_{p1} \Omega_{p2}^* \Omega_{p1} + \Omega_{p1}^* \Omega_{p1} \Omega_{p2} \Omega_{p1}^* + \ldots \\
\end{align*}
\]

The four are \( \Omega_{p1} \Omega_{p1} \Omega_{p2} \Omega_{p1} \), \( \Omega_{p1} \Omega_{p2} \Omega_{p1} \Omega_{p1}^* \), \( \Omega_{p1} \Omega_{p2} \Omega_{p1} \Omega_{p1}^* \), \( \Omega_{p2}^* \Omega_{p2} \Omega_{p2} \Omega_{p1} \), \( \Omega_{p2}^* \Omega_{p2} \Omega_{p2} \Omega_{p1}^* \). The detailed pathways for these four terms are listed in page 92.

So that we get 46 terms, where the subscripts \( p1 \) and \( p2 \) denote the two counter propagating pump Rabi frequencies, and the term \( \Omega_s \) is for the signal. Figures C.1 to C.4 show the various real imaginary and absolute values of different terms plotted as a function of coupling-signal detuning \( \delta \). Some of them just add a constant background, while others exhibit resonances.

Nevertheless, the fig. 4.7 demonstrates that with the experimental parameters, only four terms dominate, which could then be used for faster simulations. The four are \( \Omega_{p1} \Omega_{p1} \Omega_{p2} \Omega_{p1}^* \), \( \Omega_{p1} \Omega_{p2} \Omega_{p1} \Omega_{p1}^* \), \( \Omega_{p1} \Omega_{p2} \Omega_{p1} \Omega_{p1}^* \), \( \Omega_{p2} \Omega_{p2} \Omega_{p1} \Omega_{p1} \).
Figure C.1: Fifth order coherence terms with order of Rabi frequencies as $\Omega^*_\beta \Omega^*_\alpha \Omega^*_\sigma \Omega^*_\nu \Omega^*_\mu$. The greek indices can take any value from $\{1, 2, s\}$ where 1 denotes the forward moving pump, 2 denotes the backward moving pump and s is for signal. In each of the subplots, the red curve is the real, the yellow curve the imaginary and the blue one is for the absolute value of the term, as a function of coupling signal detuning $\delta/2\pi = -60$ to 60 kHz.
Appendix C. Detailed calculations for RIR

Figure C.2: Fifth order coherence terms with order of Rabi frequencies as $\Omega^*_\beta \Omega^*_\alpha \Omega^*_\sigma \Omega^*_\nu \Omega^*_\mu$. The greek indices can take any value from \{1, 2, s\} where 1 denotes the forward moving pump, 2 denotes the backward moving pump and s is for signal. In each of the subplots, the red curve is the real, the yellow curve the imaginary and the blue one is for the absolute value of the term, as a function of coupling signal detuning $\delta/2\pi = -60$ to $60$ kHz.
Figure C.3: Fifth order coherence terms with order of Rabi frequencies as $\Omega_\beta^*\Omega_\alpha^*\Omega_\sigma\Omega_\nu^*\Omega_\mu$. The greek indices can take any value from $\{1, 2, s\}$ where 1 denotes the forward moving pump, 2 denotes the backward moving pump and $s$ is for signal. In each of the subplots, the red curve is the real, the yellow curve the imaginary and the blue one is for the absolute value of the term, as a function of coupling signal detuning $\delta/2\pi = -60$ to 60 kHz.
Figure C.4: Fifth order coherence terms with order of Rabi frequencies as $\Omega_\beta^*\Omega_\alpha^*\Omega_\sigma\Omega_\nu\Omega_\mu^*$. The greek indices can take any value from \{1, 2, s\} where 1 denotes the forward moving pump, 2 denotes the backward moving pump and s is for signal. In each of the subplots, the red curve is the real, the yellow curve the imaginary and the blue one is for the absolute value of the term, as a function of coupling signal detuning $\delta/2\pi = -60$ to $60$ kHz.
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Titre : Etude expérimentale et théorique de deux processus non-linéaires induits par des résonances atomiques ultra-fines

Mots clés : Optique non-linéaire, mélange à quatre et six ondes, amplification sensible à la phase, états comprimés, Résonance induite par recul, piégeage cohérent de population

Résumé : Dans ce travail de thèse, je considère deux phénomènes distincts, tous deux liés aux interactions non-linéaires entre la lumière et des atomes. La première partie est dédiée à du mélange à 4 ondes basé sur des degrés de liberté internes d’atomes d’hélium à température ambiante, et l’utilise pour des processus d’amplification et de la génération d’états comprimés. Le second phénomène étudié est basé sur des degrés de liberté externes d’atomes de césium froids et est utilisé pour du stockage de lumière et la génération d’un champ conjugué en phase par mélange d’ondes.

J’ai expérimentalement observé et caractérisé de l’amplification sensible à la phase par mélange à quatre ondes dans l’hélium métastable à température ambiante. J’ai obtenu un gain maximum d’environ 9 dB avec une bande passante d’environ 300 kHz. Les fonctions de transfert phase/phase obtenues ont montré une forte compression de phase, indiquant que le phénomène était presque exempt de processus indésirables.

Dans la seconde partie, j’explique comment les résonances de recul, dues à un transfert de quantité de mouvement entre un photon et un atome, peuvent être utilisées pour du stockage de lumière. J’explique également comment ce phénomène peut conduire à la génération d’un champ conjugué, et pourquoi la théorie existante ne permet pas de modéliser le creux qui apparaît dans le spectre de génération du champ conjugué lorsqu’on augmente la puissance optique. Pour reproduire ce nouvel élément, j’ai effectué un développement jusqu’au 5e ordre, qui démontre que le phénomène est presque exempt de processus indésirables.

Je montre ensuite qu’un modèle plus simple, basé sur trois niveaux atomiques définis par des degrés de liberté interne et externe de l’atome, peut expliquer le phénomène observé.

Title : Experimental and theoretical study of two non-linear processes induced by ultra-narrow resonances in atoms

Keywords : non-linear optics, four and six wave mixing, phase sensitive amplification, squeezed states, Recoil Induced Resonance, Coherent population trapping

Abstract: In this PhD work, two distinct phenomena are considered, which are both related to non-linear interactions between light and atoms. The first part of the thesis is dedicated to four wave mixing based on the internal degrees of freedom of room temperature helium atoms and uses it for amplification processes and generation of squeezed light. The second studied process is based on external degrees of freedom of cold cesium atoms and used for light storage and phase conjugate field generation through multi-wave mixing.

I experimentally observed and characterized phase sensitive amplification via four-wave mixing in metastable helium at room temperature. I have obtained about 9 dB of maximum gain with a bandwidth of about 300 kHz. The obtained phase transfer functions showed a strong phase squeezing, indicating that the phenomenon was almost free of unwanted processes.

In the second part, I explain how recoil induced resonances, which are due to the transfer of momentum between a photon and an atom, can be used to store light. I also explain how this phenomenon can lead to generation of a phase conjugate field, and why the existing theory fails to model the dip, which appears in the phase conjugate generation spectrum when the field power is increased. I extend the model to the fifth order so that it can reproduce this new feature and demonstrate that it depends on the decay rate of the coherence, which is excited between atomic levels of different momenta. I then show that a simpler model, which is based on three levels defined by internal and external degrees of freedom of the atom, can explain the observed phenomenon.