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Abstract

Methane hydrate is a non-stoichiometric crystal in which water molecules form hydrogen-
bonded cages that entrap methane molecules. Abundant methane hydrate resources can
be found on Earth, especially trapped in mineral porous rocks (e.g., clay, permafrost,
sea oor, etc.). For this reason, understanding the thermodynamics and formation kinetics
of methane hydrate con ned in porous media is receiving a great deal of attention. In
this thesis, we combine computer modeling and theoretical approaches to determine the
thermodynamics and formation kinetics of methane hydrate con ned in porous media. First,
the state-of-the-art on the thermodynamics and formation kinetics of methane hydrate
Is presented. Second, different molecular simulation strategies, including free energy
calculations using the Einstein molecule approach, the direct coexistence method, and the
hyperparallel tempering technique, are used to assess the phase stability of bulk methane
hydrate at various temperatures and pressures. Third, among these strategies, the direct
coexistence method is chosen to determine the shift in melting point upon con nement

in pores,DTy, = TRY®  TRUk where TH*™ and TRUk are the melting temperatures of

bulk and con ned methane hydrate. We found that con nement decreases the melting
temperatureTho'c < TRUK The shift in melting temperature using the direct coexistence
method is consistent with the Gibbs-Thomson equation which predicts that the shift in
melting temperature linearly depends on the reciprocal of pore widthDig=T,2/

keg=Dp. The quantitative validity of this classical thermodynamic equation to describe
such con nement and surface effects is also addressed. The surface tensions of methane

hydrate-substrate and liquid water-substrate interfaces are determined using molecular

dynamics to quantitatively validate the Gibbs-Thomson equation. Molecular dynamics



viii

simulations are also performed to determine important thermodynamic properties of bulk
and con ned methane hydrate: (a) thermal conductivitysing the Green-Kubo formalism

and the autocorrelation function of the heat- ux and (b) the thermal expamsi@nd
isothermal compressibilitigt. Finally, some conclusions and perspectives for future work

are given.



Résumeé

L'hydrate de méthane est un cristal non-stocechiométrique dans lequel les molécules d'eau
forment des cages liées par liaison hydrogene qui piégent des molécules de méthane. Des
ressources abondantes en hydrate de méthane peuvent étre trouvées sur Terre, en particulier
dans les roches poreuses minérales (par exemple, l'argile, le permafrost, les fonds marins,
etc.). Pour cette raison, la compréhension de la thermodynamique et de la cinétique
de formation de I'hydrate de méthane con né dans des milieux poreux suscite beaucoup
d'attention. Dans cette thése, nous combinons la modélisation moléculaire et des approches
théoriques pour déterminer la thermodynamique et la cinétique de formation de I'nydrate
de méthane con né dans des milieux poreux. Tout d'abord, I'état de I'art en matiére
de thermodynamique et de cinétique de formation de I'hydrate de méthane est présenté.
Deuxiemement, différentes stratégies de simulation moléculaire, y compris des calculs
d'énergie libre utilisant I'approche de la molécule d'Einstein, la méthode de coexistence
directe et la techniguleyperparallel temperingsont utilisées pour évaluer la stabilité de
I'nydrate de méthane a différentes températures et pressions. Troisiemement, parmi ces
stratégies, la méthode de coexistence directe est choisie pour déterminer le déplacement
du point de fusion lors du con nement dans des poBg, = TH*"® TRk ou TH' et

Toulk sont les températures de fusion d'hydrate de méthane non con né et con né. Nous
avons constaté que le con nement diminue la température de fuBiSIT,< Tk Le
changement de température de fusion en utilisant la méthode de la coexistence directe est
cohérent avec I'équation de Gibbs-Thomson qui prédit que le décalage de la température
de fusion dépend linéairement de linverse de la taille des pBRg Tk kgr=Dp. La

validité quantitative de cette équation thermodynamique classique pour décrire de tels effets



de con nement et de surface est également abordée. Les tensions de surface des interfaces
hydrate-substrat et eau-substrat sont déterminées a l'aide de la dynamique moléculaire pour
valider quantitativement I'équation de Gibbs-Thomson. Des simulations de dynamique
moléculaire sont également effectuées pour déterminer les propriétés thermodynamiques
importantes de I'hydrate de méthane non con né et con né: (a) conductivité therrhique

en utilisant le formalisme de Green-Kubo et la fonction d'autocorrélation du ux thermique;

(b) expansion thermiquap et compressibilité isothermer. En n, des conclusions et

perspectives pour des travaux futurs sont présentées.
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Introduction

Methane hydrate is a non-stoichiometric crystalline structure made up of water molecules
forming a network of hydrogen—bonded cages around methane molecules (Davy, 1800;
Sloan and Koh, 2007). Here “non-stoichiometric” means that the methane composition in
the hydrate phase is changing with temperatliteand pressurd?. Abundant methane
hydrate resources on Earth, especially in deep sea oors and in the permafrost (Kvenvolden,
1988; MacDonald, 1990; Sloan and Koh, 2007), are important both for energy and environ-
mental applications (Florusse et al., 2004; Lee et al., 2005; Schuth, 2005; Strobel et al.,
2009; Udachin et al., 1997). In particular, in the context of climate change and global
warming, even a small temperature increase could induce the melting of methane hydrate
and, therefore, the release of large amounts of methane into the atmosphere (methane
leads to a far larger greenhouse gas effect than carbon dioxide) (Henriet and Mienert,
1998; Petuya et al., 2018a,b). Moreover, the formation of methane hydrate in oil and gas
pipelines is known to be detrimental as it hinders ow. Finally, hydrates including methane
hydrates are also thought to be a key ingredient in the geochemistry of planets, comets,
etc. where the coexistence of water and gases leads to hydrate formation depending on
temperature and pressure (Dartois et al., 2012; Fray et al., 2010; Hersant et al., 2004;

Kieffer et al., 2006; Marboeuf et al., 2010; Mousis et al., 2010; Thomas et al., 2009).

From a fundamental point of view, methane hydrate and other gas hydrates are
model systems to gain insights into the complex thermodynamics and dynamics of non-
stoichiometric structures including the large family of clathrates. For instance, many

porous materials such as zeolites and metal organic frameworks are synthesized by crys-



2 Introduction

tallizing cages around an organic template, therefore sharing some important features
with hydrates. In addition, owing to their nonstoichiometric nature, gas hydrates can
be considered as prototypical examples of con ned solids which also possess varying
compositions with temperature and pressure (even though their bulk counterpart exhibits
constant stoichiometry) (Coasne et al., 2004; Czwartos et al., 2005). As a result, owing to
its importance for both fundamental and practical sciences, methane hydrate is receiving
increasing attention with signi cant effort devoted to better understanding their physical
and physicochemical properties (Babakhani et al., 2018; Conde and Vega, 2010; Desmedt
et al., 2012; Docherty et al., 2006; English et al., 2012; Jacobson et al., 2010a; Jensen
et al., 2010; Knott et al., 2012; Nguyen and Molinero, 2015; Patt et al., 2018; Pefoute et al.,
2016; Said et al., 2016; Sloan and Koh, 2007; Wierzchowski and Monson, 2007).

Most methane hydrate on Earth is con ned in voids formed in the various porous rocks
and/or fractures, such as clay minerals, silica/sands, etc. For this reason, the motivation
of this thesis is to study the thermodynamics and formation kinetics of methane hydrate

con ned at the nanoscale in a porous medium. More in details, this thesis focuses on:

(1) the phase stability of methane hydrate, i.e., Liquid—Hydrate—Vapor (L-H-V) phase

equilibrium, both as bulk and con ned phases using molecular simulation;

(2) the ability of macroscopic thermodynamic modeling using the Gibbs-Thomson
equation to describe the con nement and surface effects on the phase stability of

methane hydrate;

(3) the con nement effects on the formation/dissociation kinetics of methane hydrate

using free energy techniques;

(4) the con nement effects on the structural and thermodynamic properties of con ned

methane hydrate.

The remainder of this thesis is organized as follows. In Chapter 1, a brief review is
given on the state-of-the-art of methane hydrate: structure, formation/dissociation kinetics,

phase stability, and con nement effect, etc. In Chapter 2, the general framework of sta-
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tistical mechanics and molecular simulation is given. Several ensembles, e.g., Canonical,
Isobaric-isothermal, Grand Canonical, and Semi-Grand Canonical, are considered and
molecular models and interaction potentials are also presented. Some additional technical
details on these methods are also presented in the different chapters. In Chapter 3, a Monte
Carlo (MC) algorithm is used to (re)construct physical con gurations of methane hydrate,
and different molecular simulation strategies are used to assess the phase stability of
methane hydrate (i.e., liquid—hydrate—vapor phase equilibrium) under various temperature
and pressure conditions. In Chapter 4, the direct coexistence method (DCM) is adopted to
determine the shift of melting point of methane hydrate con ned at the nanoscale. The
classical thermodynamic modeling — the Gibbs-Thomson equation — is revisited to account
for the shift in melting point upon con nement. In Chapter 5, several thermodynamic
properties of nanocon ned methane hydrate, including density pro les, thermal conductiv-
ity, thermal expansion, and isothermal compressibility, are determined using molecular
dynamics (MD). The main results together with several suggestions for future works are

presented in the conclusion of this manuscript.

Some parts of this manuscript were taken from my paper published in Langmuir Ref.
[Jin, D. and Coasne, B2017. Molecular Simulation of the Phase Diagram of Methane
Hydrate: Free Energy Calculations, Direct Coexistence Method, and Hyperparallel Tem-
pering. Langmuir, 33:11217-11230.]. A detailed list of these parts can be found in the
following table. Besides those parts, all written text in this manuscript is origin&i0%6).

In addition, signi cant changes have been made to reorganize the chapters/discussion to

better match PhD thesis requirements.

Table 1 Declaration of my manuscript.

Chapter Beginning End
Introduction  “Methane hydrate is a non-stoichiometric ... ... and physicochemical properties.”
Sec.2.2.3  “Monte Carlo simulation in the canonical ... ... molecules in the con guration.”
Sec. 25 “Methane was modeled as a single ... ... ice forms (like Ice VII and Ice VIII).”

Chap. 3 all the texts
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6 State-of-the-art: Methane Hydrate

As discussed in the introduction, fundamental understanding on methane hydrate has
raised signi cant interest in the last decades. The dynamics and thermodynamics of this
complex compound play an important role in many practical applications of methane
hydrate. Most methane hydrate in nature is con ned in the voids present in various porous
medium and rocks. That is, methane hydrate inside this porosity interacts with the surface
atoms of these host porous materials. Such pore—hydrate interactions have drastic effects
on the dynamics and thermodynamics of methane hydrate. This chapter presents a brief
review of methane hydrate: (1) crystalline structure, (2) physicochemical properties, (3)
formation/dissociation kinetics, (4) phase stability, and (5) con nement effects at the

nanoscale.

1.1 Structure

1.1.1 Crystalline structure and molecular model

Methane hydrate is a non-stoichiometric crystalline structure (crystal) made up of the
hydrogen-bonded water molecules forming the cavity around methane molecules (see
Figure 1.1) (Davy, 1800; Sloan and Koh, 2007). Here “non-stoichiometric” means that the
methane compositiox,, in the hydrate phase varies with temperatiireand pressure,

P. Other small gas molecules, e.g., carbon dioxide {\C8ydrogen sulfur (KS), and
hydrocarbons (&Hg, C3Hg, etc.), can also form gas hydrate in natural environments.
To date, three primary crystalline hydrate structures have been identi ed: structure |
(sl) (McMullan and Jeffrey, 1965), structure 1l (sll), (Mak and McMullan, 1965) and
structure H (sH) (Ripmeester et al., 1987). The rst two structures, sl and sll, are cubic
crystals, while the third one is a hexagonal crystal (analogous to the hexagongl,jcéd$

shown in Figure 1.1, these three structures differ from each other in the types and numbers
of water cavities (made up of four-, ve- and six-member rings of water molecules). These
water cavities can be classi ed according to their size: (1) one small size ca¥ity,

consists of twelve pentagons; (2) three large size cavities, inclidftg, 51%6*, and
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htb

Figure 1.1 (eft) Gas hydrate with structure I (sl): the small spheres are water molecules
forming hydrogen-bonded cavities and the large spheres are the gas molecules. The gray
polyhedrons represent the cavities generated by the water molecigés) Typically, the

types and numbers of water cavities correspond to one of the three following structures of
gas hydrate: s, sll, and sH. The circled numbers are the numbers of such water cavities
which are used to form the corresponding hydrate structure. [Picture from Ref. (Schulz
and Zabel, 2006)]

51268, created by adding two, four, and eight hexagons in the c&tyrespectively;

(3) one medium size cavity5'%6°, created by adding three squares and three hexagons
into the cavity5'2. These structures of gas hydrate can be viewed as a packing of these
polyhedral water cavities. The structure sl consists of two small size castéesd six

large size cavitie§1262. The structure sl consists of sixteen small size caviiésand

eight large size cavities'26*. The structure sH consists of three small size caviitéstwo
medium size cavitie4351263, and one large size caviB}?62. Each cavity can encapsulate

one or two gas molecules depending on the nature of the gas molecules (typically, the
molecular size). Despite the differences in these structures, i.e., numbers and types of
water cavities, the molar composition of gas molecule,and water moleculeg,, are

similar for these three structures of methane hydrage: 0:15 andx, 0:85.

Under typical environmental conditions where methane hydrate is encountered on
Earth, methane hydrate is formed as structure sl (Michalis et al., 2015; Sloan and Koh,

2007). In this crystalline structure, 46 water molecules form two small pentagonal do-
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decahedral cages (i.e., small size water ca84ty and six tetracaidecahedral cages (i.e.,
large size water cavit§126) so that a maximum of 8 methane molecules can be encapsu-
lated (Michalis et al., 2015). In addition, the structure sl of methane hydrate also obeys the

following rules:

(1) proton disordered structure: the crystal lattice of methane hydrate is formed by water
molecules with oxygen atoms located at regular crystalline positions. In contrast,

the positions of the hydrogen atoms are disordered;

(2) ice rules (also known as Bernal-Fowler rules (Bernal and Fowler, 1933)): each
oxygen atom in the methane hydrate is covalently bonded to two hydrogen atoms,
and is involved in four hydrogen bonds pointing toward the neighbor oxygen atoms.
Two of these hydrogen bonds are outgoing (i and ii in Figure 1.2) while the two

others are incoming (iii and iv in Figure 1.2);

(3) zero dipole moment: methane hydrate has a zero dipole moment.

Figure 1.2 Three criteria should be satis ed for methane hydrate with sl structure (Bernal
and Fowler, 1933; Chakraborty and Gelb, 2012a): (1) proton disorder; (2) ice rules; and
(3) zero dipole moment. The red and green spheres are the oxygen and hydrogen atoms of
water, respectively.

To study the thermodynamics and dynamics of methane hydrate, many molecular
models for water and methane can be, in principle, used in molecular simulation. However,
in practice, all water models do not reproduce accurately all available experimental data
for methane hydrate. Thus, the choice of the molecular models for water and methane is

very important for the description of methane hydrate. In the literature, methane molecules
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are usually described using a simpli ed model known as the unit-atom model (Damm
et al., 1997). The water molecules can be described using different molecular mod-
els, e.g., TIP4P/2005 (Abascal et al., 2005), TIP4P/ICE (Abascal and Vega, 2005), and
SPC/E (Docherty et al., 2006; Kaminski et al., 1994; Krouskop et al., 2006; Paschek, 2004).
Among these water molecular models, only a few of them reproduce the experimental
data, especially phase stability, for methane hydrate. Thanks to a reparameterization, the
TIP4P/family (e.g., TIP4P/2005 and TIP4P/ICE) water molecular models show improved
performance in the determination of the solid—liquid phase diagram of water, as compared
with other water molecular models (e.g., SPC/E) (Abascal et al., 2005; Abascal and Vega,
2005). In combination with the united-atom (UA) model for methane molecule, these two
water molecular models can reproduce the phase diagram of methane hydrate (Conde and
Vega, 2010; Vega et al., 2008). Molinero et al. used the coarse-grain model for water, mW,
and the Stillinger-Weber (SW) potential to speed up the molecular simulation by about
a factor of 100 (Jacobson et al., 2009, 2010a,b; Jacobson and Molinero, 2010; Molinero
and Moore, 2009). The drawback of this water model is that it does not provide results as

accurate as those with the TIP4P/family model.

In this work, a stochastic Monte Carlo algorithm, inspired by Ref. (Buch et al., 1998),
has been developed to generate the crystalline structure of methane hydrate that follows
the three criteria given above. This part of the work will be discussed in Chapter 3. The
TIP4P/ICE and TIP4P/2005 water molecule models, in combination with the OPLS-UA

methane molecular models were used.

1.1.2 Order parameter

To identify the structure of methane hydrate, one or more order parameters were developed
in recent years. In practice, these order parameters usually describe the packing of the
oxygen atoms of water molecules in various phases, because it is easier to identify the
regular oxygen atom network than the disordered network of hydrogen atoms. Considering

typical environment conditions for methane hydrate, most studies deal with identifying
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the following phases: liquid water, hexagonal ice, and methane hydrate. Many order
parameters allow one to distinguish liquid water from its crystalline structures, including
hexagonal ice and methane hydrate, due to the striking difference between disordered and
ordered oxygen atoms in liquid and crystal phases. Such order parameters include the
radial distribution functiong(r), the number of hydrogen bonds,g, and the tetrahedral

order parametek. In contrast, distinguishing methane hydrate and hexagonal ice is more
dif cult due to the fact that most oxygen atoms in these two structures are tetrahedrally

connected.

The radial distribution functiorg,y, (1), is related to the structure fact&(q), through
the inverse Fourier transform (Gasser et al., 206])(r) describes the number density
distributions of the specids (e.g., oxygen atom, hydrogen atom, or methane molecule) sur-
rounding a given Species. gy, ()= rap () = rp wherer 4 (r) = 1=4pr2Dr(& ';'a DN,p, (1)) =Ng
Is the number density of the pams-b separated by a distance betweemndr + Dr (the
corresponding number of such pairs for each atoim DN, ). Summation runs over all
the number of atoms in specias N;. ry, is the density of specids andh i means
an ensemble average. In other words, (r) is the probability of nding an atonb
at a distance from an atoma. Among allg(r) functions,go.y(r) allows identifying
the hydrogen bonds formed between the water molecules for different liquid and crystal
structures. A pair of water moleculesa—wg, is assumed to be hydrogen-bonded if
it satis es the following criteria: (1) the distanak,H, 0:235nm and (2) the angle
hHAOaHgI 30 (Alabarse et al., 2012). The number of hydrogen bohsgi, in liquid
water is 3.54—3.65 per water molecule (Alabarse et al., 2012; Errington and Debenedetti,
2001), whileNyg = 3:98for hexagonal ice and methane hydrat& a 290K andP = 100

atm.

The tetrahedral order paramete(i), describes the extent to which the four nearest-
neighbour oxygen atoms are tetrahedrally coordinated with respect to a given oxygen atom
O, x()=1 3:8éj3=1éﬂ=j+1 cos OjO;0k + 1=3 where the indiceg andk run over

the four nearest-neighbour oxygen atoms arounc@ the angleO;G;O is formed
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by the lines joining @ and Q associated with O(Errington and Debenedetti, 2001,
Radhakrishnan and Trout, 2002). This de nition ensuresxtigt= 0 for a completely
disordered structure whibe(i) = 1 for a completely ordered tetrahedral structure. An
intermediate value is obtained for a partially disordered structure (e.g., liquid \vaiter,
0:63-0:68 (Errington and Debenedetti, 2001; Radhakrishnan and Trout, 2002)). The above
order parameter shows that both hexagonal ice and methane hydrate are perfect tetrahedral
crystals. Therefore, identi cation of liquid water is rather easy but the distinguishing
between hexagonal ice and methane hydrate requires to develop a more complex order

parameter.

The local bond order parametef3, (I is an integer) (Steinhardt et al., 1983), are
widely used to identify crystals (Lechner and Dellago, 2008; Ogata, 1992; Radhakrishnan
and Trout, 2002, 2003a,b; Steinhardt et al., 1983).provides a clear indication for
disordered and ordered structures, especially for crystals with different symmetries. For
a given oxygen atom QQ (i) is computed using the complex vectors that link®its
Np(i) nearest-neighbour oxygen atomg @he complex vecto®Qm(i) is rst computed,

Np(i)

Qum(i) = ﬁ@) jc'zll\ﬁm(rij)With m2[ 1] (1.1)

whereYy(rij) are the spherical harmonics which depend on the position vegiol, (i)
are then obtained using these complex vectors,
!

1=2

j Qim(i) 2 (1.2)

4ap q
a
2+1 -

Qi) =

where the summation ovenruns[ |;+1]. In practice, one can also use improved spatial
resolution by averaging these local bond order paramédigy§)i,

| ! 1=2

a iMm()ij? (1.3)
m= |

4p
20+ 1

hQi(i)i =
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wherehQym(i)i is given by,

Ny (i)

a Qmk (1.4)

hQim(i)i = m 2

The summation in Eq.1.4) from k= 0 to Ny(i) runs over all the nearest neighbouring
oxygen atoms Qand includes itself (i.ek = 0). Qm(i) contains the structural information
on the rst shell surrounding QO In contrasthQm(i)i contains the structural information

on the rst and second shells.

Figure 1.3 (color online) Averaged local bond order paramete@si —Qgi —plane, for
liquid water (blue), hexagonal ice (red), and methane hydrate (blagky}a200 K. [Picture
from Ref. Reinhardt et al. (2012)]

Usually,| = 4 and6 are used since they allow the identi cation of the different crystal
phases of water, e.g., cubic and hexagonal ices (Chau and Hardwick, 1998; Chialvo et al.,
2002; Errington and Debenedetti, 2001; Ferdows and Ota, 2005; Jorgensen et al., 1983;
Lechner and Dellago, 2008; Narten and Levy, 1971; Ogata, 1992; Radhakrishnan and
Trout, 2002; Reinhardt et al., 2012; Soper and Benmore, 2008; Steinhardt et al., 1983).
Figure 1.3 shows the scatter plot of liquid water, cubic and hexagonal ice Tird&00
K in the hQ4i—Qgi —plane. As expected, these data suggest that liquid water exhibits
a more disordered structure (much broader distribution) as compared with crystalline

structures. Despite some overlap, this pair order parameter is suitable to identify liquid
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water, cubic and hexagonal ice. Recent works have showi@}halays an important role

in the determination of the formation/crystallization of methane hydrate, especially to
identify the phase transition from liquid water to methane hydrate (Nguyen and Molinero,
2015; Radhakrishnan and Trout, 2003b; Tanaka, 2012). Another possible order parameter

is the distribution of cyclic pentamers. (Baez and Clancy, 1994; Fabian et al., 2018)

In summary, complete phase identi cation between liquid water, hexagonal ice, and
methane hydrate can be achieved using local bond order parameters. These orders parame-
ters are ef cient and simple order parameters for the identi cation of methane hydrate in
the course of formation/crystallization. In this wof@ has been used to determine the
free energy barrier between liquid water and methane hydrate. The free energy calculations

with the umbrella sampling will be discussed in Chapter 4.

1.2 Thermodynamic properties

Thermodynamic properties — which include physical and physicochemical properties — are
essential for practical applications involving methane hydrate (Jendi et al., 2016; Ning
etal., 2012, 2015). For instance, the thermal expansion coef cer, 1=v(v=1T)p,

is an important parameter for assessing the mechanical stability of methane hydrate and
geological media lled with methane hydrate (Jendi et al., 2016). The exploration of
methane hydrate and the storage of carbon dioxide by substitution of carbon dioxide with
methane in methane hydrate can lead to mechanical instabilities. Moreover, the isothermal
compressibilitykt = 1=v(Tv=1P), plays an important role in the detection of methane
hydrate when using seismic waves. As a result, understanding the thermodynamic proper-
ties of methane hydrate has raised signi cant interest in the last decade (Bai et al., 2015;
Burnham and English, 2016; Demurov et al., 2002; Michalis et al., 2016a; Yang et al.,
2016b; Zhu et al., 2014).

Many experiments focus on the following thermodynamic properties: second-order

elastic constant (Shimizu et al., 2002), isothermal compressibility (Sloan and Koh, 2007),
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thermal expansion (Takeya et al., 2005), heat capacity (Waite et al., 2007), and thermal
conductivity (English et al., 2012, 2005). These results provide valuable information for
the geophysical applications of methane hydrate. Understanding these properties at the
atomic-scale level is also important. For instaradejnitio and classical calculations can

provide accurate values fap andkr.

Using molecular dynamics, one can determine the contributions from each component
(methane and water for methane hydrate) to the thermal conductivity, which is very useful
in the description of heat-transfer upon methane hydrate formation/dissociation. The
heat- ux vector,J, reads,

) N N #

(e+u)vi+a a fij vj rij (1.5)

ij>i

1
J= —
VvV

—_ QJOZ

whereV is the volume of the simulation bof is the total number of molecules,=

1=2my\? is the kinetic energy of moleculeu; is the potential energy of molecuilavhich
interacts with the other molecules,is the velocity vector of molecule fjj is the force
between moleculeand moleculg, andrjj is the position vector between molecilend

moleculej.

The thermal conductivityk, can be estimated using the Green-Kubo formalism,

v Ly
3kgT2 o

k= ha(t) J(0)i dt (1.6)

whereh i denotes an ensemble average. This method provides a thermal condictivity
that includes all contributions to the heat ux (Jendi et al., 2016; Ning et al., 2012, 2015).
The thermal conductivity not only can explain unusual thermal-transport phenomena but
also helps to provide deep understanding of thermoelectric materials which possess similar

structures as methane hydrate (e.g., semiconductor silicon clathrates).

Another important thermodynamic property is the gas mobility/diffusion of methane
molecules in hydrate and liquid phases. Such dynamics plays an important role in the

process of formation, dissociation, and displacement of carbon dioxide with methane (De-
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murov et al., 2002; Hjertenaes et al., 2016; Liang et al., 2014; Michalis et al., 2016a;
Ohgaki et al., 2008; Pefoute et al., 2016; Roman-Pérez et al., 2010; Trinh et al., 2015;
Vidal-Vidal et al., 2016). For instance, in the process of formation of methane hydrate, the
extremely low solubility of methane in liquid water does not allow transport of methane
molecules to maintain the growth rate of methane hydrate; methane molecules are required
to diffuse across liquid water towards the hydrate-liquid interface. Thus, the diffusion rate
of methane in liquid water is one of the key steps in the formation of methane hydrate.
Moreover, methane molecules in hydrate phase affect the mechanical stability of methane
hydrate in sea ooor, permafrost, marine sediments, etc. Due to slow methane diffusion,
hydrate phase can form with incompletely lled water cavities. On the one hand, fewer
methane molecules decrease the water-methane interactions which contribute to the struc-
ture stability of methane hydrate. On the other hand, the empty water cavities can easily

“open” and trigger methane hydrate dissociation (Liang et al., 2014).

1.3 Formation/dissociation and phase stability

1.3.1 Crystallization

According to the classical nucleation theory (CNT), the formation of methane hydrate

includes two steps:

(1) Below the crystalization poin®, < Ty, several water molecules in liquid phase get

together to form a crystal-like nucleus with a cluster radius,

(2) If the radius is larger than the critical radius (i.e> r¢) the above crystal-like
nucleus keeps growing and eventually form the crystalline structure of methane

hydrate. In contrast, If < r¢, the nucleus dissociates and eventually disappears.

The above two steps can be described in Figure 1.4. Figure 1.4 shows the free energy,
DG, for methane hydrate formation as a function of the radius of the nualebspm a

thermodynamic viewpoint, the free ener@g, for the methane hydrate formation can be
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Figure 1.4 Free energy (solid linepG, as a function of nucleus radius, in the the
formation process of methane hydrate. Formation can be described as the interplay
between the hydrate-liquid surface free energy (surface term corresponding to the dashed
line), DGs, and the free energy difference between liquid water and methane hydrate
(volume term corresponding to the dot dashed liD&)y. The critical radiustc, and the
corresponding free energy barri®Gy,r, are also shown in this gure. If the nucleus
radius is larger than the critical radius, i.e> r¢, the nucleus keeps growing to form
methane hydrate (“growth”). Far< r¢, the nucleus melts into liquid water (“shrink”).

described as a combination of the hydrate—liquid surface free energy (surface contribution,
see Figure 1.4)DGs, and the free energy difference between liquid water and methane
hydrate (volume contribution, see Figure 11203,

DG = DGs+ DGy (1 7)

= 4prigy, gpferDm-lL
whereg, is the surface tension of hydrate—liquid interfalbay, is the difference of the
chemical potential between liquid water and methane hydrate, aiglthe number density
of water molecules in methane hydrate. In the above equation, the surface contribution,
DGs= 4pr2gy., corresponds to the free energy cost of creating the liquid—hydrate interface.
The volume contributiorDGy =  4=3pr3r 4Dy, describes the fact that the structure
of methane hydrate is more stable than that of liquid water below the crystalization point

(i.e., free energy difference between methane hydrate and liquid water). The maximum of



1.3 Formation/dissociation and phase stability 17

the total free energy (as described by Eq7)) corresponds to the free energy barrier of

the formation of methane hydrateGyr,

16p %L
DGparr = 1.8
barr 3 r E'an“- ( )
The corresponding critical radius, of the crystal-like nucleus reads,
20HL
= 1.9
e T DML (1.9)

Figure 1.4 also shows the two possible scenarios as described by the classical nucleation
theory: (1) “growth” forr > rgit, the nucleus keep growing to form methane hydrate and

(2) “shrink” for r < r¢, the nucleus melts. For bulk methane hydrate, the melting point,
Tm(r), of a nucleus with a radius, is linearly proportional to the reciprocal of its critical

radius,r¢, as described by the Gibbs-Thomson equation (Jacobson and Molinero, 2011),

Tm(r) T _  2ga

= 1.10
T.oulk r 1 Dl (1.10)

whereT2UKis the melting point of an in nite bulk methane hydrate &b, is the molar

enthalpy of melting from methane hydrate to liquid water.

The formation kinetics of methane hydrate as described by the nucleatiodsate,
reads,

Jt = JroAexp  brDG{ (1.11)

whereJs.g is the frequency with which methane and water molecules reach the surface
area around the nucleus (i.e., nucleation sit&s),4pr? is the surface area of the nucleus,
andbt = 1=kgT is the reciprocal of the thermal energy with the Boltzmann congtant
Therefore, two factors control the formation rate of methane hydrate: (1) the number density

of nucleation sites, and (2) the free energy barEDQg for methane hydrate formation

arr’

(i.e., from liquid water to methane hydrate). For many reasons, the nucleation rate of

methane hydrate is very slow in nature, in agreement with experiments and molecular
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simulations. For instance, the very low solubility of methane in liquid waggr, 0:001,

makes it dif cult to feed methane hydrate which further decreases the formation probability
of the nucleus/crystal. Another possible reason for the slow nucleation rate is related to
interfacial phenomena: after the nucleus is formed, a thin molecular interface is present
between methane hydrate and liquid water of methane hydrate; such a hydrate-liquid
interface decreases the diffusion of methane vapor through it which further hinders crystal
growth. More importantly, there is a large free energy barrier between liquid water and
methane hydrate. Such a large free energy barrier signi cantly affects the nucleation rate,
as described by Eq1.11) Experimentally, it can take up to several days maybe more

to synthesize methane hydrate. As for theoretical aspects, simulating methane hydrate
requires to use advanced molecular simulation strategies such as free energy techniques.
In practice, such slow formation/dissociation kinetics for methane hydrate is important in
natural environments. For instance, the liquid-hydrate (or ice-hydrate at low temperature)
interface prevents the melting of methane hydrate when the temperature increases so that
the slow dissociation kinetics of methane hydrate in sea oor and permafrost decreases the
release rate of methane (Angioletti-Uberti et al., 2010; Bi et al., 2016; Bi and Li, 2014;
Lehmkuhler et al., 2009; Mel'nikov et al., 2016; Pirzadeh and Kusalik, 2013; Saykally,
2013; Ueno et al., 2015; Zhang et al., 2015).

Many strategies are being developed to control the nucleation rate of methane hydrate.
By virtue of the two factors above, one can attempt to alter the number density of nucleation
sites and/or the free energy barrier. For instance, methane vapor can be injected into liquid
water to increase the probability of formation of the nucleus. Various surfactants can also
be used as promoters to decrease the free energy barrier for methane hydrate formation, etc.
On the other hand, hydrate inhibitors (e.g., alcohol-based, glycol-based, polymer-based,
ionic liquids, amino acides, etc.) can be injected into transport pipelines to avoid the
formation of methane hydrate (Arora et al., 2016; Dureckova et al., 2016; Kato et al., 2016;
Kumar et al., 2015; Lee et al., 2005; McLaurin et al., 2014; Sa et al., 2015, 2013; Wu et al.,
2015; Xu et al., 2016; Yagasaki et al., 2015).
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1.3.2 Melting/Dissociation

Understanding the dissociation of methane hydrate is important in the eld of environ-
mental science. The melting of methane hydrate in nature can release massive amounts
of this greenhouse gas. Like with methane hydrate formation, many experiments but also
thermodynamic models and molecular simulations have been reported on the dissociation
mechanism and kinetics (Alavi and Ohmura, 2016; Bagherzadeh et al., 2015; Chakraborty
and Gelb, 2012a; Liang et al., 2014; Luis et al., 2015; Misyura, 2016; Myshakin et al.,
2009; Smirnov and Stegailov, 2012; Vidal-Vidal et al., 2016; Zhou et al., 2016). The

kinetics rate for the dissociation of methane hydrate writes,
Jo = JgoeXp bt DGgarr (1.12)

whereDGgarr is the activation energy for methane hydrate dissociationJggds an
exponential factor that accounts for the attempt rate for dissociation. In addition to the
kinetic rate of methane hydrate dissociation, the heat transfer is another important point

for the melting of methane hydrate.

1.3.3 Phase diagram

Phase stability is shown in the phase diagram provided in Figure 1.5. This phase diagram
provides phase boundaries which delimitates the conditions under which methane hydrate
coexists with liquid water (or ice at low temperature) and methane vapor. In other words,
phase transitions occur along these equilibrium lines (phase boundaries). More in details,
Figure 1.5 shows the pressure—temperat@€l § phase diagram of methane hydrate
which involves liquid water (L), ice (I), methane hydrate (H), and methane vapor (V). The
melting line of ice — melting temperatui@, at a givenP — indicates that ice is located

in the regionT < T while liquid water is located in the regioh> T.l. Similarly, the
melting line of methane hydrate — melting temperafffeat a givenP — indicates that

methane hydrate is located in the regibr TH while liquid water and methane vapor
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coexist in the regio > TH. These two melting lines separate the phase diagram into
four regions: (1) methane hydrate coexists with ice (H+ICE); (2) methane hydrate coexists
with liquid water (H+L); (3) methane vapor coexists with liquid water (V+L); and (4)
methane vapor coexists with ice (V+ICE). Along the melting line of methane hydrate
(as indicated by line AQB in Figure 1.5), two types of three phase equilibrium exist: (1)
liquid—hydrate—vapor (L—H-V) at high temperatufe> T and (2) ice—hydrate—vapor

(I-H-V) at low temperaturel < T

Figure 1.5 Pressure—temperatufe{) phase diagram for liquid (L), ice (1), vapor (V),

and hydrate (H) phases. The phase boundary — dashed line — indicates the conditions for
which ice coexists with liquid water, L—I. The phase boundary — solid line AQ — indicates
the conditions for which methane hydrate coexists with ice and methane vapor, I-H-V.
The phase boundary — solid line QB — indicates the conditions for which methane hydrate
coexists with liquid water and methane vapor, L—H-V. Four regions involving the two
phase coexistence are shown: (1) hydrate coexists with ice, H+l; (2) hydrate coexists with
liquid water, H+L; (3) methane vapor coexists with liquid water, V+L; and (4) methane
vapor coexists with ice, V+I. Q is a four phase coexistence point, L—H—I-V.

Generally, the phase coexistence requires that the chemical potentials of each com-
ponent are equal in all phases. In this work, methane hydrate can be viewed as a binary
mixture of methanan, and watery; for such a system, L—-H-V phase equilibrium requires

that the chemical potentials of water in all phades=(H, L, and V) are equal,

M O T3 P) = 1Ok T3 P) = g (Xm; T P) (1.13)
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but also for methane,

M (xm; T; P) = k(% T; P) = MY (xm; T; P) (1.14)

wheremis the chemical potential as a function of the composition of methan@ne

could use the composition of wateg, = 1  Xxnp.), the temperature, T, and the pressure,

P. In principle, one can determine L—H-V phase equilibrium by solving the two equa-
tions above: one is for water and one for methane. Many theoretical methods use such
thermodynamic modeling, e.g., van der Waals—Platteeuw method (Conde et al., 2016;
de Azevedo Medeiros et al., 2016; Duan et al., 2011; Hakim et al., 2010; Katsumasa et al.,
2007; Lasich et al., 2014; Lee et al., 2012; Yoon et al., 2002), rst-principles thermody-
namics (Cao et al., 2016; Trinh et al., 2015), etc. In addition to the above techniques, there
are other robust techniques to determine L—H-V phase equilibrium. These techniques
allow probing the formation/nucleation of methane hydrate such as the direct coexistence

method and the parallel tempering technique, etc.

Free energy calculations. Free energy calculations allow one to determine L—-H—
V phase equilibrium. Such computations are often used to determine the solid—liquid
phase equilibrium for various crystalline materials (Barroso and Ferreira, 2002; Dornan
et al., 2007; Frenkel and Ladd, 1984; Habershon and Manolopoulos, 2011; Jhung et al.,
1991; Lyubartsev et al., 1998; Nagle, 1966; Noya et al., 2008; Okano and Yasuoka,
2006; Polson et al., 2000; Radhakrishnan and Trout, 2003a; Shen and Monson, 1995;
Shetty and Escobedo, 2002; Susilo et al., 2008; Vega and Monson, 1998; Vega and Noya,
2007; Vega et al., 1992, 2008). The main goal with this technique is to compute the
chemical potentials of methane and water in different phases at diffEr@mtP. Then
thermodynamic equations, corresponding to Efjsl.3)and(1.14) are solved using these
chemical potentials. To determine the L-H-V phase equilibrium, one usually chooses
the following two equations: (1) L—H phase equilibriunf(xm; T;P) = n§;(Xm; T; P)
and (2) H-V phase equilibriunm! (xm; T;P) = mY,(xm; T; P). From a physical point of

view, the chemical potential can be obtained from the corresponding free energy. Many
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theoretical approaches were developed to determine chemical potentials: (1) the equation
of state (EoS) provides an easy way to determine the chemical potential of vapor phase,
mY; (2) the Gibbs—Duhem equation provides a way to determine the chemical potential
of liquid phase especially for uncompressible liquid waigy, (3) the grand canonical
ensemble Monte Carlo simulation provides a way to determine the chemical potential as a
function ofxy by imposing a givemy; (4) the Einstein molecule approach determines

the chemical potential of water in the hydrate phagg, etc. The latter technique —

the Einstein molecule approach — can be used to determine the chemical potential of
any arbitrary solid phases but the determination of the chemical potential of water in
methane hydrate is not straightforward in practice. According to the de nition of chemical
potential, one could determine the chemical potential of a solid phase using the free energy
relationshipm= ( A+ PV)=N whereA is the Helmholtz free energlV is the mechanical
contribution, andN is the number of molecules. The Einstein molecule approach provides

a way to determine the free energy of methane hydrate. Within the framework of the
Einstein molecule approach, one constructs a link from the ideal Einstein molecule to
methane hydrate. As the reference, the Einstein molecule has an analytic free energy,
Ae. Thermodynamic integration provides a way to compute the free energy difference
between the Einstein molecule and methane hydise, The free energy of methane
hydrate is readily obtained &g = Az + DA. By using this technique, researchers have
determined the phase diagram of methane hydrate (Jensen et al., 2010; Waage et al., 2017,

Wierzchowski and Monson, 2006, 2007; Yezdimer et al., 2002).

The umbrella sampling is a molecular simulation technique which provides a way to
determine L-H-V phase equilibrium by using free energy calculations. With this tech-
nique, one prepares a single phase (e.g., methane hydrate) and forces it to transform into
another one (e.g., liquid water) by adding a biasing potential energy contribution. Such
biasing potential contribution is used to cancel out the free energy barrier between the
two phases. In other words, the phase transition is driven by the biasing potential. In

practice, to determine L-H-V phase equilibrium, one starts from methane hydrate which
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is then transformed into liquid water by adding a harmonic potential in the framework
of the umbrella sampling technique. Usually, an order parameter (&pis used in

the biasing harmonic potential (e.w(Qe) = 1=2kys Qs Qs:0 Wherekysis the force
constant which represent the transform rate @gfQs,0 are the order parameters of
current/reference system. By determining the probability distribution, the free energy
contributionVB(Qg) =  ksT In(W(Qg)), of the biasing potential at a given order param-
eter can be obtained. The unbiased free energy pr&(€s), on the order parameter

can be estimated by subtracting(Qg) from the biased free energy pro 1&8(Qs):

G(Qs) = GB(Qs) VB(Qg). In so doing, the free energ®G, as a function of the order
parameterQP, is determined (Frenkel and Smit, 2002). Figure 1.6 shows a typical free
energy pro leDG(OP) at three differenT andP. At T > Ty, liquid water is more stable

than methane hydrate. That is, the free energy of liquid water is lower than that of methane
hydrate afl > Ty,: DG. < DGy. While atT < Ty, methane hydrate is more stable than
liquid water,DG. > DGy. The melting/crystallization temperature at equilibriukg, is
obtained when the free energy difference between liquid water and methane hydrate is
zero, i.e.,.DGyL = 0. In addition, it should be noted that such free energy calculations
give access to the free energy barrier between methane hydrate and liquid water. This
value provides information about the formation/dissociation kinetics of methane hydrate

(as mentioned in Section 1.3).

The free energy landscape such as illustrated in Figure 1.6 shows not only phase
stability but also formation/dissociation kinetics of methane hydrate. In this work, two free
energy techniques, involving the Einstein molecule approach and the parallel tempering
technique, were used within the grand canonical ensemble to determine L-H-V phase
equilibrium (Chapters 3 and 4) as well as the free energy barrier for methane hydrate

formation/dissociation (Chapter 4).

Direct coexistence methodThe direct coexistence method (DCM) is a robust tech-
nique to determine phase boundary in a phase diagram (Alavi and Ripmeester, 2010;

Anderson, 2004; Aragones et al., 2009; Barmavath et al., 2014; Cabriolu and Li, 2015;
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Figure 1.6 Free energyG, as a function of the normalized order parame@d?, using

biased molecular simulations. Liquid water (L) exhibits a small order parameter, while
methane hydrate (H) exhibits a large order parameter. At the melting tempernaterg,,
methane hydrate coexists with liquid water (i.e., the free energies of liquid water and
methane hydrate are equal). At high temperatiire, Ty, liquid water is stable (i.e., the

free energy of liquid water is smaller than that of methane hydrate). At low temperature,
T < Tm, methane hydrate is stable (i.e., the free energy of methane hydrate is smaller
than that of methane hydrate). The free energy barrier between liquid water and methane
hydrate DGy, Upon formation is also shown.

Cao et al., 2016; Conde et al., 2013, 2016; Conde and Vega, 2010; Conde et al., 2010;
de Azevedo Medeiros et al., 2016; Duan et al., 2011; EI-Sheikh et al., 2006; Fortes et al.,
2004; Gai et al., 2015; Hakim et al., 2010; Huang et al., 2016a,b; llani-Kashkouli et al.,
2013; Kang et al., 2014; Katsumasa et al., 2007; Lasich et al., 2014; Lee et al., 2012; Lee
and Seo, 2010; Ma olepsza et al., 2015; Miguez et al., 2015; Patchkovskii and Tse, 2003;
Rodrigues and Fernandes, 2007; Seo et al., 2009; Tsimpanogiannis and Lichtner, 2013;
Wu et al., 2015). In this technique, one prepares an initial simulation box with two or three
coexisting phases. As shown in Figure 1opf, the three coexisting phases, i.e., liquid
water + methane hydrate + methane vapor phases, are placed in a cubic simulation box
to determine L-H-V phase equilibrium. Then, one performs molecular simulations at
differentT andP to determine the stability domain for each phase. For a giehe low

symmetry phase (methane hydrate) will be stable below the melting tempefatwtale
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the high symmetry phase (liquid water coexisting with methane vapor) will be stable above
Tm. In other words, liquid water and methane vapor form as methane hydrafte<fai,

as shown in Figure 1.ténte) and pottor). On the other hand, methane hydrate melts as
liquid water and methane vapor fér> Ty,. Usually, one performs molecular dynamics

to determin€ly, at a givenP (English et al., 2005; Fernandez et al., 2006; Knott et al.,
2012; Naeiji et al., 2016; Sarupria and Debenedetti, 2012; Tung et al., 2010; Yagasaki
et al., 2015). For instance, by using different molecular models, some researchers have
simulated the phase diagram of methane hydrate (Conde and Vega, 2010; Michalis et al.,
2015, 2016b; Miguez et al., 2015). Unlike the thermodynamic models and free energy
calculations, the DCM technique does not require to compute the chemical potential of
each component in each phase. In addition, the DCM allows one to observe the formation
process directly at the molecular scale. As shown in Figure 1.7, the growth of methane
hydrate from liquid water and methane vapor can be seen using the direct coexistence
method. As another example, one can prepare coexisting phases consisting of methane
hydrate within a sphere (radiu¥ liquid water, and methane vapor. Using the DCM, one
can determine the melting temperatufg(r), at a givenP (Jacobson et al., 2010a). The
critical radius of the nucleus (i.e., the minimum radius to keep the nucleus growing) at

Tm(r) for a givenP can be also described by the Gibbs-Thomson equation.

As mentioned previously, the large free energy barrier between methane hydrate and
liquid water leads to very slow kinetic rates for the formation/nucleation of methane
hydrate. Furthermore, the DCM technique usually requires very long molecular dynamics
or Monte Carlo simulations. Typically, several hundred of nhanoseconds are used when
using molecular dynamics. For the sake of computational ef ciency, this work extended
the DCM technique within the grand canonical ensemble, as presented in Chapter 4. This
ensemble allows one to: (1) use two coexisting phases instead of three in the simulation
box to determine L—-H-V phase equilibrium and (2) use a smaller molecular system to
mimic an in nite molecular system. For instance, one can prepare a system with L—-H

coexistence in the simulation box that is in equilibrium with an in nite reservoir. The
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Figure 1.7 (color online) Typical molecular con gurations obtained in the direct coexis-
tence method af = 294K andP = 600bar (where methane hydrate is stablédp] the
coexisting phases, i.e., liquid water (L) + methane hydrate (H) + methane vapor (V), are
the initial con guration; ¢ente)) the growth of methane hydrate; arlab{ton) the perfect
methane hydrate formed at the end of the molecular simulation. The red and white lines
denote the water molecules while the blue spheres are the methane molecules. [Picture
from Ref. (Conde and Vega, 2010)]

reservoir imposes chemical potentiatg andm, as well as temperature. This ensemble
allows one to determine L—H-V phase equilibrium because the L—H phase also coexists

implicitly with methane vapor though the ctive reservoir.

Parallel tempering. In addition to the above techniques, parallel tempering provides
another way to improve computational ef ciency. Figure 1.8 shows a schematic view of the
Boltzmann factor in the phase space at low and high temperatures. As compared with low
temperature, the system at high temperature escapes more easily from the metastable state.
The Boltzmann factor at high temperature spans a border distributions, and the free energy
barrier for phase transition at high temperature is much lower than at low Temperature.
The parallel tempering technique helps the system to escape from the metastable states,

therefore improving computational ef ciency. In practice, within the parallel tempering
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technique, one prepardéssimulation boxes (replicas) where each replica consists of either
the solid phase (methane hydrate) or the liquid phase (liquid water). Thes#ecular
replicas are equilibrated under different temperatures independently, and exchange between
two con gurations is used to avoid con gurations to remain trapped into local metastable
states. The parallel tempering technique is often used to determine two phase equilibrium,
e.g., solid-liquid or liquid—vapor phases transition (Brumby et al., 2016). For instance,
Malolepsza et al. used the replica exchange technique to determine L—H phase equilibrium
within the framework of isobaric molecular dynamics (Ma olepsza et al., 2015). Due to the
constant number of molecules in this ensemble, the phase transition between liquid water
and empty hydrateb(-ice) is obtained while the L-H-V phase equilibrium is impossible

to reach within this ensemble. In this work, the parallel tempering technique was used in
the grand canonical ensemble (i.e., hyperparallel tempering Monte Carlo simulation) to

determine L—H-V phase equilibrium.

Figure 1.8 Boltzmann factorexp( U=kgT), in the phase spac&, as an example to
illustrate the parallel tempering technique. The blue line is for the low temperature, while
the red line is for the high temperature. The system in state A (blue circle) remains easily
trapped into a metastable state, while the system in state B (red circle) escape more easily.
Parallel tempering between A and B is used to make the escape easier.

Many different molecular simulation strategies can be used to determine L—H-V phase
equilibrium. In this work, four different molecular simulation strategies were used to

determine L—H-V phase equilibrium. First, free energy calculations with the Einstein
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molecule approach was used to predict L—-H-V phase equilibrium. This method exactly
follows the thermodynamic de nition of phase equilibrium. Second, the direct coexistence
method was used to determine the phase transition between liquid water and methane
hydrate. This strategy is dif cult to determine three phase coexistence (unless one runs
the molecular simulation at the exact melting pdirandP), but this method is valid to
assess the phase boundary using the Einstein molecule approach. Then, the hyperparallel
tempering techniqgue was used to accelerate the observation of phase transition due to the
slow kinetics rates for the formation/dissociation of methane hydrate. Here “hyperparallel
tempering” is referred rather than parallel tempering because we treated the system in the
Grand Canonical ensemble. The results for the phase stability of methane hydrate will be
presented in Chapter 3. Finally, free energy calculations with the umbrella sampling was
used to probe not only the L—-H-V phase equilibrium but also the formation/dissociation
kinetics of methane hydrate (presented in Chapter 4). All these molecular simulation
strategies, involving the direct coexistence method, the parallel tempering technique, and
the umbrella sampling technique, were extended in the grand canonical ensemble Monte

Carlo simulations.

1.4 Con nement effects at the nanoscale

In nature, most methane hydrate is con ned in the voids formed in various porous rocks
and/or fractures. This con ned methane hydrate interacts with the surface atoms (within
a speci c distance, typically one or two nanometers for van der Waals interactions and
several nanometers for electrostatic interactions) (Casco et al., 2017, 2015; English and
MacElroy, 2004; Smirnov, 2017; Smirnov et al., 2016). This uid—pore interaction leads

to an additional contribution to the free energy of methane hydrate. Due to such uid-pore
interactions, con nement effects also lead to non isotropic pressure tensors: the pressure
parallel to the interface iBr while the pressure normal to the interfacélis From a

physical viewpoint, such non isotropic pressure tensors generate an external surface free
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energy of the con ned uid which corresponds to the surface tension (Aman and Koh,
2016; Arnaudov et al., 2010). This surface tension has drastic effects on the structure,
dynamics and thermodynamics of con ned methane hydrate. Therefore, understanding the
role of the con nement effects on methane hydrate is an important research eld (Bai et al.,
2011, 2012; Barmavath et al., 2014, Borchardt et al., 2016; Brovchenko et al., 2004; Casco
et al., 2015; Cole et al., 2009; Di Crescenzo et al., 2016; English et al., 2005; Ghaedi et al.,
2016; Hachikubo et al., 2011, llani-Kashkouli et al., 2013; Kang and Lee, 2010; Kang
et al., 2008, 2009a,b; Kyung et al., 2015; Luis et al., 2015; Misyura, 2016; Moore et al.,
2010; Seo and Kang, 2010; Seo et al., 2009; Smirnov, 2017; Smirnov et al., 2016; Sun
et al., 2015; Tsiberkin et al., 2014; Tsimpanogiannis and Lichtner, 2013; Wang et al., 2015;
Yang et al., 2016a; Zhang, 2015; Zhao et al., 2016, 2014). A recent review on con nement
effects can be found in Ref. (Borchardt et al., 2018). This reference mainly focuses on
the con nement effects on the crystallization/formation, dissociation/melting and phase

stability of methane hydrate.

Con nement effects depend on many factors, e.g., surface chemistry, pore width,
pore topology and morphology, etc. Thus, various porous materials will lead to different
con nement effects. Many porous materials in nature (e.g., porous silica, clay minerals,
etc.) and in man-made materials (e.g., polymers, zeolites, metal organic frameworks, etc.)
can be used to study con nement effects on the phase stability of methane hydrate (Aladko
et al., 2004; Anderson et al., 2003; Cuadrado-Collados et al., 2018; Kang et al., 2008;
Seo et al., 2002, 2009; Uchida et al., 1999, 2002). Many observations suggest that
con nement in micro- and meso-pores leads to a reduced phase stability (i.e., the L-H-V
phase boundary is shifted towards a higher pressure and/or lower temperature) (Aladko
et al., 2004, Birkedal et al., 2014; Handa and Stupin, 1992; Madden et al., 2009; Prasad
et al., 2012). However, con nement in ne glass beads shows a positive effect on phase
stability (Anderson et al., 2003; Hachikubo et al., 2011; Kang et al., 2008, 2009a). At a
given pressure, let us consider the shift in the melting p&y, of con ned methane

hydrate with respect to bulk methane hydrabd;, = Th>© TRk whereTR°"® is the
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melting point of con ned methane hydrate in the porous material B is the melting
point of bulk methane hydrate. This shift in phase stability is often described using the
Gibbs-Thomson equation for a slit pore (Chakraborty and Gelb, 2012a; Seo et al., 2002;

Uchida et al., 1999),
DTm _ 2vgncosg 1

= 1.15

whereg y is the surface tension between liquid water and methane hydréehe angle
between the surface of the substrate and the surface formed by methane hydrate and liquid
water (i.e., contact angley,is the molar volume (i.e., the reciprocal of the number density:

v = 1=r) of the hydrate/liquid phas®h, is the molar enthalpy of melting from methane

hydrate to liquid water, anBD, is the pore width.

The Gibbs-Thomson equation suggests that the shift in the melting point of con ned
methane hydrate at constant pressure linearly depends on the reciprocal of the pore width:
DTm 1=Dp. Several researchers focused on the application of the Gibbs-Thomson equa-
tion to methane hydrate. For instance, Chakraborty et al. used this equation to determine
the surface tension (Chakraborty and Gelb, 2012a) of methane hydrate-liquid water. Seo
et al. used the Gibbs-Thomson equation for their thermodynamic modeling to predict
the phase diagram of methane hydrate in pores (Seo et al., 2002, 2009). However, the
validation of the Gibbs—Thomson equation for very small pores remains to be established.
First, the determination of the true melting point at equilibrium is dif cult in practice.
Most experiments and theoretical simulations determine the dissociation point of methane
hydrate (here, dissociation means the point where methane hydrate transforms to liquid
water) instead of the true melting point (Aladko et al., 2004; Chakraborty and Gelb, 2012a;
Seo et al., 2002; Uchida et al., 1999). However, the dissociation point can be far from the
equilibrium transition point due to the large free energy barrier between methane hydrate

and liquid water.

It should also be noted that the Gibbs—Thomson equation given above relies on the
following approximation: the number density of molecules in the hydrate phasend in

the liquid phaser, |, are assumed to be equal, im4, r . In contrast, a large difference
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in the number density of 20% is found in realistic conditions between liquid water and
methane hydrate. Finally, Young's equatign, cosg = gs 04s, and the contact angle

g = Oare usually imposed in the Gibbs-Thomson equation. The availability of Young's
equation is unknown for small pores and the valuq &f also dif cult to determine. In this
work, the Gibbs-Thomson equation will be revisited by considering the different densities
(r4 6 r) and the different surface tensiogs; andgys which will be determined using
molecular simulation. Then, the true melting point of bulk and con ned methane hydrate

will be determined to check the validity of the Gibbs-Thomson equation.

Con nement in porous materials seems to lead to faster formation kinetics of methane
hydrate (Borchardt et al., 2018; Casco et al., 2015; Cha et al., 1988; Ganiji et al., 2007,
Govindaraj et al., 2015; Li et al., 2006; Linga et al., 2012; Phan et al., 2014; Seo and
Kang, 2010; Smelik and King, 1997; Yan et al., 2005). For instance, experimental data
suggest a shorter formation time of methane hydrate in bentonite (clay) (Cha et al., 1988)
as compared with bulk methane hydrate. Silica/sand exhibits an improved conversion up to

94% (vs. 74% for bulk methane hydrate) and a shorter formation time of 34 h (vs. 60
h for bulk methane hydrate) (Linga et al., 2012). These con nement effects, which arise
mainly from surface chemistry and uid—pore interactions, decrease the free energy barrier
between methane hydrate and liquid water. However, the physical reasons for such faster

formation kinetics remain unclear.

In addition to its effects on phase stability and formation kinetics, con nement also
affects the structure of methane hydrate (Babu et al., 2013; Borchardt et al., 2016; Casco
et al., 2015; Cha et al., 1988; Miyawaki et al., 1998; Siangsai et al., 2015). For instance,
the hydrate phase formed in porous carbons can consist of a monolayer of methane
molecules adsorbed at the pore walls and a hydrogen—bonded zigzag chain in the pore
center (Borchardt et al., 2018; Miyawaki et al., 1998). Such hydrate structure is not formed
as a perfect sl structure, and the stable methane composition for such hydratexphase,
is 0.333 (wherex,m = n=(hpy+ ny) with the number of methane,,, and waterny,

molecules in one unit cell). In contrast, we recall that for the sl structyre 0:147
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(i.e.,ny : Ny = 5:78). Recently, a hydrate phase was found in carbon nanotubes (Agrawal
et al., 2016; Zhao et al., 2016). Another goal of the present work will be to assess
such con nement effects on the structure and physical and physicochemical properties of

con ned methane hydrate.

1.5 Summary

In this chapter, the crystalline structure, thermodynamic properties, crystallization theory,
formation/dissociation kinetics, and phase stability of methane hydrate were reviewed.
Such review aims at giving some physical insights into the dynamics and thermodynamics
of methane hydrate as well as the corresponding formation/dissociation kinetics. We also
introduced the role of con nement effects at the nanoscale. Several key points can be

summarized as follows:

Methane hydrate in typical environmental and experimental conditions forms as struc-
ture 1 (sl). In this structure, 46 water molecules form two small pentagonal dodecahedral
cages %'?) and six tetracaidecahedral cagg%62) so that a maximum of 8 methane
molecules can be encapsulated. In addition to the above packing of water molecules,
methane hydrate should obey three criteria: (1) proton disorder, (2) ice rules, and (3) zero
dipole moment. On the one hand, the local bond order param&iegs,ovide a tool to
identify the structure of liquid water, hexagonal ice, and methane hydrate. On the other
hand, free energy calculations can be used to assess the formation kinetics and phase

stability of methane hydrate.

The classical nucleation theory suggests that the crystallization of methane hydrate is a
two-step mechanism: the formation and growth of a crystal-like nucleus in liquid water.
Such mechanism suggests that the formation kinetics of methane hydrate is controlled by
two factors: the number density of nucleation sites and the free energy barrier between
methane hydrate and liquid water. By using additives (thermodynamic promoter/inhibitor)

to alter these two factors, one can increase/decrease the nucleation rate, e.g., using the
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thermodynamic inhibitor to prevent the formation of methane hydrate that could block

pipelines.

Phase stability is one of the most important characteristics of methane hydrate. The
pressure—temperature phase diagram shows the phase boundary of liquid—hydrate—vapor
phase equilibrium (or ice—hydrate—vapor at low temperature). Along this phase boundary,
methane hydrate coexists with liquid water and methane vapor, i.e., the chemical potentials
of water/methane in these three phases are equal. Different theoretical techniques can be
used to assess the phase stability of methane hydrate, e.g., free energy calculations, direct
coexistence method, parallel tempering, etc. Using suitable molecular models for methane

and water molecules, one could obtain an accurate L-H-V phase diagram.

Methane hydrate can be con ned at the nanoscale in different nanoporous medium.
These nanoporous materials lead to strong surface interactions with methane hydrate and
liquid water which provide an additional free energy contribution, i.e., surface tension
aw andgqw. At the nanoscale, con nement effects lead to reduced phase stability, i.e., a
decreased melting temperature at a given pressure or an increased melting pressure at a
given temperature, for methane hydrate. Although such reduced phase stability is often
described using the Gibbs-Thomson equation, less effort has been devoted to establishing
the validity of the Gibbs-Thomson equation for methane hydrate con ned at the nanoscale

level.
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2.1 Statistical mechanics

2.1.1 Classical statistical mechanics

Statistical mechanics establishes the link between the macroscopic properties of a system
and the motions of its microscopic elements (atoms, molecules, etc.). Statistical mechanics
provides a way to determine the thermodynamic and dynamic behaviors of a molecular

system at equilibrium. This chapter mainly discusses the thermodynamics and dynamics
of systems for which the motion of atoms and molecules can be described using classical

statistical mechanics. Taking a system having a volvWnaad a number of particles,

given by the following summation over theSeparticles,
\ \
Ex(p") = & Exi = & p{=(2m) (2.1)
| |

whereEy; andm is the kinetic energy and mass of thth particle, respectively. The
total potential energy/, is a function of all particles' coordinates (and orientations if the

particles are molecules),

ur™Ny= U(regra:rn) (2.2)
The classical Hamiltoniad (rN;pN), is the sum of the kinetic and potential energy,

H (rN;pN) = Ex(p™)+ u(r)
(2.3)

N
& pP=(2m)+ u(rY)
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The patrtition functionQ, is de ned as the following integral over all particles' coordinates
and momenta:
I#

Z N
drNdpNexp br & p?=(2m)+ U(r™) (2.4)
i

1

Q= NI

whereRdrNde _R Rdrl drndp:s  dpn. The factorl=N! accounts for the fact
that theseN identical particles are indistinguishablby = 1=kgT is the reciprocal of
the thermal energy witkg the Boltzmann constank in the above equation is Planck's
constant. The partition function and its derivatives with respect to the tempefiature
pressurd®, and volumeé/, describe the thermodynamics of the system. For instance, the
internal energy can be expressedias= 1 In Q=Y bt while the entropy can be expressed
asS= T (ksTInQ)=YT. From a statistical physics point of view, the probabilR{s), to
nd a system in a given microstate= (rN;pN), reads,
" I#
P9= goxp br & p=(zm)+ U(r™) (25)
i

The above equation shows that the partition func@ois a normalization constant (the
normalization is to ensure that the integral of the probability over all possible microstates
is equal to one),

" I#

y4 z N
drNdpVexp br & p=(2m)+ U(rM)
i

dsRs)

Ol +~

(2.6)

Any thermodynamic property of intere3€, can be determined using its average¢i,, over
all possible microstates (i.e., ensemble average),

n !#

z N
drNdpNexp bt & p?=2m)+ U™ X rN:pN (2.7)
i

hXi =
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whereX rN;pN is the value taken b)X when the system is in the microstate (rN;pN).
The above equation is the starting point in molecular simulation which is used to determine

the thermodynamic and dynamic behaviors of a many-body system.

2.1.2 Ensembles

As previously discussed, a thermodynamic property of inten¥$t,can be obtained using
an ensemble average. The statistical ensemble, which is de ned from the thermodynamic
parameters that are constant, leads to a speci c partition function. Here, | discuss the three

statistical mechanics ensembles that will be used in this work.

(1) Canonical ensembl®&V T. The canonical ensemble is relevant to a system consisting
of N particles in a volum& that is in equilibrium with a thermostat at a temperature
T. Such a system exchanges eneifgywith the thermostat which imposes the
temperaturd . The canonical ensemble contains all the possible microstates that
are consistent withN, V, andT as constraints. The partition functioQnvT,

corresponding to this ensemble reads,

’ I#
1 z N 14N °N 2 N
QnvT = NN dridp™exp br @ pf=(2m)+ U(r")
! i
Z
= Ty drVexp bru(rM) @8
VN
= g ds'exp bru(sh)

wherelL = h:p 2pmksT is the thermal de Broglie wavelength witiithe mass of

the particle kg the Boltzmann constant, arothe Planck constant. In the above
equationL N is the integral of the kinetic energy over all tNeparticles (the term
1=h3N is included in this contribution). For the sake of convenience, the above
equation can be simpli ed using a reduced coordinatesdet, (s;;sy;  ;sn) =
(ri=L;ro=L; ;rn=L), where thes&l particles are assumed to be located in a cubic

box of a dimensiort..
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(2) Isobaric—isothermal ensemblPT. The isobaric—isothermal ensemble is relevant
to a system oN particles in equilibrium with a thermostat imposing its temperature
T and a barostat imposing its presséxeThe system exchanges thermal energy
with the thermostat and mechanical energy/volume with the barostatNPhe
ensemble contains all the possible microstates that are consisteM ViAtandT
as constraints. ThEPT ensemble is often used to mimic experiments due to the
fact that many real conditions are performed by controllingndP. The partition
function, QnpT, corresponding to this ensemble can be written as the weighted
integral ofQnv,

Z
Onpr=  dVexp( brPV)(brP)Qnvr (2.9)

(3) Grand canonical ensemblel T. The grand canonical ensemble is relevant to a
system which has a constant volumdut with a uctuating numbeN of particles.
This system is in equilibrium with a reservoir which imposes its temperadtuned
its chemical potentiain The system exchanges enefgynd particles with the
reservoir. Tharw T ensemble contains all the possible microstates that are consistent
with m V, andT as constraints. The partition functid@yv 1, corresponding to this

ensemble can be written as the weighted summanibis ¢iscrete) oQnv,

+¥
Qmwt & exp(brmN) Quyt (2.10)
N=0

There are other statistical ensembles such as the isoenthalpic-isobaric endétRble

For a binary mixture (e.g., methane hydrate in this work), combined ensembles can also be

used such as the semi—grand ensenalspPT. In this thesis, the latter ensemble was

used for bulk methane hydrate. Such semi—grand ensemble requires that the system has a

constant number of molecules for the second spebigdn contrast, the rst species is at
constant chemical potential so thatN; uctuates. The whole system is in equilibrium

with the thermostat and barostat which impose the pred3ared temperaturé@. The
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partition function,Qmn,pT, COrresponding to this ensemble reads,

+¥ z

QmmnpT= A exp(Nim)  dVexp( brPV)(brp)QuyT (2.11)
N1:0

2.2 Monte Carlo simulation

2.2.1 Detailed balance and Metropolis scheme

Monte Carlo (MC) sampling methods are widely applied to determine the thermodynamic
behavior of a system in classical molecular simulation. The sampling in a Monte Carlo
(MC) simulation can be done by generating microstates randomly. However, complete
random sampling is generally not possible as one cannot sample ef ciently the whole phase
space. Also, evaluation of an integral suchRai'sN exp brU(SV) is often impossible

in practice. The Metropolis scheme provides an ef cient sampling algorithm in which sam-
pling is performed according to the Boltzmann factor. A system at equilibrium obeys the
principle of micro-reversibility (also known as “detailed balance” in statistical mechanics),
which states that the total probability of transitions from every initial microstatéo all

other microstates);, is equal to the total probability of transitions from these microstates

nj to the microstate;,

ar@P@! n)=arm)P(n! o) 8i=12 (2.12)

j j

wherer (0;) is the probability of a microstate; while r (n;j) is the probability of a
microstaten;. P(0; ! nj) is the probability of transition from microstateto n; while

P(n;! o) is the probability of transition from microstatg to o;. Summation ovej
indicates the total probability of transition. The above detailed balance condition is valid
and can be used for any strategy in MC simulation. In practice, a much stronger detailed
balance condition is imposed as follows: the transition probability from microstébe

microstaten; is taken equal to by the transition probability from microstgtéo microstate
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0i,

r(e)P(i! nj)=rm)P(nj! o) 8i=12 (2.13)

Such a stronger detailed balance condition obviously satis es the requirement of
Eqg.(2.12) In practice, only one MC move is attempted at every MC step: for a current

microstateo, one MC trial moveno! n must therefore veri es:

r(o)P(o! ny=r(n)P(n! o) (2.14)

whereP(o! n)= a(o! n)Pydo! n)andP(n! o0)= a(n! o0)Pyd{n! o) so that,

r(o)a(o! n)Pydo! n)=r((na(n! o0)Py(n! 0) (2.15)

wherer (0) andr (n) are the probabilities to nd the system in the microsta&ndn (the
probability can be obtained from the partition functiQrwhich depends on the ensemble).
a(o! n)anda(n! o) are the probabilities to attempt a trial move frarto n and from
ntoo. Pic(0! n) andPicdn! 0) are the probabilities to accept the corresponding trial
moves. For most MC moves, is chosen as a symmetric matra(o! n)= a(n! o),

thus,
Pac(0! n) _ r(n)
P! 0) 1 (0)

(2.16)

Many statistical distributions can verify this stronger detailed balance condition. Here, we
choose the Metropolis scheme that generates Markov chains and accepts trial moves as
follows:

(1) forr (n)=r (0) < 1, we havePyc0! n)=r (n)=r (0) andPyc(n! 0)=1

(2.17)
(2) forr (n)=r (0) > 1, we havePyc0! n)= 1 andPy(n! 0)= r(n)=r (0)
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or using a simpli ed formulation,

Pac(0! n)= minf1;r (n)=r (0)g
(2.18)

Pacc(n! 0) = minf1;r (0)=r (n)g
Instead of complete random sampling, the Metropolis algorithm generates sampling
using a relative probability to avoid sampling very low probability states. Such sampling
signi cantly improves the ef ciency of MC simulation. In the next section, the typical
trial moves and the corresponding acceptance probabilities used in Monte Carlo simulation

within various ensembles are discussed.

2.2.2 Trial moves and acceptance probabilities

Most real experiments can be mimicked by choosing different ensembles. Within various
statistic ensembles, the different trial moves that can be used, and the corresponding
acceptance probabilities vary. However, they must respect the constant thermodynamic
parameters for a speci c ensemble. Here, we list the typical trial moves and acceptance
probabilities for various ensembles relevant to this work. By recalling the partition function
for various ensembles (see Section 2.1.2), the probability to nd the system in a microstate

o within different ensembles, (0), reads:

1 v brU(sV
rNVT(O)_ QNVTL3NNI exp T ( (0))
11 (N+ 1)InV
r npr(0) = Oupr LRI &P br PV B a— U(sV(o)
-1 v br(mN U\
I’m/T(O) - QTLgNNl exp T( ( (O))
I mNPT(0) = L L exp bt PV (N+ 1)Inv mN; + U(sV(0)

Qmn,pT L3NNI bt

(2.19)

Molecule translation and rotation. These two trial moves only change the potential

energy contribution in Eq2.19) As a result, the acceptance probability can be computed
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using the potential energy term only. One molecule in the old con guratigmandomly
chosen (e.g., theth molecule), and the translation trial move consists of displacing it by a

small random value to generate a new con guratipn

Xi(n) = x(0)+ Dma{ranf() 0:5)
yi(n) = yi(0)+ Dma{ranf() 0:5) (2.20)
z(n) = z(0)+ Dmaxranf() 0:5)

whereDmaxis the maximum displacement arahf() is a random number uniformly dis-
tributed between 0 and 1. Rotation trial moves change the orientation of a randomly chosen
molecule by a small random Euler's rotation maifix3 to generate a new con guratiam
0 1 0 1 O 10 1
xi(n) %i(0) Ri1 Ri2 Ri3 Xi(0)
%)ﬁ(n) § = A33E@ yi(0) g = % Ro1 Rz Res E % yi(0) E (2.21)
z(n) z(0) Rs1 Rs2 Rss z(0)
The probability to nd the system in a microstater (n), can be determined by E¢R.19)
For these two trial moves, the probability to attempt a trial move fodmn is equal to
the probability to attempt a trial move fromto o, i.e.,a(o! n)=a(n! o0) =1=(2N).

Thus, according to Eq2.18) the acceptance probabiliBsc(0! n) for such trial moves

can be expressed as,

Pac(0! N)= min 1;% = min Lexp brDU(SY) (2.22)
whereDU (sV) = U(sV(n)) U(sV(0)) is the potential energy difference before and after
the trial move. The acceptance probability given above can be used for these two trial

moves in all statistical ensembles.

Molecule insertion and removal. These two trial moves are only used for systems in
which the number of particla¥ is not constant, e.gnV T andmN,PT ensembles. The

insertion trial move generates a new con guratioby randomly inserting a molecule at an
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arbitrary position into the old con guratioo. Inversely, the removal trial move attempts
to remove a randomly selected molecule from con guratiqnote thatN + 1 molecules

in the con gurationn). Therefore,

a(o! n)= %%
(2.23)
a(n! 0):1' 1
' 2N+ 1

The probability to nd the system in a microstatevith (N + 1) molecules is given by,

1 V(N+ 1)

Oy L3 (N7 1y &P DTN+ D) U™ m) - (229)

rmvT(n) =

According to Eq.(2.18) the acceptance probability for such insertion moves can be
expressed as,
r(na(n! o)
r(o)a(o! n

(9)a( )h i (2.25)
exp br m (UE™ (M) UV (0)

Pacc(O! n)= min 1;

= min 1'L
- 'L3(N+ 1)

The removal trial move can be viewed as the reversible process of insertion, where the

molecular number changes fradto N 1, not fromN+ 1 toN so that,

a(o! n)= 11
2N (2.26)

a(nl 0): }ﬂ

' 2V

According to Eq(2.18) the acceptance probability for such removal trial moves can be

expressed as,

. r(o)a(o! n)
Pacd(n! 0)= min Tmaml o (ma(n! o)

=min 1=——exp br m+ uEstN D)) uEsV(o)
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Volume change.Volume change is necessary to treat systems in the isobaric ensemble,
such alNPT andmN,PT. Here, we take th&IPT ensemble as an example to establish
the acceptance probability for this trial move. Volume trial moves generate a new volume,
V(n), based on the old volum¥,(0), for the molecular system using a small random

change in volume,

V(n)=1V(0)=(1+ DVpayrand() 0:5)) V(o) (2.28)

whereDVmax is the maximum volume change allowed at each Monte Carlo step.
V(n)=V (o) is the rescaling factor for the coordinates of system molecules. The new
coordinates of each moleculg(n)) are obtained by rescaling their old coordinate&q)),

ri(n) = | 3r;(0). The probability to nd the system in a microstatés given by,

1 1 (N+ 1) InV(n)
rner(n) = Sunr L3N] &P br PV(n) b +U(SV(n) (2.29)
The probability to attempt such trial moves is,
a(o! n= %(\j/—v
A o Tdv (2.30)
72V

According to Eq(2.18) the acceptance probability for such volume trial moves can be

expressed as,

o r(na(n! o)
Pacd(0! n)= min ,m
( v(n) N+ h i)
= min 1 exp br(P(V(n) V() UEVm) U (o)

V(o)
(2.31)
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2.2.3 Detalils of Monte Carlo simulation

Monte Carlo simulation in the canonical ensemble (CMC) were used in our free energy
calculations to determine (1) the free energy change between the non-interacting and
the interacting Einstein molecul®?\; and (2) the free energy change from the Einstein
molecule to the methane hydrdda, (again, details of the free energy calculations will be
given later). In these canonical simulations (constant number of paficlesnperaturd,

and volume/), MC moves include rotations for the water molecules and translations for the
water and methane molecules. In the framework of the Metropolis algorithm, each move
from an old 6) to a new ) microscopic states was accepted or rejected according to the
acceptance probabilityacc = minf 1; pRy, 1=ply 19 Wherepny T for a given con guration

corresponds to the density of states in the canonical ensemble:

u(s)
keT

VN
PavT(S") 1 g7 €xXP (2.32)

wheres\ is the set of coordinates of ti:molecules in a given microscopic con guration

andU(sV) is the corresponding intermolecular potential energy.

Semi-Grand Monte Carlo (SGMC) simulations were performed to determine the
number of methane moleculéd! inside the methane hydrate as a function of their
chemical potentiai! at givenT andP (here, the subscriph refers to methane while
the superscripH refers to the hydrate phase). In this hybrid ensemble, methane is
treated at constant chemical potentid] and temperatur@ while water is treated at
constant number of moleculé&! and temperatur@&. On the other hand, the volume
V is allowed to uctuate since the system is at constant presBurBor eachlT and
P, we start from an equilibrium con guration obtained using isobaric-isothermal MD
simulations. MC moves in SGMC simulations include rotations and translations for water
and translations, insertions, and deletions for methane. Moreover, volume changes are
also attempted. In the framework of the Metropolis algorithm, moves from aroptd @

new (n) microscopic states are accepted or rejected according to the acceptance probability
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Pacc= minf 1; pii, \ pr=Pm, n,pTd Wherepm n,pT for a given con guration corresponds
to the density of states in the semi-grand canonical ensemble:

VN PV N u(s"

PriNPT(S ) W7 €XP o P et P T

(2.33)

As in the case of canonical Monte Carlo simulaticssjs the set of coordinates for tin
molecules in the microscopic con guration whil(sV) is the corresponding intermolecu-
lar potential energyv andNp, are the volume and number of methane molecules in the

con guration.

Grand Canonical Monte Carlo simulations (GCMC) were used in the direct coexistence
method and the hyper parallel tempering technique. In the grand canonical ensemble, the
system has a constant volume and methane and water are at constant chemical potentials
My, My and temperaturé. Monte Carlo moves in the grand canonical ensemble include
rotations, translations, insertions, and deletions for both water and methane. In this ensem-
ble, moves from an oldd to a new () microscopic states are accepted or rejected using
a Metropolis scheme with an acceptance probabiity = minf 1; p. -\ +=P5, v 19
wherepm,m,vT fOr a given con guration corresponds to the density of states in the grand

canonical ensemble:

Nmmin+ Ny u(s"
S R Y

VN
P T(S) o7 €Xp (2.34)

SN is the set of coordinates of thé molecules in the microscopic con guration while
U(sN) is the corresponding intermolecular potential enelgyandNy, are the numbers of

water and methane molecules in the con guration.
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2.3 Molecular Dynamics

2.3.1 Ergodicity

The ergodic hypothesis, which is often invoked in statistical physics, states that an ensemble
averagehXi, is equal to an average over tinki,

17t
t

hXi = hXit = lim
! 0

lim X (t)dt (2.35)

The above equation indicates that the thermodynamic behavior can be determined from the
trajectories generated over a long peroadbtained using molecular dynamics. Using the
ergodic hypothesis, molecular dynamics is performed as follows: starting from an initial
con guration, after a time corresponding to equilibrium, the system evolves over a long
time within a speci ¢ ensemble to generate a very long trajectory. This trajectory is used

to determine the thermodynamic behavior of the system.

2.3.2 Newton's equation

Let us consider a molecular systemMvparticles. Thes@l particles have a set of mass
(my;mp;  ;my), a set of positionsrg(t = 0);ro(t = 0); ;rn(t = 0)), and a set of
velocities (1(t = 0);vo(t = 0); ;vn(t = 0)) at the timet = 0. The sampling used to
determine a time average derive from the trajectories of tNegarticles. In classical

mechanics, thedd particles obey the Newton's equation:
mifi(t) = Fit); i=12 ;N (2.36)

whereF;(t) is the force acting on the particiat timet. The forceF;(t) derives from the

potential energy (rij) arising from the interactions with all the other particles at ttme

Fi(t) = éNNiU(rij(t)); i=12 ;N (2.37)
=1
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whererij(t) = jri(t) rj(t)j is the distance between particiesnd j. Summation ovey

indicates that all the other particles interacts with particle

2.3.3 Integration scheme

In general, Newton's equation of motion does not have an analytical solution (or have
a complicated solution). Thus, several integration algorithms have been developed to
integrate the equation of motion numerically. The usual integration algorithms include: (1)

verlet algorithm; (2) leap-frog algorithm; and (3) velocity-verlet algorithm.

(1) Verlet algorithm. This algorithm updates the new positiint+ dt) at timet + dt
using the positiom(t) and forceF(t) at timet and the positiom(t dt) at time

t dt,
r(t+dt) 2r(t) r(t dt)+in:)

rt+do) r(t db)
2dt

dt?
(2.38)

v(t)

The verlet algorithm is straightforward, and requires modest memory storage capaci-

ties. However, the algorithm is of moderate precision.

(2) Leap-frog algorithm. In the leap-frog algorithm, the veloaify+ 0:5dt) at time
t+ 0:5dt is rst computed using the velocity(t 0:5dt) at timet 0:5dt and the
force F(t) at timet. Then, the positiom(t + dt) att + dt is updated using the

positionr(t) at timet and velocityv(t + 0:5dt) at timet + 0:5dt,

v(t+dt) wv(t O0:5dt)+ iﬁ?dt

(2.39)
r(t+dt)  r(t)+ v(t+ 0:5dt)dt
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The velocityv(t) at timet is updated using the average of veloaify+ 0:5dt) at
timet+ 0:5dt and velocityy(t 0:5dt) at timet  0:5dt,

v(t) %[v(t+ 0:5dt)+ v(t  0:5dt)] (2.40)

(3) Velocity-verlet algorithm. The velocity-verlet algorithm updates the position and
velocity at the same time. The positioft + dt) and velocityv(t + d) at timet + dt
are computed using the positioft), velocity v(t), and forceF (t) at timet but also

the forceF (t + dt) at timet + dt,

1F(t)

r(t+dt) r(t)+ v(t)dt+ ETdtz
vt+dt) )+ 1 F@), Ft+dy (2.41)
2 m m

In the present work, the velocity-verlet algorithm is adopted in all the molecular dynamics

simulations.

2.3.4 Thermostat and barostat

In molecular dynamics, the temperature for a molecular system is determined using the

ensemble average of the kinetic energy,
* +

3 \
SNkeT= 8 mv?2 (2.42)
i

NIl =

while the pressure is determined from the virial theorem,
* +

1 N
a Fij rij (2.43)
j>i

P=rksT+ —
r ks v

Qo=

1

wherer = N=V is the number density of particles. The factor of 3Toand 1/3 forP are

for a 3-D system.
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Most experiments are at constdnand/orP. As a result, MD simulations are usually
performed in theNPT or NVT ensemble rather than tidV E ensemble. To do so, a
thermostat and barostat are used to confr@ind P in MD simulation. Four primary

strategies can be employed,

(1) Stochastic approach. The controlling variable (e.g., velocityfois reassigned
to the preset distribution function at each MD step. For example, the Andersen
thermostat assigns the velocity of one particle (randomly chosen) to a new velocity

from the Maxwellian velocity distribution.

(2) Strong-coupling approach. The controlling variable is rescaled to an exact preset
value at each MD step. For example, the isokinetic/Gaussian thermostat rescales

the velocity of each particle using the current velocity (i.e., velocity in Newton's

. . . p
equation) multiplied by a rescaling factbr= ' TqesiredTcurrent-

(3) Weak-coupling approach. The controlling variable is rescaled towards the desired

value. For example, the Berendsen thermostat introduces a coupling parameter,

. . p
to the external bath using a rescaling fadtor =~ 1+ dt=t (TgesirecTcurrent 1) tO

control T.

(4) Extended system dynamics. This approach requires to introduce an additional
external degree of freedom that allows controllih@ndP. For example, the Nosé-
Hoover thermostat corrects the equation of motion using an additional degree of
freedom,s. This additional degree of freedosinduces a friction with a “heat bath
mass,Qn” and has the potential energy @l + 1)kgTgesiredN(S). The parameter
Qm determines the coupling strength and energy ow between the thermostat and
the molecular system. Lardgy, leads to weak coupling and it is recommended to

useQm 6NKkgT.

The different constant temperature algorithms above are given as example to illustrate
the strategies when performing MD simulation in a constant temperature ensemble such as

the canonical ensemble. The constant pressure algorithm is analogous; the Vakithe
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controlling variable and the positions of all particles are rescaled as,
P_— .
ri(t+dt)= 1 ri(t); i=12 N (2.44)

wherel = 1 kdt=3t (Pesired Peurrent) is the rescaling factot, is a coupling parameter,
andk= by V2 HWi2 =Wi is the isothermal compressibility that determines the
volume uctuations in MD simulation. In this work, andP were maintained constant

using the Nose-Hoover algorithm.

2.3.5 Details of molecular dynamics

In the context of the free energy calculations carried out in Chapter 3, Molecular Dynamics
(MD) in the isobaric—isothermal ensemble (constant number of molégukmperature

T, and pressur®) was used to determine (1) the density of methane vapor and (2) the
volume of zero-occupancy methane hydrate at different temperaftuard pressurel

(details of the free energy calculations will be discussed later in this manuscript).

To determine the thermodynamic parameters that are inputs for the Gibbs-Thomson
equation in Chapter 4, molecular dynamics in the isobaric—isothermal ensemble (constant
number of molecul®, temperaturd, and pressur®) was also used to determine the
molar volumev and enthalpy of liquid wateh", and methane hydratk’}, at bulk phase
coexistence conditionsT = T,(P). Molecular dynamics in the canonical ensemble
(constant number of molecul&, volumeV, and temperatur€) was used to determine
the solid—hydratey s and solid—liquidg_s surface tensions at bulk phase coexistence

conditions (details of the surface tension will also be discussed later).

Calculations of the physical and physicochemical properties in Chapter 5 were assessed
using molecular dynamics. (1) For bulk methane hydrate and liquid water, the thermal ex-
pansionap and isothermal compressibiliks were determined using molecular dynamics
in the isobaric—isothermal ensemble (constant number of mol&guEmperaturd’, and

pressurd). (2) Molecular dynamics at constant number of molediléemperaturd and
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pressure componeR}; was used to determine the thermal expansigpand isothermal
compressibilityktp,,) for bulk methane hydrate and liquid watexig the direction normal

to the pore surface). (3) Molecular dynamics in the microcanonical ensemble (constant
number of moleculédN, volumeV, and energ\E) was used to determine the thermal
conductivityl of bulk methane hydrate. (4) For the con ned methane hydrate and liquid
water, molecular dynamics were performed in the microcanonical ensemble for porous

solid atoms while the canonical ensemble for methane hydrate/liquid water.

All molecular dynamics simulations were performed udiddMMPS(Plimpton, 1995).
The Velocity-Verlet algorithm (Verlet, 1967) was used to integrate the equation of motion
with a total time of at least 2 ns and a timestep of 1 fs. For the ensembles with constant
temperature and/or constant pressiire?, andP,; were controlled using Nose-Hoover

thermostat/barostat with a typical relaxation time of 2 ps (Hoover, 1985; Nose, 1984).

2.4 Interaction potentials

The interaction potential), determines not only the force in molecular dynamics but
also the acceptance probability in Monte Carlo simulations. Genelhlly,molecular
simulation includes intramolecular (i.e., bonded) interactiths:.a, and intermolecular

(i.e., non-bonded) interactiondinter,

Utotal = Uintra + Uinter (2.45)

2.4.1 Intramolecular potential

The intramolecular potential maintains all atoms together within a molecule so that it de-

scribes chemical bonding. Such a strong interaction potential accounts for bond stretching,
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Upona, bond angle bendingangie and torsional rotation)ginedral,

Uintra = Ubond* Uanglet Udihedral

1 L (2.46)
Sk 1%+ Ska(@  Go)*+ ki [1+ cognf  d)]

where the rst term is for bond stretching with the alteration of the optimized bond length,
I, to a less favorable bond lengththe second term is for angle bending with the alteration

of the optimized bond angley, to a less favorable bond anglg, and the third term
corresponds to the torsional rotation and describes the interaction potential when the
number of atoms in the molecule is 4 or more (in this temns, the periodicity as rotation
repeats aroundp, f is the dihedral angle, andl is the offset of the function)k;, kg,

andks are the force constants. For each potential contribution, any change of the bond
length/angle will increase the interaction potential. In this thesis, the contribution from the
intramolecular interactions is always zeldyira = 0, since only rigid water models and a

united-atom model for methane are considered.

2.4.2 Intermolecular potential

The intermolecular potential describes non-bonded interactions, i.e., the attractive/repulsive
energies among molecules or atomic groups. It usually includes the three following con-
tributions: (1) repulsive interaction originating from the Pauli exclusion principle that
prevents the overlap of atoms; (2) electrostatic interactions (attractive or repulsive) be-
tween point charges, dipoles, quadrupoles, and multipoles; and (3) attractive/dispersion
interactions between atoms due to instantaneous multipoles. In practice, the above three
contributions are often represented using the Lennard-Jones (LJ) potential and the Coulom-

bic potential,

Uinter = Ug+ Uc (2.47)
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Lennard-Jones potential. The Lennard-Jones (LJ) potential between two atoms
and j includes a short-range repulsive contribution (the rst term in @48) and an
attractive dispersion contribution (the second term in Eq. (2.48)):

" #
12 6
Sij Sij
u(rij) = 48  —= =1 (2.48)
whererij is the distance between atomand j while g andsj; are the corresponding LJ
parameters, i.e., the characteristic energy and distance. The total LJ interaction potentials
for the whole systent), j, are truncated within a cutoff distance due to the short-range

nature of these interactions,

mn #
oyl sij ¥ s ©
Uu= a a 4e; . P (r reo) (2.49)
i=1j>i ij ij

whereN is the number of atoms. The like-atom LJ parameters are presented in Ta-
ble 2.1 of Section 2.5. The LJ parameters between unlike atoms are determined using the

Lorentz—Berthelot mixing rules, i.es; = ( &iej;) 2, sij = (Sii + Sjj)=2.

Coulombic potential and ewald summation.In addition to the above repulsion/dispersion
interactions, the intermolecular potential includes the electrostatic interaction between two
atomsi and j separated by a distancg as described via the coulombic potential,

1 dg;

2.50
4pey rij (2.50)

Uc(rij) =

whereq andgj are the atomic charges on atonasdj, respectivelygy = 8:8541878176
10 2 Fmlis the vacuum permittivity. The coulombic potential is a long-range contri-
bution but the usual simulation boxes typically have lengths of the order of nanometers.

This implies that one has to consider several periodic images to estimate accurately the
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coulombic contribution,

Ue=l8g 138 9
c=sa0 - —
2.- dpey 5 4 rii + nL
i=1 P& ' j=1]Fij J (2.51)
1
= 5 a aif ()

[
=

for a system consisting ™ atoms in a cubic box with dimensiohg= Ly= L,= L. n

is a vector of three integer numbers, ergs [0;0;1]. f (rj) = &gi(ri) is the electrical

eld generated at the position of atomi by all the other atoms in the cubic box and their
periodic images. Note that the term witk | for n =[0;0; 0] should be excluded as it
corresponds to self-interaction. In practice, the above equation cannot be considered in real
molecular simulations as it would require huge computational cost. The ewald summation

technique provides a way to correct for the small size of the simulation box:
(1) the atomi has the atomic charggd(r r;) whered(r r;) is the Dirac delta

function;

(2) a Gaussian charge distribution (with awidptrﬁ), re(fN= q(a=p)*2exp( ard),
is added for each chargé¢o make the electrostatic interaction short-ranged. Such

distribution has an integrated charge of the same magnitude but with an opposite
sign,  q;;

(3) a compensating charge distribution is used to cancel out the Gaussian charge intro-
duced in (2).

Locally, the effective charge for the atamt the positiorr in the ewald summation reads,

ri(r =lad(r r)+re® [rel” (2:52)
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wherer (r) is the total charge distribution at the position veatoiThe electrical eld,

fi(r), created by this effective charggr) at a positiorr is expressed as,

fi(r) = £3(r)+ f:(r)
. S _ L (2.53)
= 9 etcPa v I P a
Apeyr &l

wherer = jrj, erf(x) = 2—p

P o Xdtexp( t?) is the error function, andrfo(x) = 1 erf(x)

is the complementary error functiohi.s(r) is the electric eld created by the charfe 15

in Eq.(2.52)while f -(r) is the electric eld created by the charfe ]~ in Eq.(2.52) Due

to the fast decay orfo(x), i.e.,limy y erf(x) = 1, the term[ ]¥in Eq.(2.53)is a very
short-range term whose sum quickly converges in the real space (the cutoff distance is set
torc). Theterm[ ]-in Eq.(2.53)represents a long-range contribution whose sum can

be estimated in the reciprocal space (the cutoff wave vector is kgl:t(fJn'iC whereng is a

positive integer). The electrostatic potential eldg, can be rewritten as,

18 s 18
Uc = >ad aif >(ri) + —a 0if ;e o(ri)
i=1 i
1y
= - a af; (I’,)+ _a. qif |n(rl) a qif |n o(ri)
2|:1 | 2
(N diq;
= — “erfo{ ar rif<r 2.54
4p90|§116>1| ; C( ij)  (rij < rc) ( )
1 s &8 49 2
+ a a a expik (ri rj) exp —
2% o eeigicajo1 K Y 4a
a N
p3_2e0a ql

wherek is the reciprocal vector chosen so that @xgk nL) = 1.

The computational accuracy of the ewald summation depends oy anda. The

ewald summation introduces cutoff errors because of (1) the aytoffthe real-space,
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dUR, and (2) the cutofk. in the reciprocal-spaceUr,

r__
N, Tre exd (aro)?]

dur a q
i=1 Lo (arc)2

N 2p neexd (pne=al)?]

i1 al?  (png=al)?

(2.55)

dUg

Owing to the formexp( x%)=x?, these two error contributions have the same accugacy

(e= 1:0 10 ®isused in this thesis), i.ee,= exf( $°)=s°. Therefore,

a = s=rcandnc = sLa=p (2.56)

2.5 Molecular models

Methane was modeled as a single Lennard-Jones (LJ) sphere with the parameters taken
from the OPLS-UA force eld (UA stands for united-atom) (Jorgensen et al., 1984, 1996).
Water was modeled using the TIP4P model which consists of a rigid model containing

4 sites: an LJ site located on the oxygen atom, two sites corresponding to the hydrogen
atoms, and a fourth sit®l corresponding to the negative charge of the oxygen atom
located at a distanadyy from the oxygen atom toward the hydrogen atoms along the
H—O-H angle bisector. Two versions of the TIP4P water model (Vega et al., 2006), namely
TIP4P/2005 (Abascal et al., 2005) and TIP4P/Ice (Abascal and Vega, 2005) models, were
used to describe the water molecules in methane hydrate. In both water models, the water
molecule has an O—H bond length of 0.95%2nd an H-O-H angle of 104.52The LJ
potential parameters for methane and water as well as the atomic charges and distance
dowm for the two water models are given in Table 2.1. The TIP4P/2005 model reproduces
qualitatively the liquid/solid coexistence for water but with a shift in temperature (20-30

K) and in pressure (100 MPa) (Aragones et al., 2009; Vega et al., 2006). In contrast, the

TIP4P/lce model accurately reproduces the liquid/solid phase diagram for water but with



60 Statistical Mechanics and Computational Methods

some deviations in the coexistence lines for some dense ice forms (like Ice VIl and Ice

VIl (Vega et al., 2006).

Table 2.1 Interaction potential parameters corresponding to the OPLS-UA model for
methane, the TIP4P/2005 and TIP4P/Ice models for water, and the atomic model used to
describe the porous solid (solid atom). For the two water models, we also indicate the
melting temperaturé, as predicted using molecular modeling.

Model ekg(K) s(A) agu(® do(® dom(A) Tm(K)
TIP4P/2005 93.2 3.1589 0.5564 -1.1128 0.1546 252.2
TIP4P/Ice 106.1 3.1668 0.5879 -1.1758 0.1577 272.2

methane 147.5 3.7300 -- -- -- --

solid atom 65.55 3.5810 - - -- -- --
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In this chapter, different molecular simulation strategies are considered to assess
the thermodynamics of bulk methane hydrate. First, for two different water models —
TIP4P/2005 and TIP4P/Ice —, free energy calculations based on the Einstein molecule
approach developed by Vega and coworkers (Noya et al., 2008; Vega et al., 2008) are
used to determine the pressure—temperature phase diagram of methane hydrate (in all
simulations, methane is treated using a coarse-grained model known as the united-atom
model). More precisely, the stability conditions for three pressures are deterrRired;

10 and 100 atm. For each pressure, in addition to determining the temperature range where
methane hydrate is stable, the methane occupancy of the hydrate is also estimated and the
non negligible effect of the approximation used to treat methane vapor (exact equation of
state as probed using molecular simulation versus thermodynamic integration from an ideal
gas) is discussed. While free energy calculations obviously constitute the most rigorous
scheme to determine the phase diagram of such complex phases, less demanding strategies
is also considered in a second step. First, we consider the direct coexistence method
in which one generates an initial con guration where both liquid water and methane
hydrate coexist to determine using molecular simulation the nal, stable phase for many
temperature and pressure conditions. While the direct coexistence method has already been
used to investigate the thermodynamic stability of methane hydrate (Conde and Vega, 2010;
Michalis et al., 2015), here a novel version is proposed; both water and methane are treated
in the Grand Canonical ensemble using Monte Carlo simulations to account for large
variations in the number of molecules upon melting and formation of the hydrate. Second,
we also consider hyper parallel tempering molecular simulations in which several replicas
of the system, taken at different temperatures and chemical potentials, are considered in
parallel (following the work by De Pablo and coworkers, these simulations are referred
to hyper parallel tempering rather than parallel tempering as the system is treated in the
Grand Canonical ensemble) (de Pablo et al., 1992; Yan and de Pablo, 1999, 2000). While
this method has been already used for simulating solid—liquid phase diagrams of con ned
mixtures (Coasne, 2005; Coasne et al., 2004), it is the rst time that such a hyper parallel

tempering strategy is considered for methane hydrate.



3.1 Molecular structure of methane hydrate 63

The remainder of this chapter is organized as follows. In Section 3.1, the Monte
Carlo algorithm to generate methane hydrate with structure sl is presented. In Section 3.2,
general considerations regarding the liquid—hydrate—vapor phase equilibrium is presented.
In Section 3.3, free energy calculations of methane hydrate are rst presented to determine
the phase diagram of methane hydrate for the two water models selected in this work. In
this part, we also determine the chemical potential for each species as well as methane
occupancy for the different pressure/temperature coexistence conditions. In Section 3.2,
we also present the stability conditions obtained using the direct coexistence method and
the hyper parallel tempering method. The results obtained using the different methods
above are compared with experimental data as well as data obtained in previous theoretical

works. In Section 3.4, some concluding remarks are presented.

3.1 Molecular structure of methane hydrate

Figure 3.1 shows a molecular con guration of methane hydrate corresponding @ 2

2 unit cells of the sl structure (the unit cell has a length of 1.1877 nm). This section
describes the strategy used to generate such a molecular con guration of methane hydrate
from the experimental crystallographic data. For methane hydrate, three criteria should be
veri ed (more details can be found in Section 1.1.1): (1) proton disorder, (2) ice rules also
known as Bernal-Fowler rules, and (3) zero dipole moment. To build a molecular structure
obeying these criteria, we followed the stochastic strategy proposed by Buch et al. (Buch

etal., 1998).

1. A cubic box with dimensiongy = Ly = L, = 2:3754nm, corresponding ta
2 2unit cells, is constructed by rst placing the oxygen atoms according to the

experimental X-ray crystallographic data (Kirchner et al., 2004).

2. In order to comply with the ice rule, each pair of nearest neighbor oxygens must
share a hydrogen atom which belongs either to the rst or second oxygen atom.

In what follows, the two oxygen atoms in each O-O pair are labelleadr@ G.
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Initially, a hydrogen atom is randomly assigned either §00DO, for each O-O pair.

The distance from the selected oxygen atom to this hydrogen atom is set according
to the chemical O—H bond length of the TIP4P water modgl = 0:09578nm.

Due to the random assignment of the hydrogen atoms, the initial structure obtained
according to this strategy is unrealistic; oxygen atoms are coordinatédt®, 1,

2, 3 or 4 hydrogen atoms (obviously, coordination numib&ré 2 are not physical).

3. The following stochastic/Monte Carlo approach is then performed to relax these
non-physical coordination numbers and reach realistic con gurations Were2
for all oxygen atoms. An O-O pair is randomly chosen. If the hydrogen atom
is bonded to @ (O), attempt is made to transfer the hydrogen atom $d@).
This move is accepted or rejected based on the change in the absolute difference in
coordination numberBN, = jNg)1 Ng)zj. More precisely, the move is accepted if
the change in the absolute difference in coordination nunib@dsl;) < 0 (because
this leads overall to con gurations with oxygen atoms having the same coordination
numbers i.eN; = 2). The move is accepted with a probability 0.9DN;) = O.
In contrast, the move is rejected{DN;) > 0. Such moves are attempted until
each oxygen atom is linked to two hydrogen atoms (in practice, 20000 moves are
performed as it is found suf cient to reach physical con gurations for the system

size considered in this work).

The strategy above, which is illustrated in Figure 3.2, is repeated 20000 times to obtain
20000 possible con gurations for methane hydrate. For each con guration, we compute
the total dipole momenp = éi’ilqiri, whereq; andr; are the charge and position of the
th atom (N is the total number of atoms in the system). Among these 20000 con gurations,
we eventually select the con guration with the smallest dipole moment (typigadty10 °
D). Finally, the methane molecules (64 methane molecules fa th2 2 primitive cell)
are inserted into the hydrate cages. The addition of methane molecules does not change

the dipole moment of the methane hydrate structure owing to its non polar nature.
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Figure 3.1 (color online) Molecular con guration of methane hydrate with structure sl.
The red and white spheres are the oxygen and hydrogen atoms of water, respectively. The
gray spheres are the methane molecules which are trapped inside the hydrogen-bonded
cages formed by water molecules (1 methane molecule for 8 water molecules). The
dimensions of this molecular con guration, which corresponds to2 2 unit cells, are:

Lx= Ly= Lz= 2:3754 nm.

3.2 Liquid—Hydrate—Vapor equilibrium

3.2.1 Phase coexistence conditions

Methane hydrate (H) is a binary mixture of wates @nd methanen{) that coexists with
liquid water (L) (or ice at suf cient lowT) and methane vapor (V) in speci ¢ temperature
T and pressur® ranges (i.e., for a giveR, there exists & at which the three phases
L—H-V coexist — the hydrate phase being stable atTdlnigh P). At P andT where the
three phases coexist, the chemical potenti@ildor each species € w, m) in all phases
(F = L, H, V) are equal.nf at givenT andP varies with the methane and water mole
fractions &v andxy, respectively) so that L-H-V equilibrium depends alsaxgrand

Xw (Huo et al., 2003; Sloan, 2003). Singg= 1 Xy, for a binary system, the L-H-V

equilibrium condition can be expressed uskgonly:

(% T;P) = nfd(m; T;P) = Y (xm; T; P)
(% T;P) = nfi(n; T;P) = mY,(xm; T; P)

(3.1)
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Figure 3.2 Stochastic algorithm to generate methane hydrate molecular con gurations
with sl structure (Buch et al., 1998): (1) set the oxygen positions according to the experi-
mental X-ray crystallographic data (Kirchner et al., 2004); (2) generate proton disorder by
randomly assigning a hydrogen atom to one of the oxygen atoms in each O-0O pair (step
); (3) use a stochastic MC algorithm to verify the ice rules (step Il); (4) repeat steps |
and Il 20000 times to generate as many con gurations and select the con guration with
minimum dipole moment (step Ill); and (5) insert the methane molecules into the cages of
the methane hydrate (step V). The red and white spheres are the oxygen and hydrogen
atoms of water, respectively. The gray spheres are the methane molecules. The dimensions
of the system shown here adrg= Ly = L, = 2.3754 nm which correspond o 2 2

unit cells.

Such L-H-V equilibrium can be recast as 2 two-phase coexistence conditions: (1) liquid

water—methane hydrate (L—H) and (2) methane hydrate—methane vapor (H-V):

g (Xm; T;P) = 0 (Xm; T; P)
M (%m; T;P) = My (Xm; T; P)

(3.2)

As indicated by the experimental Henry constagt ( 0.003—-0.001 for methane in liquid
water at 100 bar fofl ranging between 275 and 310 K) (Harvey, 1996; Harvey and
Sengers, 1990), the solubility of methane in liquid water is very low so that the effect
of methane on the chemical potential of water in the liquid phase can be neglected, i.e.
mE(Xm  O;T;P) n§(xm= 0;T;P) (Docherty et al., 2006; Jensen et al., 2010). Similarly,
the chemical potential of methane in the vapor can be approximated by that of pure methane

vapor, i.e.mY.(xm L, T;P)  mY(xm= 1;T;P). With these approximations, the L-H-V
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coexistence conditions de ned in Egs. (3.2) become

n(m = 0; T;P) = nf (Xm; T; P)

M (xm; T;P) = mY(xm= 1;T;P)

(3.3)

The description above shows that determining phase coexistence requires to estimate
the four following chemical potentialst (xm; T; P), ! (Xxm; T; P), n§;(xm = 0; T;P), and

mY(%m = 1L, T;P).

3.2.2 Estimation of the different chemical potentials

In the previous section, it was shown that the following chemical potentials are re-
quired to estimate rigorously L-H-V phase coexistenog(xm; T;P), nf!(xm;T;P),
nk(Xm = 0;T;P), andmY (xn = 1;T;P). The next paragraph shows that the two chemical
potentials for pure phases}(xm = 0;T;P) andmY(xm = 1;T;P), can be estimated in

a straightforward way. In contrast}!(xm; T;P) andng!(xm; T; P) will be estimated in a

second step using free energy calculations.

mY (xm = 1;T;P) and nf;(xn = 0;T;P). The chemical potential of methane in the
vapor phaseny,(T;P) was computed using its equation of state determined as follows. At
a givenT, isobaric-isothermal MD simulations are performed to determine the density
of methane as a function of pressure, itgy(T;P). In parallel, GCMC simulations are
performed to determine the relation between the chemical potential and density of methane
vapor, i.e.r m(mY; T). By inverting these two relationships, one obtaip§T;P) as a
function of T andP. Table 3.1 displaysy,(T;P) for the variousT andP considered in

this work.

The chemical potential of pure liquid wates;(xm = 0;T;P), at givenT andP can be

estimated using the Gibbs-Duhem equation:

Nidnf = SdT+ VLidP (3.4)
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Table 3.1 Chemical potentiahy,(xm = 1;T;P), and fugacity,f, of methane vapor for the
OPLS-UA methane model. All chemical potentials are normalized to the thermal energy,
ksT. Absolute uncertainties for the chemical potentials are smaller thah034,

p=1atm p= 10 atm p= 100 atm
T/K f(bar) o f (bar) rer f (bar) o

180 1.0009 -13.4927 9.4291 -11.2497 29.2235 -10.1186
190 1.0021 -13.6266 9.4609 -11.3815 38.9995 -9.9652
200 1.0074 -13.7496 9.6774 -11.4871 44,7003 -9.9570
210 1.0122 -13.8668 9.6409 -11.6129 52.0088 -9.9275
220 1.0081 -13.9871 9.7581 -11.7171 58.5239 -9.9258
230 1.0121 -14.0943 9.7937 -11.8246 64.1186 -9.9456
240 1.0132 -14.1996 9.8883 -11.9214 68.8134 -9.9813
250 1.0147 -14.3002 9.8559 -12.0267 72.6275 -10.0294
260 1.0155 -14.3975 9.9965 -12.1106 76.4827 -10.0758
270 1.0116 -14.4957 9.9077 -12.2139 78.9855 -10.1379
280 1.0152 -14.5830 9.8759 -12.3080 81.7055 -10.1950
290 1.0162 -14.6698 10.0320 -12.3801 84.0855 -10.2540
300 1.0203 -14.7505 10.0357 -12.4644 85.7526 -10.3191
310 1.0195 -14.8333 9.9720 -12.5528 87.8612 -10.3768
320 1.0164 -14.9156 10.0045 -12.6289 89.3645 -10.4392
330 1.0127 -14.9962 10.0725 -12.6991 90.7896 -10.5003
340 1.0111 -15.0724 10.0968 -12.7713 91.8352 -10.5635
350 1.0187 -15.1375 10.0219 -12.8512 92.8797 -10.6247

whereS;, Nk, andV}; are the entropy, number of water molecules, and volume of the
liquid phase. If one assumes that the densffy= NL=V,; of liquid water is constant
(incompressible liquid), integration of the Gibbs-Duhem equation at constant temperature

T = Tp leads to:

Po

 AT.DY — P P
M (Xm= 0;To;P) = nf(Xm= 0; To; Py) + r(ToP)

(3.5)

It is convenient to take the L—V phase coexistence of waigP) as a reference state

since it is well-known for the different water models considered in this work (\Vega et al.,
2006). In particular, for the temperature and pressure ranges considered here, water vapor
along the L-V coexistence line can be treated as an ideal gas so that the chemical potential
at coexistence is readily obtained from the bulk saturating vapor presg(ie; ) =
m(To:P) = keToln PoL3=keTo (L = h="

Planck constant anth the molecular mass of water). Table 3.2 shows the chemical

2pmikgT is the thermal wavelength with
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potential of water as a function df andP (both the data for TIP4P/2005 and TIP4P/Ice

are shown).

Table 3.2 Chemical potential of liquid water};,(T;P). All chemical potentials are nor-
malized to the thermal energgg T. Absolute uncertainties for the chemical potentials are
smaller than 3 10 2.

water P=1atm P= 10 atm p= 100 atm
model T/K  PRuiple f (Pa) o f (Pa) o f (Pa) b
TIPAP 180 2.371E-09 2.37E-04 -33.53  2.40E-04 -3352  2.68E-04 -33.40
/2005 190 2.090E-08 2.09E-03 -31.49  2.11E-03 -31.47  2.35E-03 -31.37
200 1.400E-07 1.40E-02 -29.71  1.42E-02 -29.70  1.56E-02 -29.60
210 7.482E-07 7.49E-02 -28.16  7.56E-02 -28.15  8.31E-02 -28.05
220 3.314E-06 3.32E-01 -26.79  3.35E-01 -26.78  3.67E-01 -26.69
230 1.254E-05 1.25E+00 -25.57  1.27E+00 -25.56  1.38E+00 -25.47
240 4.147E-05 4.15E+00 -24.48  4.19E+00 -24.47  4.55E+00 -24.38
250 1.223E-04 1.22E+01 -23.50  1.23E+01 -23.49  1.34E+01 -23.41
260 3.268E-04 3.27E+01 -22.61  3.30E+01 -22.60  3.56E+01 -22.53
270 8.010E-04 8.02E+01 -21.81  8.08E+01 -21.80  8.69E+01 -21.73
280 1.821E-03 1.82E+02 -21.08  1.84E+02 -21.07  1.97E+02 -21.00
200 3.876E-03 3.88E+02 -20.41  3.91E+02 -20.41  4.18E+02 -20.34
300 7.781E-03 7.79E+02 -19.80  7.84E+02 -19.79  8.38E+02 -19.73
310 1.483E-02 1.48E+03 -19.24  1.49E+03 -19.23  1.59E+03 -19.17
320 2.698E-02 2.70E+03 -18.72  2.72E+03 -18.71  2.89E+03 -18.65
330 4.711E-02 4.71E+03 -18.24  4.74E+03 -18.23  5.04E+03 -18.17
340 7.922E-02 7.93E+03 -17.79  7.97E+03 -17.79  8.45E+03 -17.73
350 1.288E-01 1.29E+04 -17.38  1.30E+04 -17.37  1.37E+04 -17.32
TIP4P 180 5.051E-11 5.06E-06 -37.38  5.11E-06 -37.36  5.72E-06 -37.25
lce 190 6.058E-10 6.06E-05 -35.03  6.13E-05 -35.02  6.81E-05 -34.91
200 5.283E-09 5.29E-04 -32.99  5.34E-04 -32.98  5.91E-04 -32.88
210 3.549E-08 3.55E-03 -31.21  3.59E-03 -31.20  3.95E-03 -31.10
220 1.920E-07 1.92E-02 -29.63  1.94E-02 -29.62  2.12E-02 -29.53
230 8.664E-07 8.67E-02 -28.24  8.75E-02 -28.23  9.55E-02 -28.14
240 3.352E-06 3.36E-01 -26.99  3.38E-01 -26.98  3.68E-01 -26.90
250 1.137E-05 1.14E+00 -25.87  1.15E+00 -25.86  1.24E+00 -25.78
260 3.446E-05 3.45E+00 -24.86  3.48E+00 -24.85  3.75E+00 -24.78
270 9.465E-05 9.47E+00 -23.95  9.54E+00 -23.94  1.03E+01 -23.86
280 2.386E-04 2.39E+01 -23.11  2.41E+01 -23.10  2.58E+01 -23.03
200 5.581E-04 5.59E+01 -22.35  5.62E+01 -22.34  6.03E+01 -22.27
300 1.221E-03 1.22E+02 -21.65  1.23E+02 -21.64  1.32E+02 -21.57
310 2.520E-03 2.52E+02 -21.01  2.54E+02 -21.00  2.71E+02 -20.94
320 4.934E-03 4.94E+02 -20.42  4.97E+02 -20.41  5.29E+02 -20.35
330 9.216E-03 9.22E+02 -19.87  9.28E+02 -19.86  9.86E+02 -19.80
340 1.650E-02 1.65E+03 -19.36  1.66E+03 -19.36  1.76E+03 -19.30
350 2.845E-02 2.85E+03 -18.89  2.86E+03 -18.88  3.03E+03 -18.83

! (xm; T; P) and n{! (xm; T; P). While the chemical potentials for pure phases (L and

V) are rather easy to assess/(xm; T;P) and nf!(xm; T;P) must be computed using a
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more complex formalism which requires to combine SGMC simulations and free energy
calculations. Let us consider a methane hydrate made Np, aiethane molecules and
Ny water molecules at giveh andP. For this system, an in nitely small change in the

internal energy d writes:

dU = TdS PaV+ mfldNm+ nf/dN, (3.6)

whereV andSare the volume and entropy of the methane hydrate, respectively. Legendre

transformation otJ with respect t&5, V, N andNy, leads to:

U=TS PV+ nfiNn+ niiNy (3.7)

By comparing Eq. (3.6) with the derivative of Eq. (3.7), one obtains:

Npdnfl = ST+ VdP  Npdni! (3.8)

which is the Gibbs—Duhem equation for a binary mixture. Considering\has constant

in methane hydrate (owing to its crystalline structure), one can integrat€mB)at
constanfT andP to obtain the changBng! in the chemical potential for water between the
zero-occupancy and occupied methane hydrate (i.e., as the methane mole fraction increases

from 0 toXy):

Z rr#](xm)
Onfi =m0 Miom= 0= o NIy (3.9)

NW r"’H(Xm: 0)
While N, can be determined as a functionrdﬂ using SGMC simulations as described
in Section 2.2.3, the later equation shows that determining the chemical potential of
watern! in the hydrate phase requires to estimate the same chemical potential in the
zero-occupancy hydrate phasg(xm = 0). The determination off!(xm = 0) is not

straightforward and requires free energy calculations that are reported in the next section.
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3.3 Phase diagram of methane hydrate

3.3.1 Free energy approach

Einstein molecule method.In Section 3.2, it was shown that determining the condition
for L-H-V phase coexistence requires to estimate the chemical potentials for water in
the liquid and hydrate phases and for methane in the vapor and hydrate pijgsas=
0;T;P), mfl(xm; T;P), m¥(xm = L, T;P) andnf!(xm; T;P). While the estimation of the
chemical potentials for the pure phasggxm = 0;T;P) andmY(xm = 1;T;P) and for
methane in the hydrate phasg (xm; T; P) does not raise important technical issues, the
estimation of the the chemical potential for water in the hydrate phijég,; T;P) is

not straightforward. However, as shown at the end of Section 31 &q; T;P) can be
estimated from its value in the zero-occupancy hydngté, = 0;T;P) (See Eq(3.9)).

By noting that the chemical potential is de ned as the Gibbs free energy per water molecule
il (xm= 0;T;P) = GH(xm= 0)=Ny, the chemical potential of water in the zero-occupancy

methane hydrate can be estimated from the Helmholtz free eAigy, = 0):

Gy(xm=0) _ Aj(xm= 0)+ PV

TTW(Xm: 0)= Ny Ny

(3.10)

where the contributiorPV is determined using molecular dynamics in the isobaric-

isothermal ensemblIdPT).

In this section, we estimat&!(xm = 0) using free energy calculations based on the
Einstein molecule approach developed by Vega and coworkers (Conde et al., 2016; Vega
et al., 2008). This technique, which derives from the Einstein crystal approach, consists
of estimatingA!(xm = 0) along a reversible thermodynamic path linking the real solid
to an Einstein molecule; the Einstein molecule is an ideal crystalline structure without
any intermolecular interactions in which each molecule is attached to its reference lattice
position and orientation by a harmonic potential. The canonical partition function and free

energy of this reference state are known analytically. For technical reasons, it is convenient
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to compute the partition function of the Einstein molecule with one of its molecules at a

xed reference position (it should be noted that the position of this reference molecule is

constant but molecular rotation is allowed).

Figure 3.3 shows the thermodynamic path used in the Einstein molecule approach

to determine the free energy of the zero-occupancy methane hydrate. Throughout the

manuscript, the superscript * indicates that the system has one of its water molecules at a

xed position (this molecule is shown by the big pink '+’ sign in Figure 3.3). The reversible

integration path considered in the Einstein molecule approach consists of four steps which

transform the ideal Einstein molecule into the zero-occupancy methane hydrate:

1. Let us start from the non-interacting Einstein molecule (A) whose free energy

Aa is known analyticallyAa = ksTInQa whereQp is the canonical partition
function of the non-interacting Einstein molecule. The rst step in the Einstein
molecule approach consists of xing the position of one of its water molecules
to form a constrained, non—interacting Einstein molecAle)( The free energy
change corresponding to this transformation is SimpAa ax = Aax Aa =
ksTIn V=L3 whereV is the volume of the Einstein molecule ahdhe thermal

wavelength of the water molecule;

. The constrained, non-interacting Einstein molecule (A*) is transformed into the

corresponding interacting Einstein molecule (B*) by adding the intermolecular
potential energy between water molecules (which includes the Lennard-Jones and
Coulomb potentials as described in Chapter 2). That is, the interacting Einstein
molecule consists of the non-interacting Einstein molecule and the intermolecular
interactions of water—water. In this step, both the non-interacting and interacting
Einstein molecules have one of their water molecules at a xed position so that both
of these structures are referred to as “constrained”. The free energy difference along
this stepDA; = Agx  Aa+, is determined using a perturbation treatment described

below.
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3. The constrained interacting Einstein molecule (B*) is transformed into the corre-
sponding constrained, zero-occupancy methane hydrate (C*) by gradually switching
off the harmonic potentialda that attach the water molecules to their reference
lattice position in the Einstein molecule. The free energy difference in this step,

DA, = Acx  Ag+, is determined by thermodynamic integration as described below;

4. The zero-occupancy methane hydrate (C) is obtained from the constrained, zero-
occupancy methane hydrate (C*) by releasing the constraint over the xed water
molecule. The free energy change for this step simply wi#s ¢ = Ac Ac* =

keTIn V=L3 .

The thermodynamic path above allows writing the free energy of the zero-occupancy

methane hydrate as

Ac= An+(Aar An)+(Ag+ Aas)+(Acx Ag)+(Ac Acr)

v v (3.11)
= Apt kBTInF+ DA; + DA, kBTInF = Ap+ DAL+ DA

where it used that constraining (step 1) and unconstraining (step 4) the position of one
reference water molecule in the thermodynamic path cancel out. While these free energy
calculations should not depend on a speci ¢ choice for the Einstein molecule (provided a
reasonable con guration is used), we followed here the annealing approach suggested by
Noya and coworkers (Noya et al., 2008). First, the Einstein molecule is selected with a
volume identical to that of real methane hydrate as obtained using isobaric—isothermal MD
simulations aP = 1, 10, and 100 atm. Then, a simulated annealing strategy (canonical
ensemble) is used to determine the nal con guration; the temperature is decreased
from T = 180 K to 1 K with temperature steps of 10 K. E§.11)shows that only the

three following contributions must be calculated to determine the free energy of the zero-
occupancy methane hydrais, DA; andDA,. In the rest of this subsection, we determine
these three contributions before gathering all the data to estimate the free energy of the
zero-occupancy methane hydréte= Afl(xm = 0) and the chemical potentiaig] and

m! in the real (i.e., methane occupied) methane hydrate.
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Figure 3.3 Thermodynamic path used in the Einstein molecule approach to calculate the
free energy of the zero-occupancy methane hydfae Orange and green spheres are
the oxygen and hydrogen atoms of water, respectively. The green box shows the periodic
boundary conditions of the simulation cell. The superscript * indicates that the system
has one of its water molecules at a xed position shown by the big pink '+ sgge (

tex)). A is the free energy of the non-interacting Einstein molecule whileis the free
energy of the same system with one of its water molecules at a xed posiigns the

free energy of the interacting Einstein molecule with one of its water molecules at a xed
position. Ac+ is the free energy of the zero-occupancy methane hydrate with one of its
water molecules at a xed position whik: is the free energy of the same system without
xing any water molecule positions. Constraining a water molecule position (3 degrees of
freedom) increases the free energyk¥ In V=L?3 . The change in free energy between

the non-interacting and interacting Einstein moleculBAs = Ag« Aa+. The change

in free energy between the constrained interacting Einstein molecule and the constrained
methane hydrate BA; = Acx  Ag+ (see text

Free Energy Aa of the non-interacting Einstein molecule.Water molecules in the
non-interacting Einstein molecule (A) are attached to their reference lattice position and

orientation through harmonic potentials so that its potential energy writes:

Un(Risfaisfo) = 178 (R RO+ 1 R [(SirPf i+ fpﬂz)l (3.12)
i=1 i=1
where the sum runs over each moleduté theN molecules in the system. The rstterm
in Eq. (3.12) corresponds to harmonic potentials acting on each molecule poBiion
with an equilibrium position de ned as the reference posiﬂfé??. Similarly, the second
term in Eq.(3.12)corresponds to harmonic potentials acting on each molecule orientation
de ned by two vectorsa andb with equilibrium vectorsai(o) andbi(o) corresponding to

the reference molecule orientation. As shown in Figure A.1 of the Appendix A, the two

orientation vectors can be choseraas(11 12)5l1 1) andb = (11+ I2)5l1 + 1) where
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l1 andl, are the vectors along the O—H bonds in the water molecule. For each water
moleculel, f i = coga; a1-(0)) andf ; = coqb; bi(o)). Following previous works (Jensen

et al., 2010; Vega and Noya, 2007; Vega et al., 2008; Wierzchowski and Monson, 2007),
the spring constants 1da (Ri; f ai;f p:i) were selected aL':R:kBTA2 = | 1=kgT = 25000

(note that when reasonable choices are made for these parargterdependent of

these values as harmonic oscillators only depend on temperature).

The Helmholtz free energia of the non-interacting Einstein molecule, which can be
computed from its canonical partition functi@p, subdivides into a translatioln.t and

a rotationAa-r contributions:

An _ InQa _ AarT N AaR

NkeT N NksT NkgT (3.13)

where all free energy contributions are normalized to the total thermal eNdgJy. As

shown in Section A.2 of the Appendix A, these two contributions can be expressed as:

_ 3 2
AnT = EIn —NL + § 1 1 In L1
Nkg N \Y 2 N ksTp
, (3.14)
3In L4l T
N ¥ 2 kBTp
Z Z
AnR 1 I R 5 1 | R
'~ = |In ex —(1 x°) dx ex — d 3.15
Nk , P (X)) | &P kBTy2 y (3.15)

Calculations based on these expressions, including numerical integration (¥. Egj,
can be found in Section A.2 of the Appendix A and leadAigr=(NksT) = 29:43,
Ae.r=(NksT) = 16:01. These values are fully consistent with those reported by Vega

and coworkers for hexagonal ice (Vega et al., 2008).

Free energy differenceDA;. The free energy chand®?; = Ag» Aa+ between the
non-interacting and interacting Einstein molecules is estimated through a perturbation

approach. One can write that the potential energy in the interacting Einstein mdlicule
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is the sum of the non-interacting Einstein moleduje and the intermolecular potential
energyJ, i.e.,Ug = Ua + U. Forlargel randl 1,U << Ug  Ua and a perturbation

treatment allows determininigA; from an average over a canonical distributiom

DAL _ 1In ex
NkeT ~ N P

— 3.16
keT NV T ( )

In fact,U is not small since the intermolecular potential energy in the reference lattice
U is not negligible. To overcome this technical problem, one can estibfst¢hrough
a perturbation approach in which one considérs U9 . With this approach, E(3.16)

becomes:

* |+
DA u@ 1 u u©

NkeT - NigT N &P o7

(3.17)
NVT

In practice, Monte Carlo simulations in the canonical ensemble (CMC) are used to
estimate the canonical average de ned in E817) Figure 3.4(a) showBA:(T;P) as
a function of temperatur€ for a pressur® = 100 atm (data for other pressures are not
shown for the sake of clarity). Both the results for TIP4P/2005 and TIP4P/Ice are reported.
As expectedPA;(T;P) is negative since the intermolecular potential in the interacting
Einstein molecule (which stabilizes the structure) decreases its energy and therefore its
free energy. Moreover, upon increasing the temperalkgT; P) is less signi cant as

the thermal energy and entropy contribution become more important.

Free energy differenceDA,. The free energy chang@A, = Acx Ag+ between
the constrained interacting Einstein molec&) and the constrained zero-occupancy
methane hydrated*) is estimated by means of thermodynamic integration. More precisely,
we considers a hybrid potential that depends linearly on the potential ener@&sof
C*
U(l)=(1 1)Uc++1Ugs=U+1I Uns (3.18)
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Figure 3.4 Free energy changB#; (a) andDA; (b) and free energi! (xn = 0) of the
zero-occupancy methane hydrate (c) as a function of temperkt(aiédata reported here

are forP = 100 atm). The empty and closed circles are for the TIP4P/Ice and TIP4P/2005
water models, respectively. Free energies are normalized to the total thermal energy
NksT. DA; = Ag+ Aax is the free energy difference between the non-interacting and
interacting Einstein molecules (corresponding to the zero-occupancy methane hydrate).
DA, = Ac+ Ag: is the free energy difference between the interacting Einstein molecule
and the zero-occupancy methane hydrate. Except for the zero-occupancy methane hydrate
in (c), all systems are constrained with one of their molecules having a xed reference
position.

wherel is a coupling parameter. The second equality in the equation above is obtained
by noting thalUg» = Ua+ + U andUc+ = U. Thermodynamic integration is performed by
varying in nitesimally| from 0 to 1 (so that the hybrid system considered in BdL8)

varies slowly fromB* to C*). Within this framework,DA, can be obtained from the

following integration:

DA,

Ac Ag = [A(l =0) Al =1)]
Z, Tu() Z, (3.19)

= dl = dl HJaxi
0 Tl W 0 ANy Tl

whereh iyy7 denotes canonical averages over a system with a hybrid potential energy
U(l ) sampled using Monte Carlo simulations. In practice, integration in the equation
above is performed for severhlin the range of [0,1] (the 31-point Gauss-Legendre

integration method was adopted).
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Figure 3.4(b) show®A,(T;P) as a function of temperature for a pressurd® =
100 atm (again, data for other pressures are not shown for the sake of clarity). Like for
DA1(T;P), both the results for TIP4P/2005 and TIP4P/Ice are repor@h(T;P) is
negative since removing the harmonic potential contributions (necessarily positive) when
switching fromB* to C* leads to lower energies and hence free energies. Finally, as the
temperature increaseBA,(T; P) becomes less pronounced as the entropy contribution

becomes more important.

Proton Disorder Correction. While oxygen atoms occupy well-de ned positions in
a zero-occupancy hydrate, hydrogen atoms uctuate and lead to signi cantly disordered
water molecule orientations (known as the proton disorder rule discussed above). As a
result, an additional contribution to the free energy of the zero-occupancy methane hydrate
must therefore be considered to account for such proton disorder. This proton disorder
correction, which is independent of the molecular interaction potential considered, can be

approximated as the residual entropy of ice Nagle (1966); Vega et al. (2008):

Adisorder _  Sisorder =  InW (3.20)

NksT Nks

Using the values reported by Nagle§0683< W < 1:50687% Nagle (1966), one obtain a

proton disorder correctioAgisorge=Nks T 0:41.

Chemical potential of water and methane in methane hydrateng! and nj. Fig-
ure 3.4(c) shows the free energy of the zero-occupancy methane hjffiatg= 0) as a
function of temperatur&. This contribution was obtained using §8.11)from the calcu-
lations of the free energhd! (xmn = 0) and the free energy chang@a; andDA,. Thanks to
this free energy curve, we obtain readily the chemical potential of water in zero-occupancy
methane hydratef](xn = 0;T;P) using Eq(3.10) Oncen{!(xm= 0;T;P) has been ob-
tained using free energy calculations, several SGMC simulations need to be performed to
determine the methane occupamdy (expressed as the number of methane molecules per
methane hydrate unit cell) as a function of the chemical potential of metijaae givenT

andP. Figure 3.5 shows the methane occupancy as a functiof @t T = 250 K andP =
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100 atm (similar data were obtained for otleandP). These results, which are consistent
with those reported by Wierzchowski and Monson (Wierzchowski and Monson, 2007),
shows that the methane occupancy increases rapidlymgjtand then plateaus as the
methane occupancy reaches its maximum. Fifty different chemical potemtjal®re con-
sidered in the SGMC simulations to determine the methane occuhag a function of
chemical potentiain, (See Figures A.4 and A.5 of the Appendix A). To determine the cor-
rectionDn{ (xm; T; P) to the water chemical potential due to methane occupancy, the data
Nm(mm) were interpolated using a cubic interpolation procedure to of2t&in 10° points.
Thanks to such nely desecrated data, we could estimate very accurately the contribution
to the water chemical potential due to methane occupancy using the simple trapezoidal
rule. Such a numerical integration leads to error bars that are at n20stL0 ° for the
correction term. While the calculations above can be considered very accurate, possible
size effects due to the nite size of the methane hydrate considered. However, considering
that the system size in thisworR ( 2 2 methane hydrate unit cell) allowed one to use

a large interaction cutoff, nite size effects are believed to be negligible. Figure 3.5 also
shows the correction ter@nf = nf!(xm) N (xm= 0) = ﬁ Rﬁ”ﬁ((xﬁ":;g;?m Nmdmy, as a
function of methane occupandy,. As expectedDn{! is small as the chemical potential of
water is not very sensitive to the methane occupancy (due to the fact that water density in
hydrate does not change signi cantly with the methane occupancy and that water weakly
interacts with methane). For the differéhtandP considered in this work, the chemical
potential of water in methane hydrate is obtained by adding the correction term due to
methane occupancy to the chemical potential for the zero-occupancy hydrate. The chemical
potentials of water in the methane-occupied hydragg,in the temperature range=
180-350K and foP = 1, 10, 100 atm are shown in Figures A.4 and A.5 of the Appendix A
(which correspond to the data for TIP4P/2005 and TIP4P/Ice, respectively). Figure A.6 of
the Appendix A also shows the different contributions to the water chemical potential: free
energy of the zero occupancy hydrate, pressure-volume term, proton disorder correction

and correction due to methane occupancy.
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Table 3.3 Free energy contributions of zero-occupancy methane hydga(ey, = 0;T;P).

2 Absolute error bar is less than 0.088The error bar is negligible as it smaller than
the last digit shown (high accuracy of the Gauss-Legendre formfufapton disorder

correction is already included here.

water K r NAkéTa N/IZTb N?(:TC mi=keT =k ) =keT
model P=1latm P= 10atm P= 100 atm
TIP4P 180 25.8835 -41.0685 -17.7439 -33.3149 -33.3134 -33.3000 -33.1664
/2005 190 25.8024 -38.9023 -17.8783 -31.3642 -31.3628 -31.3501 -31.2233
200 25.7255 -36.9117 -18.0376 -29.6098 -29.6084 -29.5963 -29.4755
210 25.6523 -35.1278 -18.1918 -28.0532 -28.0520 -28.0404 -27.9249
220 25,5825 -33.5345 -18.2980 -26.6360 -26.6348 -26.6237 -26.5136
230 25,5158 -32.0754 -18.4169 -25.3625 -25.3613 -25.3507 -25.2446
240 25.4520 -30.7312 -18.5484 -24.2136 -24.2124 -24.2023 -24.1006
250 25.3907 -29.4746 -18.6645 -23.1343 -23.1333 -23.1235 -23.0258
260 25.3319 -28.3381 -18.7843 -22.1764 -22.1754 -22.1660 -22.0718
270 25.2753 -27.2826 -18.8799 -21.2732 -21.2722 -21.2631 -21.1724
280 25.2207 -26.2871 -19.0000 -20.4523 -20.4513 -20.4425 -20.3549
290 25.1681 -25.3486 -19.0865 -19.6530 -19.6520 -19.6435 -19.5585
300 25.1172 -24.4787 -19.2073 -18.9547 -18.9538 -18.9456 -18.8632
310 25.0680 -23.6105 -19.3084 -18.2368 -18.2359 -18.2279 -18.1482
320 25.0204 -22.8603 -19.4048 -17.6306 -17.6298 -17.6221 -17.5447
330 249742 -22.1325 -19.5058 -17.0500 -17.0492 -17.0417 -16.9663
340 249294 -21.4812 -19.5715 -16.5092 -16.5084 -16.5011 -16.4277
350 24.8859 -20.8100 -19.6685 -15.9785 -15.9777 -15.9705 -15.8993
TIP4P 180 25.9299 -44.8718 -17.5103 -36.8382 -36.8367 -36.8231 -36.6873
/lce 190 25.8488 -42.4988 -17.6474 -34.6834 -34.6820 -34.6691 -34.5404
200 25.7719 -40.3826 -17.8168 -32.8134 -32.8120 -32.7998 -32.6774
210 25.6987 -38.4410 -17.9498 -31.0781 -31.0768 -31.0651 -30.9483
220 25.6289 -36.6783 -18.0710 -29.5064 -29.5052 -29.4940 -29.3822
230 25.5622 -35.0610 -18.2072 -28.0919 -28.0907 -28.0800 -27.9729
240 25.4984 -33.6109 -18.3264 -26.8249 -26.8237 -26.8135 -26.7107
250 25.4371 -32.2472 -18.4380 -25.6340 -25.6329 -25.6230 -25.5242
260 25.3783 -30.9968 -18.5562 -24.5607 -24.5596 -24.5501 -24.4548
270 25.3217 -29.8351 -18.6717 -23.5711 -23.5701 -23.5609 -23.4690
280 25.2671 -28.7567 -18.7756 -22.6510 -22.6501 -22.6412 -22.5524
290 25.2145 -27.7576 -18.8784 -21.8074 -21.8064 -21.7978 -21.7119
300 25.1637 -26.8127 -18.9704 -21.0054 -21.0045 -20.9962 -20.9130
310 25.1145 -25.9463 -19.0452 -20.2630 -20.2621 -20.2540 -20.1733
320 25.0668 -25.1055 -19.1462 -19.5708 -19.5699 -19.5620 -19.4838
330 25.0207 -24.3386 -19.2423 -18.9461 -18.9453 -18.9377 -18.8616
340 249759 -23.5634 -19.3428 -18.3162 -18.3154 -18.3080 -18.2340
350 24.9324 -22.8693 -19.4184 -17.7412 -17.7404 -17.7332 -17.6611
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Figure 3.5 Chemical potential of methane!, versus number of methane molecules,
NH, in methane hydrate = 250K andP = 10atm. N is expressed as the number

of methane molecules per methane hydrate unit cell. The empty and lled circles are for
TIP4P/Ice anf TIP4P/2005 water models, respectively. The dotted lines correspond to
cubic interpolation of the data. The insert shows the chemical potential difference of water
relative to the zero-occupancy methane hydand! = nf!  nj(xn = 0), as a function

of the number of methane molecul@d, (these data are obtained frdxm(my) using

Eqg. (3.9)). The dashed and solid lines are for the TIP4P/Ice and TIP4P/2005 water models.
All chemical potentials are normalized to the thermal enegy.

Pressure—temperature phase diagramThe previous sections were devoted to de-
termining the different chemical potentials for water in the liquid and methane hydrate
phases and for methane in the vapor and methane hydrate phases. These quantities are
crucial as they are required to predict phase coexistence for methane hydrate using the
conditions given in Eq. (3.3) (which simply correspond to chemical potential equalities
for water and methane in each of the three coexisting phases). As discussed above, these
L—H-V coexistence conditions correspond to two important equalitiesn{® n}! and
(2) nf; = nf!. These two equations lead to two solutions fgrin methane hydrate at
givenT andP; the rst solutionxy(1) is obtained from the coexistence of pure liquid
water (L) with methane hydrate (H) while the second solutig(®) is obtained from

the coexistence of methane hydrate (H) and pure methane vapor (V). For @gihen
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temperature corresponding to L—H-V equilibrium is giverxgfl) = xm(2). In contrast,

if Xm(1) 6 xm(2), the setP andT does not correspond to L—H-V equilibrium. In order

to determine L—H-V phase coexistence, we plgtl) andxn(2) as a function off in
Figure 3.6. we show the data correspondin@to 1, 10, and 100 atm for the two water
models considered in this work. These data show that the L-H—V coexistence condition is

determined unambiguously using this strategy.

Figure 3.6 (color online) Equilibrium number of methang,(mY, = njf!) (empty circles)
andxm(mf; = ) (lled circles), as a function of temperatur€, atP = 1 (blue), 10 (red),

100 (black) atm. The corresponding interpolation cross paigny, = ni}) = xm(ng; =

n{)) , indicating the liquid water-methane hydrate-methane vapor (L—H-V) equilibrium
temperature and methane composition at the given pressure. The left and right panels are
for TI4P/2005 and TIP4P/Ice water models, respectively.

The pressure—temperature phase diagram of sl methane hydrate determined using the
free energy calculations above are shown in Figure 3.7. For the TIP4P/2005 water model,
the hydrate melting temperatures are 221 K, 244 K, and 265 R forl, 10, and 100
atm, respectively. For these three coexistence points, the corresponding methane mole
fractions ares, 0.10, 0.12, and 0.14 (these values correspordfto 4.94, 6.56 and
7.56). For the TIP4P/Ice water model, the hydrate melting temperatures are 232 K, 262
K, and 287 K forP = 1, 10, and 100 atm, respectively, with methane mole fractions
Xm 0.10, 0.13, and 0.14 (these values corresporidiio 5.19, 6.63, and 7.56). As
shown in Figure 3.7, in agreement with previous data by Conde et al. (Conde and Vega,
2010), the TIP4P/2005 water model underestimates the melting temperature of methane

hydrate by 20K (such a shift is consistent with the fact that this model underestimates
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the crystallization temperature of different ice forms) (Abascal et al., 2005; Abascal and
Vega, 2005). In contrast, the TIP4P/Ice water model accurately captures the experimental
pressure—temperature phase diagram of methane hydrate (Sloan, 2003). Interestingly,
the data for TIP4P/Ice lead to data which are in better agreement with the experimental
data than those by Jensen et al. (Jensen et al., 2010) although these authors consider
the same model and strategy. Such a discrepancy is due to the approximation made by
these authors to describe methane vapor; While we consider the exact equation of state
for methane as probed by a combination of isobaric-isothermal and Grand Canonical
molecular simulations, Jensen et al. determined the chemical potential of methane vapor
using thermodynamic integration starting from an ideal gas approximation. The differences
between the two sets of results, which were are consistent with differences observed by
Conde et al. (Conde and Vega, 2010), necessarily arise from the chemical potential of
methane in the vapor phase as all other results are in very good agreement (free energy
of the zero-occupancy methane hydrate and water chemical potential in the liquid phase).
Moreover, one could trust that the data obtained using the free calculations in this work
are robust because the phase diagram obtained with TIP4P/2005 is consistent with the
results by Conde et al. (Conde and Vega, 2010). Moreover, the dissociation temperature
obtained using our free energy calculations is also consistent with those obtained using
the direct coexistence method and the hyper parallel tempering technique (these data will
be discussed later). The important shift between the data obtained in the present work
and those obtained by Jensen et al. shows that all approximations made in the free energy
calculations are important. The data reported in the present work were also found to be in

very good agreement with the recent results obtained by Waage et al. (Waage et al., 2017).

3.3.2 Direct Coexistence Method in the Grand Canonical Ensemble

Two other strategies, including the direct coexistence method and hyper parallel tempering
method, were also adopted to assess phase boundary between methane hydrate and liquid

water. For these two strategies, we only use the TIP4P/Ice water model (as this model
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Figure 3.7 Pressure—Temperature phase diagram of methane hydrate as determined using
free energy calculations (circles, this work), direct coexistence method (gray pentagon,
this work), hyper parallel tempering method (black pentagon, this work). The empty and
lled symbols are for TIP4P/Ice and TIP4P/2005 water models, respectively. The empty
and lled squares are the results obtained for TIP4P/Ice and TIP4P/2005 by Conde et
al. (Conde and Vega, 2010) using the direct coexistence method. The empty triangles are
the free energy calculations for TIP4P/Ice by Jensen et al. (Jensen et al., 2010). The solid
line shows the experimental data by Sloan et al. (Sloan, 2003). The insert shows a zoomed
view of the region shown depicted as a dashed rectangle in the main gure.

was found to better capture the experimental phase diagram). Moreover, to keep the
discussion as simple as possible, we only consider the preBsurE0atm. With the

direct coexistence method, one prepares an initial simulation box in which the two phases
coexist (here, the methane hydrate and the liquid phase). Then, several simulations are
performed at differenT andP to determine the stability domain for each phase; for a
givenP, the high symmetry phase (hydrate) will be stable below the melting temperature
Tm while the low symmetry phase (liquid) will be stable abdye In other words, the
region occupied by the liquid transforms into methane hydratd far T, while the

region occupied by the methane hydrate transforms into liquid forT,. In general,

such direct coexistence simulations are conducted in the isobaric-isothermal ensemble
(NPT) because phase transitions occurs at constaahd P. As a result, all direct

coexistence method strategies applied to methane hydrate have been carried out so far in
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this ensemble (Conde and Vega, 2010; Michalis et al., 2015; Tung et al., 2010). However,
for binary compounds such as methane hydrate, such coexistence simulations can be
performed in the Grand Canonical ensemble where the system vdMutamperaturd’,

and chemical potentials for watey, and methaney, are constant. We adopted this strategy
which has not been considered previously to the best of our knowledge. Considering such
an open ensemble in which the numbers of water and methane molecules uctuate present
several advantages over constant number of molecules ensemble (such as NVT or NPT
simulations). First, this allows considering small system sizes since the number of methane
molecules will adjust upon methane hydrate formation even though the initial number of
methane molecules is small. In contrast, with constasimulations, one has to simulate

a large domain of methane molecules that acts as a methane source to Il the water
cages upon methane hydrate formation. Moreover, by considering an ensemble where
density will change through molecule numbers uctuations, one avoids dif culties due to
inef cient/limited sampling in volume changes. Finally, in GCMC simulations, molecule
insertion/deletions are attempted randomly, homogeneously throughout the simulation box
so that dif culties inherent to slow diffusion between the methane hydrate and liquid/ uid

phases are overcome.

For such complex systems, DCM should be used with caution because of the initial
coexisting system can be chosen in different ways. According to Gibbs' phase rule, in the
temperature/pressure range where methane hydrate is stable, it coexists with the liquid
(water-rich) and vapor (methane-rich) phases. As a result, initial phase coexistence in
DCM can be chosen as a system made of two of these three phases or three phases.
In the present work, we chose to consider phase coexistence between the liquid phase
and methane hydrate; while this corresponds to an approximation, the use of the Grand
Canonical ensemble ensures that three-phase coexistence is simulated in fact; because the
system is in equilibrium with an in nite reservoir of bulk molecules at chemical potentials
corresponding to those of the water-rich liquid and methane-rich vapor, DCM simulations

in this speci c ensemble are equivalent to simulating a system with three-phase coexistence.
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In order to prepare the initial system (i.e., methane hydrate coexisting with liquid water),
several strategies are possible. we started from a methane hydrate phase having the
following dimensionsLy = Ly = L, = 2:3754nm. Periodic boundary conditions were
applied in each direction to avoid nite size effects. we started from a hydrate phase
equilibrated at lowT (it should be noted that the pressure was set to 100 atm). Then,
molecules located in the regi@x 0 were frozen while the rest of the simulation box was
equilibrated at high temperatufeto melt the hydrate located in the reginm 0. In so

doing, one obtains a coexisting system made of methane hydrate in equilibrium with the
liquid phase (Figure 3.8(a)). Obviously, this system is maintained at coexistence condition
in an unphysical fashion and, depending on the temperature used in subsequent GCMC
simulations, the system will melt or form hydrate (unless in the very unlikely event that
the chosen temperature and chemical potentials exactly correspond to phase coexistence).
From a practical point of view, fdP = 100atm, we performed! = 18 simulations with
temperatures in the rande= 180-350 K (the temperature interval is 10 K). The DCM
simulations in the Grand Canonical ensemble at a given pressure and temperature require
to specify chemical potentials for water and methane. In the present work, as described in
Section 3.2.2, the chemical potential for water in the liquid phase was chosen equal to that
of pure liquid water while that the chemical potential for methane in the vapor phase was

chosen equal to that or pure methane vapor.

Figure 3.8(b) shows the methaxrgand waterx,, mole fractions in the system in the
course of the GCMC simulation (i.e., the number of MC moves performed with one MC
move corresponding to a molecule translation, rotation, insertion or creation). Results
for different temperatures are showh:= 260, 270, 280, 290, and 300 K. On the one
hand, at high temperatur&, 290K, the system melts as evidenced by the decrease
in the methane mole fractioxy,,. As expectedxnm O (xv 1) in the liquid phase,
which further justi es our choice in the L-H-V equilibrium condition to assume that
ik (Xm; T;P)  n§(xm= O;T;P). On the other hand, at low temperatufe, 280K, the

methane mole fraction increases (whijgdecreases) upon methane hydrate formation.
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While melting does not suffer from ambiguity since all methane hydrate is transformed into
liquid, it should be emphasized that hydrate formation was found to be inef cient; due to
the low probability to nucleate hydrate cages (inherent to their very small entropy), it was
observed that formation of the hydrate is incomplete. As a result, despite the coexistence
with an already formed hydrate, many long GCMC runs (about 762 MC moves for a
system size of the order of 10>  10° molecules) were not suf cient to lead to perfect
methane hydrates. Despite this drawback of the direct coexistence method, the results
above show that the equilibrium temperature for hydrate/liquid coexistence is comprised
between 280 K and 290 K. As can be seen in Figure 3.7, this coexistence temperature is in
very good agreement with the results from the free energy calculafprs287K. This

value is also consistent with the experimental data as well as with other theoretical results

obtained for the same water/methane molecular models.

||Z

Figure 3.8 (color online) Determination of the phase transition temperature between
methane hydrate and liquid phases using the direct coexistence method. (a) Starting from
a methane hydrate coexisting with the liquid phase, several Monte Carlo simulations in the
Grand Canonical ensembleM T) at different temperatures and chemical potentials are
performed (chemical potentials are chosen so that the pres®urelif0 atm). The red and

white spheres are the oxygen and hydrogen atoms of water while the grey spheres are the
methane molecules. The dimensions of the simulation boxdare:Ly = L, = 2:3754nm.
Molecules withy < 0 (left region) andy > 0 (right region) belong to the methane hydrate

and liquid phases, respectively. If the temperature is lower than the meltingTppithe

liquid disappears as methane hydrate forms. In contrast, if the temperature is larger than
Tm, the methane hydrate melts and is replaced by the liquid. (b) Methane (left) and water
(right) mole fractions during the different GCMC simulation ruiis= 260 K (black), 270

K (purple), 280 K (blue), 290 K (red), and 300 K (orange). &&xis, which indicates
progress along the GCMC simulation, is expressed as a number of attempted MC moves
where one move is a molecule translation, rotation, insertion or deletion.
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3.3.3 Hyper Parallel Tempering

In the hyper parallel tempering method (Coasne, 2005; Coasne et al., 2004; Czwartos et al.,
2005; Yan and de Pablo, 1999, 2000), which is an extended version of the parallel temper-
ing method (Frenkel and Smit, 2002), several replicas of the same system are considered
in parallel in to circumvent the dif culty to form/dissociate methane hydrate (large free
energy barrier between the liquid and solid states). Each d¥litkel6 replicas consists of

a mixture of water and methane molecules at a given set of temperature/chemical potentials
(T; my; my). For each replica, conventional GCMC moves are performed: molecule transla-
tion, rotation, deletion and insertion. Moreover, trial swap moves between con guiation
(energyu?, N& water molecules andg methane molecules) in replica (1) and con gu-
rationb (energyu®, N\,'?, water molecules anltslr'%)1 methane molecules) in replica (2) are
attempted. The swap move is accepted or rejected according to the following Metropolis

probability:
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In this work, the different replicas were considered at temperatures and chemical po-
tentials corresponding to a press&e 100 atm. The temperature of the different replicas
ranges from 283 to 298 K with a temperature difference between two successive replicas
of DT = 1 K. In theory, hyper parallel tempering should provide a rigorous description
of methane hydrate formation/dissociation as a function of temperature provided that
both con gurations corresponding to the liquid phase and the methane hydrate phase are
considered in the initial replicas; for long enough simulations, swapping between the

liquid and solid phases at different temperatures should lead to an accurate estimate of the
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phase transition temperatufg with liquid con gurations forT > Ty, and methane hydrate

con gurations forT < T;,. However, in practice, very low swapping probabilities were
observed between liquid and methane hydrate con gurations due to the large differences in
water and methane molecule numbers in these two states (as can be seen in the acceptance
probability in the equation above, the difference in the number of molecules is an important
parameter). In this work, we found that this issue can be overcome by considering in
the initial replicas composite con gurations corresponding to mixtures of the liquid and
hydrate phases (in the spirit of the mixture considered as the initial con guration for the
direct coexistence method). As shown in Figure 3.9(a), in addition to pure liquid and
hydrate con gurations, several con gurations corresponding to methane hydrate regions
coexisting with the liquid phase were considered (these mixtures correspond to different
hydrate volume fractions ranging from 0.25 to 0.75). The total number of methane and
water molecules in each replica is of the order of0> 10°. Equilibration was reached
after9 10% Monte Carlo steps and water and methane mole fractions were averaged over

another 1 10° Monte Carlo steps.

Figure 3.9(b) shows the metharg and waterx, mole fractions as a function of
temperaturel once equilibrium has been reached. The sharp decrease (increase) at
Tm = 2895 K in xn (%) indicates melting of the methane hydrate. Such a transition
temperature foP = 100 atm is consistent with the values obtained using free energy
calculations and the direct coexistence method. These results show that such a hyper
parallel tempering technique improves the sampling of phase space and allows determining
accurately the melting temperature of complex, non stoichiometric systems such as methane

hydrates (by preventing the system from being “trapped' in local metastable states).

3.4 Conclusion

Using different molecular simulation strategies, the pressure—temperature phase diagram

for bulk methane hydrate is determined. For two different water models, in this chapter,
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Figure 3.9 (color online) Determination of the phase transition temperature between the
methane hydrate and liquid phases using hyper parallel tempering Monte Carlo simulations.
(a) Several replica® = 16 of the system are considered in parallel. Each replica is at
different temperatures and chemical potentials (the latter are chosen so that the pressure of
the system i® = 100 atm). The temperature ranges from 283 K to 298 K with a temperature
differenceDT = 1 K. For each replica, a regular grand canonical Monte Carlo simulation
consisting of molecule translation, rotation, insertion, and deletion moves are performed.
In addition to these conventional moves, replicas at two different temperature/chemical
potentials sets are swapped with a probability given from the ratio of the Boltzmann factors
in the Grand Canonical ensembkeg teXt The red and white spheres are the oxygen
and hydrogen atoms of water while the grey spheres are the methane molecules. The
dimensions of the simulation box are; = Ly = Ly = 2:754nm. (b) Average methane

(left) and water (right) mole fraction as a function of temperature as estimated from the
different replicas considered in the hyper parallel tempering simulation.

we rst determined the liquid—hydrate—vapor phase coexistence using rigorous free energy
calculations based on the Einstein molecule approach. The data presented in the present
work, which are consistent with previous molecular simulation works, shows that the
different thermodynamic approximations such as the description of methane vapor are
important. Overall, in agreement with previous studies, it is shown that the choice of
the water model is a key problem and that TIP4P/Ice, which was speci cally developed

to reproduce crystalline phases of water, reproduces accurately the experimental phase

diagram of methane hydrate.
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While free energy techniques are obviously robust strategies to estimate the phase
diagram of such complex, non stoichiometric compounds, we also considered two direct
molecular simulations approaches. First, we extended the direct coexistence method to treat
both methane and water in the Grand Canonical ensemble; this is an important aspect as it
allows taking into account large uctuations in the number of methane and water molecules
upon hydrate dissociation/formation. This allows considering calculations with the direct
coexistence method using system sizes that remains small (otherwise, large methane
regions in the system have to be considered to act as methane molecules source/sink
upon melting/crystallization of the hydrate). In addition to the direct coexistence method
extended to the grand canonical ensemble, we also considered hyper parallel tempering
which consists of considering several replicas of the system at different temperatures and
chemical potentials — the system being therefore treated in the grand canonical ensemble

to allow for large changes in its composition upon hydrate formation/dissociation.

Despite the reduced accuracy/robustness compared to more rigorous approaches based
on free energy techniques, both the direct coexistence method and hyper parallel tempering
technique were found to lead to reasonable predictions for phase coexistence. However,
while the results reported in this work shows that these two direct techniques can be
used to estimate stability conditions for methane hydrate, we emphasizes that several
re nements and “tricks” were needed to lead to suf cient sampling of the phase space
and accurate phase coexistence predictions. First, as mentioned above, both the direct
coexistence and hyper parallel techniques were used with water and methane treated in
the Grand Canonical ensemble; we found that this was needed to ef ciently sample large
molecule number uctuations upon hydrate formation/dissociation. Moreover, in the
case of hyper parallel tempering, we also found that the initial replicas (i.e. at different
temperatures and chemical potentials) must include composite systems where both the
hydrate and liquid phases coexist. Such coexisting states allow suf cient swapping along
the hyper parallel tempering simulation between the low and high temperature replicas.

Otherwise, considering the Metropolis acceptance probability in this hyper grand canonical
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ensemble given in Eq3.21) the large difference in the numbers of water and methane
molecules between the liquid and hydrate phases lead to very low swapping probabilities
(too low to allow ef cient sampling). As a result, while our data show that accurate hydrate
stability conditions can be estimated in principle using hyper parallel tempering, the latter
drawback constitutes an important limitation to this technique. Finally, in addition to
being more robust than the direct coexistence and hyper parallel tempering methods, free
energy calculations provide accurate estimates for the chemical potentials for water and
methane in the hydrate phase, including their values at phase coexistence (in contrast, with
the two direct techniques, one has to estimate in an approximate fashion the chemical
potentials that lead to phase equilibrium). This is a key asset of the free energy technique
over direct methods since such chemical potentials at phase coexistence will be used in
subsequent work on the stability of methane hydrate con ned in porous media (which
are in equilibrium with an external methane and water mixture or hydrate imposing its

chemical potentials at constant temperature).
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This chapter aims at exploring the phase stability and formation/dissociation kinetics
of methane hydrate con ned at the nanoscale. First, the direct coexistence method (DCM)
within the framework of Grand Canonical Monte Carlo (GCMC) simulations is used to
assess liquid—-hydrate—vapor (L—H-V) phase equilibrium of sl methane hydrate con ned
in a porous solid with different pore widths. Then, the Gibbs-Thomson equation is derived
to describe the shift in the phase stability of the con ned methane hydrate. In this work,
an extended formula of the Gibbs-Thomson equation which relaxes the two following
important hypotheses, is redrived: (1) the molar volumes of methane hysdratend
liquid water {1 ) are equal, i.e.y. = vy (v= 1=r wherer is number density) and (2)
Young's equation is used to estimate the surface tension between methane hydrate and
liquid water @ 1), d.s GHs= G HC0Sqg wheregysis the surface tension between methane
hydrate and the substrate surface grgls the surface tension between liquid water and
the substrate surface. Moreover, a contact aqglel80 is used in the Gibbs-Thomson
equation. These hypotheses are crude assumptions to assess the validity of the Gibbs-
Thomson equation. First, the difference between the molar volumes of methane hydrate
and liquid water is not small. Second, the validity of Young's equation is unclear for
a small pore. Our work does not rely on these hypotheses. To assess the validity of
the Gibbs-Thomson equation, we compute the hydrate—ggHdnd liquid—solidg_s
surface tensions (here, “solid” refers to the pore walls), the molar volume of bulk (i.e.,
non-con ned) methane hydrate and liquid water, and the molar enthaply of mBling
from methane hydrate to liquid water using molecular dynamics (MD). Our ndings
show that con nement at the nanoscale level has a negative effect on the L-H-V phase
equilibrium (i.e., phase equilibrium is shifted towards lower temperature). The shift in the
phase coexistence temperature relative to the IRil=Tn, is found to linearly depend on
the reciprocal pore siz&=D,. Our molecular simulations results from the DCM technique
are found to be in quantitative agreement with the derived Gibbs-Thomson equation. In
addition, the effects of the surface wettablity on the L-H-V phase equilibrium is studied
by modifying the LJ parameters (i.e., tuning the wetting properties of the porous medium).

Finally, free energy calculations using the umbrella sampling technique is used to show
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that con nement decreases the free energy baf@y , between methane hydrate and

liquid water.

The remainder of this chapter is organized as follows. In Section 4.1, we present
the computational details: molecular model of porous solid, determination of the solid-
liquid and solid-hydrate surface tensions, and free energy calculations using the umbrella
sampling technique. In Section 4.2, the phase stability of con ned methane hydrate at
a given pressureP(= 100 atm) is rst presented using the direct coexistence method
(DCM) (see Section 4.2.1). Then, we derive the Gibbs-Thomson equation to describe
L—-H-V phase equilibrium in con nement (see Section 4.2.2). In this part, we also present
the effects of surface wettability on the phase stability of con ned methane hydrate. In
addition, free energy calculations using the umbrella sampling technique are performed to
determine the formation/dissociation kinetics of bulk and con ned methane hydrate (see
Section 4.2.3). All results are compared with previous experimental data as well as data

obtained in previous theoretical works. Section 4.3 presents some concluding remarks.

4.1 Computational details

4.1.1 Molecular models

Porous solid. To study con nement effects, we consider phase coexistence between
methane hydrate and liquid water located between two parallel solid walls as shown in
Figure 4.1. We use here a hypothetical model for porous solids. The dimensions of
the system in the— andy—directions aré.x = Ly = 2:3754nm (corresponding t@ 2

unit cells of methane hydrate with the size of each unit cell being u =1.1877 nm). This
x-y—plane (i.e.]x = Ly = 2:3754nm) is partitioned intd1 11small squares, and solid
atoms are located at the vertex and center of these small squares so that a total number
of 242 solid atoms are present in one solid layer. The distance separating solid atom

pairs is 0.1527 nm which is close to the typical chemical C—C bond lendii,42 nm,
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in most porous carbonaceous materials. We use two solid walls: one at the top and one
at the bottom to form a slit pore. Each pore wall consists of four layers de ned above
with an interlayer distancB®; = 0.216 nm. In this work, we consider pores with the
following widthsDp = 1.6677 nm, 2.8554 nm, 5.2308 nm, and 7.6062 nm. The direct
coexistence method is used to determine the melting temperature as a fun®igatai

given pressure. For the determination of the surface tensions between methane hydrate
and the solid wallgys, and between liquid water and the solid wajls, the pore with

Dp = 9:9816nmis used. The nal dimensions atg = Ly = 2.3754 nm, andl,= 3.1793

nm, 4.3670 nm, 6.7424 nm, 9.1178 nm, and 11.4936 nm (correspondingal.6677

nm, 2.8554 nm, 5.2308 nm, 7.6062 nm, and 9.9816 nm, respectively). These exact values
were used because they correspond to the multiple integer of the unit cell (u = 1.1877 nm)
of bulk methane hydrate. All the solid atoms are maintained frozen and all the interactions

between solid atom pairs are excluded in all our molecular simulations.

4.1.2 Surface tensions

The surface tension between a phasée.g., methane hydrate or liquid water in this
work) and a phask (e.g., porous solid in this worky,, , can be determined using the
Kirkwood and Buff approach (Kirkwood and Buff, 1949). Figure 4.2 shows the scheme
used in this approach to determigg, . For a molecular system with a planar interface
(perpendicular to the axis) between phasesandb, a small increasdAin the surface
areaA in the x-y—plane leads to a small decreakein the sizel; if we maintain the

volumeL,A constant, i.el ., dA= (A+ dA)dz The surface tensiog is de ned as,

Z1, L, .
(An(2 Pr(2)dz= E(HDNI hPyi) (4.1)

NI =

Ghp =
0

where the factor 1/2 is due to the fact that there are two interfaces betweengohase
and phasé. P\(2) = P.A2) andPr(2) = %(Pxx(z)+ Ry(2)) are the pressure components

normal and parallel to the interface. The meaning of the asterisk will be discussed below.
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Figure 4.1 (color online) Molecular con guration of the con ned coexisting phases (i.e.,
methane hydrate + liquid water) considered in this work. The red and white spheres are
the oxygen and hydrogen atoms of water, respectively. The gray spheres are the methane
molecules which are inside the hydrogen-bonded cages formed by water molecules. The
yellow spheres are the solid atoms in the pore walls. The two component system is con ned
in a pore with a widttD, made of layers of solid particles distributed according to a square
structure. Each pore surface is made of 4 layers separated by a diBfan@22159nm

so that the total pore wall thickness is 0.7558 nm. Inside the porosity, methane hydrate is
located in the regiog < O (left side) and liquid water in the regigr> 0 (right side). In

this speci ¢ con guration, the pore size 3, = 2.8554 nm which corresponds2o 2 2

unit cells of bulk sl methane hydrate (the lattice parameter of methane hydrate is u =
1.1877 nm). Periodic boundary conditions are used along,theandz directions. The
dimensions of the simulation box (de ned by the dashed lines)arelLy = 2.3754 nm
andL,= 4.3670 nm.

Pyd(2) with d = X, y or zare the diagonal elements of the pressure tensor at a pasition
hPvi andhPri in the above equation are macroscopic components of the pressure tensor
de ned in terms of a volume average. According to the work by Nijmeijer et al. (Nijmeijer

et al., 1990), for an interface involving a frozen solid phase, we include interactions
with the frozen solid atoms when computihigyi = hP,4 but we do not include such
interactions in the calculation &Pri = hPui + R,y =2. The asterisk ifP;i indicates

that such interactions are omitted. In case of uid- uid interfaces, such interactions must

be included.
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Figure 4.2 (color online) Schematic illustration of the determination of the surface tension
using the Kirkwood-Buff approach. (1) The con guration of phase®range region)
andb (gray region) is prepared. These two phases de ne two plararinterfaces
perpendicular to the axis (eft): the surface area in they—plane isA and the length of

the simulation box in the—direction isL,. The normal and parallel pressure components
arePr(2) = ( Px(2 + Ry(2) =2 andP\(2) = P:A{2). (2) A small change&lAis considered

in the surface area the ¥y—plane. (3) The change is compensated by a small chédinge
to keep the volum¥ constant, i.el.,dA= (A+ dA)dz

4.1.3 Umbrella sampling

In order to obtain the free energy barrier between methane hydrate and liquidD@igs,

we used the umbrella sampling technique to determine the free eGeagya function

of the local bond order paramet®g. Both bulk and con ned systems were considered
(Dp = 2:8554nm was considered for the latter). The umbrella sampling technique is a
robust method in molecular simulation to study the thermodynamics of rare events. As
mentioned in Chapter 1, the local bond order paran@gekvhich is found to be a suitable
order parameter to identify liquid water and methane hydrate (Nguyen and Molinero, 2015;
Radhakrishnan and Trout, 2002; Steinhardt et al., 1983), is de ned for a given oxygen

atom Q as follows:
P
P

6
Q)= 13 @ 1Qem()}® (4.2)
m= 6

I
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wherem2 [ 6;6] andQgn(i) is a set of complex vectors:

Np(i)

Qem(i) = m j?.1Y6m(rlj) (4.3)

The summation from = 1 to Ny(i) in EqQ.(4.3)runs over all the nearest neighbor oxygen
atomsNy(i) for O;. Yin(rij) are the spherical harmonics which depend on the position

vectorri;.

In the umbrella sampling technique, considering methane hydrate as the initial con-
guration, we force it to transform into liquid water by using a biasing potentigQg),
that depends o@s. By determining the probability distributio®B(Qg), of Qg in such
biased simulations, the unbiased free energy pra3€éQs), can be obtained by sub-
tracting the biasing potential contributiow(Qg), from the biased free energy pro le,

G%(Qe) =  ksTIn P%(Qe) ,
G(Qe)=keT = In P%(Qes) W(Qe)=kaT (4.4)

wherekgT is the thermal energy. To sample the entire domai@g€0.300—-0.6), we run
Nwindows= 61 windows with a spacing of 0.05 (i.&Nyindows GCMC simulations with
different reference@éﬂ)). In practice, this means that for tireth window, we use the

following biasing harmonic potentia¥; (Qg),
1 2
wi(Qe)= 5K Qo Qg (4.5)

whereK = 5 10’ K is the force constant arfdg;)i) is the center of the biasing harmonic
potential for tha—th window. We use the weighted average of the unbiased probabilities

of each windowP to determine the full unbiased probability distributiet,

Nwindows
PP(@Q= a NPR’(Qe)expl (Wi(Qs) Gi)=eT] (4.6)
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wherePiU is the unbiased probabilitly; is the number of samples, a@ is the unbiased

free energy, .

exp( Gi=kgT)= dQsP"(Qe)exp( wi(Qe)=ksT) (4.7)
By starting from Eq(4.6) with G; = 0, we iterate between Egét.7) and(4.6) until a
convergence tolerance 0 2 is reached in a self-consistent manner@kgT. In this
work, the probability distributions were analyzed usingweghted histogram analysis

method(WHAM) to solve Egs. (4.7) and (4.6) in a self-consistent manner.

4.2 Formation and dissociation of con ned methane hy-

drate

4.2.1 Phase stability of con ned methane hydrate

Using the direct coexistence method (DCM), we reproduced the phase diagram of bulk
methane hydrate as discussed in Chapter 3. In the present chapter, we apply the DCM
technique in the framework of GCMC simulations to study the effect of con nement
on L-H-V phase equilibrium at a given pressure. As described previously, the initial
con guration in DCM is chosen as a coexisting phase consisting of liquid water and
methane hydrate con ned between two parallel solid walls. The use of the Grand Canonical
ensemble ensures that three-phase (L—H-V) coexistence in the porous solid is simulated in
fact; because the system is in equilibrium with an in nite reservoir of bulk molecules at
chemical potentials corresponding to those of the water-rich liquid and methane-rich vapor,
DCM simulations in this speci c ensemble are equivalent to simulating a system with three—
phase coexistence. The melting temperatGfg.°, of con ned methane hydrate in four
different pore widths are determinelly = 1.6677 nm, 2.8554 nm, 5.2308 nm, and 7.6062
nm. The preparation of these initial con gurations are described in the previous section. In
all these simulations, periodic boundary conditions were applied in each direction to avoid

nite size effects.
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Figure 4.3 (color online) Pore sizeé),, effect on the melting temperatur&h ', of

con ned methane hydrate/liquid water using the direct coexistence method: metkhane (
left), and water X, right) mole fractions foiDp, = 2:8554nm during the different GCMC
simulation runs aT =230 K (black), 240 K (blue), 250 K (purple), 260 K (red), and 270 K
(orange). The-axis, which indicates progress along the GCMC simulation, is expressed
as a number of attempted MC moves where one move is a molecule translation, rotation,
insertion or deletion.

In practice, for each pore size, we performdd= 18 simulations atP = 100 atm
with temperatures in the range= 180-350 K (the temperature interval is 10 K). Our
DCM simulations in the Grand Canonical ensemble at given pressure and temperature
require to specify chemical potentials for watgy and methaney,. iy, andmy, obtained
in Chapter 3 were used for this purpose. Figure 4.3 shows the methams waterx,,
mole fractions of the coexisting system con ned in the nanoporous solidith 2:8554
nm in the course of GCMC simulations (i.e., the number of MC moves performed with one
MC move corresponding to a molecule translation, rotation, insertion or creation). Results
for different temperatures are showh= 230 K, 240 K, 250 K, 260 K, and 270 K. On the
one hand, at high temperatuiie, 260K, the system melts as evidenced by the decrease
in the methane mole fractiot,. As expectedxn, 0 (Xy 1) inthe liquid phase. On the
other hand, at low temperatufg, 250K, the methane mole fraction increases (while
decreases) upon methane hydrate formation. While melting does not suffer from ambiguity
since all methane hydrate is transformed into liquid water, hydrate formation was found
to be inef cient; due to the low probability to nucleate hydrate cages (inherent to their
very small entropy), it was observed that formation of the hydrate is incomplete. Such

slow transformation kinetics will be illustrated in a following section Using free energy
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calculations with the umbrella sampling technique. As a result, despite the coexistence
with an already formed hydrate, many GCMC runs (about the orderk® 10° MC

moves per molecule) were not suf cient to lead to perfect methane hydrates. Despite
this drawback, the DCM technique above shows that the L—H-V equilibrium temperature
for hydrate/liquid coexistence iEh°° = 255 5K for Dp = 2:8554nm. In constrast,

Thulk = 285 5K at the same pressuRe= 100atm (see Chapter 3). The shift in the
coexistence temperature is theref@®h°° = TH*® TRk 30K for D, = 2:8554

nm, indicating that con nement in such porous solids tends to lower the coexistence
temperature. As will be further discussed in the next section, this is consistent with the
Gibbs-Thomson equation with a lower hydrate-substrate surface tension than the liquid-
substrate surface tension. For the three other pore Biges1.6677 nm, 5.2308 nm, and
7.6062 nm, the methang, and wateix,, mole fractions con ned in the porous solids in

the course of GCMC simulations are shown in Figure 4.4. These GCMC simulations lead
to Th>°= 235 5K for Dp= 1:6677nm, Th*°= 265 5K for D, = 5:2308nm, and

THho"®= 275 5K for Dp = 7:6062 nm. These data are summarized in Table 4.1.

Table 4.1 Determination of melting temperatufg of bulk and con ned methane hydrate
at pressurd using the direct coexistence methdg.andLy are the dimensions of the
molecular system in the- andy—directions, respectivelp, is the pore size’ is for the
melting temperature of bulk methane hydr&tg.'k, as reported in Chapter 3.

P(atm) Lx(nm) Ly(hm) Lx(nm Dp(nm) Tm(K)
100 2.3754 23754 23754 ¥ 285 5
100 2.3754 23754 9.1178 7.6062 27
100 2.3754 23754 6.7424 5.2308 265
100 2.3754 23754 4.3670 2.8554 255
100 2.3754 23754 3.1793 1.6677 23
100 2.3754 47508 6.7424 5.2308 285
100 2.3754 47508 4.3670 2.8554 265

10 2.3754 23754 23754 ¥ 265 5
10 2.3754 2.3754 4.3670 2.8554 225

Finite size effects from (1) the vacuum layer and (2) the molecular system size were
also considered in the present work. A vacuum layer (with a sii®,pis usually used
on each side of the porous solid to remove the interactions with the periodic images in

the z—direction. In this work, two different sizd3, = 0:0000nm and 2.0000 nm were
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Figure 4.4 (color online) Melting temperatur&h°'"°, of con ned methane hydrate/liquid
water for different pore widthdDp = 1:6677nm (eft panel3, 5.2308 nm ¢enter panels

and 7.6062 nmr{ght panelg as obtained using the direct coexistence method. The methane
(xm, top panel¥ and water Xy, bottom panelsmole fractions during the different GCMC
simulation runs are shown: for each pore size is indicated using different colors (see
gure legend). Thex-axis, which indicates progress along the GCMC simulation, is

expressed as a number of attempted MC moves where one move is a molecule translation,

rotation, insertion or deletionTh°® of con ned methane hydrate for differedX, are

summarized in Table 4.1. For bulk methane hydrate, we repdf{éli= 285 5KatP=
100 atm using the direct coexistence method in Chapter 3.

considered foD, = 2:8554nm. AtP = 100atm, we obtainedh°°= 255 5K for both

sizes (the data dd, = 0:0000nm are shown in Figure 4.3 while the data B&y= 2:0000

nm are shown in Figure B.1 of the Appendix B). The fact that we obtain the same melting
temperature indicates a negligible in uence of the vacuum layef,#t". Molecular
systems with a bigger dimension in theaxisLy = 4:7508nm (while keepind_x andL,
identical) were considered for the pofgg = 2:8554nm and5:2308nm. The calculations
performed using the DCM technique leadth”®= 265 5K for D, = 2:8554nm and
TH'®= 285 5K for D, = 5:2308nm as shown in Figure B.2 of the Appendix B. By
comparing with the melting temperature obtained using the small systems (see Figures 4.3

and 4.4), the nite size effect on melting temperature is 10 K for each pore size. However,
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with respect to bulk methane hydrate, the shifts in the melting temperature of con ned
system were found to be consistent between the big and small systems (as shown in

Figure B.3 of the Appendix B).

4.2.2 Gibbs-Thomson equation

To describe the con nement effect on the melting paifif'®, we revisited the Gibbs-
Thomson equation. To relax the two following hypotheses: (1) the molar volumes in
methane hydrate and liquid water are eqdtat V! and (2) Young's equation is used to
compute the surface tension differemgg gys= g n Cc0sgq whereg s, g4s, andg y are

the surface tensions of the liquid water-substrate interface, the methane hydrate-substrate
interface, and liquid water-methane hydrate interface. In this work, we did not rely on

these hypotheses.

WH = PRV + gysA Dp

Figure 4.5 (color online) Gibbs-Thomson equation for L—H-V equilibrium upon con ne-
ment: methane hydrate (H, red region) and liquid water (L, blue region) are con ned in a
slit pore of a widthD, formed by two parallel substrates (S, the gray regiovs) and P

are the grand potential and pressure of methane hydrate WhiémdP" are the grand
potential and pressure of liquid watgy s is the surface tension of liquid water—substrate
(LS) interface whilegys is the surface tension of methane hydrate—substrate (HS) interface.
V = DpAis the pore volume wher& s the surface area.

As shown in Figure 4.5, methane hydrate (eff) and liquid water with methane
molecules solubilized (Lright) considered to derive the Gibbs-Thomson equation are
con ned in a slit pore of a widtlD,. These two con ned systems within the voluivie
(V = DpA) are in equilibrium with the reservoir which imposes the chemical potential of

waterny,, the chemical potential of methang,, and temperatur€. The grand potentials
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for con ned methane hydraté/! and con ned liquid watel are de ned as,

Wiz PHv+ gisA
(4.8)
W2 PV+gsA

whereP" is the pressure of methane hydrate wiitteis the pressure of liquid wateg s is
the surface tension of liquid water—substrate (LS) interface vghidgs the surface tension

of methane hydrate—substrate (HS) interface. DpA is the pore volume wheris the

surface area. At L-H-V equilibriurhyve have,
W= wW (4.9)

In details,

PV + 2g4sA=  P-V + 29 SA (4.10)

UsingV = DpA, we obtain the Laplace equation:

P- P=2(gs o9 < (4.11)
Dp
We assume that: (a) the con ned liquid water at a presBlireas the same properties
as the bulk liquid water; and (b) the con ned methane hydrate at a preBSuras the
same properties as the bulk methane hydrate. To determine the pré@$anesP- at
(my; Mn; T), we use a rst-order Taylor expansion of the pressRi@ound a reference

point (Myo, Mo, To):

P o P
P R+(T To ﬂ—T + a (m mp) ﬂ—
l Myo;Mno  iI=mMw im T (4 12)
o) n;. .
Po+(T To)VE’f A (m myg) 2
0 i=mw Vo

1The derivation of the grand potential read®/= SdT PdV Ndm+ gdA At constanfT,V, m
andA, dw= 0.
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whereP = P(my; mn; T) andPy = P(my0; Mno; To) IS the pressure at the reference point
(M0, Mro, To). So=Vo = ( ﬂp:ﬂT)nwo;mn;o;To is the molar entropyg (note thats is the

total entropy which includes both methane and water contributions) devided by the molar
volumevyg at (Myo, Mo, To). Ni;0=vo = ( TP=1m), is the numben;;o of molecules of type

i (i = m;w) devided by the molar volume at (my0, Mo, To). Using Eq.(4.12) we have

for PH andPl:

PH= PR+ (T To)§+ a o' nf} WO
i=mw 0

" (4.13)

P-= Ry +(T To)$+ a ot ”fo—L
VO i=mw Vo

We select the melting poinTfYX, Py) of bulk methane hydrate as the reference point:
(Mo = Mho = Mo, Mo = Mo = Mo, To= TRUK BY = P} = Ry) wherenf, is the
chemical potential of speciesn phases (F = H for hydrate and. for liquid) at (T2U,
P). Using Eq. (4.13), we determine the pressi?esandP- at TH":
!
PH = R+ viH DT+ & Dnf'nip
° SRR (4.14)
e L orese & onbg

0 i=mw

whereDTE%®= TH*"® TBUKis the shift of the melting poirth " of con ned methane
hydrate with respect to the melting poi§“* of bulk methane hydrat®nf = nf  nf,

is the difference of chemical potential of spedies Th° -

replaceDnf by Dm because thatf' = nf- = m at Th* andnf} = nf; = my at THUX

Using Egs. (4.14), we estimate the pressure difference:

andTRuk for phases . We can

Vi PR V5 PE R DT,P®Dsno+ & Dm nfy nf
i=mw
DT pore (4-15)

= Tpore Dhmo + a Dm nIO r]=_;0

i=mw
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whereDsmo = Sty Sho @ndDhiyo = Dsyyo=T,2"k are the molar entropy and enthalpy
of melting from methane hydrate to liquid water (plus methane vapoFf&f. Using

Eq. (4.15), the shift of melting point reads:

Pl pt+ 12 0 P
Thulk Dhm,o Vg Po
. # (4.16)
2 L H
+ o a Dmnp nig
Vg i=mw I !

Using the Laplace equation in Eq. (4.11), EqQ. (4.16) is rewritten as,

DT Vi 1 VA
g:,”( = 2 2(as i) o+ _I?| 1 P P
. # (4.17)

2 L H
— a Dbm Mo Nio
Vgi=m;w ! I

The above equation, which is a revisited version of the Gibbs-Thomson equation, shows
that the shift in melting temperature of con ned methane hydrate with respect to the
bulk phasePTh°" =Tk = (Tho®  Tbulky=Tbulk |inearly depends on the reciprocal pore
width, 1=Dp. However, we note that in this extended approach there is two additional
terms that do not depend directly on pore width. If we assume as is usually done in the
literature: (ayg = vg; (b) Ny = nip (i = mw); and (€)d.s  GHs= Qv €OSY with g = p,

Eqg. (4.17) leads to the classical formulation of the Gibbs-Thomson equation:

DT 2guvh 1
Tmbulk - Dhm;o Dp

(4.18)

In what precedes, we rederived the Gibbs-Thomson equation under the formula given in
Eq.(4.17) Such a Gibbs-Thomson equation indicates that the shift in melting temperature
DTm=T,2"k linearly depends on the reciprocal pore widtD, with two additional terms
for enthalpy and chemical potentials. The Gibbs-Thomson coef cietg,= 2(g s

ag4s)V=Dh, describes the proportionality coef cient. In the next paragraph, we will



108 Formation and Dissociation of Con ned Methane Hydrate

determine the following parameters using molecular simulation to check the validity of

Eq. (4.17):g4s, A s, V', V&, Dhy at (TR Py,

Figure 4.6 (color online) Molar volume (a) and molar enthalplg (b) of liquid water

(solid circles), full-methane hydrate (empty squares), and empty-methane hydrate (empty
triangles). Enthalpy of meltin®hy, (c) from full-methane hydrate (empty squares) to
liquid water and from empty-methane hydrate (empty triangles) to liquid water using MD
simulations. The dashed lines indicate that these parameters are along the L-H-V phase
boundary for bulk phase: the red, blue, and green colors ak@f&) = (233 K, 1 atm),

(262 K, 10 atm), and (286 K, 100 atm), respectively. All the thermodynamic parameters
are per mole of water.

Molar volume of methane hydrate, V', molar volume of liquid water, V-, and
molar enthalpy of melting from methane hydrate to liquid water (+ methane vapor),
Dhm. Dhy is de ned by subtracting the enthalpy of liquid water and the enthalpy of
methane vapor from the enthalpy of methane hydrate using the appropriate stoichiometry:
Dhm= hb+ hY, hrﬁ',;w. In practice, the contribution of methane vapor is ignof@t =
h, hﬁ;w. The con gurations of methane hydrate and liquid water are equilibrated
using isobaric-isothermal molecular dynamics until the density and energy converge to an
equilibrium valuey™, v+, h, ht, andDhy, at different bulk phase equilibrium conditions,
(T;P)= (233 K, 1 atm), (262 K, 10 atm), and (286 K, 100 atm), are shown in Figure 4.6.
From these calculations, we obtddhy, = 8:35kJmoll, vt = 1:8475 10 °> m® mol?,
andv = 2:2813 10 ®m® molt atT = 286K andP = 100atm. Such an enthalpy of
melting, Dhy,, leads to an entropy of meltin®sy = Dhy=T.2"kK = 29:3 JK1 mol* which
is comparable to that reported by Molinero et al. (Jacobson and Molinero, 2011). For the

sake of clarity, these values are summarized in Table 4.2. These thermodynamic parameters
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for an empty hydrate (i.e., the framework of sl methane hydrate obtained after removing

methane molecules) were also computed for comparison (see Figure 4.6).

Surface tensions between the solid wall and methane hydratg,s, or liquid water,
d s- The Gibbs—Thomson equation as de ned in Ej417)requires to determine the two
following surface tensionsgys andg s. Here, we use the Kirkwood-Buff approach
to determinegys andg s as described in Section 4.1.2. With this approach, one must
determine the normaky, and tangentialPr, pressure components in the canonical
ensemble (i.e., at constant number of molectlegolumeV, and temperatur€). For
tHs, the2 2 8unit cells of methane hydrate is con ned in a slit pore with = 9:9816
nm. Forg s, liquid water is rst adsorbed in the porous solid using GCMC simulations at
T = 290K. In so doing, each molecular system includes two interfaces (top and bottom
walls) and we perform canonical ensemble MD simulations to determine the ensemble
averagesP\i = hP4 andhPri = hPui + Ry =2. Figure 4.7 showsPri andhR\i at
T = 290K during the MD simulation in the last 2.5 ns (a total>f20 ns was used for
each molecular dynamics). In practice, the nite size effects from the vacuum layer (added
at each side of the simulation box along thaxis),Dy, is rst considered. We determine
HsatT = 290K with Dy, = 0  20nm (as shown in Figure B.7 of Appendix B); it was
found that the in uence oDy can be ignored wheB,, 15nm. In this work,D, = 15
nm was thus used to calculaigs andg s. These calculations lead tps= 15mJIm? and

as= 56mJm?atT = 290 K. These results are shown in Table 4.2.

Validity of the Gibbs-Thomson equation. In the previous section, the following
thermodynamic proprietiesy, v, Dhym, gus andg s were computed using MD and
GCMC simulations. The resulting values are summarized in Table 4.2. These calculations
lead to the Gibbs-Thomson constégi = 0:39whereket = 2(gs  G4s) Vi'=Dhm as
shown in Eq.(4.17) In the context of the results obtained using the direct coexistence
method, the constakpcy = 0:28 was estimated using a linear t with the following
equatiorDTH"® = kpcm=Dp. Figure 4.8 shows the shift in melting temperature of con ned

methane with respect to bulk pha88;°'®, as a function of the reciprocal of pore width,
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Figure 4.7 Normal (black line) Py = P, and parallel (gray line)Pr = %(PXX+ Ry),
pressure components of methane hydrég#)(and liquid water iight) in a slit pore
Dp = 9:9816nm as a function of time, in canonical ensemble MD simulation®t= 290
K. The dimensions of the simulation box atg:= Ly = 2:3754nm andL, = 41:4932nm.

1=Dy. The two valuesgt andkpcym are in fair agreement. The results obtained using the
DCM technique are therefore reasonably described by using the revisited Gibbs—Thomson
equation. In other words, the shift in the melting temperature of con ned methane hydrate
relative to the bulk phaseT,=Tn linearly depends on the reciprocal pore slz® with

a slope that can be described using the Gibbs-Thomson equation.

Table 4.2 Thermodynamic properties of liquid water and methane hydrate (both empty and
full hydrates are considered) fit= 286K or T = 29¢° K andP = 100 atm.2 Normalized

per mole of water” Surface tensions determined for hydrate-substrate and liquid-substrate
surfaces®kpcy = 0:28as obtained by tting the results of the direct coexistence method.
The values in parentheses are those reported by Molinero at al. (Jacobson and Molinero,
2011).

property liquid water methane hydrate
full empty
v (10 ®*m3®mor®) 2 1.85 2.28 2.27
Dhyys (kJ mott) 2 - 8.35(6.53) 4.55 (4.40)
Dstys (3 Ktmol 1) 2 - 29.3 (21.3) 16.0
g(mInd) P -56 15 -
keT© - -0.39 -

Pressure effects. Using the DCM technique, the melting temperature at a lower
pressureP = 10 atm was also determined. For bulk and con ned methane hydrate in
a pore widthD, = 2:8554nm, we obtained,3"k= 265 5K and Th*®= 225 5K

(see Figure B.4 of the Appendix B). As compared Witk 100 atm, a larger shift in
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Figure 4.8 Shift in melting temperature of con ned methane hydrate with respect to the
bulk, DTR"*=TRuk atP = 100atm as a function of the reciprocal of pore sizeDp.

The solid circles are obtained using the direct coexistence method while the solid line is
determined using the revisited version of the Gibbs-Thomson equaiight! =T,k =

Z(Q_SVL g—!SVH)zDhmDp-

melting temperatureDTR° = TH® ToUk 40K, is obtained foDp = 2:8554nm.

As a result, a more negative Gibbs-Thomson coef cie#it is expected aP = 10 atm

(as compared wit? = 100atm). we recall thaty s is determined using the canonical
ensemble in this work. We obtaingds= 48 mJm? atP = 10atm. v, vy, andDhy,

atT = 262K and P = 10 atm can be found in Figure 4.6. These calculations lead to
k%T = 0:38according to Eq(4.17)for P= 10atm. These results are in agreement with
the data obtained using the DCM technique as shown in Figure B.5 of the Appendix B.

Decreasing the pressure leads therefore to a larger shift in the phase stability of con ned

methane hydrate.

Surface wettability effects. The effect of surface wettability was assessed by changing
the LJ energy paramete® of the pair interactions between methane hydrate and the
porous solidUys. €%= 1=2, 1=3, 1=4, 2, 3, and4 e (wheree is the original LJ energy
parameters used in the previous sections) were adopted to mimic stronger or weaker solid-
uid interactions. By using the DCM technique, the melting temperature using different

ePatP = 100atm were determined as shown in Figure B.6 of the Appendix B. We found
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that the melting temperature remains constant. This result can be explained using the
Gibbs-Thomson equatiofizT depends omys andg s (the values/, v+, andDhyy, are
those for bulk methane hydrate and/or liquid water). At constaahdP, a rst-order
Taylor expansion fog leads to:
g
e e+ — (e
o) g+ o

e

e) (4.19)

SinceUys=U 5% (wherel is the total potential energy amdl;s is the potential energy
contribution arising from solid- uid interactions), the contribution frdgys in g can

be ignored:(1g=Te)e 0. As aresultgys(ed aus(ed andgs(ed g g(e), so that
kat(€9  kgT(e) considering the range e@Pused here.

4.2.3 Free energy calculations and kinetics

To estimate the free energy barriers for methane hydrate formation/dissociation, we com-
bined grand canonical ensemble Monte Carlo (GCMC) simulations with the umbrella
sampling technique to explore the free energy landscape for this complex system. The
details of these umbrella sampling calculations were discussed in Section 4.1.3. Due to the
slow formation/dissociation kinetics, large computational resources are required from a
technical point of view even if the umbrella sampling technique is used. In particular, low
temperatures lead to very slow methane hydrate dissociation. Therefore, it is dif cult to
explore the free energy pro le at low temperature (e.g., at melting temperggure255

K of con ned methane hydrate fdd, = 2:8554nm). In this work, four temperatures

(T = 290K, 310 K, 330 K, and 350 K) aroun@? = 285K were considered for bulk
methane hydrate/liquid water. As for con ned methane hydrate/liquid water, three tem-
peraturesT = 290K, 300 K, and 310 K) abovéh°®= 255 were considered. Lower
temperatures were also considered for con ned methane hydrate/liquid water. However,
evenif 10° MC moves per molecule were used in the umbrella sampling technique, we

did not obtain meaningful results for these low temperatures.
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Figure 4.9 shows the normalized free enei@ykgT, of bulk and con ned Dy =
2:8554nm) methane hydrate/liquid water as a function of the local bond order parameter,
Qe, at different temperatures. For bulk methane hydrate/liquid water (see Figure 4.9
(left)), methane hydrate is favorable at low temperaflire Ty,; for instance, the free
energy difference between methane hydrate and liquid water shows a positive value,
DGH=kgT = G- GM" =kgT = 81> 0atT = 290K. While at high temperaturé > Tp,
liquid water is favorable; for instance, the free energy difference shows a negative value
DG'H=kgT = 3:1< 0 atT = 310K. For the con ned phase (see Figure 4.9 (right)),
all the free energy calculations were performed above the expected melting temperature
of con ned methane hydrate as the results at lower temperatures were found to be too
noisy to be used to analysis. As expected, liquid water is the favorable phase at these
temperatures; indeed, free energy pro les at these three temperature give a negative free
energy difference between methane hydrate and liquid water. To estimate the melting
temperature of bulk and con ned methane hydrate, the free energy diffel@Ggcg, as
a function of temperaturd, is shown in Figure 4.10. We found that the free energy
difference depends linearly on temperature. Therefore, we used a linear t for both bulk
and con ned phases to extrapol@®& y at Th° . In so doing, this t leads ta;Ruk= 302
K and Th"®= 257K for Dy = 2:8554nm which are in fair agreement with the results

obtained using the direct coexistence method.

Each free energy pro 1e(3(Qg), in Figure 4.9 shows two free energy barriddSp

one is for the phase transition from liquid water to methane hydrate (i.e., formation),
DGL../! while the other one is for the phase transition from methane hydrate to liquid
water (i.e., dissociationDGEL - As said previously, the slow formation/dissociation
kinetics makes it dif cult to determine the free energy pro les of con ned methane
hydrate close to its melting temperature even when the umbrella sampling technique
is used. In order to overcome this problem, we compare the free energy barriers as
a function of the temperature difference with respect to the melting point for the bulk

and con ned systems. This makes it possible to compare the formation/dissociation
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Figure 4.9 (color online) Free energ®, of methane hydrate and liquid water in bulk
phase left) and in con ned phase fdd, = 2:8554nm (right) as a function of the local
bond order parametes. G(Qg) of bulk phaseléft) is shown afl = 290 K (blue), 310

K (purple), 330 K (orange) and 350 K (red}.(Qg) upon con nementiight) is shown at

T = 290 K (blue), 300 K (green), and 310 K (purple). The free energy is normalized using
the thermal energkgT. For the sake of clarity, a shift of +10, +20, and +303nrkgT

is added for the bulk phase &t= 310K, 330 K, and 350 K. A shift of +10 and +20 in
G=kgT is added for the con ned phase &t= 300 K and 310 K.

Figure 4.10 (color online) Free energy differen@S'", between methane hydrate and
liquid water as a function of temperatufie, The blue circles are for bulk methane hydrate
and the red circles are for con ned methane hydrate in a pgre 2:8554 nm. The blue
dashed line is a linear t for bulk methane hydrate whilepgt]ee red dashed line is a linear t

for con ned methane. These ts lead TR* = 302K and T:h°"®= 257K for Dy = 2:8554
nm. The free energy is normalized using the thermal en&gjy,
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kinetics between bulk and con ned phases at the same “distance” to the melting point.
In particular, for con ned methane hydrate, we can extrapolate and estDGtg, at

Th'®. These data are shown in Figure 4.11. On the one hand, as described in the
classical nucleation theory (see Section 1.3), the formation/dissociatiod retele ned

asJ = Joexp( DGparr=ksT). Using the extrapolation, we obtadGy,=kgT = 50:7 for

bulk methane hydrate whileGp,=kgT = 33:8 for con ned methane hydrate. A larger
free energy barrieDGpar=kgT = 300for bulk methane hydrate is found &t= 273K

andP = 900atm by Knott et al. (Knott et al., 2012). The large free energy barrier between
liquid water and methane hydrate at the melting pdd@lf, " = DGEL /- at this point)
indicates that the phase transition between methane hydrate and liquid water! (i.&l,
andH! L) is extremely slow. On the other hand, as compared with bulk methane hydrate,
con nement decreases the free energy bai@gy,=kgT (for bothL! HandH'! L).

This result suggests that the phase transition between methane hydrate and liquid water is

much easier (i.e., faster kinetics) when con ned in a porous solid.

4.3 Conclusion

Using molecular simulation, the con nement effects on the phase stability and forma-
tion/dissociation kinetics of methane hydrate were determined. For different pore widths,

we rst determined the melting temperatufigh"'"

, of con ned methane hydrate at a given
pressure using the direct coexistence method. Our results show a reduced phase stability
with a shift in the melting temperaturBT;h°'®, pointing to low temperature, as compared

with bulk methane hydrat®Th*"¢= TH°"® TbBuk< gwhereTPuk s the melting temper-

ature of bulk methane hydrate aid®'® is the melting temperature of con ned methane

hydrate.

A revised version of the Gibbs—Thomson equation was also derived. For this revised
Gibbs-Thomson equation, we rst determined important thermodynamic parameters such

as the molar volume and enthalpy for both methane hydrate and liquid water. And, the
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Figure 4.11 (color online) Free energy barrieBGyar=ks T, between methane hydrate
and liquid water as a function of the shift with respect to the melting p®int,T,,, for
bulk phase (red) and for con ned phase (blue): (1) free energy barriers from liquid water

to methane hydrate, i.e., methane hydrate formatift) (DGL.,."; and (2) free energy

barrier from methane hydrate to liquid water, i.e., methane hydrate dissociatjbt),(

DGL! . The red cross is for bulk methane hydrate while the blue cross is for con ned

methane hydrate using the extroplation described in the text. The free energy barriers are
normalized using the thermal energyT .

chemical potential of methane and water upon phase equilibrium is necessary to correct
the Gibbs-Thomson equation. Then, we determined the surface tensions between the
porous solid and methane hydraigs or liquid waterg s. The Gibbs-Thomson coef cient
obtained using these data, which is agreement with that inferred using the direct coexistence
method, shows that the shift in melting temperature of con ned methane hydrate as a

function of pore width can be well-described using the Gibbs-Thomson equation.

Slow formation kinetics was observed in the direct coexistence method. This was
further validated using free energy calculations. More in details, using the umbrella
sampling technique, we determined the free energy pro les of bulk and con ned methane
hydrate at different temperatures. Our nding suggests that con nement leads to faster

formation/dissociation kinetics (i.e., decreases the free energy barriers between methane
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hydrate and liquid water) of methane hydrate. However, we note that formation/dissociation

of con ned methane hydrate remains overall very slow.
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In this chapter, we focus on the physical and physicochemical properties of methane
hydrate con ned at the nanoscale. These physical and physicochemical properties in-
clude (1) density distribution, (2) order parameter, (3) thermal expansion, (4) isothermal
compressibility, and (5) thermal conductivity. Both bulk and con ned methane hydrates
are considered as they play an important role in practical applications (Bai et al., 2015;
Burnham and English, 2016; Demurov et al., 2002; Jendi et al., 2016; Michalis et al.,
2016a; Yang et al., 2016b; Zhu et al., 2014). The remainder of this chapter is organized as
follows. In Section 5.1, we present the computational details: molecular con gurations of
con ned methane hydrate and liquid water, molecular dynamics in the isobaric-isothermal
ensemble, molecular dynamics in the canonical ensemble, piston method to apply a given
pressure, the Green-Kubo formalism to determine the thermal conductivity. In Section 5.2,
the density pro les of bulk and con ned methane hydrates as well as liquid water are
presented. In this part, we also show local bond order parameters. In Section 5.3, the
thermal expansion and isothermal compressibility are presented. In Section 5.4, we use the
Green-Kubo formalism to compute the thermal conductivity of bulk and con ned methane

hydrate. Section 5.5 presents some concluding remarks.

5.1 Computational details

5.1.1 Molecular models

Figure 5.1 shows the molecular con gurations of con ned methane hydtafi &nd

liquid water fight) considered in this work. We rst duplicate the unit cell of bulk methane
hydrate along the z-axis to build a larger con guration. Then, we remove all the molecules
(water and methangyj > z. wherez. = 1:3809nm. In so doing, a total number of 392
water molecules and 76 methane molecules are included in the con guration of con ned
methane hydrate. A similar method was proposed by Chakraborty et al. (Chakraborty
and Gelb, 2012b). The pore walls are the same as those used in Chapter 4; the pore

width, Dy, is de ned as the distance between the center of the innermost layer solid
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atoms of the two pore walls. The con guration of con ned liquid water is generated by
melting the empty hydrate structure in the canonical ensemble followed by simulation at
constant pressure. To determine density pro les, order parameters, thermal expansion,
and isothermal compressibility, the following box dimensitgs- Ly = L, = 2:3754

nm are used for bulk methane hydrate/liquid water whije= Ly = 2:3754 nm and

L, = 44:5734nm are used for con ned methane hydrate/liquid water. To determine the
thermal conductivityl x = Ly = L, = 3:5631nm (corresponding t8 3 3 unit cells)

are used for bulk methane hydrate following the work by English et al. (English and Tse,
2009; English et al., 2009). The following simulation box dimensiogs Ly = 3:5631

nm andL; = 49:4754nm (corresponding t8 3 6 unit cells) are used to determine the
thermal conductivity of con ned methane hydrate. Periodic boundary conditions are used

in thex— andy—directions while the system is non-periodic in thelirection.

5.1.2 Molecular dynamics details

Molecular dynamics (MD) in the isobaric—isothermdIRT) ensemble are used to relax
the con guration (energy, density, etc.) and to determine the density pro les of wg{ey

and methane y(2), order parameter pro leQg(2), thermal expansioap, isothermal
compressibilitykt of bulk methane hydrate and liquid water. To relax such con ned
molecular systems, a pressure component along the zRaxisyvas applied using two
pistons (one is the top wall and the other one is the bottom wall). Each piston applies
an external forcefz";*éx wherewh = bot is for the bottom wall andvh= top s for the

top wall, to each piston atom (each piston is mad&@f atoms). These forces are
froex=  Pi= LxLyNe™ and 2%, = P.= LyLyN2°t whereL, andLy are the dimensions

of the simulation box in the— andy-directions. In addition td,;eyx, there is another force,
fz"éﬁ‘n, for each solid atom. Such force arises from the LJ interactions with the methane

hydrate atoms (or liquid water atoms). To determfgi;én, the total force from LJ pair

interactions on the pore wall is rst calculat ";ﬁ‘n Then, this force is averaged and
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reassigned to every atorfilyh = F*h =N¢'". Therefore, the force on each solid atom is

fyh= fyn+ fi at each timestep of the molecular dynamics simulation.

Figure 5.1 (color online) Molecular con guration of con ned methane hydrdédt) and

liquid water (ight). The red and white spheres are the oxygen and hydrogen atoms of
water, respectively. The gray spheres are the methane molecules which are inside the
hydrogen-bonded cages formed by water molecules. The yellow spheres are the solid
atoms of the pore walls. Pore walls are set as described in Chapter 4 but with pistons
at the top wall and bottom wall. In this speci c con guration, the sl methane hydrate
with dimensions ofx = Ly = L, = 2:3754nm is con ned inside the porositygft). The

liquid water fight) is obtained by rst removing methane molecules and then melting the
hydrate phase in the canonical ensemble followed by simulations at constant pressure. The
dimensions of the simulation box arg= Ly = 2:3754nm andL, = 44.5734 nmleft) and
41.4932 nmiGght). Periodic boundary conditions are used along¢handy—directions.

5.1.3 Thermal conductivity

For bulk methane hydrate, molecular dynamics in the isobaric-isotheNiRal ensemble
Is rst used to relax its density and energy. While for con ned methane hydrate, methane
hydrate is treated in a similar way but with pistons used to apply a preBsur@®nce
equilibrium is reached, molecular dynamics simulations in the microcanomM&&EY
ensemble are used to determine the heat- ux vector as a function of{teof bulk and

con ned methane hydrate. The heat- ux vectdft), at time,t, can be computed using the
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following microscopic expression:

& SV i)

& & uij(t) v+ vj() (5.1)
i < #

() =

<|
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1o o
Eell él fij(t) vi(t)+ vj(t) rij(t)

whereV is the vqume,%mvi2 is the kinetic energy of moleculewith the molecular mass

m;, Ujj is the interaction energy between moleculasdj, vj (vj) are the velocity of the
moleculei (moleculej), fij is the force on moleculeexerted by moleculg, andrij is the
position vector separating moleculeasnd j. kg is Boltzmann's constant. The rst, second,
and third terms in Eq5.1) correspond to the kinetic energy, potential energy, and stress.

In Eq. (5.1),J(t) is a vector which has three componentsdxft]), Jy(t), J,(t)].

The Green-Kubo formalism relates the ensemble average of the time autocorrelation of
the heat ux to the thermal conductivitl,:
v ‘¥

= gz, PO IWide (5.2)

whereh(t) = V=3kgT hJ(0) J(t)i is the normalized autocorrelation function of the heat-
ux. For bulk methane hydratel(t) is symmetrical ix—, y—, andz—directions and the
heat- ux vector components are equal in each directiR(t) = Jy(t) = J,(t). In contrast,
for con ned methane hydratel(t) = Jy(t) 8 J,(t). We computed the thermal conductivity

using the two following components:

e YT 030+ @) ¢
T= k(0) k(1) + t t
2$T§§ (5.3)

IN= r2 , ROt
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wherel T andl y are the tangential and normal components of the thermal conductivity.
hr(t) = V=2kgT JX(0)(t)+ J(0)Jy(t) andhy(t) = V=ksT hJ,(0)J,(t)i are the corre-

sponding autocorrelation functions.

The autocorrelation functioh(t) in Eq. (5.2) andhy(t) andhy(t) in Egs.(5.3) can
be extracted using the energy transfer between neighboring atoms. Such energy transfer
is the sum of exponentially decaying functions that correspond to acoustic and optical

components together with a cosine-modulated term for the optical component,

n #
ke fop Topi op
h(t)= a Aiexp( t=tj))+ a a Bijexp t=tj coswjt+ g Cjcoswjt (5.4)
i=1 j=1 k=1 =1

In this equation, the rstterm corresponds to two or three (hg= 2 or 3) acoustic modes
(namely, short rangesh, long rangelg, and, possibly, medium rangag. The second

term corresponds to one or tway, = 1 or 2) optical modes. The third term corresponds

to the residual oscillations beyond the acoustic and optical modes. The relaxation times
for the acoustic modes atgy, tme andt g while those for the optical modes arg. A,

Bjk, andC; are the amplitudes of the acoustic, optical, and residual terms, respectively.
wj are the oscillation frequencies which correspond to peaks in the optical region of the
power spectrunk (V). F (V) is obtained in this work using the Fourier transfornmhét).

It should be noted that the residual terms are omitted in the Fourier transform as it only

leads to a delta function in the Fourier space.

5.2 Structure

Density pro les. The density pro lesr £ (2), of a species in the phasé along the

z—axis are computed as follows:

hDNs(z z+ Dz)i Mg

rg (2= (5.5)



5.2 Structure 125

wherehDN(z z+ Dz)i is the ensemble average of the number of spediesated in the
region betweez andz+ Dz, Mg is the molar mass of molecuggandNp is Avogadro's
constants= mis for methane molecules white= w is for water moleculesk = L is

for liquid water whileF = H is for methane hydrate. The following density pro les were
determined aT = 240K andP = 100atm (orP,,= 100atm for con ned systems). water

in liquid phaser %(2), and methane, (), and watery }!(2), in hydrate phase. These
data are shown in Figure 5.2. Multi-layer distributions are observed for con ned liquid
water (see Figure 5.2dp)). In these layers, liquid water exhibits a high density close to
the pore wall. By comparing water molecules in the bulk and con ned methane hydrate
(Figure 5.2 ¢ente)), the density pro les do not show signi cant differences. Moreover,
comparison between the density of methane molecules in bulk methane hydrate and that
for con ned methane hydrate (see Figure Sodttom)), the later exhibits a higher density

only close to the pore walls.

Order parameter. The order parameter pro les of water along thexis,Qg(2), are

computed as follows: *
o _DNW(z;z+ D2)

+
T Qe;i
%= Nz D9

(5.6)

whereh i denotes an ensemble averaBdl,(z z+ Dz) is the number of water molecules
located in the region betweerandz+ Dz. The index runs over all these water molecules.
Thei—th water molecule exhibits a local bond order param@ggr(as de ned in Chapter 4).
Figure 5.3 shows the order parame@grof liquid water and methane hydrate along the
z-axis. First, liquid water exhibits a much more ordered structure at such low temperature
T = 240K (as compared with the data at temperatures above the melting point of ice).
For instanceQs 0:39for liquid water atT = 290K is obtained using the free energy
calculations in Figure 4.9 of Chapter 4. In contr&d, 0:48is obtained af = 240K as
shown in Figure 5.3. The latter value is closer to the value of crystalline structures of water
such a¥)s 0:55for methane hydrate and hexagonal ic& at 250K andP = 10atm.

Qg for hexagonal ice and methane hydrate were determined using molecular dynamics

in theNPT ensemble. Second, by compari@Qg for bulk and con ned liquid water (see



126 Physical and Physicochemical Properties of Con ned Methane Hydrate

Figure 5.2 Density pro les along the—axis,r (2), of water in liquid phaset¢p), methane

in hydrate phasecéntel), and water in hydrate phaseadtton) atT = 240K andP = 100

atm. The red solid lines are for bulk phases while the green solid lines are for con ned
phases. The black dashed lines are the positions of the pore walls with the por®yidth
The blue dashed lines are the dimension inzkgirection for bulk methane hydrate with

L, = 2 u. The red dashed lines are the density pro les for a duplicated bulk phase.



5.2 Structure 127

Figure 5.3 {op)), it is seen that con nement decreas@s This might be caused by the

fact that the larger density leads to a larger number of neighbors for a water molecule in
the layers while the lower density corresponds to fewer neighbors for a water molecule
between two layersQg for con ned liquid water around the pore center is close to the
value for bulk liquid water. This is due to the fact that their densities are similar. Finally,
Qg for bulk and con ned methane hydrate are similar alongzkaxis (see Figure 5.3
(botton)) except for slight differences close to the pore walls. These slight differences
are due to the fact that the water molecules in this region possess fewer neighbors. The
number of neighbors isl, = 4 for water molecules in bulk methane hydrate and con ned
methane hydrate in pore center whiNg= 2 or 3 for water in the region close to the pore

walls.

Figure 5.3 Local bond order parameters along zhaxis,Qg(2), in liquid water ¢op) and
methane hydratébpttom) atT = 240K andP = 100atm. The red solid lines are for bulk
phases while the green solid lines are for con ned phases. The black dashed lines are the
positions of the pore walls with the pore widih,. The blue dashed lines indicate the
dimension in the—direction for bulk methane hydrate with = 2 u. The red dashed lines

are the local bond order parameters for a duplicated bulk phase.
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5.3 Thermodynamic coef cients

Thermal expansion,ap. The thermal expansiora,FF,, describes the ability of methane
hydrate E = H) or liquid water £ = L) to change its volum¥ in response to a change

in temperature], at constant pressure,

v 5.7)

==

1
aE:\—/

=
o

According to the above de nition, the estimationay$ requires to determine the volume,
V(T), as a function of temperatufieat a given pressure. For bulk liquid water/methane
hydrate V(T) is determined using molecular dynamics in MEBT ensemble. Due to the
fact that there is no unique de nition of the voluriefor a con ned phase, we consider

here two volumes\/gg‘,}é” andvggﬂgx(de nitions will be given later), to compute the thermal

:dmin

expansion. According to E@5.7), this leads to two thermal expansio ";pore and
F;dmax
P,z pore?
n
F;dmin — 1 ﬂVgé'Pén
P,z pore Vgcr)pén ﬂT .
L= (5.8)

dmax’
F:dmax_ 1 ﬂVpore
Pz pore ~ \sdmax

Vpore T P,

whereVinaX= LiLyDp andVi' = LiLy(Dp Sog) are the maximum and minimum
volumes that can be considered. We recall Dgatis de ned as the distance between
the centers of solid atoms of the innermost layer of pore wals, is the LJ parameter
for unlike atomic pairs of oxygen-solid atomg,; is the pressure applied to the pistons
(the details of such piston calculations can be found in Section 5.1). As a comparison
with con ned systems, the thermal expansion using the molecular dynamics NBHE
ensemblea, , reads:

S (VA

= — — 59
Pz Vv, T b, ( )
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whereV; = LyLyL; is the volume of bulk phase in tHeP,,T ensemble. In this work,

different temperatures were considerdd= 160K, 180 K, 200 K, 220 K, and 240 K

GfF;dmax F:dmin

atP = 100atm (orP;;= 100atm). For the calculations @fp . jore: @p,. pore

F
andagp, ,

Lx = Ly= 2:3754 nm is kept constant.

Figure 5.4 shows the volumé&e(t) and the corresponding thermal expansioght) as
a function of temperature for liquid water. First, the voluvhéncreases with temperature
T atP = 100atm for both bulk and con ned liquid water. Second, calculations inNIRa
andNP,;T ensembles leads to the same volume of bulk liquid water at each temperature, i.e.,
V(T) VyT)and(TV=NT)p (TV~TT)p,, so that as expected the thermal expansion

of bulk liquid water determined using ttiePT ensemble is the same as that determined

L;dmax

L;dmin
P,z pore 9

(Or apzz; por

using theNR,.T ensembleaj = af . Finally, comparinga anda
suggests that the thermal expansion of con ned water is small or equal to that of bulk

liquid water.

Figure 5.5 shows the volumé&e(t) and the corresponding thermal expansioght) as
a function of temperature for methane hydrate. Similarly to liquid water, we found that: (1)
V(T), Ve(T), VIR&(T), andVSare(T) increases withT'; (2)V(T)  VA(T), (TV=1T)p
(1V=1T)p,,. so thataf = afl ; (3) afl > agf ot > af ™ Con nement decreases
the thermal expansion up to 44.3% for methane hydrate. In addition, by comparing the
thermal expansion between methane hydrate and liquid water, methane hydrate shows a
smaller thermal expansion than liquid water in the temperature range 160-240Ka,

L;dmax H;dmax

L;dmin H;dmin
ap,pore> @p, »anda

P.;pore > &p,;pore

Isothermal compressibility, k. The isothermal compressibility describes the ability
of methane hydrate or liquid water to change its volume in response to a change in pressure
at constant temperature. As with the thermal expansion, the three following isothermal
compressibilities al = 240K andP = 100atm, 300 atm, 500 atm, 700 atm, and 900 atm

are considered in this work:
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Figure 5.4 (color online) Volume\(, left) and thermal expansiorag, right) of bulk
and con ned liquid water as a function of temperatiratP = 100atm. Two different
ensembles were considered for bulk liquid watéPT ensemble (blue circles) amiP T
ensemble (black circles). For con ned liquid water, a minimum v@g@“ (orange circles)
and a maximum valu@’g‘ax (red circles) of the pore width were considered. A total of 368
water molecules were used to determine these data. The dashed lines are linear ts.

Figure 5.5 (color online) Volume\(, left) and thermal expansiom ¢, right) of bulk and

con ned methane hydrate as a function of temperafuet P = 100atm. Two different
ensembles were considered for bulk methane hydhd#g: ensemble (blue circles) and
NRET ensemble (black circles). For con ned methane hydrate, a minimum mma
(orange circles) and a maximum valDg'®(red circles) of the pore width were considered.
The dashed lineddft) are linear ts. The solid black line are experimental data while the
dashed black lineright) are simulation data for bulk methane hydrate (Ning et al., 2012,

2015).
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(1) the isothermal compressibilitiF, for bulk phase is determined using molecular

dynamics in theNPT ensemble,

kF= = = (5.10)

F;dmax and kF;dmln

(2) the isothermal compressibilitky.},ore T;pore *

for the con ned phases is

determined using the piston method,

dmin’
Kk F;dmin _ 1 ﬂVpore
T;pore — i
ST [P .
ﬂvdmax' ( ' )
kF;dmax: 1 pore
T,pore Vgérr]gx ﬂPzz .

(3) the isothermal compressibility,TF;Pzz, for the bulk phase is determined using molecu-

lar dynamics in th&\ P, T ensemble,

IRV
T;Pzz VZ ﬂPZZ -

(5.12)

The volume and the isothermal compressibility as a function of pre§s(oepressure
componen#;y) for liquid water and methane hydrate are shown in Figures 5.6 and 5.7. For
both liquid water and methane hydrate, the volumes obtained using different simulations
(v, VL, vég‘?g“i”, andv&;,‘rjemax for liquid water anavt, v}, VF&Pemi”, andvygfemax for
methane hydrate) decrease as the pressure increases. As a result, positive values of the
iIsothermal compressibility are always observed for both methane hydrate and liquid water.
For both bulk and con ned liquid water (see Figure 5.6), the isothermal compressibility

L 1, L;dmin L:dmax, : . .
(k. Kt/pore» @ndKy./gore ) increases with pressure. Con nement decreases the isothermal

> k L;dmin > k L;dmax

compressibility of liquid waterkt T'pore > KT!pore -

The isothermal compressibility
of bulk methane hydrateé') increases with pressure while the isothermal compressibility
(k%;g(;?é” and k%&?pg’) of con ned methane hydrate decreases with increasing pressure.

Compared with bulk methane hydrate, con nement increases the isothermal compressibility
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at low pressur® < 500atm kH < k'ﬁfé?j& k'T*;;Sg;‘é”) while it decreases the isothermal

compressibility at high pressurRe> 500 atm k' > k?jgé?é”> k%;gc’,?j .

Figure 5.6 (color online) Volume\(, left) and isothermal compressibilitik{, right) of

bulk and con ned liquid water as a function of press@érat T = 240K. Two different
ensembles were considered for bulk liquid watéPT ensemble (blue circles) aiP T
ensemble (black circles). For con ned liquid water, a minimum v@g@" (orange circles)
and a maximum valug‘ax (red circles) of the pore width were considered. The dashed

lines are linear ts.

Figure 5.7 (color online) Volume\(, left) and isothermal compressibilitik+£, right) of
bulk and con ned methane hydrate as a function of presBwa€l = 240K. Two different
ensembles were considered for bulk methane hydN#a: ensemble (blue circles) and
NRET ensemble (black circles). For con ned methane hydrate, a minimum \Eigl'fé
(orange circles) and a maximum valDg®*(red circles) of the pore width were considered.

The dashed lines are linear ts.
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5.4 Thermal conductivity

In this work, the thermal conductivity of bulk § and con ned ( y andl 1 are tangential

and normal components) methane hydrate are determined using molecular dynamics simu-
lation. The details of these molecular dynamics simulations can be found in Section 5.1.3.
To determing , |  andl 7, the heat- ux vectors are rst determined using K§.1). Then,

the (normalized) autocorrelation functions of these heat- ux vectors for bulk methane
hydrate,h(t), and for con ned methane hydratby(t) andhy(t), are estimated using
Egs.(5.2) and(5.3). Figure 5.8 shows these autocorrelation function$ at 250K —

h(t) (left), ht(t) andhy(t) (right) — as obtained from our simulations. we also show the
autocorrelation functioi(t) obtained by English et al. for bulk methane hydrate. We
obtained data for bulk methane hydrate that are consistent with those reported by English
et al. (English and Tse, 2009; English et al., 2009). For con ned methane hydrate, the
tangential componertitr (t) shows a similar trend dxt) for bulk methane hydrate but

with a slight different oscillation frequency. The normal comporgy{t) exhibits two

oscillation frequencies.

Figure 5.8 (color online) Autocorrelation function of the heat- ux vect(t), as a
function of timet, for bulk (left) and con ned (ight) methane hydrate. For bulk methane
hydrate, the black solid line is from this work while the black dashed line is from English
et al. (English and Tse, 2009; English et al., 2009). For con ned methane hydrate, the red
solid line is the tangential compondm§ = V=kgT hl,(t)J,(0)i while the green solid line

is the normal componetr = V=2kgT Jy(t)J(0)+ Jy(t)Jy(0) .



134 Physical and Physicochemical Properties of Con ned Methane Hydrate

As described in Section 5.1.3, we can use Bg})to tthese autocorrelation functions.
These ts require us to separate the acoustic and optical modes. We take the Fourier
transform of Eq. (5.4):

rlac t 1 Nop

Nop;j t.
k
FM—aA +a 44 B J 5 (5.13)
2+t 2 =1 k=1 u w;j 2+tjk2

We recall that the residual terms correspondin@?ﬁ’cj cosw; are omitted in this equation

as it leads to a Dirac peak when calculating the Fourier transform (see Section 5.1.3). In the
Fourier space, the acoustic modes (including short, medium, and long range) are centered
around zero frequency while the optical modes are centered around a localized vibration
frequency, i.e.wj. The power spectra obtained using Fourier transform are shown in
Figure 5.9. For bulk methane hydrate, one optical mode with the oscillation frequency
wj = 1483 rad/ps is found. For the tangential component of con ned methane hydrate,
only one optical mode witkvy = 1155 rad/ps is also found. For the normal component

of con ned methane hydrate, two optical modes with= 137:7 rad/ps andv, = 1867

rad/ps are found. To obtain the acoustic contributions, a low-pass Iter approach is adopted
as rstdescribed by English et al. (English and Tse, 2009; English et al., 2009). The optical
modes are rst removed from the Fourier transform of the autocorrelation of the heat- ux
(i.e., set zero fou > 350cmt). Then, we calculate the inverse Fourier transform to obtain
the acoustic modes. In so doing, the acoustic and optical modes are separated using inverse
Fourier transforms of the power spectrému). Figure 5.10 shows the separated acoustic
and optical modes for bulk methane hydrate. We use these two plots to determine the
relaxation timest; andt j, and amplitudesh;, Bj, andCj, for each component of the
acoustic and optical modes in E§.4). On the one hand, all the maximum/peak points

of the autocorrelation functiong(t), ht(t) andhy(t)) are taken to t the optical modes.

On the other hand, a smoothed form for the acoustic modes is constructed by taking the
function values of the inverse Fourier transform at half-way in time between two peaks of

the optical modes. This treatment aims at eliminating the arti cial periodicity introduced



5.4 Thermal conductivity 135

by the square cut-off when we perform the low-pass Iter. These maxima and smoothed

points are also shown in Figure 5.11 using a logarithm scale.

Figure 5.9 (color online) Fourier transfori [u] of the autocorrelation function of the
heat- ux for bulk (h(t), left) and con ned {1 (t), center hy(t), right) methane hydrate.
For bulk methane hydrate, the black solid line is from this work while the black dashed line
is from English et al. (English and Tse, 2009; English et al., 2009). For con ned methane
hydrate, the red solid line is fdy = V=kgT hl,(t)J,(0)i while the green solid line is for

hr = V=2kgT J(t)J(0)+ Jy(t)Iy(0) .

Figure 5.10 Inverse Fourier transform of the power spectrum for bulk methane hydrate.
The acoustic mode (gray line) and optical mode (black line) are separated as described in
the text. The maxima/peaks of the optical modes (black circles) and the smoothed points
for the acoustic modes (gray circles) are considered to determine the relaxation time and
amplitudes gee text

Until now, we obtained all the points needed to t the acoustic modes (smoothed
points) and the optical modes (maxima/peaks). Piecewise linear ts are then applied to the
acoustic and optical modes as shown in Figure 5.11. On the one hand, three linear ts are

performed to determine the signal corresponding to the acoustic maggmdt s, for the
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short-range contributiome andt me for the medium-range contribution, aAg, andt g

for the long-range contribution. On the other hand, another three (more if the system has

more optical modes) linear ts are performed to determine the signal corresponding to the

optical modesB;1 andt 11 for the short-range contributioB;» andt 1, for the long-range

contribution, andC; for the constant term. Using the tting results (i.e., relaxation time

t and oscillation amplitudes, B, C) given above as the initial parameters, two overall

ts are then performed: one is for the acoustic and the other one is for the optical modes.

These tsresults are also shown in Figure 5.11. The nal t results were used to determine

the corresponding thermal conductivity in Egs. (5.2) and (5.3),
Zy Nac Nop n%p;i Bjkt i #

| = h(t)dt= q Ati+ 3 Y T
0 () aI.All aj. ak.1+(thWJ)2

(5.14)

In practice, the t of the acoustic modes given above is accurate for bulk methane
hydrate (see Figure 5.1fight top)) while not for con ned methane hydrate (see Figure 5.11
(right cente) and fight bottorm)). On the one hand, Figure 5.1dght cente)) shows that
the tdoes not work well for the acoustic modes of the tangential component of con ned
methane hydrate. Therefore, the trapezoidal integration algorithm is also used to estimate
the total (including acoustic and optical modes) tangential component of the thermal
conductivity of con ned methane hydrate. On the other hand, Figure fght potton)
indicates that the acoustic modes for the normal component exhibits a low-frequency
oscillated decay. According to the Fourier transform, as shown in Figure 5.9, the oscillation
frequency readw = 1:2612rad/ps. Considering this observation, the t equation for the

acoustic modes of the normal component of the con ned methane hydrate is rewritten as,

Nac Nop  MNop;j # Nop
h(t)= & Aiexp( t=tj)cos(wit)+ & & Bijexp t=tj coswjt+ g Cjcoswit
i=1 =1 k=1 =1
(5.15)
and the corresponding integration reads,
Zy Nac At ”op" Nop;j Bkt ik #
In= hi)dt=3 ———+§ q — % (5.16)
0 i 1+(tiWi)2 ik 1+ (tjwj)?
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Figure 5.11 (color online) Piecewise linear ts applied to the acoustic — smoothed points —
(gray circlesright panel3 and optical — maxima/peaks — (black circlest panel$ modes

for bulk methane hydratedp panel$and the tangentiaténter panelsand normalljottom

panelg components of con ned methane hydrate. Piecewise linear ts for optical modes
are shown for short-range (red solid lines), long-range (blue solid lines), and constant term
(green solid lines) terms. fdmny(t), two optical modes are included but only one optical
mode (vj = 1867 rad/ps) is shown here (the tresults for the other one are shown in Table
5.2). Piecewise linear ts for acoustic modes are shown for short-range (red hashed lines),
medium-range (blue dashed lines), and long-range (green dashed lines) terms. The black
solid lines are for overall optical ts while the gray solid lines are for overall acoustic ts.
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All the data related to the ts are summarized in Tables 5.1 and 5.2. These calculations
lead tol = 0:616 W/mK, | + = 1:857 (using trapezoidal integration) — 20.743 W/mK
(using energy transfer ts), andy = 0:729W/mK. The value obtained in this work for
bulk methane hydrate is close to the simulation data (0:64 W/mK) reported by English
et al. (English and Tse, 2009; English et al., 2009) and experimental data (0.68 (Rosenbaum
et al., 2007) and 0.62 (Waite et al., 2007)). Con nement increases the thermal conductivity

of con ned methane hydrate, especially for the tangential compohent] n < | T.

Table 5.1 Relaxation timeg, (in ps), and amplituded; (in W/mKfs), from the overall t
of the acoustic modes. Contributions,(in W/mK), of each component to the thermal
conductivity, | 5c (in W/mK), of acoustic modes are also listedis for the oscillated
acoustic mode with the frequencyws, = 1:2612 rad/ps.

obj. Ash tsh | sh Ame tme | me Ag tig l1g | ac

h(t) 0.0014 0.0455 0.063 0.0004 0.2001 0.073 0.0002 2.1069 0.369 0.504
hr(t) 0.0022 0.0453 0.100 0.0016 0.3027 0.497 0.0047 4.2780 20.146 20.743
hy(t)  0.0261 29.0935 0.564 — — — — — — 0.564

Table 5.2 Relaxation timeg,jx (in ps), and amplitudeBx (in W/mKfs), from the overall

t of the optical modes. The oscillation frequencies;, (in rad/ps) obtained from the

power spectra are also listed. Contributiohg(in W/mK), of each component to the

thermal conductivityl o, (in W/mK), of optical modes are also listed. The nal thermal
conductivity is shown here.

ob;. Wi tik Bik I ik ik Bik I ik Cj I op I

h(t) 148.3 0.0534 0.1331 0.112 0.4567 0.0065 0.001 0.0027 0.113 0.616

hr(t) 115.1 0.0428 0.1120 0.190 0.1692 0.0449 0.020 0.0032 0.210 20.953

hy(t) 186.7 0.0462 0.1484 0.091 0.1882 0.1408 0.022 0.0030 0.112 0.729
137.7 0.1225 0.1228 0.053 - - - 0.0003 0.0527

5.5 Conclusion

In this chapter, we use molecular dynamics simulation to determine the con nement effects
on the physical and physicochemcial properties of methane hydrate such as structure,
thermal coef cients, and thermal conductivity. For bulk system, these thermodynamics are
determined using molecular dynamics in the isobaric-isothermal ensemble. For con ned

system, the piston method are applied to determine these thermodynamics at desired
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temperature and pressure. First, structural pro les, including density and local bond
order parameters are determined. Con nement increases the ordered structure of liquid
water but slightly affects the structure of methane hydrate. Then, the thermal expansion
and isothermal compressibility of bulk and con ned methane hydrate/liquid water are
also determined. For both methane hydrate and liquid water, their thermal expansions
determined using thBIR,;T ensemble are close to the results obtained usingNt€
ensemble, as well for isothermal compressibility. On the one hand, at the temperature
considered in this work, con nement decreases the thermal expansion of liquid water and
methane hydrate. On the other hand, at the pressure considered in this work, con nement
also decreases the isothermal compressibility of liquid water but increases or decreases
that of methane hydrate relates to the pressure. Finally, the thermal conductivity of bulk
and con ned methane hydrate are also addressed using the Green-Kubo formalism. We
reproduced the thermal conductivity of bulk methane hydrate. As compared with bulk
methane hydrate, con ned methane hydrate exhibits different autocorrelation function of
the heat- ux: the tangential component shows a lower oscillation frequency for the optical
mode while the normal component exhibits two optical modes and one oscillated acoustic
mode. Our data suggest that con nement increases the thermal conductivity for both the

tangential and normal components.






Conclusions and Perspectives

Methane hydrate, which is a crystalline structure made of water molecules forming a
network of hydrogen-bonded cages around methane molecules, is important for many
applications in the eld of environment and energy science. In nature, methane hydrate
is often con ned at the surface or inside porous rocks and media where it interacts
with mineral surfaces. Understanding the role of these con nement and surface effects
on the thermodynamics and dynamics of methane hydrate is an important concern. In
this thesis, different molecular simulation strategies were used to assess the structure,
phase stability, formation kinetics, and physical properties of methane hydrate con ned
at the nanoscale. First, different molecular simulation strategies, including free energy
calculations using the Einstein molecule approach, the hyperparallel tempering technique,
and the direct coexistence method, are used to determine the phase stability of bulk
methane hydrate. Then, the direct coexistence method is chosen to determine the phase
stability of con ned methane hydrate. To describe the shift in melting temperature, we
also revisit the Gibbs-Thomson equation. We also use molecular dynamics to determine
the thermodynamic parameters in the Gibbs-Thomson equation ans address its validity.
Finally, free energy calculations using the umbrella sampling technique are performed
to determine the formation/dissociation kinetics of bulk and con ned methane hydrate.
In addition, con nement effects on several physical and physicochemical properties of

methane hydrate are also determined. Our ndings are as follows:

(1) Using different molecular simulation strategies, the pressure—temperature phase

diagram for bulk methane hydrate is determined. In this part, we found that the
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(@)

3)

(4)

(5)

choice of TIP4P/Ice water and OPLS-UA methane models allows one to reproduce
the phase diagram of methane hydrate. The data presented in the present work are
consistent with previous molecular simulation works and the experimental phase

diagram of methane hydrate.

Using the direct coexistence method, decreased melting temperatures are observed
for con ned methane hydrate with respect to bulk methane hydrate. In other words,
the shift in melting temperature of con ned methane hydrate is neg&liye=

TR Touk< o

The Gibbs-Thomson equation is revisited, and several thermodynamic parameters
needed in this equation are determined using molecular dynamics. Compared with
the liquid-substrate surface tension, a larger hydrate-substrate surface tension is
observedg s @gys< 0. The data obtained using the direct coexistence method are
found to be consistent with the Gibbs-Thomson equation determined using molecular
dynamics. The shift in the melting point is found to be quantitatively described using
the Gibbs—Thomson equation, which predicts that the shift in melting point linearly

depends on the reciprocal of the pore width.

Using the umbrella sampling technique, the free energy barriers between methane
hydrate and liquid water are determined. We found that con nement decreases these
free energy barriers and leads to faster formation/dissociation kinetics of methane

hydrate.

Con nement decreases the thermal expansion and isothermal compressibility of

methane hydrate.

Despite the suitability of molecular simulation to determine con nement effects on the

physics of methane hydrate, many challenges are still to be faced:

(1)

Understanding formation/dissociation mechanisms. Faster formation/dissociation

kinetics (corresponding to a decreased free energy barrier) was observed in this PhD
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work. However, understanding the growth mechanism of methane hydrate in porous

materials remains to be achieved as it is important for practical applications.

(2) Understanding surface chemistry effects and salt effects on the thermodynamics
and dynamics of methane hydrate. Natural porous materials exhibit various sur-
face chemistries (chemical composition, hydrophilicity/hydrophobicity, heterogene-
ity/homogeneity, etc.). These differences should be considered to mimic real en-
vironmental conditions. For methane hydrate trapped in marine sediments, salt in

seawater could also have drastic effects on phase stability of methane hydrate.

(3) Knowledge transfer to other gas hydrates. Understanding the role of con nement
on methane hydrate should allow one to explore other gas hydrates (e.g., carbon
dioxide, nitrogen, hydrogen, other hydrocarbons, etc.) and other clathrate structures

(e.g., zeolites, Metal Organic Frameworks, etc.).

(4) Decreasing computational costs. A large free energy barrier between methane
hydrate and liquid water leads to slow formation kinetics. Such a low nucleation
rate requires to perform large-scale molecular dynamics or Monte Carlo simulations
combined with free energy calculations. In this PhD work, we used the grand
canonical ensemble as it simpli es the calculations to determine the L-H-V phase
equilibrium. Despite the success of these calculations, they still require extensive

computational resources.






Conclusions et Perspectives

L'hydrate de méthane, une structure cristalline constituée de molécules d'eau formant un
réseau de cages liés par liaison hydrogéne autour de molécules de méthane, est important
pour de nombreuses applications dans le domaine de I'environnement et de I'énergie. Dans
la nature, I'hydrate de méthane est souvent con né a la surface ou a l'intérieur de roches
poreuses ou il interagit avec des surfaces minérales. Comprendre le réle de ces effets de
con nement et de surface sur la thermodynamique et la dynamique de I'hydrate de méthane
est une préoccupation importante. Dans cette these, différentes stratégies de simulation
moléculaire ont été utilisées pour évaluer la structure, la stabilité, la cinétique de formation
et les propriétés physiques de I'nydrate de méthane con né a I'échelle nanométrique.
Premiérement, différentes stratégies de simulation moléculaire, y compris des calculs
d'énergie libre utilisant I'approche de la molécule d'Einstein, la technilgyperparallel
temperinget la méthode de la coexistence directe, sont utilisées pour déterminer la stabilité
de la phase d'hydrate de méthane non con née. Ensuite, la méthode de la coexistence
directe est choisie pour déterminer la stabilité de I'hnydrate de méthane nanocon née.
Pour décrire le changement de température de fusion, nous redérivons I'équation de
Gibbs-Thomson. Nous utilisons également la dynamique moléculaire pour déterminer
les parametres thermodynamiques de cette équation de Gibbs-Thomson et en évaluer sa
validité. En n, des calculs d'énergie libre utilisant la technique umbrella sampling sont
effectués pour déterminer la cinétique de formation/dissociation de I'hydrate de méthane

non con né et con né. En outre, I'effet de con nement sur plusieurs propriétés physiques
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et physicochimiques de I'hydrate de méthane est également déterminé. Nos constatations

sont les suivantes:

(1)

(2)

3)

(4)

(5)

En utilisant différentes stratégies de simulation moléculaire, le diagramme de phase
pression-température pour I'nydrate de méthane non con né est déterminé. Dans
cette partie, nous avons constaté que le choix des modéles de méthane TIP4P /
Ice Water et OPLS-UA est important pour reproduire le diagramme de phase de
I'hnydrate de méthane. Les données présentées dans ce travail sont en bon accord
avec des travaux antérieurs de simulation moléculaire mais aussi le diagramme de

phase expérimental de I'hydrate de méthane.

En utilisant la méthode de la coexistence directe, des températures de fusion dimin-
uées sont observées pour I'hydrate de méthane con né par rapport a I'hydrate de
méthane non con né. En d'autres termes, le décalage de la température de fusion de

I'hydrate de méthane con né est négafiil,, = TH>© TRuk< 0.

L'équation de Gibbs-Thomson est revue et plusieurs paramétres thermodynamiques
nécessaires dans cette équation sont déterminés en utilisant la dynamique molécu-
laire. En comparaison avec la tension de surface entre le liquide et le substrat, on
observe une tension super cielle hydrate-substrat plus importgrge,gys< O.

Les données obtenues a l'aide de la méthode de coexistence directe sont cohérentes
avec I'équation de Gibbs-Thomson. Le déplacement du point de fusion est décrit
de maniere quantitative en utilisant I'équation de Gibbs-Thomson, qui prédit que le

décalage du point de fusion dépend linéairement de l'inverse de la taille des pores.

En utilisant la technique umbrella sampling, les barriéres d'énergie libre entre
I'nydrate de méthane et I'eau liquide sont déterminées. Nous avons constaté que
le con nement diminue ces barrieres d'énergie libre et conduit a une cinétique de

formation/dissociation plus rapide de I'hydrate de méthane.

Le con nement diminue la dilatation thermique et la compressibilité isotherme de

I'nydrate de méthane.
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Malgré la pertinence de la simulation moléculaire pour déterminer les effets du con-

nement sur la physique de I'hydrate de méthane, de nombreux dé s restent a relever:

(1) Comprendre les mécanismes de formation/dissociation. Une cinétique de forma-
tion/dissociation plus rapide (correspondant a une diminution de la barriére d'énergie
libre) a été observée dans ce travail de these. Cependant, il reste a comprendre le

mécanisme de croissance de I'hydrate de méthane dans les matériaux poreux.

(2) Comprendre les effets de la chimie de surface et les effets de sel sur la thermody-
namique et la dynamique de I'hydrate de méthane. Les matériaux poreux naturels
présentent diverses chimies de surface (composition chimique, hydrophilie/hydrophobie,
hétérogénéité/homogénéite, etc.). Ces différences doivent étre considérées pour
imiter les conditions environnementales réelles. Pour I'hydrate de méthane piégé
dans les sédiments marins, le sel dans I'eau de mer pourrait également avoir des

effets importants sur la stabilité de la phase de I'hydrate de méthane.

(3) Transfert de connaissances vers d'autres hydrates de gaz. Comprendre le role
du con nement sur I'hydrate de méthane devrait permettre d'explorer d'autres
hydrates de gaz (par exemple le dioxyde de carbone, I'azote, I'hydrogene, d'autres
hydrocarbures, etc.) et d'autres structures de clathrates (zéolithes, Metal Organic

Framework, etc.).

(4) Codts de calcul. Une grande barriére d'énergie libre entre I'hydrate de méthane et
I'eau liquide conduit & une cinétique de formation lente. Une vitesse de nucléation
aussi faible nécessite d'effectuer des simulations moléculaires a grande échelle ou
des simulations Monte Carlo ou de dynamique moléculaire combinées a des calculs
d'énergie libre. Dans cette these, nous avons utilisé I'ensemble grand canonique car
il simpli e les calculs pour déterminer I'équilibre de phase L—H-V. Malgré le succes

de ces calculs, ils nécessitent encore des ressources informatiques considérables.






Appendix A

Einstein Molecule Approach

A.1 Vectorsaandb

Figure A.1 De nition of the normalized vectora andb in the 4-site rigid water molecule
(TIP4P/2005 and TIP4P/Ice). These two vectors are formed by the subtraction

(I 12)511 1) and summatiot = (11 + 12)5j11 + |5j of the two bond vectord; andl,.

The red and white spheres are the oxygen and hydrogen atoms, respectively. The green
sphere is the electronic sik® of the oxygen atom.
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A.2 Free energy of non-interacting Einstein moleculé\a

From the canonical partition functio@a, we obtain the Helmholtz free energy of the

non-interacting Einstein molecul@a,

A 1
NkeT — Nln(QA) (A.1)

For N water molecules distributed in a periodic box of voluwheQa reads:

z z
_ (%arqvge)™ Ua(rife srafa)

Qa NI exp kT

dl’ldfl dI'Ndi (A.2)

whereg; = VL 2 is the individual translational partition function whitg, qv, ge are the
individual rotational, vibrational, and electronic partition functions, respectigel\qy, ge

are dimensionless and are identical in the two coexisting phases, so that we assign them an
arbitrary value of one. The harmonic potential enddgyincludes the translatioda 1

and rotatiorlJa.r contributions:

Ua=Ua(ry;fe; rnsfa) A3

=Ua1(r;  srn)+ Uar(f; 3 fn) = UaT+ Uar

whereUa .1 only depends on the positionsof theN molecules whildJs-r depends on

their two vector angles,i = f4;fp;i . Qa can be recast as:

Zz Z

_ 1 Ua
Qa = NIL 3N o, exp KeT dridf1 drndfy
-1 Uat+ Uar
- N!LsNz : exp T kT drlgfl ZdrNdi
-1 Uar Uar
~ NIL3N Xp KeT drp dry exp YT df; dfn
= Qa;TQAR

(A.4)
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Qa can be viewed as the product of the translation contribu@er (the termﬁ

is included inQa-1) and the rotation contributio@a:r. Therefore, Ay consists of a

translationAa.T and a rotatiorAa.r contributions, Noya et al. (2008); Vega et al. (2008)

A 1 1
Nk: = Nln(QA): N'” QaTQAR
1 1
= Nln QaT N'” Qar (A.5)
— AA;T + AA;R
NksT NksT

All free energies are normalized by the total thermal en@&tigyT .

Translation contribution to the free energy of the non-interacting Einstein molecule,
Aa-T. Aa-T7,Which arises froma.t = Ua-T(r1; ;rn), only depends on the relative po-
sitions of the water molecules: the set of positions of all water molecuies ;rn)
can be rewritten as a set of the relative positions with respect to the rst water molecule

(ri;r2 r1; 0 srn ra;). Qa:t can therefore be rewritten as:

Z Z
QaT = Wls,\lz Zexp UA;T(rkL;T ) dry dry
_ngNz ZeXpZ U(ryra LLT IN 1) dryd(r, 1) d(rn Ta)
:Wlmzdrlz exp 2 NI g ) diy )
_% exp U(rz rl|;<BT;rN r) diro r1) d(ry rn)

(A.6)

From the integration corresponding to one permutation (between particles 1 and 2 for
instancek (Ua.T), the above partition function is the productlafUa 1) with the total
number of all possible permutatiofd 1)!:

N 1V Vv
QaT = WKT(UA;T) = WKT(UA;T) (A7)
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wherek (Ua.7) is the integral forill 1) 3D oscillators,

Z,.yZ,Z (N 1)
_ \V/ +t¥ - p“c2p |.|. 5 9.
QaT = NN o o o exp kB_Tr r<sinqdrdqdf
z (N 1
V +¥ I T 2 2
= ——0= 4 e —r< redr
NLaN P P geT
Z (N 1
_ Vv 2pkBT +¥ | T 2
= N T o rd exp kB_Tr (A.8)
z N 1)
V. 2pkgT © +¥ | (
= Pke exp  ——r2 dr
NL=3N It o ksT
> 4 ! (N 1) 3(N 1)=2
-V 2eD)TP Ly _ V. phkeT §
~ NL3N 132 2 CONL3N g
Using the last equation, we obtain:
AT 1
= | .
NigT ~ N QAT A9
1 NL3 L3 1, L2l 1 '
N Y, 2 N keTp

Rotation contribution to the free energy of the non-interacting Einstein molecule,
Aa-r. Aa-r IS obtained fromQa:r. Each molecule in the Einstein molecule is equivalent

and independent, so th@xr is the product of the integral for each molecule,

AA;R _ 1
Z.Z,2Z 2 "N
1 1 “pP=2p“2p lr . fp . .
= “In —— exp —— siffa+ — sinadadj d
N 820 o o P keT T # J 'g
| 1 ZpZ2pZop R G2, T2 dd.d'
= In — ex = 5 _— sinada
802 0 0 o0 P ke T 2 p e
(A.10)

wherea, | , andg are the Euler angles. The integral above can be simpli ed as follows:
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1. By taking the vectoa(? as the z-axis so that the Euler anglés identical tof 4,

" #) !
| R

A _ fp 2
AR = In exp —= sifa+ -2

1 £pl 2l
Nks 802 0 0 o0 ke T p

sinadadj dg
(A.11)

2. By considering that the main contribution to the intergral arises #om0Q in the

case of very large coupling parametefs and that the Euler angfg, is identical to

g,
Z 7 -nZ
ApR 1 P=2p™2p I R . g 2 . .
== |n —— exp — sifa+ = sinadadj d
NksT 802 0 0 o P kT p )
| 1%p R 2. crdgn R g2,
= In — exp ——sirfa sinada exp — =
2 0 P T 0o P lgT p @
(A.12)
which can be simpli ed as,
Z Z
AaR 1 I R > L IR >
R= | R “R
Nko n2 . exp kBT x1 d())( . exp1 SkBTX dx
S — S — (A.13)

kBT IR |R
In4 = @ RAegrf@ _RAS5
T T T T ket
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A.3 Free energy differenceDA; and DA,

Figure A.2 Intermolecular potential energy of the zero-occupancy methane hy-
drate along the canonical ensemble MC simulatio a 250 K andP = 100 atm
(black line) (only the harmonic potentiél, is considered in the acceptance proba-
bility): (a) TIP4P/2005 water model; (b) TIP4P/Ice water model. Note that the g-

ure showexp (U U@)=gT whereU© is the potential energy of the reference
lgttice system . The gray horizontal line is the canonical ensemble averaged value,
exp (U UO@)=gT W All energies are normalized to the thermal enétgV.

Figure A.3 Canonical ensemble average of the harmonic potential ekkrgss a function

of the coupling parametdr at T = 250 K andP = 100 atm: (a) TIP4P/2005 water
model ( lled circles) and (b) TIP4P/ICE water model (empty circles). These values are
obtained from several canonical ensemble MC simulations for the hybrid potential energy,
U(l)=(1 1)Uc + 1 Ug. The rst molecule in the corresponding molecular system
have a xed position in all these MC simulations. All energies are normalized to the
thermal energkgT. The absolute error bar for each average energy is smaller than 0.6.
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A.4 Chemical potentials: water and methane

Figure A.4 Determination of the chemical potential of methane and water in methane
hydrate using TIP4P/2005 water in combination with OPLS-UA methane model: (1)
methane occupandy! (the number of molecules per unit cell) versus fugaditfeft

panel), (2) chemical potential of methangl=kgT = Inl%3 (center panel) and water

mi=keT = MO =kaT ST R"Q Nmdrmy, (right panel) versusiH. In the left panel, the
temperature increases from 180 to 350K (= 10 K) (from left to right); In the center and
right panels, temperature increases from 180 to 350K<£ 10 K) (from top to bottom).
The pressures ale= 1 atm (top), 10 atm (middle), and 100 atm (bottom). All chemical
potentials are normalized to the thermal enekgy,.
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Figure A.5 Same as Figure A.4 but for the TIP4P/Ice water model.
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A.5 Contributions to chemical potential of water in methane

hydrate

Figure A.6 Contributions to the chemical potential of water in methane hydrate
Ml (xm)=kgT at T = 250 K andP = 100 atm. nj!(xm)=kgT = n!(xm = 0)=kgT +

D! (xm)=ks T wheren{/(xm = 0)=kgT (black solid line) is the chemical potential of
water in zero-occupancy methane hydrate Brij (xm)=ksT (black dashed line) is the
contribution due to the methane occupan[ry}(xm = 0)=kgT = An(Xm = 0)=Ny\ksT +
AdisordemNwksT + PV=NykgT where Ay(xn = 0)=kgT is the contribution from the
Helmholtz free energy of zero-occupancy methane hydrate using Einstein molecule ap-
proach (green solid linefgisorder IS the proton disorder correction (blue solid line), and
PV=NksT term (red solid line). The data shown here are for the TIP4P/Ice water model
(similar qualitative results were obtained for the TIP4P/2005 water model). Note the use
of a broken axis along the y-axis.






Appendix B

Finite Size Effects

B.1 Vacuum layer width effect

Figure B.1 (color online) Methanex,, left) and water X, right) mole fractions during

the different GCMC simulation rung; = 230 K (black), 240 K (blue), 250 K (purple),

260 K (red), and 270 K (orange). Theaxis, which indicates progress along the GCMC
simulation, is expressed as a number of attempted MC moves where one move is a
molecule translation, rotation, insertion or deletion. The dimensions of the simulation box
are:Ly = Ly= 2:3754nm andL, = 8:3674nm (corresponding t®, = 2:8554nm with a
vacuum layeD, = 2:0000 nm in each side).
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B.2 Molecular system size effect

Figure B.2 (color online) Methanex(,, left panely and water %y, right panel9, mole
fractions during the different GCMC simulation rung= 230 K (black), 240 K (blue),

250 K (purple), 260 K (red), and 270 K (orange) fog = 2:8554nm (top panel$; and

T =260 K (blue), 270 K (purple), 280 K (red), and 290 K (orange)dgr= 5:2308nm

(bottom panels Thex-axis, which indicates progress along the GCMC simulation, is
expressed as a number of attempted MC moves where one move is a molecule translation,
rotation, insertion or deletion. The dimensions of the simulation boxlare: 2:3754nm,

Ly = 4:7508nm, andL, = 4:3670nm forDp = 2:8554nm (top panel$while L, = 6:7424

nm forD, = 5:2308 nm bottom panels

Figure B.3 Shift in the melting temperature of con ned methane hydrate with respect
to the bulk,DTR*°=T.2Uk as a function of the reciprocal of the pore widlDy: the
dashed line is for the larger molecular system (Lg=5 4:3670nm); while the solid line

is for the smaller one (i.eLy = 2:3754nm). Note thaflh>' for larger system reads from
Figure B.2, whileT2Uk andkgp are estimated using these data.
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B.3 Pore width effects atP = 10 atm

Figure B.4 (color online) Methanex(,, left panel$ and water X, right panel3 mole
fractions during the different GCMC simulation rung= 250 K (black), 260 K (blue),

270 K (purple), 280 K (red), and 290 K (orange) for bulk phaee panel$, while T =

210 K (black), 220 K (blue), 230 K (purple), 240 K (red), and 250 K (orange) for con ned
system withDp, = 2:8554nm (bottom panels Thex-axis, which indicates progress along

the GCMC simulation, is expressed as a number of attempted MC moves where one move
is a molecule translation, rotation, insertion or deletion. The dimensions of the simulation
box in x—and y—directions aig, = Ly = 2:3754nm, and in z—direction are, = 2:3754

nm for bulk system whilé, = 4:3670nm for con ned systemTRUk= 265 5K and

Tho®= 225 5K atP= 10 atm for methane hydrate are summarized in Table 4.1.

Figure B.5 Shift in the melting temperature of con ned methane hydrate with respect
to the bulk,DTE®=T2!k, as a function of the reciprocal of the pore widlDy: the
dashed line is foP = 10 atm while the solid line is foP = 100atm. The black circles
read from Figure B.4 (DCM simulations); while the dashed and solid lines are computed

usingkee = (a.sv-  GHev)=Dhys.
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B.4 Surface wettability effect

Figure B.6 Same as Figure 4.3 but for the decreased LJ energy parameter (two left panels:
one for methanex,, and another one for wates,): €°= 1/2e (top panel3, 1/3e (center
panely, and 1/4 (bottom panels and for the increased LJ energy parameters (two right
panels: one for methang,, and another one for wates,): %= 2e (top panel}, 3e
(center panelgs 4e (bottom panels €%is for the pair of atoms between solid walls and

hydrate/liquid phase.
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B.5 Surface tensiongs

Figure B.7 The normal (blackp\ = P,z and tangential (grayPr = %(PXX+ Ry), pressure
tensors for methane hydratef), and the surface tensioright), g4s, as a function of the
vacuum layer widttby atT = 290 K.D,, 15 nm is required to determirggs.
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