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Résumé de la thèse

Les communications mobiles se caractérisent par une demande accrue de services
basés sur Internet (voix, données vidéo). Aujourd'hui, les services vidéo constituent
une grande partie du tra�c Internet et, d'après un rapport de Cisco, 75% du tra�c
mondial de données mobiles sera basé sur la vidéo d'ici 2020. Cette demande de plus
en plus constante dans la prestation de services Internet, a été le principal moteur
du développement du réseau cellulaire numérique 4G, où les services à commuta-
tion de paquets sont la principale cible de conception. En particulier, l'ensemble du
système doit assurer des dèbits de données de pointe élevés pour l'utilisateur et un
faible retard dans la livraison du contenu, a�n de prendre en charge les applications
en temps réel telles que la di�usion vidéo et les jeux vidéo en ligne. Ces besoins
ont motivé, au cours de la dernière décennie, un intérêt croissant et une recherche
renouvelée et dans la technologie d'accès radio sans �l.

Le canal sans �l peut fournir un débit de données limité, en raison de divers
phénomènes physiques tels que l'a�aiblissement de propagation, la décoloration,
les interférences, etc., qui a�ectent considérablement la qualité du signal reçu. Ces
phénomènes peuvent être contrastés en utilisant des techniques de diversité coopéra-
tive (transmission du même signal à partir de stations multiples) et en utilisant des
techniques de diversité temporelle (retransmission du même signal de la même sta-
tion). La stratégie de diversité coopérative nous permet d'utiliser les relais comme
n÷uds alternatifs pour retransmettre le même signal vers la destination, alors que
la stratégie de la diversité temporelle repose sur le protocole requête automatique
de répétition (ARQ). Les deux techniques appliquées uniquement apporteront des
améliorations, mais nous voulons véri�er si l'application conjointe de ces deux tech-
niques apporte des améliorations plus élevées. Ainsi, notre objectif dans cette thèse
est d'étudier l'interaction entre les protocoles de relayage et l'ARQ en présence du
codage canal. Bien que cette interaction a été étudiée à partir de di�érentes per-
spectives dans la littérature et principalement pour les couches supérieures, nous
nous concentrons, dans notre étude, sur la couche physique (PHY) et la couche de
contrôle d'accès au support (MAC), en ce qui concerne la conception des outils de
traitement numérique du signal (DSP).

Pour l'analyse théorique de ces systèmes, on utilise di�érents outils, mais dans
notre analyse, nous nous concentrons sur les Machines à états �nis (FSM) et les
Chaînes de Markov à un nombre �ni d'états (FSMC), qui représentent des moyens
systématiques d'analyser les protocoles de coopération. Dans la plupart des pub-
lications, on considère généralement le cas lorsque le relais fonctionne en mode
Décoder-et-Transférer (DCF) ou Ampli�er-et-Transférer (AF). Mais, en mode DCF,
il est nécessaire de mettre en ÷uvre des algorithmes complexes pour le décodage au
relais, et en mode AF, le relais, ampli�e non seulement le signal utile mais aussi
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le bruit. Par conséquent, en raison de sa simplicité de mise en ÷uvre, dans notre
étude, nous nous concentrons principalement sur le mode Démoduler-et-Transférer
(DMF), selon lequel le signal reçu par le relais est démodulé / ré-modulé puis est
transmis à la Destination . En outre, une courte analyse du mode DCF a été menée.

L'interaction entre les deux techniques a été souvent étudiée à l'aide de proto-
coles déterministes, mais dans notre analyse, nous nous concentrons sur les proto-
coles à la fois déterministes et probabilistes. Jusqu'à présent, les protocoles prob-
abilistes, où l'action à exécuter ensuite (quel n÷ud retransmet l'information) est
choisie avec une probabilité donnée, ont été principalement proposées pour des
couches supérieures des systèmes de communication, alors que dans notre thèse,
nous discutons des protocoles probabilistes sur le physique couche et couche MAC,
qui donnent une meilleure idée de l'analyse et de l'optimisation des performances.
Les protocoles probabilistes ne contiennent que deux paramètres qui peuvent être
optimisés pour les meilleures performances. Pour le décodeur de type I, nous avons
e�ectué l'optimisation via un FSMC à six états, tandis que pour l'optimisation du
décodeur de type II, nous avons utilisé une FSMC avec un nombre d'états plus élevé,
mais qui est toujours très e�cace et permet une prédiction rapide de la performance.

Grâce à l'analyse d'optimisation, nous avons pu trouver l'emplacement optimisé
du relais pour les deux types de décodeurs. Nous rappelons qu'en mode DMF,
l'emplacement optimisé explique le compromis entre les erreurs de démodulation
sur le canal S-R et la capacité du relais à réussir sur la distance R-D restante.
Comme dans di�érents types de réseaux, le relais peut être �xé, par ex. dans les
Réseaux Locaux Sans Fil (WLAN), ou un noeud mobile, par exemple Véhiculaire
Ad-Hoc Network (VANET), alors l'information de la meilleure localisation du relais
peut être très béné�que.

Structure de la thèse

Cette thèse est organisée en six chapitres. Le chapitre 1 contient une introduction
aux tendances et aux exigences des systèmes de communication sans �l qui stim-
ulent l'évolution et le développement de nouvelles générations de communications
mobiles. On a également fourni un aperçu des techniques qui ont été utilisées dans
les technologies récentes pour atténuer la communication dans les chaînes sans �l, en
mettant l'accent sur l'interaction entre deux techniques principales, qui est l'objectif
principal de cette étude. Une revue de littérature connexe est également fournie.

Au chapitre 2, on donne un aperçu des techniques de diversité temporelle et des
techniques de diversité coopérative. Une description de tous les liens physiques est
discutée, ainsi que la description des récepteurs. On discute des principales poli-
tiques de la technique H-ARQ et des di�érents types de décodeurs. À la �n du
chapitre, on introduit les paramàtres de performance que nous allons utiliser tout
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au long de la thèse.

Dans le chapitre 3, on fourni une analyse détaillée des protocoles déterministes
pour un réseau coopératif contenant une source, un relais et une destination. Un
aperçu des Machines à états �nis (FSM) et des Chaînes de Markov à l'état �ni
(FSMC) est présenté, et on montre comment ces outils peuvent être utilisés pour
modéliser les comportements des protocoles. L'analyse est répétée pour le relais
fonctionnant en mode DMF et en mode DCF et pour la destination équipée du dé-
codeur de type I et de type II. L'analyse est validée avec des résultats numériques,
où les résultats de la simulation sont comparés aux résultats théoriques.

L'analyse FSMC des protocoles déterministes fournis au chapitre 3 montre que
les calculs pour l'évaluation des performances deviennent lourds à mesure que le
nombre d'états augmente, ce qui est lié au nombre de noeuds, au nombre de re-
transmissions et au mode de fonctionnement du relais. Par conséquent, dans le
chapitre 4, on fourni une analyse des agrégations d'état dans la chaîne de Markov.
Les principales dé�nitions et les propriétés des chaînes de Markov sont discutées,
ainsi que des détails sur la façon dont l'agrégation de l'état est e�ectuée. Le proces-
sus d'agrégation de l'état est illustré par des exemples pratiques décrits au chapitre 3.

Outre la réduction des calculs que nous obtenons de l'agrégation des états, des
FSMC simpli�ées, on peut en déduire davantage d'informations. Étant donné que
pendant l'agrégation des états, nous avons gardé la structure des états de sorte que
le nombre d'actions de l'émetteur reste le même, alors nous avons exploré l'idée
d'associer les FSMC simpli�és aux protocoles probabilistes. Par conséquent, dans
le chapitre 5, on fourni une analyse du protocole probabiliste pour les deux types
de décodeurs, type I et type II. À la �n de ce chapitre, la performance du protocole
probabiliste optimisé est comparée à un protocole déterministe de référence. Un
autre protocole probabiliste est également introduit.

Dans le chapitre 6, on pose la question du problème de la sélection de relais dans
les réseaux coopératifs, où dans un environnement avec plusieurs relais, un seul relais
serait choisi pour faciliter la communication entre une source et une destination.
Sur la base d'un critère proposé, cette question est discutée dans deux perspectives:
choisir le meilleur emplacement du relais en moyenne, et choisir le meilleur relais
instantané pour la coopération. De plus, le critère proposé est également comparé
au critère de référence dans la littérature.

Contributions de la thèse

Les principales contributions de cette thèse peuvent être résumées comme suit:

� Un cadre FSMC est proposé pour évaluer la performance des protocoles déter-
ministes. Conformément à la représentation FSMC, on propose également une
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façon unique d'obtenir des métriques de performance en utilisant à la fois une
approche combinatoire et une analyse de l'état d'équilibre. Une autre façon
d'obtenir le vecteur d'état stable est introduite;

� L'analyse principale de ce travail constitue sur le cas où le relais fonctionne sur
le mode Démoduler-et-Transférer (DMF), ce qui n'a pas été publié auparavant.
Ceci est intéressant car dans ce mode, le relais aurait toujours quelque chose à
retransmettre, mais l'analyse est complexe car nous devons compter pour les
erreurs de démodulation sur le relais. Pour évaluer les probabilités nécessaires
à l'analyse théorique, on a fourni des algorithmes et des analyses permettant
d'obtenir ces résultats en utilisant des simulations Monte Carlo;

� Une autre contribution peut être considérée comme l'application de l'agrégation
de l'état dans la chaîne de Markov. L'agrégation des états n'est pas quelque
chose de nouveau, mais cette application concernant l'évaluation des perfor-
mances des protocoles de communication n'est pas publiée auparavant. En
outre, les règles selon lesquelles nous avons choisi d'agréger les états avec les
mêmes actions sont une bonne idée;

� La contribution principale peut être comptée à l'introduction de protocoles
probabilistes pour la couche physique (PHY) et la couche MAC, c'est l'idée
d'associer le FSM simpli�é aux protocoles correspondants. Ces protocoles
probabilistes que nous avons exprimés en fonction des paramètres dont les
valeurs peuvent être évaluées pour imiter la performance des protocoles déter-
ministes. En outre, les protocoles probabilistes sont plus faciles à optimiser
car ils n'ont que deux paramètres à ajuster pour trouver les meilleures perfor-
mances;

� Une autre contribution est la sélection du relais basée sur un critère proposé.
Ce critère est utile pour déterminer la position optimale du relais en moyenne
et choisir le meilleur relais instantané pour la coopération. En appliquant
ce critère, nous avons montré que la performance s'améliore par rapport à
l'application des critères de référence ou lorsqu'aucune sélection de relais n'est
appliquée.
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Introduction

Contents
1.1 Thesis motivation . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Thesis structure . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Thesis contributions . . . . . . . . . . . . . . . . . . . . . . 4

1.1 Thesis motivation

Nowadays, mobile communications are characterized by a fast-increasing demand for
internet-based services (voice, video data). Video services constitutes a large frac-
tion of the internet tra�c today. According to a report by Cisco [VNI 2017], 75%
of the world's mobile data tra�c will be video-based by 2020. This ever-increasing
demand in delivering internet-based services, has been the main driver for the de-
velopment of the 4G digital cellular network, where packet- switched services are
the primary design target. In particular, the overall system needs to ensure high
peak data rates to the user and low delay in the delivery of the content, in order to
support real time applications such as video streaming and gaming. This has mo-
tivated, in the last decade, a renewed and raising interest and research in wireless
radio access technology.

Communication systems typically experience higher Bit-Error-Ratio (BER) for
communications over wireless channels than in wireline channels due to the e�ects of
fading and interference that is experienced in wireless channels. In latest technolo-
gies, these e�ects are opposed using Automatic Repeat re-Quest (ARQ) protocol,
which consist on the retransmission of the same signal from the same node. But, in
order to combat the deleterious e�ects of high BERs on the services o�ered to sub-
scribers and at the same time to avoid the retransmissions of erroneous data blocks
by the transport layer's error-control mechanism, the ARQ protocol is typically com-
bined with channel codes at the physical layer, which is known as Hybrid Automatic
Repeat re-Quest (HARQ) protocol [Ngo 2014]. Another improvement for commu-
nications over wireless channels is achieved when Relays are used as intermediate
nodes for helping the communication, which is known as cooperative communica-
tion [Nosratinia 2004]. Both techniques, cooperation and HARQ, if individually
applied, signi�cantly improve the performance of the communication system. One
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open question is whether their combination would bring the sum of the singular
improvements, or be only marginally bene�cial.

For the combination of these two techniques can be found many studies in litera-
ture: an outage probability analysis of HARQ on a cooperative network is conducted
in [S. Tomasin 2007], a scheme with multiple Relays is studied in [Zhao 2005], an
analysis from the perspective of energy e�ciency is conducted in [I. Stanojev 2009],
an analysis from the perspective of information theory is conducted in [M. S. Fazel Falavarjani 2010],
etc. In our thesis, we are focused mainly to study this interaction on the physical
(PHY) layer and medium access control (MAC) layer, using example protocols on
a S-R-D network.

For theoretical analysis of these systems there are used di�erent tools, but in our
analysis we focus on Finite State Markov Chain [Hennie 1968]. Markov models have
been extensively used in the HARQ literature as a tool for performance prediction,
both for Type I [Zhang 1999] and Type II [Zorzi 1995, Badia 2008] point-to-point
protocols. They have been widely employed also in the analysis of cooperative net-
works, e.g., Markov chain models are employed to describe speci�c network topolo-
gies, as in [Hassan 2011] or [Hassan 2014] for multi-hop networks. In [Luo 2014]
FSMCs are developed to assist the design of cooperative systems with amplify-and-
forward relaying, while Markov decision processes are used to assist relay selection
in [Shirazi 2009, Babich 2012, Li 2014]. Similar frameworks are also proposed in
[D. Xu 2016] for studying a bursty service model in a cooperative network with
ARQ when the transmitting node is saturated with a current copy because the
process of retransmitting the packet is still ongoing and a new packet arriving on
the transmitter will be discarded resulting in a packet loss, and in [Q. Li 2015] for
the performance analysis for a cooperative two-path Relay channels, where on the
same time-slot are allowed to transmit simultaneously both Source and Relay. One
example of Markov models used in schemes coupling ARQ and cooperation is stud-
ied in [Dianati 2006]. In most of the literature, there is usually considered the case
when Relay works on the mode Decode-and-Forward (DCF), but there are also cases
when Relay is considered to work on the mode Amplify-and-Forward (AF) like one
in [M. S. Fazel Falavarjani 2010] where Source participates in all the retransmissions
while Relay retransmits only if its normalized accumulative mutual information is
not lower than a certain threshold. An analysis is conducted when Relay works on
DCF mode, but our study is more emphasized on the case when Relay works on
Demodulate-and-Forward (DMF) mode [Yang 2009] due to its simplicity in imple-
mentation and due to the fact that Relay in that case would have always something
to retransmit.

Usually, the interaction between the two techniques has been studied using
deterministic protocols, like in [Krikidis 2007], but in our analysis we will focus
on both, deterministic and probabilistic protocols. So far, probabilistic protocols,
where the action to be performed next (which node will retransmit the information)
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is chosen with a given probability, have been mainly proposed for higher layers of
communication systems, like in [A. Lindgren 2003] where there is proposed a prob-
abilistic routing protocol where the decision of packet forwarding from one node
to another is based on a probabilistic metric that is introduced to help in the de-
cision, and which metric is updated each time one node encounters the other, or
like in [Fukuyama 2009] where the communication is based on an algorithm that
pre-computes the probability that the communication is possible between a speci-
�ed source and destination. In contrast, this thesis studies probabilistic protocols
on the physical layer and MAC layer, which give more insight on the analysis and
performance optimization. The probabilistic protocols contains very few parameters
(only 2) that can be optimized for best performance. Note that these parameters
can be computed to mimic the behavior of a given deterministic protocol, and that
the result of the optimization can only improve over this one. Moreover, the per-
formance of our optimized probabilistic algorithm is checked against results of the
literature [Krikidis 2007].

1.2 Thesis structure

This thesis is organized in seven Chapters. Chapter 1 contains an introduction to
the trends and demands in wireless communications systems which drive the evo-
lution and developing of new generations of mobile communications. There is also
provided an overview of techniques that have been used in recent technologies to
mitigate communication in wireless channel, emphasizing the interaction between
two main techniques, which is the main goal of this study. A related literature
review is also provided. In the end of this Chapter, a thesis structure and thesis
contributions are summarized.

In Chapter 2, there is provided an overview of time diversity techniques and
cooperative diversity techniques. A description of all physical links is discussed, as
well as description of the receivers. There are discussed main policies of H-ARQ
technique and di�erent types of decoders. In the end of the chapter, there are in-
troduced the performance metrics that we will use throughout the thesis.

In Chapter 3, there is provided a detailed analysis of deterministic protocols for
a cooperative network containing one Source, one Relay and one Destination. An
overview of Finite State Machines (FSM) and Finite State Markov Chains (FSMC)
is introduced, and there is shown how these tools can be used to model behaviours
of the protocols. The analysis is repeated for the Relay working in Demodulate-and-
Forward (DMF) mode and Decode-and-Forward (DCF) mode, and for Destination
equipped with type I and type II decoder. The analysis is validated with numerical
results, where the simulation results are compared with theoretical results.
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FSMC analysis of deterministic protocols provided in Chapter 3 shows that the
computations for performance evaluation become heavy as the number of states
increase, which is related to the number of nodes, number of retransmissions and
the working mode of the Relay. Therefore, in Chapter 4 it is provided an analysis
of state aggregations in Markov Chain. Main de�nitions and properties of Markov
Chains are discussed, as well as details on how the state aggregation is performed.
The state aggregation process is illustrated with practical examples that were de-
scribed in Chapter 3.

Beside the reduction of computations that we get from the state aggregation,
from the simpli�ed FSMCs there can be inferred more information. We have also
explored the idea of associating the simpli�ed FSMCs with probabilistic protocols.
Therefore, in Chapter 5 there is provided an analysis of probabilistic protocol for
both types of decoders, type I and type II. In the end of this chapter, performance
of the optimized probabilistic protocol is compared against a referent deterministic
protocol. An alternative probabilistic protocol is also discussed.

In Chapter 6 there is discussed the issue of Relay selection in cooperative net-
works, where in an environment with multiple Relays only one Relay would be
chosen to help the communication between a Source and a Destination. Based on
a proposed criterion, this issue is discussed in two perspectives: choosing the best
location of the Relay in average, and choosing the best instantaneous Relay for co-
operation. Moreover, the proposed criterion is also compared against the referent
criterion in literature.

Chapter 7 draws conclusions and future works.

1.3 Thesis contributions

The main contributions of this thesis can be divided in �ve parts as follow:

� A FSMC-based framework is proposed for evaluating performance of the de-
terministic protocols. In line with FSMC representation, there is also proposed
a unique way of obtaining performance metrics using both, combinatorial ap-
proach and steady state analysis. An alternative way of obtaining the steady
state vector is introduced;

� The main analysis of this work constitutes on the case when Relay works on
Demodulate-and-Forward (DMF) mode, which is something that has not been
published before. This is interesting since in this mode the Relay would have
always something to retransmit, but the analysis is complex as we need to
count for the demodulation errors on the Relay. For evaluating the probabili-
ties needed for theoretical analysis, there are provided algorithms and analysis
how these can be obtained using Monte Carlo simulations;
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� Another contribution can be counted the application of state aggregation in
Markov Chain. The state aggregation is not something new, but this appli-
cation with respect to performance evaluation of communication protocols is
something that has not been published earlier. Moreover, the rules according
to which we have chosen to aggregate the states with the same actions is shown
to be an interesting idea;

� The main contribution can be counted the introduction of probabilistic pro-
tocols for physical (PHY) layer and MAC layer, which came as an idea of
associating the simpli�ed FSM with corresponding protocols. These proba-
bilistic protocols we have expressed as a function of parameters whose values
can be evaluated to mimic performance of deterministic protocols. Moreover,
probabilistic protocols are shown to be easier to optimize as they have only
two parameters to adjust for �nding the best performance;

� Another contribution could be counted the issue of Relay selection based on
a proposed criterion. This criterion is shown to be useful in determining the
optimal position of the Relay in average, and choosing the best instantaneous
Relay for cooperation. By applying this criterion, we have shown that the
performance improves when compared to the application of referent criterions
or when no Relay selection is applied at all.





Chapter 2

HARQ transmission system in a
cooperative network
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2.1 Introduction

Compared with the wireline channel, the wireless channel can provide limited data
rate, due to various physical phenomena (pathloss, fading, shadowing, interference)
greatly degrading the quality of the received signal. Channel fading, caused by
multipath propagation, is in particular able to disrupt the entire communication.
This phenomenon can be contrasted using time diversity techniques, which are based
on the repetition of the same signal from the same node, and using cooperative
diversity techniques [Nosratinia 2004], which are based on the transmission of the
same signal from multiple stations. Both strategies are incorporated in the LTE-
Advanced standard, which relies on Hybrid Automatic Repeat reQuest (HARQ)
technology, and allows the presence of relay nodes.
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Diversity techniques are able to increase the reliability of the wireless channel,
usually at the cost of a reduction in spectral e�ciency. In cooperative schemes,
physical layer network coding has been proposed, more recently, as an e�ective
solution to reduce this e�ect. In this context, there is important to study the inter-
action between time and cooperative diversity, in presence of physical layer network
coding, which is one of the objectives of this work. This study interaction can be
of interest in the context of the de�nition and standardization of next generation
digital cellular networks.

2.1.1 Time diversity techniques (ARQ)

Time diversity is attained by the exploitation of the data-link layer feedback chan-
nel, used to exchange control messages from the destination to the sender. In an
Automatic Repeat reQuest (ARQ) scheme the receiver is able, thanks to an error
detection code inserted in the information packet, to detect whether the received
data are corrupted, and to demand retransmission via the feedback channel until
correct decoding or until the prede�ned number of retransmissions has been ex-
hausted. The feedback channel is assumed to be ideal and error-free.

There are three main types of ARQ protocol [Ngo 2014]:

� Stop-and-wait ARQ: According to this policy, the transmitter sends a packet
and waits for an acknowledgements (ACK) from the destination. If ACK is re-
ceived then a new packet will be transmitted, but if a negative-acknowledgement
(NACK) is received then the same packet is retransmitted.

� Go-Back-N ARQ: According to this policy, the transmitter can send a number
of packets speci�ed by a window size N, before requiring an ACK. The receiver
observes the packet index and will send a NACK only if the index of the
packet is not on the order as it was expected. If a NACK is issued, then all
the following packets starting from that index are discarded at the receiver,
and the transmitter retransmit the following N packets starting from the last
ACK-ed packet index. Otherwise, if an ACK is missing at the transmitter,
then all the packets that belong to the speci�c window will be retransmitted.

� Selective Repeat ARQ: This policy can be considered as a special case of the
policy Go-Back-N ARQ, where the transmitter will continue to transmit new
packets even if a speci�c packet is missing, and as a result only those missed
packets will be retransmitted.

In our work we will consider ARQ geverned byStop-and-wait policy.

2.1.2 HARQ: ARQ combined with channel coding in physical layer

In modern architectures ARQ is usually combined with Forward Error Correction
(FEC) [Hagenauer 1996] code at physical layer, resulting in Hybrid ARQ (HARQ)
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Figure 2.1: General scheme of HARQ system

schemes. This combination was �rst introduced by [Wozencraft 1960] and [Wozencraft 1961].
The main advantage provided by HARQ is the ability to provide implicit adapta-
tion of the error protection mechanism to the instantaneous radio link quality. The
general scheme of the HARQ system is shown in Figure 2.1 [Ngo 2014].

2.1.3 Cooperative diversity techniques

Cooperative diversity is attained by the exploitation of special nodes in the network
(the Relays), willing to help the communication between a Source and a Destination
by repeating the message broadcast by the Source. The working mode of the Relay
can be divided into two broad categories [J. N. Laneman ]: analog relaying and digi-
tal relaying. In analog relaying, refered to also as Amplify-and-Forward (AF) mode,
the Relay simply ampli�es the received signal (including the noise) and broadcasts
again. By contrast, in digital relaying, refered to as Decode-and-Forward (DCF)
mode, the Relay �rst decodes the Source message, re-encodes it, and forwards it
to the destination, thus removing the e�ects of the noise on the Source-Relay link.
Full diversity gain is attained when the Relay is able to check whether the Source
message has been correctly received via a Cyclic Redundancy Check (CRC) code
[T. V. Ramabadran ], and to avoid forwarding in case of errors. But, beside these
two main working modes, there are also other simpler and so e�ective working mode
of the Relay, such as Demodulate-and-Forward (DMF) mode [Yang 2009], where
Relay receives the information, demodulates it (thus separating the noise from the
useful signal) and forwards it to the Destination. In this way, we avoid the use of
complexity and energy consuming algorithms that DCF mode involves on the Re-
lay. Therefore, in most of our work we have considered the Relay in DMF mode.
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We note that beside its simplicity in implementation, working on DMF mode has
also its drawback, since by only demodulating/remodulating the signal on the Relay
there is not checked the integrity of the copies that are forwarded and therefore for
the overall performance we need to consider also the e�ects of demodulation errors
on the Relay.

2.2 System model

In our work, the reference network is composed of one Source (S), one Relay (R)
and one Destination (D), as it is shown in Figure 2.2.

S

R
D

Figure 2.2: S-R-D network

The Source generates the information in packets, named here as PDU (Protocol
data unit). Each PDU has a length of L information bits. Then, to each of these
PDU's there is attached a sequence of detection code which is used for error detection
on the destination. This detection code sequence is a Cyclic Redundancy Check
(CRC) code [T. V. Ramabadran ] applied to each PDU seperately, denoted here as
CRC-G which is of length G bits. The selection of generator polynomial depends
on the length of L , which in our case ofL = 1000 bits we are usingCRC-24 given
with:

CRC � 24 = x24 + x23 + x14 + x12 + x8 + 1 (2.1)

So, after adding the CRC-remainder to the PDU, we will get the vector m
of length L 1 = L + ( length of CRC remainder ) = L + G. After that, the vec-
tor m is encoded using Rate Compatible Punctured Convolutional (RCPC) code
[Hagenauer ], with mother code being convolutional code [Lajos Hanzo 2011] with
Rc = 1=3, with constraint length K = 7 , with memory E = 6 , and with generator
polynomials in binary form g1 = 1011011, g2 = 1111001 and g3 = 1100101. The
puncturing period is taken O = 8 , while the puncturing matrices used for generating
the rates Rc 2 f 8=9; 4=5; 2=3; 4=7; 1=2; 4=9; 4=10; 1=3g are found in [Hagenauer ] and
rewritten in Table 2.1.

Finally, the coded sequence in the output of the channel encoder,c, is modulated
using M -QAM modulation thus giving the vector x in the output of the modulator.
Each modulated symbol in vectorx representk = log 2(M ) bits of vector c, and here
are represented in complex plane with the real part of each symbol taking any of the
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Table 2.1: Code rates with corresponding punctured matrices

Rc = 8=9 Rc = 4=5 Rc = 2=3 Rc = 4=7 Rc = 1=2
11110111
10001000
00000000

11111111
10001000
00000000

11111111
10101010
00000000

11111111
11101110
00000000

11111111
11111111
00000000

Rc = 4=9 Rc = 4=10 Rc = 4=11 Rc = 1=3
11111111
11111111
10001000

11111111
11111111
11001100

11111111
11111111
11101110

11111111
11111111
11111111

valuesxRe 2 � (2l � 1), and imaginary part taking any of the valuesx Im 2 � (2l � 1),
for all possible combinations ofl 2 f 0; 1; :::;

p
M=2g, with M being the constellation

size. In our analysis we are going to use constellations forM = 4 ; 16; 64 and 128.

The number of symbols in vectorx is given with the expression:

ns =
�

1
RC

�
L 1

log2(M )
(2.2)

where the ratio:

nc =
L 1

Rc
(2.3)

represent the number of coded bits.

We assume that Source, Relay and Destination are synchronized, and thus oper-
ating in time-slots of duration � t . If we denote the duration of a single symbol with
� s, then the number of symbols transmitted at one time-slot of the channel is given
with the expression:

st =
� t

� s
(2.4)

Therefore, the number of time-slots needed for transmission of modulated vector
x is given with:

N ts =
ns

st
(2.5)

2.2.1 Source-Destination link

The communication channel between the Source and the Destination is modeled as
Gaussian channel, which for time-slott takes the form:

ySD;t =
p

Es l (dSD ) x t hSD;t + wSD;t (2.6)

where, multiplication between vectors is element-wise operation;
p

Esx t is the vector
of modulated symbols with energyEs = k �Rc �Eb in time-slot t; Eb is the energy per
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information bit; l (dSD ) is the path-loss factor which depends on distance between
the Source and the Destination,dSD , and is given with the expressionl (dSD ) =
(dSD ) � � , with � being the path-loss exponent;wSD;t is the vector of white complex
noise, CN(0; N0), with N0 being the noise spectral density;hSD;t is the Rayleigh
fading complex coe�cients in time-slot t with zero-mean and unit variance,CN(0; 1),
whose probability density function (pdf) is given with [D. Tse 2005]:

Pdf (r ) =
r

� 2
h;SD

� exp

(

�
r 2

2� 2
h;SD

)

(2.7)

The fading coe�cients are assumed to be perfectly known at the receiver, and
in our analysis we are going to consider the case of block-fading (when fading coef-
�cients do not change within a block of symbols).

2.2.2 Source-Relay-Destination link

As the Source broadcasts the signal on the wireless channel, beside the Destination
there is also the Relay who receives this signal. The channel S-R is assumed to be
Gaussian channel which adds white complex noise,CN(0; N0), to the transmitted
signal. The channel also experiences Rayleigh fading with complex coe�cients,
CN(0; 1). We repeat here our assumption that all the nodes (Source, Relay and
Destination) are synchronized. So, the received signal on time-slott on the Relay
takes the form:

ySR;t =
p

Es l (dSR) x t hSR;t + wSR;t (2.8)

where, all the quantities are de�ned in previous subsection with the di�erence that
here we deal with link S-R. For our numerical results and analysis we consider var-
ious positions of the Relay normalized to the distance S-D,dSR=dSD .

Now, the transmitted signal from the Relay toward the Destination depends on
which mode does the Relay works, DCF or DMF. In Decode-and-Forward (DCF)
mode, the received signal on the Relay is initially demodulated, decoded and CRC is
checked, and Relay will be allowed to re-encode, re-modulate and forward the signal
only if it contains no error. This means that the forwarded symbols from the Relay
toward the Destination are exactly the same as those broadcast from the Source,
and therefore the received signal on time-slott of the channel R-D takes the form:

y DCF
RD;t =

p
Es l (dRD ) x t hRD;t + wRD;t (2.9)

But, if the Relay works on Demodulate-and-Forward (DMF) mode, then the
situation is di�erent. In this case, the Relay only demodulates the received signal,
then re-modulates and forwards the symbols toward the Destination. Since in this
case the sequence is not decoded and CRC is not checked, then it may happen that
the transmitted symbols from the Relay are not the correct ones because of the
errors during the demodulation. As a result, the forwarded symbols,ex, are only
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estimates of the original symbols,x , broadcasted by the Source, and the received
signal on the channel R-D at time-slott takes the form:

y DMF
RD;t =

p
Es l (dRD ) ex t hRD;t + wRD;t (2.10)

where, the channel R-D is assumed to be Gaussian channel which adds white com-
plex noise, CN(0; N0), to the transmitted signal. The channel also experiences
Rayleigh fading with complex coe�cients, CN(0; 1).

2.3 Type-I HARQ

In the following two subsections we will describe how the Destination receiver works.
According to the HARQ protocol, the receiver decodes the last PDU and checks
CRC: if there is no error found, then it sends an ACK to the transmitter and a new
PDU will be transmitted, but if an error is found then a NACK is sent and a new
retransmission is asked. When only the last received copy is used for decoding, then
this is known is Type I HARQ [Comroe ].

2.3.1 Destination receiver

2.3.1.1 Reception from Source

On the receiver side, the demodulator performs soft demodulation by calculating
the Log-likelihood ratio (LLR) of each coded bit and feeds these values into the
Viterbi decoder who performs soft decoding. Considering that we havens channel
samples each of them representingk coded bits, the LLR for i th coded bit of the nth

received symbol,ySD;n , is calculated with the expression:

� n;i = LLR (cn;i ) = log
p(ySD;n j cn;i = 0)
p(ySD;n j cn;i = 1)

(2.11)

where, i 2 f 1; 2; :::; kg and n 2 f 1; 2; :::; nsg. The likelihood functions of each of the
k coded bits of thenth received symbol having one copy of the received signal from
the source, are calculated with the expressions:

p(ySD;n j cn;1 = 0) =
X

8cn;i 2f 0;1g;i 6=1

p(ySD;n j cn;1 = 0 ; cn;2; :::; cn;k )

=
1

�N 0

X

8xn ;where cn; 1=0

e�




 ySD;n �

p
E s l (dSD )h SD;n x n






2

N 0

(2.12)

p(ySD;n j cn;1 = 1) =
X

8cn;i 2f 0;1g;i 6=1

p(ySD;n j cn;1 = 1 ; cn;2; :::; cn;k )

=
1

�N 0

X

8xn ;where cn; 1=1

e�




 ySD;n �

p
E s l (dSD )h SD;n x n






2

N 0

(2.13)
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...
...

...

p (ySD;n j cn;k = 0) =
X

8cn;i 2f 0;1g;i 6= k

p(ySD;n j cn;1; cn;2; :::; cn;k = 0)

=
1

�N 0

X

8xn ;where cn;k =0

e�




 ySD;n �

p
E s l (dSD )h SD;n x n






2

N 0

(2.14)

p(ySD;n j cn;k = 1) =
X

8cn;i 2f 0;1g;i 6= k

p(ySD;n j cn;1; cn;2; :::; cn;k = 1)

=
1

�N 0

X

8xn ;where cn;k =1

e�




 ySD;n �

p
E s l (dSD )h SD;n x n






2

N 0

(2.15)

Then, the LLR's of each coded bit, cn;i , of the nth symbol are translated into
LLR vector � with indexes k � n � (k � i ). The Viterbi decoder gets the LLR vector,
and in the output it gives the estimated vector bm, which contain the estimated
data bits of the PDU together with CRC remainder. Then, to the sequencebm it is
performed CRC for checking the errors, and the destination sends ACK if no error
is found, and otherwise it send NACK if errors are detected.

2.3.1.2 Reception from Relay, DMF mode

When the Relay is working on mode Demodulate-and-Forward (DMF), according
to which it demodulates, re-modulates and forwards the signal to the Destination,
we need to count for the errors that may occur during the demodulation process
on the Relay. Based on the channel observationsyRD , the destination demodulator
calculates the LLR of each coded bit based on the expression:

� n;i = LLR (cn;i ) = log
p(yRD;n j cn;i = 0)
p(yRD;n j cn;i = 1)

(2.16)

where, the likelihood function of i th coded bit of the nth symbol is given as:

p(yRD;n j cn;i = 0) =
X

D R 2f 0;1g

p(yRD;n ; DR j cn;i )

=
X

D R 2f 0;1g

p(yRD;n j DR ; cn;i ) � p (DR j cn;i )
(2.17)

where, DR is a parameter which takes the valueDR = 0 when the Relay did not
correctly demodulate the symbol from Source, and the valueDR = 1 when the Relay
did correctly demodulate the symbol. Consequently, the likelihood function takes
the form:

p(yRD;n j cn;i ) = p(yRD;n j DR = 0 ; cn;i ) � p (DR = 0 j cn;i ) +
+ p(yRD;n j DR = 1 ; cn;i ) � p (DR = 1 j cn;i )

(2.18)
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We see that the total likelihood function is marginalized over both cases of the
value of DR . So, the likelihood functions for the 1st coded bit of the nth symbol,
cn;1 = 0 , are given with the expressions:

p(yRD;n j DR = 0 ; cn;1 = 0) =
X

8cn;i 2f 0;1g;i 6=1

p(yRD;n j DR = 0 ; cn;1 = 1 ; cn;2; :::; cn;k )

=
1

2�� 2
RD

X

8xn ;where cn; 1=1

e
�




 yRD;n �

p
E s l (dRD )h RD;n x n






2

2� 2
RD

(2.19)
and

p(yRD;n j DR = 1 ; cn;1 = 0) =
X

8cn;i 2f 0;1g;i 6=1

p(yRD;n j DR = 1 ; cn;1 = 0 ; cn;2; :::; cn;k )

=
1

2�� 2
RD

X

8xn ;where cn; 1=0

e
�




 yRD;n �

p
E s l (dRD )h RD;n x n






2

2� 2
RD

(2.20)
while the likelihood functions for both values ofDR for the 1st coded bit of the nth

symbol, cn;1 = 1 , are given with the expressions:

p(yRD;n j DR = 0 ; cn;1 = 1) =
X

8cn;i 2f 0;1g;i 6=1

p(yRD;n j DR = 0 ; cn;1 = 0 ; cn;2; :::; cn;k )

=
1

2�� 2
RD

X

8xn ;where cn; 1=0

e
�




 yRD;n �

p
E s l (dRD )h RD;n x n






2

2� 2
RD

(2.21)
and

p(yRD;n j DR = 1 ; cn;1 = 1) =
X

8cn;i 2f 0;1g;i 6=1

p(yRD;n j DR = 1 ; cn;1 = 1 ; cn;2; :::; cn;k )

=
1

2�� 2
RD

X

8xn ;where cn; 1=1

e
�




 yRD;n �

p
E s l (dRD )h RD;n x n






2

2� 2
RD

(2.22)

On the equation (2.18), the termp(DR = 0 j cn;i ) represent the probability that
a coded bit is demodulated with error on the channel S-R,� SR . Since in our work
we use M-QAM modulation technique, then initially we may evaluate the average
probability that a symbol is demodulated with error on the channel S-R, which is
given as [Rao 2015]:

� SR =
Z 1

0
� SR (�) � Pdf (�) d� (2.23)

where, � is the instantaneous SNR, Pdf (�) is the probability density function of � ,
and � SR (�) is the demodulation error rate of a symbol at a given instantaneous
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SNR � which is given as [K. Pahlavan 2005]:

� SR (�) = 4 � Q

 r
3 � �

M � 1

!

= 4 � Q

0

@

s
3 � Es � l (dSR) khSR;n k2

(M � 1) N0

1

A (2.24)

Then, considering that we use the rectangular constellation based on Gray cod-
ing, we may assume that the bit error probability is k-times smaller than the sym-
bol error probability [K. Pahlavan 2005], and in this way we get the parameters
p(DR = 0 j cn;i ) and p(DR = 1 j cn;i ) that we need for evaluation according to equa-
tion (2.18), as:

� SR = p(DR = 0 j cn;i ) '
� SR

k
and p(DR = 1 j cn;i ) = 1 � � SR (2.25)

The Destination does not know the channel coe�cients S-R, but it knows the
statistics of the channel S-R and the position of the Relay, which is su�cient infor-
mation to evaluate the parameter� SR . We note here that to evaluate this parameter
� SR , in our case we have used Monte Carlo simulation [Kalos 2008].

Having discussed the way to obtain the LLR for the1st coded bit of the nth

symbol, on the same way there can be obtained also the LLRs for all otherk� 1 coded
bits of the nth symbol, and then the procedure is repeated for all the symbols of the
received sequence. Finally, we obtain a LLR vector� of the whole received sequence,
where the i th coded bit of the nth symbol is represented with indexk � n � (k � i ).
Then, this vector � is fed into the Viterbi decoder for soft decoding.

2.3.1.3 Reception from Relay, DCF mode

We discussed earlier that when the Relay works on the mode Decode-and-Forward
(DCF), the forwarded signal from Relay does not contain any error as its integrity
is checked using CRC. Therefore, on the Destination demodulator, the LLR ofi th

coded bit of the nth symbol can be evaluated using equation (2.16), while the like-
lihood functions for the 1st coded bit of the nth symbol are given below:

p(yRD;n j cn;1 = 0) =
X

8cn;i 2f 0;1g;i 6=1

p(yRD;n j cn;1 = 0 ; cn;2; :::; cn;k )

=
1

�N 0

X

8xn ;where cn; 1=0

e�




 yRD;n �

p
E s l (dRD )h RD;n x n






2

N 0

(2.26)

p(yRD;n j cn;1 = 1) =
X

8cn;i 2f 0;1g;i 6=1

p(yRD;n j cn;1 = 1 ; cn;2; :::; cn;k )

=
1

�N 0

X

8xn ;where cn; 1=1

e�




 yRD;n �

p
E s l (dRD )h RD;n x n






2

N 0

(2.27)

In similar way there can be evaluated also the likelihood functions for otherk � 1
coded bits of thenth symbol.
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2.4 Type-II HARQ

When the Destination decoder issues a NACK based on the detected errors, then the
decoding would be more e�ective if the receiver stores the current copy on the bu�er
and uses it together with other incoming copies. This procedure is known as Type II
H-ARQ or as soft combining at the receiver, and comes in many �avours: with Chase
combining [Chase 1985] there is retransmitted always the same sequence of coded
bits, while with Incremental redundancy combining [Pursley ] at each retransmission
only a set of additional parity bits is retransmitted, according to Table 2.1. For our
numerical analysis we have considered Chase Combining.

2.4.1 Destination receiver

Let us consider that the Destination is combiningA copies from the Source andB
copies from the Relay. Then, the resultant combining likelihood function of all the
received copiesp(yn jcn;i ), takes the form:

p(yn jcn;i ) = p(ySD;n (1); :::; ySD;n (A); yRD;n (1); :::; yRD;n (B )jcn;i )

=
AY

a=1

p(ySD;n (a)jcn;i ) �
BY

b=1

p(yRD;n (b)jcn;i )
(2.28)

where,p(ySD;n jcn;i ) and p(yRD;n jcn;i ) are likelihood functions of copies coming from
the Source and from the Relay, respectively. Of course, for the copies coming from
the Relay there needs to be distinguished the cases of DMF and DCF mode, when
substituting on equation (2.28). The LLR of i th coded bit of the nth symbol on the
demodulator can be evaluated as follow:

� n;i = LLR (cn;i ) = log
p(yn j cn;i = 0)
p(yn j cn;i = 1)

(2.29)

2.5 Performance metrics de�nition

For performance evaluation of the interaction between HARQ and Relaying, we
have chosen the following performance metrics: the proportion of PDUs that were
transmitted but non-acknowledged by the destination, denoted by PER; and, the
average number of transmissions per PDU, denoted byT. Let us denote here with
� - the total number of information PDUs sent by the Source during the operation
time, with � t - the number of information PDUs that have been transmitted exactly
t times during the operating time, with � - the total number of information PDUs
that were ACK-ed at the Destination during the operation time, and with Nmax -
the maximum number of transmissions per PDU from both Source and Relay. So,
the chosen performance metrics take the form:

PER = 1 �
�

�
(2.30)
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T =
1

�

NmaxX

t=1

t � � t (2.31)

But, since an increase on the number of retransmissions results on the decrease
of PER, than we introduce another performance metric named asGoodput, that
accounts for the trade-o� between PER and T, and is de�ned as the number of
successfully delivered information PDU's per unit of time,[PDU=tu]. Assume that
the transmission of one PDU over the channel takes1 time unit. The Goodput is
de�ned as:

G =
1 � PER

T

"
PDUs

tu

#

(2.32)

We note here that in simple examples we can evaluate the above performance metrics
using combinatorial approach, but as the protocol gets more sophisticated or the
number of nodes on the network increases, then it would be very di�cult to use
combinatorial approach for evaluating the performance metrics of the protocol.
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3.1 Introduction

Iin this chapter we will provide an analysis of HARQ protocols for cooperative net-
work containing one Source, one Relay and one Destination, as it is shown in Figure
2.2. For studying this interaction, we need to de�ne how the protocol works, which
rules are applied and which is the (re)transmission order. Usually, the order of
(re)transmissions for each node is pre-determined, and we refer to these protocols
as deterministic protocols.

De�ning how the deterministic protocol works, we then can simulate the pro-
tocol, but this is not su�cient as we need to provide theoretical analysis for its
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S-R-D

Figure 3.1: General structure of FSM

performance prediction and optimization. Therefore, in this chapter we also intro-
duce Finite State Machines (FSM) and Finite State Markov Chains (FSMC) as tools
that we will use for performance prediction and optimization. We will provide the
analysis for both types of the Destination decoder, Type I and Type II decoder,
and for two types of Relay mode, DMF and DCF. In the end, we will also compare
simulation analysis with theoretical prediction.

3.1.1 Finite State Machines (FSM)

Finite State Machine (FSM) is a mathematical model that �nds many applications.
It has a �nite number of states, where eachstate represent a certain event or infor-
mation. The machine has aninput and an output, and it can change its state from
one to another to which change we refer astransition . State transition depend on
two factors: on the current state and on the observed information of input, based
on which it produces an output information or action and transits to another state.

To capture the behavior of FSM, there are various representations, but we stick
to its modeling via graph representation as it is shown in Figure 3.1 [Keller 2001],
where F represent the next-state or state-transition function, and G represent the
output function. The meaning of these functions can be written as follow:

� F(q,X) is the state to which the machine goes when it is currently in state q
and X is read;

� G(q,X) is the output produced when the machine is currently in state q and
X is read.
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3.1.2 Finite State Markov Chain (FSMC)

A Markov Chain is a random process for which the future (the next step) depends
only on the present state, and it has no memory how the present state was reached.
If with n, n � 0, we denote the time index, then withX n we denote the state of the
Markov Chain which is an integer valued random variable at timen. In general, the
set of possible values for the random variableX n is �nite, f 1; :::; M g. The de�nition
of Markov Chain is given as follow [Gallager 2014]:

De�nition 3.1. A Markov Chain is an integer-time process,f X n ; n � 0g for
which the sample values for each random variableX n ; n � 1, lie in a countable set
S and depend on the past only through the most recent random variableX n� 1. More
speci�cally, for all positive integers n, and for all i; j; k; :::; m in S,

P r f X n = j j X n� 1 = i; X n� 2 = k; :::; X 0 = mg = Pr f X n = j j X n� 1 = ig (3.1)

Furthermore, P r f X n = j j X n� 1 = ig depends only oni and j (not n) and is
denoted by

P r f X n = j j X n� 1 = ig = Pij (3.2)

If in the Markov Chain the number of states is �nite, then we talk about Finite
State Markov Chain (FSMC). For simplicity, the equation (3.1) can be written as

P r f X n j X n� 1; X n� 2; :::; X 0g = Pr f X n j X n� 1g (3.3)

where, X 0 represent the initial state that has an arbitrary probability distribution.

Markov Chains are usually described by a graph that represent the state tran-
sitions associated with corresponding probabilities. Let us consider an example of
FSMC with M = 5 states, as shown in Figure 3.2.

Figure 3.2: Graph of state transitions

Then, the �nite-state Markov chain of Figure 3.2 can be described by a state-
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transition matrix P of dimensionsM � M as follow:

P =

2

6
6
6
6
6
4

P11 P12 0 0 0
0 0 P23 P24 0
0 P32 0 0 0

P41 0 0 0 P45

0 0 P53 0 P55

3

7
7
7
7
7
5

(3.4)

In general, in a directed graph G = ( S; E), where S is a set of states and
E � S � S is a set of edges on the graph, we may classify states of the �nite-state
Markov chain based on the following de�nitions [Gallager 2014], [A. Gambin ]:

De�nition 3.2. Two distinct states i and j communicate (abbreviatedi $ j )
if i is accessible fromj and j is accessible fromi . The communication can be done
via one or more intermediate states.

De�nition 3.3. For �nite-state Markov chains, a recurrent state is a state i
that is accessible from all states that are accessible fromi (i is recurrent if i ! j
implies that j ! i ). A transient state is a state that is not recurrent.

De�nition 3.4. A strong component of graphG is any maximal subgraphC,
with the property that i ! j for any two statesi; j of C.

A strong component isabsorbing if it has no outgoing edges. Strong absorbing
components are also calledclosed classesin the sequel. An underlying graph of each
Markov chain has at least one strong absorbing component.

De�nition 3.5. A Markov chain is called an ergodic chain if it is possible to go
from every state to every state (not necessarily in one move).

Ergodic Markov chain has the property that the probability distribution of being
in each state of the chain at time momentn becomes independent of the starting
state i asn ! 1 . Let us denote with p0 the vector corresponding to the probability
distribution of the initial state. If the chain starts deterministically in State 0, then
p0 takes the form:

p0 = [1 0 0 0 ::: 0 0 0] (3.5)

Then, the probability of being in each state at time n = 1 , n = 2 , ..., at time n,
respectively, is given with the expression:

p1 = p0 � P; p2 = p0 � P2; :::; pn = p0 � Pn (3.6)

If we continue on this way for a long time, then we see that:

lim
n!1

Pn = Pn+1 ) lim
n!1

pn = pn+1 (3.7)
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and therefore:

pn+1 = pn � P = p0 � Pn+1 (3.8)

The above relationship comes from the property of eigendecomposition, where it is
shown that for a square matrix P there exist a vector p which is called the eigen-
vector of P, and a � which is called the eigenvalue ofP, that ful�ll the relationship
[J. Defranza 2009]:

P � p = � � p (3.9)

The number of eigenvalues and eigenvectors depend on the order of the matrix,
but the eigenvector which is associated with the eigenvalue� = 1 is known as the
steady-state vector,p of the state transition matrix P, and the relationship can be
written as:

p�P = p (3.10)

In other words, the steady state probability pk represents the fraction of time
that the Markov Chain spends in state k [Gallager 2014], andp� 1

k represents the
expectation of the recurrence time on statek. As we will see later, the property from
equation (3.10) we will use for our theoretical performance analysis of the protocols.

3.2 S-R-D protocol, DMF mode

3.2.1 Communication protocol

The protocol determines the role of each node on the communication network. Con-
sidering the topology of cooperative network of Figure 2.2, we can de�ne many
di�erent protocols, but we will consider an example of HARQ protocol with the fol-
lowing rules: As soon as the �rst PDU is in the bu�er, the source S broadcasts the
channel coded packet, which is received by both D and R. D attempts decoding and
issues the control message (ACK if decoding is successful, NACK if a decoding error
is detected), received by both S and R. In case of ACK message, S proceeds with the
transmission of a new information PDU. In case of NACK message, the protocol en-
ters in the retransmission phase, where R and S retransmit in a deterministic order.
A retransmission is performed every time that D issues NACK and the maximum
number Nmax of transmissions for the same PDU has not been reached yet. The
retransmission order is determined by the following rules: 1) R performs the �rst
retransmission of the current information PDU; 2) R is allowed to retransmit NR

consecutive times after each (re)transmission by S, after which the control of the
channel goes back to S; 3) S transmits the same PDU a maximum ofNS times (this
includes the �rst transmission). Each PDU is then allowed a maximum number of
Nmax = NS � NR + NS transmissions. S will proceed with the transmission of a new
PDU any time that D issues an ACK, or after the Nmax -th failed transmission of
the same PDU.
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Table 3.1: De�nition of states in the FSM of the transmitter

State name State de�nition Next action
0 tS=0, tR=0, W=ACK ST
1 tS=0, tR=0, W=NACK ST
2 tS=1, tR=0, W=NACK RRT
3 tS=1, tR=1, W=NACK RRT
. . . . . . . . .
NR+2 tS=1, tR= NR , W=NACK SRT
NR+3 tS=2, tR=0, W=NACK RRT
NR+4 tS=2, tR=1, W=NACK RRT
. . . . . . . . .
NSNR+ NS tS= NS, tR= NR -1, W=NACK RRT

3.2.2 Description of the transmitter using a FSM

As described at the beginning of this Chapter, FSM can be used to model many
practical situations. We can use it to model our deterministic protocol, too. In our
case, the FSM enters a state in each time-slot. The state determines the action that
is going to be taken during the time-slot. The outcome of the action determines the
transition to the next state. The de�nition of the states for the considered protocol
is given in Table 3.1. At the beginning of the time-slot, let tS denote the number
of times S has already transmitted the current PDU;tR the number of times R has
already transmitted the current PDU after the last transmission from S; and W
the last control message issued by D. Each possible combination of the values of
the parameters tS, tR and W de�nes a state. Notice that the combinations such
that { 1 � tS � NS, 1 � tR � NR , W = ACK } are not possible, sinceW = ACK
forces the transmission of a new PDU. Each state is associated with one of the
possible actions: ST (Source Transmits a new PDU for the �rst time), SRT (Source
Retransmits the current PDU) or RRT (Relay Retransmits the current PDU). The
protocol starts in State 0 (if the previous PDU was ACK-ed) or in State 1 (if the
previous PDU was NACK-ed) where a new PDU is transmitted for the �rst time.
The scheme of the possible state transitions in the FSM is given in Figure 3.3.

3.2.3 Performance evaluation using FSMC, Type I decoder

Since the state transitions of the FSM depends only on the last input (ACK or
NACK) from the Destination, and since these inputs are associated with proba-
bilities, then this FSM has a Markov Chain [Norris 1997] property. That is, by
knowing that the decoding result on the receiver depends on the channel conditions,
and assuming that the channels S-D, S-R and R-D are independent, then we can
evaluate the average probabilities that the decoder issues NACK. Let us de�ne here
with � [1;0] the probability that D issues NACK after decoding the last copy received
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Figure 3.3: FSM of the transmitter of the deterministic protocol

from S, and with � [0;1] the probability that D issues NACK after decoding the last
copy received from R. Then, the considered protocol can be described by the Finite
State Markov Chain (FSMC) shown in Figure 3.4, with state transition matrix P,
of size(NS � NR + NS + 1) � (NS � NR + NS + 1) :

P =

0

B
B
B
B
B
B
B
B
B
B
B
@

1 � � [1;0] 0 � [1;0] 0 � � � 0 � � �
1 � � [1;0] 0 � [1;0] 0 � � � 0 � � �
1 � � [0;1] 0 0 � [0;1] � � � 0 � � �

...
...

...
...

. . .
...

. . .
1 � � [1;0] 0 0 0 � � � � [1;0] � � �

...
...

...
...

. . .
...

. . .
1 � � [0;1] � [0;1] 0 0 � � � 0 � � �

1

C
C
C
C
C
C
C
C
C
C
C
A

: (3.11)

The element [P]ij represents the transition probability from State i to State j . For
numerical results, the probabilities � [1;0] and � [0;1] are evaluated via Monte Carlo
simulation [Kalos 2008].

Having the probability transition matrix P, then according to equation (3.10)
we can evaluate the steady state vector of the protocol FSMC, and use it to obtain
the values of performance metrics (2.30) to (2.32) that describe the protocol. Since
p� 1

k represents the expectation of the recurrence time on statek, then the average
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Figure 3.4: FSMC of the transmitter of the deterministic protocol, DMF mode

number of transmissions per PDU,T, and PER, respectively, can be obtained as:

T = E [recurrence time on the initial state ] =
1

p0 + p1
(3.12)

PER =
p1

p0 + p1
(3.13)

Substituting (3.12) and (3.13) into equation (2.32), the Goodput take the form:

G = Rc �
1 � PER

T

"
PDUs

tu

#

= Rc � p0

"
PDUs

tu

#

(3.14)

3.2.4 Alternative way to obtain the steady state vector

Thanks to the structure of the matrix P, the steady state vector p can be also
evaluated using a combinatorial approach. The states of the FSMC are visited in
paths starting from State 0 or State 1 and going back to State 0 or State 1. Even
if di�erent paths may have di�erent lengths, they share the property that State i ,
8i > 2 is always reached from Statei � 1 (State 2 can be reached either by State 0
or 1). De�ne ck as the probability of accessing Statek for the �rst time during one
of these paths. It is evaluated as

c0 =
NSX

tS =1

 
NRX

tR =0

� (tS � � )
[1;0] � � (tS � 1)NR + tR � 1+ �

[0;1] �
�
1 � � [1;0]

� � �
�
1 � � [0;1]

� �

!

; (3.15)
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c1 = � NS
[1;0] � � NS NR

[0;1] ; (3.16)

c([ tS � 1]NR + tS + tR ) = � (tS � � )
[1;0] � (tS � 1)NR + tR � 1+ �

[0;1] ; (3.17)

where� = 1 if tR = 0 and � = 0 otherwise; and� = 0 if tR = 0 and � = 1 otherwise.
The steady state probability pk can be expressed as a function of the vectorc as

pk = Pr ( being in steady statek)

= Pr ( access statek j current path)

= Pr ( access st.k j access st.i 2 f 0; 1; :::; NSNR+ NSg)

=
ck

P NS NR + NS
i =0 ci

:

(3.18)

We note here that the result in (3.18) it is observed independent of any reference
or literature, and later discovered by the author that this seems to be among the
"most often rediscovered result in probability theory" [Aldous 2002]. This result is
represented by the following theorem [A. Gambin ]:

Theorem 3.1. (Markov chain tree theorem) If the underlying graph of
a markov chain has exactly one absorbing strong component, then the stationary
distribution is given by:

pi =
! (F (i ))

P
j 2 S ! (F (j ))

; for i = 1 ; :::; s (3.19)

where, with ! (F (i )) there is represented some (multiplicative) weight of a tree
(forest, F ) ending at state i . For more details, the interested reader can refer to
[A. Gambin ].

3.2.5 Performance evaluation using FSMC, Type II decoder

When the decoder saves the previous erroneous copies to combine with new incoming
copy for decoding, this is known as Type II decoder as described in section 2.4.
Performance analysis of the protocol in this case remains almost the same with
the case of type I decoder provided in previous subsection, with the di�erence that
here change only the probabilities on the transition matrix. Let us de�ne here with
� [A;B ] the probability that D fails in decoding the current PDU, based on A copies
received from S andB copies received from R, knowing that previous decoding
with less copies has been unsuccessful. We note here that Relay forwards the last
demodulated copy from Source. Then, the probabilities� [A;B ] can be evaluated via
Monte Carlo simulations according to the Algorithm 1. A simulation example of
probabilities � [A;B ] on a fully-interleaved channel for some values ofA and B is
shown in Figure 3.5. As we see from the plots,� [1;2] is interestingly lower than � [1;3]
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and � [2;2] for Eb=N0 > 1! This has the following explanation: with � [1;3] and � [2;2]

we jump to the fourth copy only if we fail with the �rst three copies, that means
that the �rst three copies are very bad, so even if the fourth copy is better it has
more probability to fail than to succeed (as the overall information is still bad),
while in the case of� [1;2] we jump to the third copy only if we fail with the �rst
two copies and thus the overall information after the third copy is more balanced
between succeeding and failing thus having lower ratio of failures, compared to the
cases when we have failed previously with more copies.

Algorithm 1: Evaluation of probabilities � AB

De�ne A; B ;
vACK = 0 ; vNACK = 0 ;
while True do

tS = 0 ; b = 0 ;
Generate a new PDU;
while tS < A & CRC_�ag=NACK do

Source.Transmits();
Append copy on the bu�er;
Calculate.LLR;
Decode.LLR;
Check.CRC;
tR = 0 ;
while tR < N R & CRC_�ag=NACK & b < B do

Relay.Transmits();
Append copy on the bu�er;
Calculate.LLR;
Decode.LLR;
Check.CRC;
b = tS � NR + tR + 1 ;
tR + + ;

end
tS + + ;

end
if tS = A & b = B & CRC_�ag=ACK then

vACK + + ;
end
else if tS = A & b = B & CRC_�ag=NACK then

vNACK + + ;
end

end
Evaluate: � AB = vNACK =(vACK + vNACK );

Having de�ned and evaluated the probabilities � [A;B ], then the probability tran-
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Figure 3.5: Comparison of� [A;B ] for di�erent values of A and B

sition matrix of the FSMC of the protocol with type II decoder takes the form:

PII =

0

B
B
B
B
B
B
B
B
B
B
B
@

1 � � [1;0] 0 � [1;0] 0 � � � 0 � � �
1 � � [1;0] 0 � [1;0] 0 � � � 0 � � �
1 � � [1;1] 0 0 � [1;1] � � � 0 � � �

...
...

...
...

. . .
...

. . .
1 � � [1;N R ] 0 0 0 � � � � [1;N R ] � � �

...
...

...
...

. . .
...

. . .
1� � [NS ;N S NR ] � [NS ;N S NR ] 0 0 � � � 0 � � �

1

C
C
C
C
C
C
C
C
C
C
C
A

; (3.20)

Once we have the probability transition matrix PII , then the steady state vector
can be obtained via equation (3.10), which can be used to evaluate performance
metrics as discussed earlier.

3.3 S-R-D protocol, DCF mode

Having provided the analysis of the protocol for the case of Relay working on DMF
mode, now we turn to the analysis of the same protocol when Relay works on the
mode Decode-and-Forward (DCF), where Relay demodulates, decodes and if no
error is found then it re-encodes, re-modulates and forwards the message to the
Destination. In this case, the message received from Relay on the Destination is
free of demodulation errors on the Relay.
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3.3.1 Communication protocol and its representation via FSM

Let us consider the same deterministic protocol as discussed on previous section,
where for each ofNS (re)transmissions from the Source, Relay is allowed to perform
up to NR successive retransmissions. Of course, a retransmission is asked any time
that the decoder issues a NACK. But, contrary to the DMF mode when Relay always
can retransmit when it is asked, here at the DCF mode the retransmission of the
Relay does not depend only on the request, but also from the fact if it has correctly
decoded or not (via CRC check) the copy received from the Source. The Relay will
try to decode any of the (re)transmissions from the Source, and in case of successful
decoding it will keep the right to (re)transmit up to NR successive retransmissions
(if needed) after each of the remaining (from maximumNS) (re)transmissions from
the Source. But, if the Source has (re)transmitted and both, the Destination and
the Relay, did not decode correctly the copy, then it would be again Source who will
retransmit. Therefore, in case of a continuous NACK from D, the minimum number
of transmissions per PDU can beNmin = NS (in case R never retransmits because
it could not decode the copy from S), and the maximum number of transmissions
per PDU can beNmax = NS � NR + NS (in case R decodes the copy during the �rst
transmission from S).

Figure 3.6: FSM of the transmitter of the deterministic protocol, DCF mode
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The condition of having a correct copy on R for a retransmission implies a new
parameter for de�ning the states of the FSM, and obviously the number of states on
the FSM increases compared to the case of DMF. Let us keep the same parameters,
tS, tR and W under the same de�nitions as provided earlier, and add here a new
parameter,WR , that represents the control message (ACK or NACK) resulting from
the decoding of received copy on R. Then, the state de�nitions of the FSM is given
in Table 3.2, while the state transitions is shown in Figure 3.6.

Table 3.2: De�nition of states in the FSM of the transmitter, DCF mode

State name State de�nition Next action
0 tS=0, tR=0, WR=*, W =ACK ST
1 tS=0, tR=0, WR=*, W =NACK ST
2 tS=1, tR=0, WR=ACK, W =NACK RRT
3 tS=1, tR=1, WR=ACK, W =NACK RRT
...

...
...

NR+1 tS=1, tR= NR -1, WR=ACK, W =NACK RRT
NR+2 tS=1, tR= NR , WR=ACK, W =NACK SRT
NR+3 tS=1, tR=0, WR=NACK, W =NACK SRT
NR+4 tS=2, tR=0, WR=ACK, W =NACK RRT
NR+5 tS=2, tR=1, WR=ACK, W =NACK RRT

...
...

...
2NR+3 tS=2, tR= NR -1, WR=ACK, W =NACK RRT

...
...

...
2NS+ NSNR -NR -2 tS= NS-1, tR= NR , WR=ACK, W =NACK SRT
2NS+ NSNR -NR -1 tS= NS-1, tR=0, WR=NACK, W =NACK SRT
2NS+ NSNR -NR tS= NS, tR=0, WR=ACK, W =NACK RRT

2NS+ NSNR -NR+1 tS= NS, tR=1, WR=ACK, W =NACK RRT
...

...
...

2NS+ NSNR -1 tS= NS, tR= NR -1, WR=ACK, W =NACK RRT

The state name or index,z, associated with the retransmission from Relay is
modelled as a function oftS and tR , as follow

z = 2 tS + ( tS � 1)NR + tR ; f 1 � tS � NS; 0 � tR � NR � 1; WR = ACK g (3.21)

while the index z of the states associated with the retransmissions from Source when
Relay con�rms that it has the correctly decoded copy on the bu�er WR = ACK , is
modelled as a function oftS and tR , as follow:

z = 2 tS + ( tS � 1)NR + NR ; f 1 � tS � NS; WR = ACK g (3.22)
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and the index z of the states associated with the retransmission from Source when
Relay con�rms that the decoded copy contains an errorWR = NACK , is modelled
as follow:

z = 2 tS + ( tS � 1)NR + NR + 1 ; f 1 � tS � NS; WR = NACK g (3.23)

We note that:

� all states with index z 2 f 2; � � � ; 2NS + NSNR � 1g are associated to thez-th
transmission of the current PDU;

� the states with index z = 0 or z = 1 are associated with the �rst transmission
of the current PDU.

3.3.2 Performance evaluation using FSMC

Since we can describe the state transitions of Figure 3.6 with corresponding prob-
abilities, then we can model the behaviour of the protocol via FSMC. Let us keep
the same notation and the de�nitions for probabilities � [1;0] and � [0;1] representing
the probability that D issues NACK after decoding the last copy received from S
and from R, respectively. In addition to this, let us denote with � R the probability
that R cannot decode correctly the copy coming from S. Then, for the case of type
I decoder, the probability transition matrix takes the form:

PDCF =

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

1 � � 1:0 0 (1 � � R ) � 1;0 0 � � � � R � 1;0 � � � 0 0 � � �
1 � � 1:0 0 (1 � � R ) � 1;0 0 � � � � R � 1;0 � � � 0 0 � � �
1 � � 0;1 0 0 � 0;1 � � � 0 � � � 0 0 � � �

...
...

...
...

. . .
...

. . .
...

...
. . .

1 � � 0;1 0 0 0 � � � � 0;1 � � � 0 0 � � �
1 � � 1;0 0 0 0 � � � 0 � � � � 1;0 0 � � �
1 � � 1;0 � R � 1;0 0 0 � � � 0 � � � (1 � � R ) � 1;0 0 � � �
1 � � 0;1 0 0 0 � � � 0 � � � 0 � 0;1 � � �

...
...

...
...

. . .
...

. . .
...

...
. . .

1 � � 0;1 � 0;1 0 0 � � � 0 � � � 0 0 � � �

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

(3.24)
In similar way, for the type II decoder, we can evaluate the probabilities� [A;B ]

and obtain the probability transition matrix. The number of states remain the same
as with type I decoder, but we need to be carefully when we evaluate the proba-
bilities � [A;B ] and pay attention to the fact that the Relay can decode correctly or
not the incoming copies during any of the (re)transmissions from the Source. Once
Relay decodes it correctly, then it keeps on the bu�er and ignores the other incoming
copies of the same PDU, until either this PDU is ACK-ed on the Destination or the
maximum number of transmissions for this PDU is reached.
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3.4 Numerical results

In this section we present numerical analysis of deterministic protocol using simu-
lations and FSMC, for both types of decoders. The physical layer analysis of the
links and receiver are discussed in Chapter 2. In our case, we consider Convolu-
tional Coding with code rate Rc = 1=3, and we consider 16-QAM modulation. Each
information PDU is of length 1000 bits. The average energy per modulated symbol
is the same at S and R,Es = 1 , and as a result the transmit Eb=N0 is the same
on the channels S-D and R-D. The path-loss exponent is� = 2 :4. We assume that
we know the propagation conditions on the channels S-D, S-R and R-D, where we
assume block fading according to Rayleigh distribution and also impaired by com-
plex Gaussian noise with noise densityN0. The probabilities � 1;0, � 0;1 and � [A;B ]

are evaluated using Monte Carlo simulations.

3.4.1 Simulation of the protocol, DMF mode

Let us consider the case when Relay works on the mode Demodulate-and-Forward
(DMF). Initially, we want to show that we can use our theoretical framework for
performance prediction of the protocol. In Figures 3.7 and 3.8 we have considered a
performance prediction for the protocol with 4 copies and with 6 copies, respectively.
In Figure 3.7 there is shown the comparison of PER achieved with simulation and
with theoretical analysis via FSMC. As we may see, the performance is predicted
accurately, and as it is expected, increasing the maximum number of transmissions
per PDU, decreases PER. Also, as it is expected, type II decoding outperforms type
I decoding, and the gain can goes up to over5 [dB].

In Figure 3.8 there is shown the comparison of Goodput (expressed in % of max-
imum Goodput) as a function of receiveEb=N0 on the channel S-D, achieved with
theoretical analysis and with simulation. We note here that since we use channel
coding with code rateRc, the maximum value that Goodput can take according to
equation (2.32) is G = Rc. From Figure 3.8 we see that increasing the maximum
number of transmissions per PDU brings higher Goodput, too. But, we see that
when the channel is bad, we have higher di�erence of Goodput achieved with 6 copies
compared to the Goodput achieved with 4 copies, and as the channel improves this
di�erence becomes smaller and smaller. This means that in a good channel most of
the PDUs get acknowledged with very few transmissions.

One important aspect on the analysis is performance optimization. This means
that we want to keep �xed the maximum number of transmissions, and we check
for which combination of NS and NR we get the best performance. We remind here
that the maximum number of transmissions per PDU isNS + NS � NR . For the case
of 4 copies we get two possibilities: 1)NS = 1 and NR = 3 ; and, 2) NS = 2 and
NR = 1 . For the case pf 6 copies we get three possibilities: 1)NS = 1 and NR = 5 ;
2) NS = 2 and NR = 2 ; and, 3) NS = 3 and NR = 1 . The comparison of variousNS



34
Chapter 3. Deterministic HARQ protocol for a cooperative network

S-R-D

Figure 3.7: Comparison of PER with 4 copies and with 6 copies, type I and type II

Figure 3.8: Goodput with 4 copies and with 6 copies, type I and type II
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and NR for both cases, 4 copies and 6 copies, for both types of decoders, type I and
type II, is shown in Figure 3.9, where the PER is compared versus receiveEb=N0 on
the channel S-D. As we may see, the best performance it is achieved when we set
the value of NR = 1 , which means that we do not allow more than one successive
retransmission from Relay. Since the Relay could forward an erroneous copy due to
the demodulation errors on the copy from the Source, then we should allow the Relay
to refresh its own demodulated copy from the Source before the next retransmission.

Figure 3.9: Comparison of PER for variousNS and NR , type I and type II

Since the above analysis are considered for the case when Relay is located
close to the Source (dSR=dSD = 0 :15), we want to check what happens when Re-
lay is located to other positions with respect to S and D. Therefore, in the fol-
lowing Figures we have compared performances when Relay appears at distances
dSR=dSD 2 f 0:15; 0:35; 0:50; 0:85g. In Figure 3.10 there is compared PER when we
have only one tranmissions from S and three retransmissions from R (associated
with NS = 1 and NR = 3 ) for various locations of the Relay. As we may see from
the Figure, the highest performance it is achieved when Relay is located close to the
Source, as in this case it su�ers from less demodulation errors compared to other
locations of the Relay. This location of the Relay seems to be the best for both
types of decoders.

In the other hand, when we compare performance of the protocol withNS = 2
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Figure 3.10: Comparison of PER,NS = 1 and NR = 3 , various location of the Relay

and NR = 1 (for every transmissions from S, R is allowed to retransmit once) for var-
ious location of the Relay, the situation is di�erent. From Figure 3.11 we see that the
best performance it is achieved when Relay is located at distancedSR=dSD = 0 :35.
As we may see, the performance improves as Relay moves from the position of be-
ing close to the Source up to locationdSR=dSD = 0 :35 where it gets its maximum
performance, and then the performance decreases as Relay approaches the Destina-
tion. We note here that the optimized location of the Relay acounts for trade-o�
between the demodulation errors on the Relay and the probability of success on the
remaining distance R-D.

In Figures 3.10 and 3.11 we have compared achieved PER, but we have still
not provided any comparison for the average number of transmissions per PDU,T,
which is important metric, too. But, since we have introduced the metric of Good-
put that counts for trade-o� between PER and T, then in Figure 3.12 we have shown
comparison of Goodput for various values ofNS and NR , and for various location
of the Relay. As observed also at the comparison of PER, similarly, for the case of
NS = 1 and NR = 3 the optimized location appears atdSR=dSD = 0 :15, while for
the case ofNS = 2 and NR = 1 the optimized location appears atdSR=dSD = 0 :35.
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Figure 3.11: Comparison of PER,NS = 2 and NR = 1 , various location of the Relay

Figure 3.12: Goodput for variousNS and NR and for various location of the Relay
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3.4.2 Simulation of the protocol, DCF mode

Let us now turn to the case when Relay works on Decode-and-Forward (DCF)
mode. As mentioned on Chapter 2, the Relay in this mode receives the sequence,
demodulates, decodes and uses CRC for detection of possible errors, and the Relay
would be allowed to retransmit only if it has the correct copy. Because of that, this
mode brings higher diversity than the Relay working on DMF mode, but this imple-
mentation has higher cost due to the requirement of employing complex decoding
algorithms and more consuming energy.

Figure 3.13: Comparison of PER, various location of the Relay, DCF mode

Since the channels S-D and R-D su�er from noise of the same distribution and
same noise spectral densityN0, and considering that Relay would have the correct
copy to retransmit, then in this case the grant of retransmission always should be
given to the Relay as it has shorter distance (compared with Source) toward the
Destination. Let us consider the case when the maximum number of transmissions
per PDU is limited to 4, according to the following (re)transmission strategy: the
�rst transmission always belong to the Source, and all the remaining retransmis-
sions (from total of 4 transmissions per PDU) belong to the Relay as soon as it is
able to decode correctly the copy coming from the Source. At any time that Relay
could not decode the copy from Source, then it would be Source who will retransmit
again, and the cycle repeats until either an ACK is issued from D or the limit of
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maximum number of transmissions per PDU is reached (in this case 4). So, Relay
can retransmit the same PDU in maximum 3 times, and in minimum 0 retransmis-
sions (in the case when it could never decode the copy from S). The comparison
of PER for various location of the Relay is shown in Figure 3.13. As we may see,
as the channel is bad the best performance it is achieved when Relay is located at
distance dSR=dSD = 0 :35, while as the channel improves (Eb=N0 > 1) we see that
the best performance it is achieved when Relay is located in the middle of distance
S-D (dSR=dSD = 0 :50). Once again, the optimized location counts for the trade-o�
between the ability of the Relay decoder to decode correctly the copy from Source,
and the probability to succeed on the remaining distance R-D. It is interesting that
when the channel is bad, the worst location seems to bedSR=dSD = 0 :85 (when Re-
lay is located close to the Destination), but as the channel improves we see that the
performance achieved at this location outperforms the case when Relay is located
close to the Source. This is reasonable as an improve on the channel conditions in-
creases the chances of correct decoding on the Relay, and the probability of success
on the channel R-D is high as the distance is very short. The same behaviour and
tendency as with PER we observe when we compare the Goodput, as it is shown in
Figure 3.14.

Figure 3.14: Comparison of Goodput, various location of the Relay, DCF mode

In addition to Figures 3.13 and 3.14 for comparison of PER and Goodput, re-
spectively, in Figure 3.15 we have shown the comparison of total average number of
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transmissions per PDU,T, and also the average number of transmissions performed
by S and R, respectively, that will bring more information on drawing conclusions
related to the behaviour of the protocol for various location of the Relay. As we
may see from this Figure, when the channel is bad the lowestT it is achieved when
Relay is located at distancedSR=dSD = 0 :35, while as the channel improves we see
that Relay at location dSR=dSD = 0 :50 behaves slightly better.

Figure 3.15: Comparison of average number of transmissions, various location of the
Relay, DCF mode

3.5 Conclusions

In this Chapter we have introduced a deterministic protocol on a cooperative net-
work containing one Source, one Relay and one Destination. We have introduced a
framework for performance evaluation of this protocol, that can be applied very eas-
ily to other deterministic protocols, too. We have shown that Finite State Machines
(FSM) and Finite State Markov Chains (FSMC) are very e�cient tools for mod-
eling the behaviours of communication protocols, and predict their performance.
We have provided analysis for both types of decoders, type I and type II, and
also for both working modes of the Relay, Demodulate-and-Forward (DMF) mode
and Decode-and-Forward (DCF) mode. Thanks to the structure of the probabil-
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ity transition matrices of these protocols that contain trees, we have proposed an
alternative way for obtaining the steady-state vector which is needed for evalua-
tion of performance metrics. Numerical results show that the theoretical prediction
matches very accurately with simulation results. Here is also addresed the optimiza-
tion of deterministic protocols by trying any possible combination of the number of
retransmissions among the transmitting nodes, when the total maximum number of
transmissions per PDU is limited. Similar optimization procedures are performed
for various locations of the Relay, based on which there is also found the optimized
location and optimized values of protocol parameters.
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4.1 Introduction

In Chapter 3 we have seen how we can apply Markov Chain (MC) to model be-
haviour of the deterministic communication protocols and evaluate its performance.
But, the applications of Markov Chains are much more than that: it �nds wide
range of application in Computer Science, too. The Google Company uses a MC
based algorithm called PageRank (PR) that is used for ranking the websites in their
search engine results [Brin 1998]. Other applications in Computer Science include
the use of MC to locate bottlenecks in communication network and to assess the ben-
e�t of increasing the number of CPUs (Central Processing Unit) in multiprocessor
systems [Stewart 1994]. But, beside the applications of MC in Telecommunications,
Computer Science and other areas of engineering, MC �nds application in other
disciplines, like biology, genetics, agriculture, economics, etc [Dayar ].

In some applications, it is very common that for modeling some behaviours there
are needed a large number of states. As a result, it is not always easy to evaluate
the steady state vector (3.10) that is needed for performance evaluation or gather-
ing needed information, because the computations become very heavy. Therefore, to
avoid the problem of heavy computations, there is proposed the aggregation of states
in Markov chain which has been subject of interest for many years [Sterck 2008].
To this, it has helped the fact that the transition matrix of Markov chain are often
sparse and possess speci�c structure [A. Gambin ].
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Figure 4.1: Original FSMC

In this Chapter we will show how can be done the aggregation of states in a
general ergodic Markov chain. Then, we will show how we can apply this method
on aggregating the states of FSMC for our deterministic protocols in S-R-D network
discussed in Chapter 3.

4.2 Aggregation method of Markov Chain

Consider a FSMC (S; P) de�ned by a state set S = f 1; : : : ; Lg and a transition
matrix P. We want to aggregate multiple states of(S; P) to obtain a new FSMC
(T ; Z ) with state set T = f 1; 2; : : : ; M g, with M < L , and transition matrix Z . For
better understanding on how the aggregation process can be done, we consider an
example with L = 5 and M = 3 . In Figure 4.1 it is shown the original FSMC with
�ve states. We consider that the chain is ergodic, i.e. from every state it is possible
to go to every other state, not necessarily in one move. The transition probability
from State i to State j it is denoted with Pij . Then, the transition matrix P of the
original FSMC takes the form

P =

2

6
6
6
6
6
4

P11 P12 P13 P14 P15

P21 P22 P23 P24 P25

P31 P32 P33 P34 P35

P41 P42 P43 P44 P45

P51 P52 P53 P54 P55

3

7
7
7
7
7
5

(4.1)

We want to obtain a new FSMC with three states that is obtained by the fol-
lowing rules:

� State 1 of the original FSMC is not aggregated, and on the new FSMC it gets
renamed asState 1';

� States 2, 3 and 4are aggregated to a single new state, that is namedState 2'
on the new FSMC;
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Figure 4.2: New FSMC by aggregating states of the original FSMC

� State 5 of the original FSMC is not aggregated, and on the new FSMC it gets
renamed asState 3'

The new FSMC that is obtained by aggregating the states of the original FSMC
now can be drawn as in Figure 4.2, with a transition matrix Z:

Z =

2

4
Z1010 Z1020 Z1030

Z2010 Z2020 Z2030

Z3010 Z3020 Z3030

3

5 (4.2)

During the aggregation process, we are interested in imposing the following con-
straint on the steady state vectorsp and z of the FSMCs (S; P) and (T ; Z ), re-
spectively. Let I be the state in (T ; Z ) resulting from the aggregation of the set of
states I � S of (S; P). Let J and J be de�ned similarly. Then the steady state
probability zI of state I is the sum of the steady state probabilitiespi ; i 2 I

zI =
X

i 2I

pi : (4.3)

Once the aggregation rules are de�ned, then the main task in the aggregation
process is to evaluate the transition probabilities on the new FSMC. Apparently,
these new transition probabilities, Z IJ , can be evaluated by the original transition
probabilities, Pij , which we assume that we know. Let us consider that we want
to show the evaluation of probability Z2020 and then the other probabilities can be
obtained in similar way. Thus, the probability Z2020 can be written as:

Z2020 =
Pr [20; 20]

P r [20]
(4.4)

Considering that the new state named asState 2' is composed of the original
states State 2, 3 and 4, then the transition probability Z2020 can be rewritten as:

Z2020 = Pr [f 2; 3; 4g j f 2; 3; 4g] =
P r [f 2; 3; 4g; f 2; 3; 4g]

P r [2; 3; 4]
(4.5)
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The expression on the numerator can be expanded as:

P r [f 2; 3; 4g; f 2; 3; 4g] = P r [2; 2] + P r [3; 2] + P r [4; 2] + P r [2; 3] + P r [3; 3] +

+ Pr [4; 3] + P r [2; 4] + P r [3; 4] + P r [4; 4]
(4.6)

while, the expression on the denominator can be expanded as:

P r [2; 3; 4] = P r [2] + P r [3] + P r [4] (4.7)

Then, by applying Bayes' Theorem to each component of equation (4.6), we get:

P r [2; 2] = P r [2] � P r [2j2] ; P r [3; 2] = P r [2] � P r [3j2] ; P r [4; 2] = P r [2] � P r [4j2]

P r [2; 3] = P r [3] � P r [2j3] ; P r [3; 3] = P r [3] � P r [3j3] ; P r [4; 3] = P r [3] � P r [4j3]

P r [2; 4] = P r [4] � P r [2j4] ; P r [3; 4] = P r [4] � P r [3j4] ; P r [4; 4] = P r [4] � P r [4j4]
(4.8)

We repeat here that the term Pr [j ji ] is interpreted as Probability ( transitting
to State j | knowing that we are on Statei ), which probabilities for the original
FSMC are assumed to be known. Moreover, the equation (4.7) can be interpreted
as theProbability of being in new state 2'or equivalently Probability of being jointly
in the original States 2, 3 and 4. In other words, these probabilities represent the
steady-state probabilities of being in the corresponding states, and therefore can be
substituted with the following equation:

P r [2; 3; 4] = p2 + p3 + p4 (4.9)

Then, in general case, the elements of the simpli�ed transition matrixZ can be
obtained with the following expression [Sterck 2008]:

Z IJ =

P
i 2I pi

� P
j 2J Pij

�

P
i 2I pi

: (4.10)

The same operation can be described in more compact form as follows. De�ne
the binary matrix T of sizeM � L , and such that

TI i =

(
1 if original state i absorbed in new stateI

0 otherwise:
(4.11)

Then,
Z = TT P diag(p) T diag(TT p) � 1: (4.12)

where the superscriptT represent thematrix transpose operation.

We note here that since the state aggregation process requires the knowledge
of the steady state vector of the original FSMC, then the solution of reducing size
of the matrix does not seem the best one on the �rst sight, because one of the
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reasons behind the state aggregation is to avoid heavy calculations to obtain the
steady state vector. But, since the transition matrixes that we are dealing with are
most of the time with sparse structure, then we can apply the alternative way to
obtain the steady state vector as described in subsection 3.2.4. Moreover, behind the
reasons for state aggregation could be not only the reduction of heavy computations
for obtaining the steady state vector, but also to get more information about the
process that Markov chain has been used to model. As we will see later on the next
chapter, from the state aggregation process we can associate many ideas that could
be applied in many situations that shows improvement compared to the original
idea before aggregation.

4.3 State aggregation for HARQ on a S-D link

Let us consider the case when we use FSMC for modeling only the communication
between the Source and the Destination. In this scenario, it will be only Source
who will (re)transmit. Considering that the maximum number of transmissions per
PDU is an arbitrary number NS, the transition matrix PS;I for the case of type I
decoder, in line with representation (3.11), takes the form:

PS;I =

2

6
6
6
6
6
4

1 � � [1;0] 0 � [1;0] 0 � � �
1 � � [1;0] 0 � [1;0] 0 � � �
1 � � [1;0] 0 0 � [1;0] � � �

...
...

...
...

. . .
1 � � [1;0] � [1;0] 0 0 � � �

3

7
7
7
7
7
5

(4.13)

The states of the transition matrix are indexed from 0 to NS, and as explained
earlier, State 0 and State 1 represent the initial state after the last PDU is ACK-
ed and NACK-ed, respectively. This split is applied in order to make possible the
evaluation of performance metrics, and in order to keep unchanged the performance
metrics on the simpli�ed FSMC, we will not touch the initial states during the
aggregation process. In other words, we will aggregate only the states associated
with the retransmissions, i.e. we will aggregate theStates2; 3; : : : ; NS to a single
state, named here asState 20. So, the resulting simpli�ed transition matrix will
contain only three states. Following the equation (4.10) for evaluation of transition
probabilities on the new FSMC, the simpli�ed transition matrix ZS;I takes the form:

ZS;I =

2

4
1 � � [1;0] 0 � [1;0]

1 � � [1;0] 0 � [1;0]

Z20;00 Z20;10 Z20;20

3

5 (4.14)

The elementsZ20;00, Z20;10 and Z20;20 are probabilities that are obtained as a result
of aggregation, but in order to link every state transition of the new FSMC with
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parameter � [1;0], we can rewrite it on the following form:

ZS;I =

2

4
1 � � [1;0] 0 � [1;0]

1 � � [1;0] 0 � [1;0]

1 � � [1;0] � � � [1;0] (1 � � ) � � [1;0]

3

5 (4.15)

where, � is a parameter that link the original transition matrix (4.13) and the
simpli�ed transition matrix (4.15), and for equivalence between the two matrixes
takes the form:

� =
� NS � 1

[1;0]
P NS � 1

k=1 � NS � k
[1;0]

(4.16)

With � evaluated with equation (4.16), it is guaranteed that the relationship
(4.3) between the two steady state vectors holds.

4.4 State aggregation for HARQ on a S-R-D network,
DMF mode

Let us consider that we have a scenario of cooperative network containing one S,
one R and one D, when R works in DMF mode. As explained on Chapter 3, the
deterministic protocol with arbitrary number of maximum transmissions from S,
NS, and with arbitrary number of maximum successive retransmissions from R for
each transmission from S,NR , can be described by a FSMC and represented with
a transition matrix of dimensions (NS � NR + NS + 1) � (NS � NR + NS + 1) , which
for the type I decoder takes the form:

PR;I =

2

6
6
6
6
6
6
6
6
6
6
6
4

1 � � [1;0] 0 � [1;0] 0 � � � 0 � � �
1 � � [1;0] 0 � [1;0] 0 � � � 0 � � �
1 � � [0;1] 0 0 � [0;1] � � � 0 � � �

...
...

...
...

. . .
...

. . .
1 � � [1;0] 0 0 0 � � � � [1;0] � � �

...
...

...
...

. . .
...

. . .
1 � � [0;1] � [0;1] 0 0 � � � 0 � � �

3

7
7
7
7
7
7
7
7
7
7
7
5

: (4.17)

As we have explained earlier, each state of the FSMC it is associated with an
action from the transmitter (ST, RRT or SRT). Therefore, in our analysis we want
to aggregate only the states with the same actions, according to the following rules:

� State 0 and State 1 remain unchanged and are not aggregated;

� States associated with actionRelay Retransmit (RRT) within each cycle1 are
aggregated to separate states: States of the �rst cycle with indexesf 2; 3; 4; : : : ; NR+

1A cycle means a round of successive retransmissions from R after a (re)transmission from S.
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1g are aggregated into a single state named here asState 20, States of the sec-
ond cycle with indexesf NR + 3 ; NR + 4 ; : : : ; 2(NR + 1) g are aggregated to
another single state namedState 40, and the process is repeated within each
cycle in the same way;

� States associated with actionSource Retransmit (SRT) are only rearranged
within the transition matrix and change only the indexes: i.e. State NR + 2
at the original FSMC now is renamed asState 30, and the process continues
on the same way.

After the aggregation, the transition matrix takes the form:

ZR;I =

2

6
6
6
6
6
6
6
6
6
6
6
6
4

1 � � [1;0] 0 � [1;0] 0 0 0 � � � 0
1 � � [1;0] 0 � [1;0] 0 0 0 � � � 0

� 1 0 � 2 � 3 0 0 � � � 0
1 � � [1;0] 0 0 0 � [1;0] 0 � � � 0

� 1 0 0 0 � 2 � 3 � � � 0
...

...
...

...
...

...
. . .

...
1 � � [1;0] 0 0 0 0 0 � � � � [1;0]

� 1 � 3 0 0 0 0 � � � � 2

3

7
7
7
7
7
7
7
7
7
7
7
7
5

(4.18)

where, � 1, � 2 and � 3 are probabilities that are obtained as a result of aggregation.
But, in order to link these probabilities with parameter � [0;1], we can rewrite it on
the following form:

ZR;I =

2

6
6
6
6
6
6
6
6
6
6
6
6
4

1 � � [1;0] 0 � [1;0] 0 0 0 � � � 0
1 � � [1;0] 0 � [1;0] 0 0 0 � � � 0
1 � � [0;1] 0 (1 �  ) � [0;1] � [0;1] 0 0 � � � 0
1 � � [1;0] 0 0 0 � [1;0] 0 � � � 0
1 � � [0;1] 0 0 0 (1�  ) � [0;1] � [0;1] � � � 0

...
...

...
...

...
...

. . .
...

1 � � [1;0] 0 0 0 0 0 � � � � [1;0]

1 � � [0;1] � [0;1] 0 0 0 0 � � � (1 �  ) � [0;1]

3

7
7
7
7
7
7
7
7
7
7
7
7
5

(4.19)
where,  is a parameter that links the matrixes (4.18) and (4.19) and is expressed
as:

 =
� NR

[0;1]

� [0;1] + � 2
[0;1] + � 3

[0;1] + � � � + � NR
[0;1]

; (4.20)

So far, we have aggregated only the states associated with action RRT within
each cycle, and as a result for each cycle we have only two states, one associated
with action SRT and another associated with action RRT. But, since even within
each cycle the action is associated with the same node, then we can make another
aggregation which we call asphase 2 of aggregationsuch that:

� We aggregate all the states with the action RRT among all cycles to a single
state which we will call State 200;
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� We aggregate all the states with the action SRT among all cycles to a single
state which we will call State 300.

So, the �nal simpli�ed transition matrix will contain only four states and can be
written in the following form:

ZR;I =

2

6
6
4

1� � [1;0] 0 � [1;0] 0
1� � [1;0] 0 � [1;0] 0
1� � [0;1]  � �� [0;1] (1�  ) � [0;1]  (1� � ) � [0;1]

1� � [1;0] 0 � [1;0] 0

3

7
7
5 : (4.21)

where, we see that as a result of second aggregation we have obtained another
parameter, � , that links matrixes (4.19) and (4.21) and is expressed as:

� =

 

1 +
NS � 1X

tS =1

 
1

� tS
[1;0] � � tS �NR

[0;1]

!! � 1

: (4.22)

As we will see on the next Chapter, the parameters and � we can associate
with a meaningful de�nition that allows new ideas and new protocols to be applied.

Let us now turn to the case of type II decoder. The probability transition matrix
of the same scenario and same protocol in this case takes the form:

PR;II =

2

6
6
6
6
6
6
6
6
6
6
6
4

1 � � [1;0] 0 � [1;0] 0 � � � 0 � � �
1 � � [1;0] 0 � [1;0] 0 � � � 0 � � �
1 � � [1;1] 0 0 � [1;1] � � � 0 � � �

...
...

...
...

. . .
...

. . .
1 � � [1;N R ] 0 0 0 � � � � [1;N R ] � � �

...
...

...
...

. . .
...

. . .
1� � [NS ;N S NR ] � [NS ;N S NR ] 0 0 � � � 0 � � �

3

7
7
7
7
7
7
7
7
7
7
7
5

; (4.23)

Following the same rules of aggregation like for the case of type I decoder, by
aggregating states with the same actions, the simpli�ed transition matrix takes the
form:

ZR;II =

2

6
6
4

1 � � [1;0] 0 � [1;0] 0
1 � � [1;0] 0 � [1;0] 0

Z20 Z21 Z22 Z23

Z30 0 Z32 0

3

7
7
5 (4.24)

where,Z20, Z21, Z22, Z23, Z30 and Z32 are probabilities with respect to other states
that are obtained as a result of aggregation, using equation (4.10). The matrix can
be expressed also in the following form:

ZR;II =

2

6
6
4

1� � [1;0] 0 � [1;0] 0
1� � [1;0] 0 � [1;0] 0
1� � [RF ]  � �� [RF ] (1�  ) � [RF ]  (1� � ) � [RF ]

1� � [SF ] 0 � [SF ] 0

3

7
7
5 : (4.25)
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where, � [RF ] and � [SF ] represent the averageprobability of failure in decoding at
D after the reception of a retransmission from R and from S, respectively. These
probabilities and the parameters and � in this case follow the relationship:

� [RF ] = Z21 + Z22 + Z23 (4.26)

� [SF ] = Z32 (4.27)

 =
Z21 + Z23

Z21 + Z22 + Z23
(4.28)

� =
Z21

Z21 + Z23
(4.29)

The aggregated probabilities on matrix (4.24) can be obtained also using com-
binatorial approach, as follow:

Z20 =

P
1� tS � NS

P
1� tR � NR

�
p[( tS � 1)NR + tS + tR ] �

�
1 � � [tS ;(tS � 1)NR + tR ]

��

P
1� tS � NS

P
1� tR � NR

p[( tS � 1)NR + tS + tR ]
(4.30)

Z30 =

P
2� tS � NS

�
p[( tS � 1)NR + tS ] �

�
1 � � [tS ;(tS � 1)NR ]

��

P
2� tS � NS

p[( tS � 1)NR + tS ]
(4.31)

Z21 =

Q
1� tS � NS

� Q
(tS � 1)NR � tR � tS �NR

� [tS ;t R ]

�

P
1� a� NS

nQ
1� tS � a

� Q
(tS � 1)NR � tR � (tS � 1)NR + c( a;t S )

� [tS ;t R ]

�o (4.32)

Z22 =

P
1� a� NS

nQ
1� tS � a

� Q
(tS � 1)NR � tR � (tS � 1)NR + b( a;t S )

� [tS ;t R ]

�o

P
1� a� NS

nQ
1� tS � a

� Q
(tS � 1)NR � tR � (tS � 1)NR + c( a;t S )

� [tS ;t R ]

�o (4.33)

Z23 =

P
1� a� NS � 1

nQ
1� tS � a

� Q
(tS � 1)NR � tR � tS �NR

� [tS ;t R ]

�o

P
1� a� NS

nQ
1� tS � a

� Q
(tS � 1)NR � tR � (tS � 1)NR + c( a;t S )

� [tS ;t R ]

�o (4.34)

with b(a;t S ) and c(a;t S ) being coe�cients that depend on a and tS and take the
following values:

b(a;t S ) 2 f 1; 2; :::; NR � 1g; when tS = a (4.35)

b(a;t S ) 2 f 1; 2; :::; NRg; when tS 6= a (4.36)

c(a;t S ) 2 f 0; 1; 2; :::; NR � 1g; when tS = a (4.37)

c(a;t S ) 2 f 0; 1; 2; :::; NRg; when tS 6= a (4.38)
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4.5 State aggregation for HARQ on a S-R-D network,
DCF mode

Let us now consider the same scenario, S-R-D network, when the Relay works on
DCF mode. As explained earlier, the probabilitiy transition matrix in this case
takes the form:

PDCF =

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

1 � � 1:0 0 (1 � � R ) � 1;0 0 � � � � R � 1;0 � � � 0 0 � � �
1 � � 1:0 0 (1 � � R ) � 1;0 0 � � � � R � 1;0 � � � 0 0 � � �
1 � � 0;1 0 0 � 0;1 � � � 0 � � � 0 0 � � �

...
...

...
...

. . .
...

. . .
...

...
. . .

1 � � 0;1 0 0 0 � � � � 0;1 � � � 0 0 � � �
1 � � 1;0 0 0 0 � � � 0 � � � � 1;0 0 � � �
1 � � 1;0 � R � 1;0 0 0 � � � 0 � � � (1 � � R ) � 1;0 0 � � �
1 � � 0;1 0 0 0 � � � 0 � � � 0 � 0;1 � � �

...
...

...
...

. . .
...

. . .
...

...
. . .

1 � � 0;1 � 0;1 0 0 � � � 0 � � � 0 0 � � �

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

(4.39)
Following the same idea of aggregating the states with the same actions, the

simpli�ed transition matrix takes the form:

RDCF =

2

6
6
6
6
6
4

1 � � [1;0] 0 (1 � � R ) � [1;0] � R � [1;0] 0
1 � � [1;0] 0 (1 � � R ) � [1;0] � R � [1;0] 0
1 � � [0;1] �� [0;1] (1 �  ) � [0;1] 0  (1 � � ) � [0;1]

1 � � [1;0] � R � S� [1;0] (1 � � R ) � [1;0] � R (1 � � S) � [1;0] 0
1 � � [1;0] 0 � [1;0] 0 0

3

7
7
7
7
7
5

:

(4.40)
As we may see, the simpli�ed transition matrix at DCF mode contains �ve states,

one state more than at DMF mode. This is due to the conditioning whether the
Relay did or did not correctly decode the copy coming from the Source. Parameters
 and � can be obtained on the same way as explained earlier. The parameter� R

is de�ned in Chapter 3 as the probability that the Relay could not decode correctly
the incoming copy from the Source, while the parameter� S is a new parameter
that is obtained as a result of aggregation and depend entirely on the value ofNS.
Since in our analysis we will focus more on the DMF mode, for the details on how
to obtain this parameter can be followed on the same logical way how the other
parameters are obtained on the last subsection.

4.6 Conclusions

In this Chapter we have addresed the issue of state aggregation in Markov Chain.
Since in our case we have used FSMC for assesing performance of the protocols, we
have shown how the state aggregation can be done mathematicaly and how it can
be applied in our case. By choosing a strategy that only the states with the same
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actions can be aggregated, we have shown that the simpli�ed transition matrices can
be used to evaluate very e�ectively performance of the protocols. The aggregation
procedure is discussed for both, DCF and DMF, focusing more on the latter, and
also for both types of decoders. Most important, the simpli�ed transition matrices
provided as a function of some new parameters allows association to some new
protocols that will be introduced on the next chapter.





Chapter 5

Probabilistic HARQ transmission
protocols for cooperative networks

Contents
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 55

5.2 Association of simpli�ed FSMC with a probabilistic
protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

5.2.1 A general simpli�ed FSM . . . . . . . . . . . . . . . . . . 56

5.2.2 Parameter optimization for the probabilistic protocol . . . 58

5.3 Probabilistic protocol, type I decoder . . . . . . . . . . . 59

5.3.1 Numerical results . . . . . . . . . . . . . . . . . . . . . . . 62

5.4 Probabilistic protocol, type II decoder . . . . . . . . . . 68

5.4.1 The probabilistic protocol with Type II decoder with lim-
ited bu�er . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

5.4.2 Description of the probabilistic protocol with a limited-
bu�er Type II decoder using a FSMC . . . . . . . . . . . 69

5.4.3 Numerical results . . . . . . . . . . . . . . . . . . . . . . . 73

5.4.4 Comparison with a referent deterministic protocol . . . . 77

5.5 Alternative probabilistic protocol . . . . . . . . . . . . . . 81

5.5.1 Numerical results . . . . . . . . . . . . . . . . . . . . . . . 83

5.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5.1 Introduction

In Chapter 3 we have discussed deterministic protocols and its representation via
FSMC. Since the size of the matrix increases as the protocol becomes more so-
phisticated or as the number of nodes on the network increases, the performance
evaluations involve heavy computations. As an alternative to reduce the complexity
of computations and to get more information, in Chapter 4 we have introduced a
way on how to aggregate states of the �nite-state Markov chain of the determinis-
tic protocol. Knowing that during the aggregation we were careful on aggregating
only the states with the same actions, then even on the simpli�ed transition ma-
trix the number of actions remains the same. What changes here is that now some
transitions become probabilistic. This structure of FSMC where each state is still
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Figure 5.1: Probabilistic protocol represented by FSM on the transmitter

associated with an action, makes possible to associate it with a probabilistic pro-
tocol, i.e. the retransmitting node will be chosen probabilistically. As we will see,
these protocols are easier to implement, analyze and optimize, such that their per-
formance can never be lower than of deterministic protocols. In certain conditions,
their performance exceeds those of deterministic protocols. We note here that in
our analysis we will focus mainly on DMF mode, due to its simplicity in imple-
mentation. Moreover, in DMF mode the Relay would have always information to
transmit and therefore it is more interesting to check to which node we should give
the priority of retransmission. While, at DCF mode, any time that Relay has the
correct copy, it should be given the right to retransmit due to its shorter distance
with the Destination, as discussed in Chapter 3, section 3.4.2.

5.2 Association of simpli�ed FSMC with a probabilistic
protocol

5.2.1 A general simpli�ed FSM

Let us take a look at the transition matrixes for both type of decoders, (4.21) and
(4.25). We see that both matrixes are function of parameters and � . These
parameters can be obtained by the aggregation procedure for type I and type II,
respectively, and to which we can give the following interpretation:  , is the prob-
ability that the Relay will not retransmit in the next time-slot knowing that it
performs the current retransmission, and� , is the probability that the Source will
not retransmit in the next time-slot, knowing that in the current time-slot the Relay
is transmitting and will not be allowed to transmit in the next time-slot. Then, the
probabilistic protocol for both types of decoders can be described by the FSM in
Figure 5.1. As we may see from the FSM scheme, the transitions from States 0 and 1
are determined by the observed control message issued by D (ACK or NACK) only.
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Table 5.1: De�nition of states in the probabilistic FSM

State name State de�nition Next action
0 W=ACK ST
1 VR = 0 ; VS = 0 , W=NACK ST
2 VR = 1 ; VS = 0 , W=NACK RRT
3 VR = 0 ; VS = 1 , W=NACK SRT

The transitions from States 2 and 3 depend hence on the observed control message
but also on the realization of two random variables,VS and VR . The variable VR

is Bernoulli distributed, with parameter  . The variable (VS jVR = 0) is Bernoulli
distributed, with parameter � , and the variable (VS jVR = 1) = 0 with probability
1. The de�nition of states on the FSM according to the values taken byVR and VS

is given in Table 5.1.

The probabilistic protocol described by the probabilistic FSM in Figure 5.1 works
as follows. The �rst transmission of a new information PDU is performed by S. In
case retransmissions are needed the following rules are applied.

1. The �rst retransmission after any (re)-transmission by S is performed by R;

2. if R is retransmitting, the next action is determined by drawing (VR ; VS): for
VR = 1 , R is allowed to retransmit in the next time slot (probability (1�  )); for
(VR ; VS) = (0 ; 1), S is allowed to retransmit in the next time-slot (probability
 (1 � � ));

3. neither R or S are allowed to retransmit in the next time slot (probability
 � � ), where (VR ; VS) = (0 ; 0). In this case, the current PDU is lost, and S
transmits a new PDU for the �rst time.

Since the States 0 and 1 have been excluded from grouping, and because of
the constraint (4.3) imposed in the aggregation procedure, one has thatz0 = p0

and z1 = p1 for Type I decoder, if the values of parameters and � are evaluated
properly from the state aggregation procedure of the deterministic protocol with
parameters(NS; NR ). This equivalence is assured also from the fact that the prob-
abilities of success from S and R,(1 � � [1;0]) and (1 � � [0;1]), respectively, remain
constant independent of the values of and � , because the decoder has no memory.
Therefore, knowing these facts, we can conclude that for the case of type I decoder,
the probabilistic protocol is at least as good as the deterministic one.

Let us now turn to the case of type II decoder. Since in this case the decoder has
memory of the previous copies of the same transmitted PDU, then the probabilities
of success from S and from R,(1 � � [SF ]) and (1 � � [RF ]), respectively, depend on
the values of and � , and this imposes thatz0 � p0 and z1 � p1. This means that
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for the case of type II decoder, with proper values of and � obtained from the
aggregation procedure, the performance of the probabilistic protocol can be close to
the performance of the deterministic protocol.

Concluding that the performance of probabilistic protocol can be at least as good
as of the deterministic one, hence, for our numerical analysis we will focus more on
the optimization of the probabilistic protocol.

5.2.2 Parameter optimization for the probabilistic protocol

Having established that the probabilistic protocol for type I decoder is always at
least as good as the deterministic protocol, and very close for the case of type II
decoder, we turn to the problem of �nding the best values of the parameters and �
in order to optimize the performance. Since the goodputG represents the trade-o�
between PER and the average number of transmissions per PDUT, we want to
satisfy the criterion:

max
; �

G = max
; �

Rc
1 � PER

T
: (5.1)

Depending on the propagation quality of the physical channels, we can identify two
regimes:

1. Bad medium : in this regime it is rare event that a PDU can be successfully
decoded with few transmissions, therefore decreasing the probability � � of
dropping a non-acknowledged PDU causesT to increase and PER to decrease.
In this region varying the values of and � a�ects the trade-o� between PER
and T.

2. Good medium : in this regime it is a rare event that a PDU cannot be suc-
cessfully decoded with few transmission. Therefore, decreasing the probability
 � � of dropping a non-acknowledged PDU causes PER to decrease without
increasingT. Then, since there is no trade-o� to be achieved, choosing� ! 0,
i.e. make the drop an almost impossible event, becomes the optimum strategy.

We are hence interested to address the optimization problem (5.1) in the �rst regime.
The problem of identi�cation of the two regimes we will discuss in the subsections
of numerical results.

We consider the case of Type I decoder �rst. Since the decoder processes only
the most recent received copy, in (4.21) the average probability of ACK after a re-
transmission from S,(1 � � [1;0]), remains constant on each retransmission. We have
also assumed that the average probability of ACK after a retransmission from R
remains constant, (1 � � [0;1]). Though this assumption holds in many situations,
we will see later that when Relay works on the DMF mode this assumption does
not hold at every location of the Relay, because we need to count also for the errors
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during the demodulation/re-modulation on the Relay as a result of which the prob-
ability � [0;1] does not remain constant on successive retransmissions, and especially
when the Relay is far from the Source. As a result, we cannot use the aggregated
FSMC in (4.21) for performance evaluation at any situation. Therefore, to perform
performance prediction and optimization for a wider range of values of(; � ) for a
general case, we have proposed a FSMC model that we will introduce on the Section
5.3.

We now turn to the case of Type II decoder. Since the decoder has memory, in
(4.25) the average probabilities(1 � � RF ) and (1 � � SF ) are statistically dependent,
via two combinatorial relationships, on the parameters and � . For example, for
� ! 1 the parameter (1 � � RF ) depends only on , and can be evaluated as

(1 � � RF ) = � [1;0](1 � � [1;1]) + � [1;0](1 �  )
1X

k=2

� [1;k� 1](1 � � [1;k]): (5.2)

As a result of dependence on parameters and � , the matrix (4.25) cannot
be used for performance prediction at any situation, because the probabilities will
vary according to the number of copies on hte decoder. It is clear from (5.2) that
the parameters � [A;B ] for high values of A and B are needed to evaluate good
approximations of the combinatorial functions expressing(1 � � RF ) and (1 � � SF ).
But, even in this case, on the Subsection 5.4 we have proposed a FSMC model that
can be used to predict and optimize very closely performance of the probabilistic
protocol.

5.3 Probabilistic protocol, type I decoder

So far, we have introduced the probabilistic protocol, we have discussed how it
works and we have modeled it using FSM. But, we need also to have a FSMC
that can be used to predict its performance for any situation. For the current
FSMC in (4.21), as we have stated earlier, when we have evaluated the probability
� [0;1] via Monte Carlo simulations, we have assumed that the probability that R
fails on its retransmission,� [0;1], remains constant independent of how many times
successively it has been retransmitting. But, we have observed that for DMF mode
this assumption does not hold at every location of the Relay. In other words, the
probability that R fails on its �rst re-transmission, � 0;1(1), in general would not be
the same with the probability that R fails on its second re-transmission,� 0;1(2), and
so on ... To get an idea how do these probabilities change for various location of the
Relay, we have simulated them using Monte Carlo simulations, and we have shown
them in Figure 5.2. As we may see, as R is located close to S, the probabilities of
failure from R for the k-th time, � 0;1(k), change very slowly ask increases, while as
R moves further toward the D, then the probabilities � 0;1(k), change more rapidly
as k increases. Therefore, the matrix (4.21) can be used for very close performance
prediction only on the case when R is located close to S.
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Figure 5.2: Monte Carlo simulation of probabilities � 1;0 and � 0;1(k), various
dSR=dSD

The curves in Figure 5.2 shows us that for exact performance prediction via
FSMC, we need to evaluate the probabilities� 0;1(k) averaging not only over the
path S-R-D, but also over the path R-D with a single demodulated copy on the
channel S-R, because Relay may or may not have the correct demodulated informa-
tion to forward. Moreover, this fact tells us that the exact evaluation of probabilities
� 0;1(k) depend on , and this is not something we would want. Therefore, we want
to develop a FSMC model where the probabilities� 0;1(k) would not depend on
and at the same time to allow us a very close performance prediction for any value
of  and � , which we will discuss as follow.

Since the probabilities� 0;1(k) change very slowly when R is located close to the
S, and they change more rapidly (with the upper-bound probability close to 1) as
R approaches the D, then we propose to keep track on probability evaluation up to
the third successive retransmission from R and then we may assume that after the
third retransmission the probability of failure for the k-th retransmission (k > 3)
remains constant, that is:

� 0;1(k) � � 0;1(3); k > 3 (5.3)

In this way, we consider that the performance predicition via FSMC will be very
close to the exact prediction.
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Figure 5.3: FSMC representing the probabilistic protocol, Type I decoder

Under the assumption (5.3), the proposed FSMC is given in Figure 5.3, with
the state de�nitions shown in Table 5.2. As we may see, the parameters of state
de�nitions VS, VR and W remain the same as de�ned for Table 5.1, while here
we have added one more parameter,C, which counts the number of successive
retransmissions from R after the current action is performed.

Table 5.2: De�nition of states in the FSMC of the transmitter, type I decoder

State State de�nition Action
0 C=*, W =ACK ST
1 C=*, W =NACK ST
2 C=1, VR = 1 ; VS = 0 , W =NACK RRT
3 C=*, VR = 0 ; VS = 1 , W =NACK SRT
4 C=2, VR = 1 ; VS = 0 , W =NACK RRT
5 C=3, VR = 1 ; VS = 0 , W =NACK RRT

Following the state transitions with corresponding probabilities on Figure 5.3,
then the state transition matrix for type I decoder, ZP,I , now takes the general form
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of dimensions6 � 6:

ZP,I =

0

B
B
B
B
B
B
B
@

1 � � 1;0 0 � 1;0 0 0 0
1 � � 1;0 0 � 1;0 0 0 0

1 � � 0;1(1) �� 0;1(1) 0 � � � � � � � � �
1 � � 1;0 0 � 1;0 0 0 0

1 � � 0;1(2) �� 0;1(2) 0 � � � � � � � � �
1 � � 0;1(3) �� 0;1(3) 0 � � � � � � � � �

1

C
C
C
C
C
C
C
A

(5.4)

This FSMC description of probabilistic protocol with Type I decoder allows easy
optimization for each value of  and � .

5.3.1 Numerical results

Here we present the numerical analysis of probabilistic protocol with type I decoder
using simulations and FSMC. The physical layer analysis of the links and receiver
are discussed in Chapter 2. In our case, we consider Convolutional Coding with
code rateRc = 1=3, and we consider 16-QAM modulation. Each information PDU
is of length 1000 bits. The average energy per modulated symbol is the same at
S and R, Es = 1 , and as a result the transmit Eb=N0 is the same on the channels
S-D and R-D. The path-loss exponent is� = 2 :4. We assume that we know the
propagation conditions on the channels S-D, S-R and R-D, where we assume block
fading according to Rayleigh distribution and also impaired by complex Gaussian
noise with noise densityN0. The probabilities � 1;0 and � 0;1(k) for FSMC represen-
tation are evaluated using Monte Carlo simulations.

Initially we want to show that we can evaluate the parameters and � from the
simpli�cation algorithm, such that the performance of probabilistic protocol to be
equivalent with that of deterministic protocol. Let us consider the case of having
deterministic protocol with NS = 2 and NR = 1 , and the values of  and � are
evaluated accordingly with equations (4.20) and (4.22). Figure 5.4 shows the com-
parison of the PER as a function of receiveEb=N0 on the channel S-D, achieved
with the deterministic and probabilistic protocol. The prediction via FSMC model
(4.21) is very accurate with respect to the simulated performance.

Figure 5.5, left y axis, depicts T predicted and simulated. Notice that in the
probabilistic protocol no maximum number of transmissions per PDU is imposed.
In Figure 5.5, right y axis, we show the proportion of PDUs that get transmitted
more than Nmax times, i.e. exceed the maximum number of retransmissions allowed
by the deterministic protocol. As expected, this proportion decreases as the channel
improves.

But, in our analysis we are interested on the optimization of probabilistic proto-
col for any value of  and � using FSMC analysis, as stated on equation (5.1). Let
us initially perform analysis at the case when Relay appears at equal distance from
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Figure 5.4: PER achieved with deterministic and probabilistic protocol, type I

Figure 5.5: T achieved with deterministic and probabilistic protocol, type I decoder
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S and D, respectively,dSR=dSD = 0 :50, and then we extend the analysis to other
locations of the Relay. The optimization procedure is as follow: we consider various
values of , then we keep its value �xed and we vary the value of� by continuously
decreasing it (the decrease of� means the increase of number of retransmissions).
Since the same procedure follows for each point ofEb=N0, one example of optimiza-
tion for Eb=N0 = 5 is shown in Figure 5.6.

Figure 5.6: Optimization for various  and � , dSR=dSD = 0 :50, Eb=N0 = 5

From Figure 5.6 we see the tendency that the best performance it is achieved
if we do not allow R to retransmit twice in a row (by setting  = 1 :0), as in this
way we allow R to refresh the demodulated copy from S before it can perform the
next retransmission. Following this tendency, then in Figure 5.7 there is shown the
comparison of PER vs correspondingT, for various points of Eb=N0 when  = 1 :0
and continuosly decreasing� . As we may see, performance prediction of the prob-
abilistic protocol via the FSMC analysis is accurate.

From Figure 5.7 we can de�ne the presence of bad and good mediums described
in Section 5.2.2. As we may see, the PER decreases as the value of� decreases.
But, we see that after some point, further decrease of� allows decrease in PER but
T and Goodput remain unchanged. We refer to this assaturation point. Therefore,
in our analysis we are interested to make the optimization before theT reaches the
saturation point.
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Figure 5.7: PER achieved with correspondingT, best  and � , dSR=dSD = 0 :50

Let us consider that we set upTmax = 2 :5, and we want to optimize for T �
Tmax = 2 :5, by keeping the Relay at the same distance as earlier,dSR=dSD = 0 :5.
We want to compare the following three cases: 1) we set the value of� = 1 :0 (mean-
ing that S performs only the �rst transmission and the rest are performed by R),
and we select on the FSMC the value of that meets the optimization criterion in
(5.1); 2) we set the value of = 1 :0 (meaning that R is not allowed to retransmit
successively two times), and we select on the FSMC the value of� that meets the
optimization criterion in (5.1); 3) we set the value of  = 0 :5 (meaning that we
allow more successive retransmissions from R), and we select on the FSMC the best
value of � that meets the optimization criterion in (5.1). We note that the opti-
mization is performed independently for each point ofEb=N0. The optimized PER
from this comparison is shown in Figure 5.8. As we may see, the best performance
it is achieved if we allow R to refresh its own demodulated copy from S before the
next retransmission (associated with = 1 :0), which was also seen in Figure 5.6.

After discussing the results when Relay is located at distancedSR=dSD = 0 :50,
we want to check what happens if the Relay appears at other locations, by keeping
the constraint Tmax = 2 :5. Therefore, we have performed the same optimization
analysis like we did for the case ofdSR=dSD = 0 :50, and we have plot the best
curves at each location of the Relay. The following comparison is provided in Figure
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Figure 5.8: Optimized PER, dSR=dSD = 0 :50, Tmax = 2 :5, Type I decoder

5.9 where there is shown the comparison of PER as a function of various points of
receive Eb=N0 on the channel S-D, with the best  and � at each corresponding
location of the Relay. The details of the values of and � for each location of the
Relay are shown in Table 5.3.

As we may see from Table 5.3, as the Relay is located close to the Source, for
the lower points of Eb=N0 the best performance it is achieved if we allow only Relay
to perform successive retransmissions (associated with� = 1 :0) and as the channel
improves then the best performance it is achieved with = 0 :5 and at the same
time by leaving some probability that Relay refreshes its own demodulated copy
from Source (associated with� < 1). As the Relay moves further away from the
Source and when the received power of signal is equal or higher than the power of
noise, we see that the best performance it is achieved if we do not allow Relay to
retransmit successively more than one time (associated with = 1 :0), and we push
Relay to refresh its own demodulated copy from Source before the next retransmis-
sion (associated with� < 1).

As we see from Figure 5.9, the highest performance it is achieved when the Relay
is located at distancedSR=dSD = 0 :35. This means that as we move from Source
toward the Destination, the performance improves up to distancedSR=dSD = 0 :35,
where it has its maximum performance, and then the performance decreases as the
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Figure 5.9: Optimized PER, variousdSR=dSD , limited T = 2 :5, Type I decoder

Table 5.3: Optimized values of and � , various dSR=dSD and Eb=N0, type I decoder

dSR =dSD

Eb=N0 0:15 0:35 0:50 0:85
0  = 0 :6315  = 0 :6280  = 1 :0  = 1 :0

� = 1 :0 � = 1 :0 � = 0 :7740 � = 0 :7845
1  = 0 :5960  = 0 :5845  = 1 :0  = 1 :0

� = 1 :0 � = 1 :0 � = 0 :7440 � = 0 :7665
2  = 0 :5335  = 0 :5220  = 1 :0  = 1 :0

� = 1 :0 � = 1 :0 � = 0 :6895 � = 0 :7325
3  = 0 :4390  = 0 :50  = 1 :0  = 1 :0

� = 1 :0 � = 0 :8840 � = 0 :5950 � = 0 :6710
4  = 0 :3065  = 1 :0  = 1 :0  = 1 :0

� = 1 :0 � = 0 :4195 � = 0 :4555 � = 0 :5850
5  = 0 :50  = 1 :0  = 1 :0  = 1 :0

� = 0 :3495 � = 0 :1610 � = 0 :1940 � = 0 :4350
6  = 0 :50  = 1 :0  = 1 :0  = 1 :0

� = 0 :1670 � = 0 :005 � = 0 :0445 � = 0 :3915

Relay moves closer to the Destination, due to the high number of demodulation
errors. In other words, the optimized location accounts for a trade-o� between



68
Chapter 5. Probabilistic HARQ transmission protocols for cooperative

networks

the demodulation errors on the channel S-R and successful re-transmissions for the
remaining distance R-D, which in our case appears to be in 1/3 of the distance S-D.

5.4 Probabilistic protocol, type II decoder

As it was argued earlier, performance prediction of the probabilistic protocol for
Type II decoder using(S0; ZR,II ) is not possible since the probabilities� SF and � RF

depend on the parameters and � . In the other hand, because of these dependence,
an exact performance prediction it is not possible since the number of copies on
the decoder can be very large, and as a result the FSMC analysis will become too
complex. We are hence interested to get a FSMC model that provides good approxi-
mations of the performance of the probabilistic protocol using alternative strategies.

5.4.1 The probabilistic protocol with Type II decoder with limited
bu�er

In this section we consider a variation of the Type II decoder that can simultaneously
process at mostCmax received packets. We express this by saying that D has a bu�er
limited to Cmax entries. The probabilistic protocol described by the FSM in Figure
5.1 runs without alterations. At the destination, the received copies are stored in
the bu�er. If the bu�er is �lled to capacity Cmax but a new copy is received, this
overwrites one of the existing items in the bu�er. We impose the rule that a packet
from S can overwrite only packets from S, and a packet from R can overwrite only
packets from R. The packet to be replaced is chosen as the one with the worst quality.

The limited bu�er Type II decoder is the standard Type II decoder for Cmax !
1 . We make the assumption that, at least forCmax big enough, the limited bu�er
decoder approximates well the performance of the standard decoder. This assump-
tion is veri�ed by the numerical results in Section 5.4.3.

For the overwriting process in the bu�er, we need to rank the received sequences
in order to overwrite the worst. Notice that sometimes the incoming copy could be
worse than the worst copy on the bu�er: even in this case we choose to overwrite
the worst copy. The ranking of the received sequences is based on thea posteriori
probabilities of the coded bits, which can be evaluated as it follows:

p(ci;n = 0 j yn ) =
p(yn j ci;n = 0)

p(yn j ci;n = 0) + p(yn j ci;n = 1)

p(ci;n = 1 j yn ) =
p(yn j ci;n = 1)

p(yn j ci;n = 0) + p(yn j ci;n = 1)

(5.5)

where i is the index of the coded bit of then-th symbol, and

p(yn )= p(yn jci;n = 0) p(ci;n =0)+ p(yn jci;n =1) p(ci;n =1) (5.6)
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Table 5.4: De�nition of states in the FSMC of the transmitter, with a limited bu�er
on the receiver

State State de�nition Action
0 CO=*, W =ACK ST
1 CO=*, VR = 0 ; VS = 0 , W =NACK ST
2 CO=S, VR = 1 ; VS = 0 , W =NACK RRT
3 CO=SR, VR = 0 ; VS = 1 , W =NACK SRT
4 CO=SR, VR = 1 ; VS = 0 , W =NACK RRT
5 CO=SRS, VR = 1 ; VS = 0 , W =NACK RRT
6 CO=SRR, VR = 0 ; VS = 1 , W =NACK SRT
7 CO=SRR, VR = 1 ; VS = 0 , W =NACK RRT
8 CO=SRSR, VR = 0 ; VS = 1 , W =NACK SRT
9 CO=SRSR, VR = 1 ; VS = 0 , W =NACK RRT
10 CO=SRRS, VR = 1 ; VS = 0 , W =NACK RRT
11 CO=SRRS, VR = 0 ; VS = 1 , W =NACK SRT
12 CO=SRRR, VR = 0 ; VS = 1 , W =NACK SRT
13 CO=SRRR, VR = 1 ; VS = 0 , W =NACK RRT

and where,p(ci;n = 0) = p(ci;n = 1) = 1 =2.

Then, we de�ne Bs as the belief that hard demodulation of the received sequence
with N symbols andk coded bits per symbol would produce the correct sequence
of coded bits. This metric takes the form

Bs =
NX

n=1

 
kX

i =1

p(ci;n j yn )

!

; (5.7)

wherep(ci;n j yn ) = max f p(ci;n = 0 j yn ) ; p(ci;n = 1 j yn )g for each coded bit of each
symbol of the received sequence. A sequence with the higher value ofBs represents
a better sequence. The worst sequence in the bu�er is the one with the smallestBs.

5.4.2 Description of the probabilistic protocol with a limited-bu�er
Type II decoder using a FSMC

In this section we derive a FSMC able to predict the performance of the probabilistic
protocol with limited-bu�er Type II decoder. The states of the FSMC are de�ned
according to the rules regulating the access to the channel in the probabilistic pro-
tocol and according to the possible �lling levels of the decoder bu�er. In particular,
we wish to consider i) how many copies from S and from R are in the bu�er ii) the
order with which the bu�er has been �lled for the �rst time. The reason why we
wish to account for the order of arrival is related to the DMF mode of the relay. The
relay always retransmits the most recently received message, without checking for
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its integrity. This implies that a retransmission pattern alternating retransmissions
from S and R produces is the most e�ective strategy to increase diversity. As a con-
sequence the average probability of success in decoding at the destination depends
not only on the number A of copies received from S and the numberB of copies
received from R, but also on their order.

Figure 5.10: FSMC representing the probabilistic protocol with limited bu�er
Cmax = 4

For the case ofCmax = 4 , the de�nition of states on the FSMC is given in Table
5.4, while the scheme of FSMC is shown in Figure 5.10. The states are de�ned
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according to the value of the parameter CO (Copy Order), representing the order
with which the packets have �lled the bu�er, before the current time-slot; of the
control parameters (VR ; VS) regulating the next access to the channel; of the latest
control messageW . Notice that as usual State 0 and State 1 correspond to the
�rst transmission of a new PDU, after successful acknowledgement or after a drop,
respectively. The number of states increases with the size of the bu�erCmax . For
size Cmax = 4 the number of states is 14, forCmax = 5 the number of states is 23
and for Cmax = 6 the number of states is 37.

Denote by (1 � � co
S ) the average probability of successful decoding at D, when

the current transmission is performed by S and the bu�er has con�guration CO=co
just before the transmission happens. De�ne� co

R similarly. Let Q be the transition
matrix of the FSMC with state set de�ned by Table 5.4. It has the following form:

Q =

0

B
B
B
B
B
B
B
B
B
B
@

(1 � � �
S) 0 � �

S � � � � � �

(1 � � �
S) 0 � �

S � � � � � �
�
1 � � S

R

�
 � � � S

R  (1 � � ) � S
R � � � � � �

�
1 � � SR

S

�
 � � � SR

S 0 � � � � � �
...

...
...

. . .
...

�
1� � SRRR

R

�
 � � � SRRR

R 0 � � � � � �

1

C
C
C
C
C
C
C
C
C
C
A

: (5.8)

Notice that the average probabilities (1 � � co
R ) and (1 � � co

S ) relative to �lling
patterns co strictly shorter than Cmax do not depend on the parameters and � .
This is not true when we consider the probabilities(1 � � co

R ) and (1 � � co
S ) for �lling

patterns co of length Cmax . In this case the current retransmission will certainly
result in the overwriting in the bu�er. The probability (1 � � co

R ) is de�ned as the
expected probability of success after the current transmission from R overwrites an
element in the bu�er. Let W R be the number of substitutions that have happened
in the bu�er before the current time-slot, and let qR(w ) be the probability P(W R =
w). Then the average probability (1 � � co

R ) is de�ned as

(1 � � co
R ) =

X

w

((1 � � co
R )jW R = w) qR(w ): (5.9)

Notice that the probabilities qR(w ) are functions of the parameters� and  . In
order to eliminate this statistical dependence, we choose to approximate (5.9) as
follows

(1 � � co
R ) � ((1 � � co

R )jW R = 1) : (5.10)

where, W R = 1 means that on the bu�er there is performed only one overwriting,
and the expression (5.10) provides the approximation that the probabilitiy of success
from R after performing W R > 1 overwritings remains unchanged compared to the
probability of success afterW R = 1 overwriting. With this approximation, then all
the probabilities in (5.8) are independent on and � and can be evaluated using
Monte Carlo simulations. An example is Algorithm 2, where� Cmax

Y represent the
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Algorithm 2: Evaluation of probability � Cmax
Y

De�ne size of the bu�er, Cmax ;
vACK = 0 ; vNACK = 0 ;
while True do

tS = 0 ; b = 0 ;
Generate a new PDU;
while tS < N S & CRC_�ag=NACK & tS + b < Cmax do

Source.Transmits();
Evaluate quality of the copy PS;
Append copy on the bu�er;
Calculate.LLR;
Decode.LLR;
Check.CRC;
t r = 0 ;
while t r < N R & CRC_�ag=NACK & tS + b < Cmax do

Relay.Transmits();
Evaluate quality of the copy PS;
Append copy on the bu�er;
Calculate.LLR;
Decode.LLR;
Check.CRC;
b = tS � NR + t r + 1 ;
t r + + ;

end
tS + + ;

end
if CRC_�ag=NACK then

NodeY.Transmits();
Evaluate quality of the copy PS;
Replace the worst copy on the bu�er;
Calculate.LLR;
Decode.LLR;
Check.CRC;
if CRC_�ag=ACK then

vACK + + ;
else

vNACK + + ;
end

end
end
Evaluate: � Cmax

Y = vNACK =(vACK + vNACK );
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average probability of failing successively up toA copies from S andB copies from R,
and after the worst copy from nodeY is replaced one time. This FSMC description
of the probabilistic protocol with limited-bu�er Type II decoder hence allows to
easily optimize the parameters and � using the same procedure considered in the
case of Type I decoder.

5.4.3 Numerical results

For theoretical and simulation results of type II decoder, we use the same parame-
ters as described for the numerical results of type I decoder in Section 5.3.1. Like
for the case of type I decoder, where we have shown the equivalence between the
probabilistic and deterministic protocol if the values of parameters and � are eval-
uated from the aggregation algorithm, we want to show that even for the case of
type II decoder the performance of probabilistic protocol can be very close with that
of deterministic protocol if parameters  and � are evaluated from the aggregation
procedure. We consider the case of deterministic protocol withNS = 2 and NR = 1 ,
and then the parameters and � are evaluated accordingly. In Figure 5.11 there

Figure 5.11: PER of the deterministic and probabilistic protocol, type II decoder

is shown the comparison of the PER as a function of receiveEb=N0 on the chan-
nel S-D, achieved with the deterministic and probabilistic protocol, while in Figure
5.12, in left y axis is depictedT predicted and simulated, and in right y axis, it
is shown the proportion of PDUs that get transmitted more than Nmax times, i.e.
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exceed the maximum number of retransmissions allowed by the deterministic proto-
col. As expected, this proportion decreases as the channel improves. The prediction
of the FSMC model is very accurate with respect to the simulated performance.
The small mismatch of the probabilistic protocol with Type II decoder comes at the
very bad region of the channel, where the deterministic protocol has very high PER.
This mismatch has the following interpretation: while at the deterministic protocol
decoding with maximum 4 copies we fail almost all the time, at the probabilistic
protocol the maximum number of transmissions is not limited, and for the cases
when the decoder has more than 4 copies it brings better decoding result. At the
same time, since and � are evaluated from the aggregation procedure, the average
number of transmissions (T) achieved with probabilistic protocol never exceeds the
average number of transmissions (T) achieved with deterministic protocol. This
behaviour of the probabilistic protocol shows advantage over deterministic protocol
at this region of the channel.

Figure 5.12: T of the deterministic and probabilistic protocol, type II decoder

Let us now turn to the performance optimization of parameters and � us-
ing FSMC transition matrix of the probabilistic protocol with limited bu�er. Like
we did on the case of Type I decoder, the same procedure we follow also for the
case of Type II decoder. Initially, we stick to the location of Relay at distance
dSR=dSD = 0 :50. The results of the optimization procedure for various values of
and � for few points of Eb=N0 are shown in Figure 5.13, where PER is expressed
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vs. average number of transmissions per PDU,T.

Figure 5.13: Optimization results for various  and � , dSR=dSD = 0 :50, tupe II
decoder

From Figure 5.13 we discover that even on the case of Type II decoder there is
tendency that the best performance it is achieved if we set = 1 :0. Following this
tendency, then in Figures 5.14 and 5.15 there are shown the comparison of PER
vs correspondingT and Goodput, respectively, for various points ofEb=N0 when
 = 1 :0 and continuosly decreasing� . As we may see from both Figures, perfor-
mance prediction of the probabilistic protocol via the FSMC analysis is accurate,
except for high levels of noise on the channels. Here we can also de�ne the presence
of bad and good regimes described in Section 5.2.2, and thesaturation phenomena.
Like on the case of Type I decoder, we are interested to make the optimization
before theT reaches the saturation point.

Keeping the constraint that T � Tmax = 2 :5, then the comparison for various
values of  and � is shown in Figure 5.16. Even here, there is con�rmed that the
best performance it is achieved if we allow R to refresh its own demodulated copy
from S before the next retransmission (associated with = 1 :0).

In the end, we perform the same optimization procedure at the other locations
of the Relay by keeping the constraint Tmax = 2 :5, and the best curves at each
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Figure 5.14: Comparison of PER with correspondingT, type II decoder

Figure 5.15: Comparison of PER with corresponding Goodput, type II decoder
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Figure 5.16: Optimized PER, dSR=dSD = 0 :50, Tmax = 2 :5, type II decoder

location of the Relay are shown in Figures 5.17 and 5.18, where there are shown the
comparison of PER and Goodput as a function of various points of receiveEb=N0

on the channel S-D, respectively. The results con�rm that even on the case of Type
II decoder, the highest diversity it is achieved when Relay is located at distance
dSR=dSD = 0 :35. The details of the optimized values of and � for each location
of the Relay are shown in Table 5.5.

5.4.4 Comparison with a referent deterministic protocol

In order to show how the performance of probabilistic protocol stands compared to
other published deterministic protocols, we have considered the protocol published
in [Krikidis 2007] as a reference for comparison, and we have considered the case of
Type II decoder for both protocols. Though the author considers the Relay mode
Amplify-and-Forward (AF) in a situation with K-Relays, only one of the Relays is
allowed to retransmit. Since in this case there is not checked integrity of the copy
that Relay has to forward, then we can adapt this protocol to our example network
S-R-D when Relay works on DMF mode. The author considers the limit of maxi-
mum number of transmissions per packet to 3, and tries all possible combinations
for �nding the best performance: (3 direct, 0 Relay), (2 direct, 1 Relay), and (1
direct, 2 Relay). We have simulated all these scenarios and we have compared its
performance with the probabilistic protocol in the following way: we have chosen
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Figure 5.17: Optimized PER, variousdSR=dSD , limited T = 2 :5, type II decoder

Figure 5.18: Optimized Goodput, variousdSR=dSD , limited T = 2 :5, type II decoder
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Table 5.5: Optimized values of and � , variousdSR=dSD and Eb=N0, type II decoder

dSR =dSD

Eb=N0 0:15 0:35 0:50 0:85
-2  = 1 :0  = 1 :0  = 1 :0  = 1 :0

� = 0 :76 � = 0 :7595 � = 0 :7670 � = 0 :7850
-1  = 1 :0  = 1 :0  = 1 :0  = 1 :0

� = 0 :7165 � = 0 :7160 � = 0 :7265 � = 0 :7655
0  = 1 :0  = 1 :0  = 1 :0  = 1 :0

� = 0 :6485 � = 0 :6410 � = 0 :6575 � = 0 :7250
1  = 1 :0  = 1 :0  = 1 :0  = 1 :0

� = 0 :5255 � = 0 :5045 � = 0 :5360 � = 0 :65
2  = 1 :0  = 1 :0  = 1 :0  = 1 :0

� = 0 :3230 � = 2795 � = 0 :3230 � = 0 :5175
3  = 1 :0  = 1 :0  = 1 :0  = 1 :0

� = 0 :005 � = 0 :001 � = 0 :005 � = 0 :3050
4 ���- ���- ���-  = 1 :0

���- ���- ���- � = 0 :005

to take as a reference the lowest and highestT achieved with deterministic pro-
tocol from the three di�erent simulated cases, and then we checked on the FSMC
and by simulations on which is the best PER and Goodput that we can get with
probabilistic protocol, by keeping the constraint of lowest and highestT, respec-
tively. The comparison is performed for each point ofEb=N0, and the details of the
corresponding values of and � are given in Table 5.6.

Table 5.6: Values of and � for each point of Eb=N0, in the comparison of proba-
bilistic with deterministic protocol

Eb=N0 lowest T highest T
-2  = 0 :995, � = 0 :6  = 0 :9975, � = 0 :59
-1  = 1 :0, � = 0 :5525  = 0 :995, � = 0 :5325
0  = 0 :9975, � = 0 :5025  = 0 :9975, � = 0 :45
1  = 0 :995, � = 0 :4425  = 1 :0, � = 0 :35
2  = 0 :9975, � = 0 :3650  = 0 :9975, � = 0 :24
3  = 1 :0, � = 0 :3225  = 0 :9925, � = 0 :11
4  = 0 :9950, � = 0 :28  = 1 :0, � = 0 :03
5  = 1 :0, � = 0 :2625  = 1 :0, � = 0 :005

The comparison of PER as a function of receiveEb=N0 on the channel S-D is
shown in Figure 5.19. As we may see, the probabilistic protocol can be optimized
easily by using the FSMC analysis such that its performance ouperforms the deter-
ministic protocol for both cases: achieved with the lowestT and with the highest
T, respectively. We note that the highly better performance of the probabilistic
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Figure 5.19: PER achieved with deterministic and probabilistic protocol, type II

Figure 5.20: T achieved with deterministic and probabilistic protocol, type II
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protocol achieved with the highest T at the very good channel comes due to the
fact of saturation property discussed in previous subsection, and this is another ad-
vantage of probabilistic protocol, as we can just increase slightly theT and improve
signi�cantly the PER. This is possible because we can adjust the values of parame-
ters  and � to achieve any value ofT, while at the deterministic protocol we have
limited choices, i.e. for limited maximum number of transmissions to 3, we have
only 3 possibleT-s that could be achieved. The comparisonT and Goodput as a
function of receiveEb=N0 on the channel S-D are shown in Figures 5.20 and 5.21,
respectively, where the results con�rm that a better performance it is achieved with
the probabilistic protocol.

Figure 5.21: Goodput achieved with deterministic and probabilistic protocol, type
II

5.5 Alternative probabilistic protocol

Performance of the probabilistic protocols described previously clearly outperform
performance of deterministic protocols. In this section we wish to investigate whether
the improvement is due to the fact that in the probabilistic protocol no maximum
delay is imposed, contrary to what happens in the deterministic protocol. In order
to make this comparison, we test what happens if we limit the maximum number of
retransmissions in the probabilistic protocol. We call this the alternative probabilis-
tic protocol. In this section we analyze the same probabilistic FSM as discussed in
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Figure 5.22: Scheme of the alternative probabilistic FSM

section 5.2, where the maximum number of transmissions per PDUNmax is limited.
We note that the working principle of FSM remains the same as discussed on sec-
tion 5.2, with the only change that here after each failed retransmission, the FSM
checks whether the maximum number of transmissionsNmax for the same PDU
is not reached: if yes, then the next action would be chosen by the realization of
random parametersVS and VR , as discussed previously. The retransmission of the
same PDU is dropped if one of the following is observed: the PDU is ACK-ed by
D; VS and VR take the values (VS = 0 ; VR = 0) ; or, AB = Nmax is reached. The
distribution of parameters VS and VR remain the same as discussed previously, as
well as the de�nition of parameters  and � which remain under the same de�nition.
For de�nition of states at this new FSM, beside the old parameters of the previous
FSM, we need the counterAB for counting the number of transmissions for the same
PDU and can take the values from0 to Nmax . Having de�ned all the parameters,
then the de�nition of states in this new FSM can be represented as shown in Table
5.7, while the modi�ed scheme of the FSM implemented on the transmitter is shown
in Figure 5.22.

Table 5.7: De�nition of states in the alternative probabilistic protocol

State name State de�nition Next action
0 W=ACK ST
1 (VR = 0 ; VS = 0) jj (AB = Nmax ), W=NACK ST
2 (VR = 1 ; VS = 0) && ( AB < N max ), W=NACK RRT
3 (VR = 0 ; VS = 1) && ( AB < N max ), W=NACK SRT
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5.5.1 Numerical results

For simulation of alternative probabilistic FSM we use the same parameters as de-
scribed for the numerical results in Sections 5.3.1 and 5.4.3. We consider the Relay
on DMF mode, and the receiver is equipped with type II decoder. We will consider
various values ofNmax , and we will also compare its performance with the proba-
bilistic protocol with unlimited number of transmissions.

Let us consider the same example as shown in Figure 5.17, by focusing only
on the optimal location dSR=dSD = 0 :35. We want to keep the same constraint
T = 2 :50, and the same values of and � shown in Table 5.5. Then, the compar-
ison of simulation results for the two protocols is shown in Figure 5.23, where the
PER is given as a function of receiveEb=N0 on the channel S-D. As the number of
maximum number of transmissions at alternative protocol increases, its performance
approaches the performance of probabilistic protocol, but even withNmax = 5 its
performance is still lower than of probabilistic protocol.

Figure 5.23: Comparison of PER achieved with probabilistic protocol and alternative
protocol

Comparison of PER as a function of totalEb=N0 spent from the transmitter is
shown in Figure 5.24. We remind that the total energy spent from the transmitter
accounts also for the energy of every retransmission. In this representation we see
that the performance of alternative protocol with Nmax = 5 approaches even more
to the performance of probabilistic protocol, except aboveEb=N0 > 6 which tells
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that the probabilistic protocol enters earlier on the saturation phase and therefore
it shows higher performance.

Figure 5.24: PER versus the energy spent on the transmitter for both protocols

From the above analysis we can conclude that limiting the maximum number of
transmissions per PDU while using the probabilistic protocol determines a loss in
performance.

To check that this loss cannot be compensated by varying the values of the pa-
rameters� and  away from the optimal values found in the case of the probabilistic
protocol, we consider the following. Referring to the analysis in section 5.4.3, we
want to keep the optimized location of the Relay (dSR = 0 :35�dSD ) and we compare
how the performance of the two protocols vary with the parameters and � . We
perform the comparison for one point ofEb=N0, and the comparison for other points
of Eb=N0 can be done on the same way.

Since an increase inT re�ects on the decrease of PER, then we want to compare
both protocols in Goodput, which represents the trade-o� betweenT and PER.
Therefore, in Figure 5.25 we have shown the comparison of Goodput achieved with
both protocols for various values of� , when  = 1 . As we may see, for any given
value of � the performance of the probabilistic protocol is higher than of the al-
ternative probabilistic protocol. Moreover, the gap between the best performance
achievable by the alternative probabilistic protocol and the best performance achiev-
able with the probabilistic protocol decreases asNmax increases.
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Figure 5.25: Goodput versus� at probabilistic protocol and alternative protocol

The performance comparison as a function of� can be shown also from the per-
spective of PER, as in Figure 5.26. As expected, the PER decreases as� decreases,
where we see that the lowest PER it is achieved with probabilistic protocol. We
may see that asNmax increases, the PER of alternative protocol approaches the
performance of the probabilistic protocol.

From the above analysis we can conclude that limiting the maximum number
of transmissions per PDU is a characteristic of deterministic protocols that makes
them perform worse than the probabilistic protocol.

5.6 Conclusions

In this Chapter we have shown that since during the state aggregation the number
of actions do not change but only some transitions become probabilistic, then we
can associate these transition matrixes with a four-states FSM. State aggregation
has imposed new parameters ( and � ) to appear, which can be used to introduce a
protocol. Since the choice of retransmitting node and the number of retransmissions
per PDU will depend on some probabilities, then we refer to this protocol as proba-
bilistic protocol. As belong to performance prediction of this protocol using FSMC,
for the case of type I decoder we have shown that a four-states transition matrix can
be used to evaluate performance of the protocol in some cases. But, since in DMF
mode the average probability that Relay fails on its transmission needs to count not
only the probability of success on the channel R-D, but also the integrity of the copy
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Figure 5.26: PER versus� at probabilistic protocol and alternative protocol

on the channel S-R, then for a general case and for any location of the Relay we
have introduced a new six-states FSMC that can be used very e�ectively to predict
performance of the probabilistic protocol for type I decoder. In similar way, for the
type II decoder we have introduced a FSMC with a larger number of states, but
which is still very e�ective and which allows fast and very close prediction of the
probabilistic protocol. Moreover, in both types of decoders, it is shown that these
FSMCs can be used to optimize performance of the protocol for various locations
of the Relay by adjusting the values of only two parameters. Comparison of the
deterministic and probabilistic protocols show that the probabilistic protocol out-
performs the deterministic. In the last section of this Chapter we have introduced
the alternative probabilistic protocol, where the maximum number of transmissions
per PDU is limited. The comparison with the performance achievable with the prob-
abilistic protocol con�rms that limiting the maximum number of transmissions, as
done in the deterministic case, degrades the achievable performance.
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6.1 Introduction

In this chapter we will discuss the issue of selecting the best Relay to cooperate
in the reference setup considered so far. In previous chapters we have seen that
we can have signi�cant bene�ts by using Relay nodes to communicate between a
Source and a Destination. In our analysis, we have also seen by simulations that in
average the highest diversity by using Relay we have when Relay is located around
the position dSR=dSD = 0 :35. For the Demodulate-and-Forward (DMF) mode, we
have also discussed that the optimal position of the Relay acounts for the trade-o�
between the demodulation errors on the distance S-R, and the ability of Relay to
succeed on the channel R-D. We want to develop a criterion that shows us which
position of the Relay brings the best performance. We remind here that the Relay
could be either a �xed node, i.e. in Wireless Local Area Networks (WLAN), or
either a moving node,i.e. in Vehicular Ad-hoc Networks (VANET). In a multi-node
network, it is very important to know how to select the best Relay to cooperate. If
there will be only one Relay to be chosen for cooperation and if its position would
be �xed, than we should have a criterion that shows which is the best position of
the Relay in average. But, if there would be many Relay candidates between the
Source and the Destination, then we should have a criterion to choose the best in-
stantaneous Relay to cooperate, where the positions of Relays could vary based on
the instantaneous quality of the channels S-R and R-D. Similar literature for Relay
selection have been discussed a lot, like in [Liu 2013] where there are proposed two
retransmission schemes in which the Relay is chosen by comparing its SNR on the
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link S-R with a simulated threshold, or like in [Wided Hadj Alouane 2012] where
the Relay working on DMF mode is chosen by comparing its SNR with another
threshold. In contrast, in our work we will focus on Relay selection based on the
absolute values of LLRs and the probabilities of demodulation errors per coded bit.

We assume that we know the propagation conditions on the channels S-D, S-R
and R-D, where we assume block fading according to Rayleigh distribution and also
impaired by complex Gaussian noise with densityN0. We consider Convolutional
Coding and 16-QAM modulation. Each information PDU is of length 1000 bits.
The average energy per modulated symbol is the same at S and R,Es = 1 , and as a
result the transmit Eb=N0 is the same on the channels S-D and R-D. The path-loss
exponent is � = 2 :4.

6.2 Selecting the optimal position of the Relay

Let us focus initially on the analysis of a system working without channel coding.
Then, the �rst thing that we want to analyze is to check what happens with the
demodulation errors on the channel S-R-D. Since the Relay works on the mode
Demodulate-and-Forward (DMF), we need to account for the fact that the Relay
may not forward the correct information to the Destination, due to the demodulation
errors. Therefore, the demodulation symbol errors at the Destination for the entire
link S-R-D occur when:

� The symbol on the channel S-R is received correctly and the symbol on the
channel R-D is received in error, or

� The symbol on the channel S-R is received in error and the symbol on the
channel R-D is received correctly.

Denoting the probability of symbol error after demodulation on the channel X-Y
with � XY , then the probability of symbol error after demodulation on the two-hop
link S-R-D is given [Tairan Wang 2007]:

� SRD = (1 � � SR) � � RD + (1 � � RD ) � � SR (6.1)

Probability that a symbol is demodulated in error on the channel X-Y with fading
coe�cients hXY and when M-QAM modulation is used, is given with [K. Pahlavan 2005]:

� XY (�) = 4 � Q

 r
3 � �

M � 1

!

(6.2)

where, � is the instantaneous SNR and it is given with� =
Es � l (dXY )

N0
jhXY j2.
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Channel coe�cients hXY follow Rayleigh distribution, while h2
XY follow chi-

square distribution. Then, the probability density function P df (�) is given with
[Rao 2015]:

Pdf (�) =
1

�
exp

 

�
�

�

!

(6.3)

where, � is the average receive SNR on the channel X-Y and it is given as:

� =
Es � l (dXY )

N0
E

h
jhXY j2

i
=

Es � l (dXY )

N0
(6.4)

since the variance is E
h
jhXY j2

i
= 1 .

Now, averaging over all possible instantaneous SNRs,� , we obtain the average
symbol error rate after M-QAM demodulation on the channel X-Y as [Rao 2015]:

� XY =
Z 1

0
� XY (�) � Pdf (�) d� (6.5)

Considering that we use the rectangular constellation based on Gray coding, then
we may assume that the bit error probability � is k-times smaller than the symbol er-
ror probability � , and therefore the two probabilities are related as [K. Pahlavan 2005]
� XY = � XY =log2(M ).

The error probabilities for information bit after the demodulation for the entire
link S-R-D, � SRD , counting for errors on the channels S-R and R-D, for various
positions of the Relay, are simulated and compared as shown in Figure 6.1. The
results are shown for few points of receiveEb=N0 on the channel S-D. As we may
see from the Figure, the lowest rate of demodulation errors we have when the Relay
is located in the middle of link S-D, dSR=dSD = 0 :50.

Since channel coding is not used, than an ACK-ed PDU would mean the one
which has all the symbols received correctly. Reminding that with� XY (�) there
is denoted the instantaneous probability that a symbol on the channel X-Y is de-
modulated in error, then for the fully-interleaved channel (each transmitted symbol
experiences di�erent fading over the channel) the probability that a PDU transmit-
ted from the Relay is received in error at the Destination is denoted with� [0;1]; fully

and is given as [Paul Ferrand 2013]:

� [0;1]; fully = 1 � (1 � E[� SRD (�)]) ns (6.6)

where,ns is the number of symbols needed to transmit a PDU. On the other hand,
when we have block-fading (the symbols in a PDU experience the same or similar
fading states), then the probability � [0;1]; block is given as [Paul Ferrand 2013]:

� [0;1]; block = 1 � E [(1 � � SRD (�)) ns ] (6.7)
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Figure 6.1: Demodulation of bit errors for the entire link S-R-D, variousdSR=dSD

Figure 6.2: PDU error probability after demodulation at D, various dSR=dSD

Keeping the same channel conditions and simulation parameters as in previous
Figures, then on Figure 6.2 there is shown the PDU error probability after de-
modulation � [0;1]; block . As we may see from the Figure, the lowest probability of
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demodulation error for a PDU it is achieved when the Relay is located in the middle
of distance S-D.

From Figures 6.1 and 6.2 it can be seen that the lowest rate of demodulation
errors it is achieved when Relay is located in the middle of link S-D. Since we need
to account for demodulation errors on both hops, S-R and R-D, as given on equation
(6.1), than it can be inferred that the demodulation performance it is symmetricaly
around dSR=dSD = 0 :50. This means that the rate of demodulation errors on the
link S-R-D when Relay is in distanced1 from the Source is equal with the rate
of demodulation errors on the link S-R-D when Relay is in distanced1 from the
Destination. At dSR=dSD = 0 :50, both hops S-R and R-D experience the same
rate of demodulation errors simultaneously, which shows to be the best compromise
between the two hops.

Let us now focus on the case when we use convolutional coding with code rate
Rc = 1=3. We remind here that sinceEb=N0 represent the ratio per information bit
and the transmitted sequence is encoded with code rateRc = 1=3, then the true
Eb=N0 on the plot can be represented via the ratio per coded bit,Ecb=N0, using the
relationship Ecb = EbRc. In Figure 6.3 there is shown the average probability that a
single PDU from the Relay is decoded with error at the Destination. The simulation
is performed for various positions of the Relay, and for the same points ofEb=N0

like in Figure 6.1. As we may see from Figure 6.3, the lowest probability of decoding
errors for a PDU is achieved when Relay is located betweendSR=dSD = 0 :30 and
dSR=dSD = 0 :35. This is interesting as it shows that the optimal position of the
Relay when an error correction decoder is used, does not correspond with the optimal
position of the Relay without channel coding. In other words, even though at the
location dSR=dSD = 0 :50 we experience less demodulation errors than at any other
location, it seems like at the location arounddSR=dSD = 0 :30 the decoder is more
able to correct the demodulation errors than atdSR=dSD = 0 :50. Since intuitively
one expects that the optimal location to be there where less demodulation errors are
experienced and since the decoding results show the optimal location somewehere
else from the initial expectation, than our focus is to �nd a criterion that shows us
the optimal position of the Relay before the decoding is performed. Of course, the
initial analysis will be performed for the same example setup as in previous analysis,
i.e. the same modulation scheme, the same channel coding scheme, the same channel
conditions, the same PDU length, the same value of path-loss exponent, etc. Then,
we will see if the same criterions hold also for other cases and other scenarios.

6.2.1 Criterion for choosing the optimal position of the Relay

As we have seen earlier, for choosing the optimal position of the Relay when we
use channel coding we cannot focus only on the demodulation errors. Therefore,
since we observe received sequences on the channel R-D and the Destination knows
the statistics of the channel S-R, then we may evaluate the Log-likelihood ratio
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Figure 6.3: PDU error probability after decoding a single copy from Relay, various
dSR=dSD

(LLR) for each coded bit at the Destination, as explained in section 2.3.1.2. Using
logarithmic properties, then the expression for the LLR of thekth coded bit of the
nth symbol on the link S-R-D can be rearranged in the form:

� k;n = log
�

exp� Y0;RD � � SR [Y0;RD � Y1;RD ]
	

� log
�

exp� Y1;RD + � SR [Y0;RD � Y1;RD ]
	

(6.8)
where,

Y0;RD =



 yRD;n �

p
Es � l (dRD ) � hRD;n � x0





2

N0
(6.9)

Y1;RD =



 yRD;n �

p
Es � l (dRD ) � hRD;n � x1





2

N0
(6.10)

and where, x0 is the symbol associated to bit0, and x1 is the symbol associated
to bit 1. For M-QAM modulation, we have shown in section 2.3.1.2 that for these
symbols we use marginal probabilities among the M-QAM symbols with particular
bit k equal 0 or 1, respectively.

It is known that the sign of an LLR value denotes the detected bit result and
its absolute value denotes the degree of con�dence [Sklar 2001]. Therefore, a higher
absolute value of LLR represent a higher con�dence that the decoding decision would
be correct. Therefore, initially we evaluate the sum of absolute values of each LLR
of the whole sequence of coded bits, and then we evaluate the average absolute value
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of LLR per coded bit by dividing the sum with the number of coded bits nc of the
sequence as:

�
� ��

�
� =

P nc
i =1 j� i j

nc
(6.11)

where, nc = L 1=Rc. Notice that the measure j �� j is evaluated before Destination
performs channel decoding, and hence does not represent a measure of the con�dence
in value of the information bits, but a measure of the con�dence on the coded bits.
The simulation of

�
� ��

�
� for various location of the Relay and forEb=N0 2 f 0; 2; 4g is

shown in Figure 6.4.

Figure 6.4: Average absolute value of the LLR per coded bit at the Destination,
various dSR=dSD

As we may see from Figure 6.4, the value ofj �� j is higher when the Relay is
located close to the Source. As the Relay gets further from the Source, the value of
j �� j decreases from e�ect of the potential error demodulation at the Relay, as visible
from the following experiment. Now, let us consider the same case as in Figure 6.4
for Eb=N0 = 2 . We want to compare the case when Relay has no demodulation
errors at all, with the cases when the demodulation errors on the Relay are added
proportionally step by step up to the real value of errors. In this case, we want to
compare how the curve of

�
� ��

�
� is changing depending on the rate of demodulation

errors on the Relay. The corresponding comparison by simulation is shown in Fig-
ure 6.5. As we may see from the plot, when the Relay does not su�er from any
demodulation error, then the value of

�
� ��

�
� is exponentially increasing as the Relay

approaches the Destination. But, as the rate of demodulation errors on the Relay
increase, the highest decrease on the value of

�
� ��

�
� it is experienced at the locations
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close to the Destination. Moreover, we see that when we increase the rate of demod-
ulation errors on the Relay up to its real value, the value of

�
� ��

�
� becomes higher at

the location close to the Source. This plot is a good example which shows how much
the demodulation errors on the Relay a�ects the value of LLR on the Destination.

Figure 6.5: The value of
�
� ��

�
� by varying the rate of errors � SR on R, variousdSR=dSD

Having only the measure (6.11) does not give us any information about the
optimal position of the Relay. A criterion for choosing the optimal position of the
Relay may take into account both measures,

�
� ��

�
� and � SRD . Researching into this

direction, we have observed that the ratio between the two,
�
� ��

�
� and � SRD , which we

call asratio of con�dence � c, tells us the best compromise between the two measures
and hence the optimal position of the Relay. De�ning this ratio as a metric, then
the criterion for choosing the optimal position of the Relay would be the one which
produces the highest value of the ratio� c, as

max
dSR =dSD

� c = max
dSR =dSD

j �� j

� SRD
: (6.12)

We consider that as high as the ratio� c is, we have higher con�dence that the
errors could be corrected in the decoder.

In Figure 6.6 there is shown the applied criterion for various positions of the
Relay. As we may see, this criterion works perfectly and it is in line with the be-
haviour of decoding probabiliy of Figure 6.3. The results con�rm that between
dSR=dSD = 0 :30 and dSR=dSD = 0 :35 there is achieved the optimal position of the
Relay. This is con�rmed for various points of Eb=N0, where we see that the ratio� c
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Figure 6.6: Comparison of proposed criterion for variousdSR=dSD

increases as the channel improves.

Since in the above Figures we have used the Convolutional Code with code rate
Rc = 1=3, we want to check what happens if we change the code rate, i.e. whether
the optimal position of the Relay changes or remains the same. Considering the
same ratio ofEb=N0 per information bit for each case of di�erent code rate, in Fig-
ure 6.7 there is shown the comparison of coded bit error probability� SRD during
the demodulation for the entire link S-R-D for various code rates and various posi-
tion of the Relay. As we may see from the Figure, as the code rate decreases, the
probability of demodulation error per coded bit increases. This happens because
the energy per information bit Eb is constant, and the energy per coded bitEcb

decreases as the code rate decreases. Moreover, on the same plot there are shown
the curves of demodulation errors for the direct link S-D. We may see that for the
same channel code rate, the demodulation errors on the S-R-D link are always lower
than on the direct link S-D.

On the other side, we want also to check what happens if the same scenario
of Figure 6.7, we compare from the perspective of the average absolute value of
the LLR per bit,

�
� ��

�
� . This comparison is shown in Figure 6.8. We see that the

comparison is extended not only for various positions of the Relay, but also there is
compared with the direct link S-D. Interestingly, the value of

�
� ��

�
� is higher for the

direct link than for the relaying link, and this di�erence is smaller as the channel
code rate decreases. Moreover, the value of

�
� ��

�
� is monotonically decreasing as the
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Figure 6.7: Comparison of� SRD;k for various channel code rateRc, various dSR=dSD

Relay moves further toward the Destination.

Figure 6.8: Average absolute value of the LLR per bit, various channel code rate
Rc, various dSR=dSD
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Figures 6.7 and 6.8 con�rm once again that we cannot rely entirely only on one
metric,

�
� ��

�
� or � SRD , and therefore the rate between the two,� c, it is necessary to be

used for determining the optimal position of the Relay. In Figure 6.9 there is shown
the comparison of proposed metric� c for both links S-D and S-R-D, for various
code rate and various position of the Relay. As we may see from Figure 6.9, the
comparison shows that the value of criterion� c is higher as the code rate is higher,
due to the reason explained earlier: each curve is represented as a function of the
same receiveEb=N0 per information bit, which means that the ratio Ecb=N0 per
coded bit is higher as the code rate is higher. Moreover, the comparison shows that
the optimal position of the Relay is achieved around the locationdSR=dSD = 0 :30.

Figure 6.9: Comparison of� c for various code rateRc, various dSR=dSD

To ensure that the criterion is working properly, in Figure 6.10 there is com-
pared the probability that a single PDU from Relay is decoded with error at the
destination � 0;1, for various code rates and for various positions of the Relay. As we
may see, for any channel code rate the optimal value of the criterion� c from Figure
6.9 corresponds with the optimal position of the decoding results shown in Figure
6.10, which appears at arounddSR=dSD = 0 :30. Moreover, on Figure 6.10 there is
shown also the comparison of probability of decoding error for a single PDU on the
channel S-D,� 1;0. Both probabilities, � 1;0 and � 0;1, achieve the lowest value for the
code rateRc = 1=3.

We also note that from the comparison of Figures 6.9 and 6.10, we see that the
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Figure 6.10: Comparison of� 0;1 and � 1;0 for various code rateRc, various dSR=dSD

ratio of con�dence � c can be used not only to determine the optimal position of
the Relay, but also to compare the link S-D with the link S-R-D which shows very
closely the diversity that we may have by using the Relay.

6.3 Selecting the best instantaneous Relay

In previous subsection we have discussed the issue of choosing the optimal position
of the Relay in average. For analysis, we have considered that we have observations
of the received symbols on the channel R-D, and we consider that the Destination
knows the statistics of the channel S-R. Based on a proposed criterion and using
numerical analysis, we �nd the optimal position of the Relay in average. This infor-
mation can be used when we try to select the best instantaneous Relay in a scenario
when we have multiple candidate nodes to cooperate between a Source and a Des-
tination.

The optimal position of the Relay may depend on many parameters, i.e. de-
modulation scheme, channel coding scheme, Relay mode, etc., but for our example
situation when Relay works on DMF mode, we have seen that in average the optimal
position of the Relay appears arounddSR=dSD = 0 :30, where it accounts the best
trade-o� between the demodulation errors on the channel S-R and the path-loss
impact on the channel R-D. But, when we have multiple Relays and we have to
choose only one of them, then we need to have a criterion that helps us to choose
the best instantaneous Relay to cooperate. In our analysis, we will be helped by
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previous analysis about the optimal location of the Relay, and we will also use our
criterion � c for choosing the best Relay.

6.3.1 Comparison of criterion � c with a referent criterion

The problem of Relay selection has been treated a lot on the literature, where var-
ious criterions have been proposed. On [Alexan 2014] there is proposed a criterion
based on the average absolute value of Log Likelihood Ratio (LLR)

�
� ��

�
� . On a sce-

nario where Relay works on DMF mode, the best Relay it is chosen the one which
has the highest

�
� ��

�
� among the candidate Relays, and then this value it is compared

with the value
�
� ��

�
� of the channel S-D. Since when Relay is located close to the

Source it has most of the time
�
� �� SR

�
� >

�
� �� SD

�
� , then we assume that the condition

for activating a Relay in [Alexan 2014] it is ful�lled most of the time. Moreover, the
authors in [Alexan 2014] consider a random distribution of Relays, but in our case
we want to perform the comparison of our criterion with the referent criterion on
the link S-R targeting the Relays distributed around the optimal location obtained
in previous subsection. According to the selection procedure, with our criterion we
will select the Relay which has the highest� c among the candidate Relays, and with
the referent criterion we will select the Relay which has the highest

�
� ��

�
� , and we

compare performance of the two. The implementation of these criterions requires
that calculations of � c and

�
� ��

�
� needs to be done, and an exchange of this informa-

tion is needed. For this problem we consider that in some communication standards
like IEEE 802.11 there exist RTS (request-to-send) and CTS (clear-to-send) mes-
saging communication between the nodes, and we assume that these messages may
be modi�ed to exchange the required information of� c and

�
� ��

�
� between the nodes.

Practically, we consider that the Source broadcasts the PDU which is received by
the Destination and by the Relays. Each of the Relays calculate the corresponding
� c and

�
� ��

�
� and forwards it to the Destination via RTS message. Then, the Destina-

tion compares which Relay has the highest value of the metric (� c or
�
� ��

�
�) and if a

retransmission is needed, then the Destination broadcasts NACK to the Source and
the Relays in paralel with CTS message, by showing also the decision which node
will retransmit the PDU.

In a scenario of having multiple Relays between a Source and a Destination, we
consider that we should target the Relays which are located arounddSR=dSD = 0 :35.
In this location, we want to compare both criterions. In Figure 6.11 there is com-
pared the probability that the destination decoder issues NACK on a single copy
received from Relay for the following cases: when we have only 1 Relay appearing
at that particular location, when we have 2 Relays (only one is chosen) at that
location, and when we have 3 Relays (only one is chosen) at that location. Both
criterions are compared for the cases of having more than one Relay. As we may
see from the comparison, both criterions applied for choosing the best Relay, show
better performance than having only a single Relay. Moreover, as the number of
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Figure 6.11: Comparison of� 0;1 achieved with both criterions

appeared Relays at that location increases, the performance improves, as we have
more choices. In each case, we see that the performance achieved with our criterion
� c is better than with the referent criterion

�
� ��

�
� .

Let us now consider that we want to take into account also the link S-D for
analysis. As discussed in section 2.3.1.2, the LLR of thekth coded bit of the nth

symbol for the direct link S-D can be rewritten as:

� k;n =



 ySD;n �

p
Es � l (dSD ) � hSD;n � x1





2

N0
�



 ySD;n �

p
Es � l (dSD ) � hSD;n � x0





2

N0
(6.13)

Then, since the destination decoder performs Chase combining, then for the case
of having multiple copies to be combined at the Destination, the LLRs of all the
copies are added per coded bit for a better decoding. We remind that the LLR
for the link S-R-D is given previously with equation (6.8). We also assume that
the best position of the Relay chosen from the previous analysis based on a single
copy from Relay, remains also as the optimal position for the case of combining to
the decoder. This can be seen also from the numerical analysis on Chapters 3 and 5.

Let us now consider that we have a communication protocol where the maximum
number of transmissions per PDU is limited to 2. Then, we want to compare the
following cases: 1) both transmissions come from the Source; 2) �rst transmission
comes from the Source, and one retransmission comes from the Relay (only 1 Relay
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Figure 6.12: Comparison of PER achieved with both criterions

available on that location); 3) �rst transmission comes from the Source, and one
retransmission comes from the Relay (2 Relays available on that location). For the
latter case 3) we also compare performances achieved with both criterions. The
aforementioned comparison is shown in Figure 6.12, where the PER is represented
as a function of total Eb=N0 spent from the transmitter. The total transmit Eb=N0

considers the average energy per information bit spent by the protocol, including
all retransmissions. As we may see from the plot, in any case, by using the Relay
we have better performance than having both transmissions from the Source. As
expected, applying a criterion for choosing the best Relay in a multi-node network,
brings better performance than having only a single Relay. Moreover, we see that
the performance achieved when we apply our criterion for Relay selection, is better
than on the case when the referent criterion is applied.

We want also to compare the same scenario from the perspective of Goodput.
This comparison is shown in Figure 6.13, where Goodput is shown as a function
of total Eb=N0 spent from the transmitter. We recon�rm that the Relay is bene-
�cial to use, and also we recon�rm that the performance is better when selection
criterions are applied in a scenario with more than one Relay. Even on the context
of Goodput, we see that our criterion� c performs better than the referent criterion.
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Figure 6.13: Comparison of Goodput achieved with both criterions

6.4 Conclusions

In this Chapter we have discussed the issue of Relay selection in cooperative net-
works. A Source can communicate with a Destination with the help of a Relay, but
in a scenario where multiple nodes are candidates that can help the communication
between a Source and a Destination, it is important to know how to select the best
Relay to cooperate. Therefore, our analysis is focused in two parts: the issue of se-
lecting the best position of the Relay in average, and the issue of selecting the best
instantaneous Relay. On the �rst part, the analysis is focused on two measures:
the absolute value of LLR on the coded bits at Destination and the probability of
demodulation errors of the coded bits at the Relay. Since in most of our work the
Relay is considered to work on DMF mode where Relay may not forward always the
correct symbols toward the Destination, then it is observed that a useful criterion
for selecting the best location of the Relay can be de�ned as the ratio of the two
measures. This criterion provides a good prediction of the optimal position of the
Relay. Moreover, it can be used to compare the PDU error probabilities� 1;0 and
� 0;1 which helps in determining whether relaying should be activated or not. On
the second part, we have considered the problem of choice of the best instantaneous
Relay among a co-located group. If the instantaneous channel is known, the pro-
posed criterion can be used to select the best Relay. We have compared our criterion
with a referent criterion, and the performance achieved by applying our criterion is
higher than with the referent criterion.
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7.1 Conclusions

In this thesis we have given an analysis of the HARQ protocol on a cooperative
network containing one Source, one Relay and one Destination. On this S-R-D sce-
nario, we have considered an example protocol and we have shown how to evaluate
the performance of communication protocols using Finite State Machines (FSM)
and Finite State Markov Chains (FSMC), for both types of decoders (type I and
type II) and for both working modes of the Relay (DMF and DCF). Then, we have
seen that as the protocol gets more sophisticated or as the number of retransmis-
sions increases, the FSMC analysis becomes more complex. To solve this problem,
we have given a method for simplifying the FSMC of a deterministic protocol using
state aggregation. Since during the aggregation we grouped only the states with the
same actions and as a result the number of actions remains the same, then we have
shown that the simpli�ed FSMC can be associated with a probabilistic protocol that
in general case and for both types of decoders can be described via four-states FSM
that contains only two parameters that can be used to choose probabilistically the
retransmitting node and determine the average number of transmissions per PDU.

Performance prediction is an important issue of communication protocols. The
frameworks proposed for performance evaluation are shown to predict accurately
performance of the actual systems for both protocols: deterministic and probabilis-
tic. This allows to optimize the parameters of the communication protocols in both
cases. The attention is focussed then on the probabilistic protocols, which are very
simple in implementation. Most importantly, it is shown how a single probabilistic
protocol can emulate a variety of deterministic protocols, which would require sep-
arate descriptions, simply by the tuning of very few parameters.



104 Chapter 7. Conclusions and further perspectives

For type I decoding, there is proposed a six-states FSMC that can be used to pre-
dict almost exactly performance of the probabilistic protocol. Via this FSMC, there
is addresed also the issue of performance optimization, providing thus optimized
values of  and � for various locations of the Relay. For type II decoding, there is
proposed a FSMC with higher number of states but which is still very e�ective and
allows fast prediction of the performance. The optimization can be performed very
easily by adjusting only two parameters that bring the best performance for any
location of the Relay. Moreover, by choosing proper values of probabilistic parame-
ters  and � , we can emulate many deterministic protocols.

Via optimization analysis we were able to �nd the optimized location of the
Relay for both types of decoders. We remind here that in DMF mode, the optimized
location acounts for trade-o� between the demodulation errors on the channel S-
R, and the ability of Relay to succeed on the remaining distance R-D. Since in
di�erent types of networks the Relay can be either �xed, e.g. in Wireless Local Area
Networks (WLAN), or a moving node, e.g. Vehicular Ad-Hoc Network (VANET),
then by using a proposed criterion we have discussed the issue of choosing the
optimal location of the Relay in average, and the issue of choosing the optimal
instantaneous Relay to cooperate. The proposed criterion is compared against a
criterion of literature and the performance achieved by applying our criterion is
higher.

7.2 Further work considerations

As directions for future work can be considered the following cases:

� The analysis shown in this thesis can be repeated for the case of various
assumptions for Channel State Information (CSI);

� The same tools developed and used in this work, can be applied for more
complex cases, i.e. by increasing the number of nodes on the network;

� The analysis could be extended on the case when a Rate-Compatible Punc-
tured Convolutional Code (RCPC) will be used as a channel code, and In-
cremental Redundancy (IR) will be applied as a combining method on the
receiver;

� The criterion discussed in Chapter 6 for selecting the best instantaneous Relay
is mainly based on the assumption that the best Relays in average are located
around dSR=dSD = 0 :35 and therefore in our analysis we have targeted the
Relays in that region. But, as a future direction could be to generalize the
criterion for more general situations, where the best instantaneous Relay could
appear also at other locations.
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AF Amplify-and-Forward

ARQ Automatic Repeat re-Quest

BER Bit Error Rate

CPU Central Processing Unit

CRC Cyclic Redundancy Check

CSI Channel State Information

CTS Clear-to-Send

D Destination

DCF Decode-and-Forward

DMF Demodulate-and-Forward

DSP Digital Signal Processing

FEC Forward Error Correcting
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HARQ Hybrid Automatic Repeat re-Quest

IR Incremental Redundancy
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PR Page Rank

QAM Quadrature Amplitude Modulation

R Relay

RCPC Rate Compatible Punctured Convolutional

RRT Relay Retransmits

RTS Request-to-Send

S Source

SRT Source Retransmits

ST Source Transmits

VANET Vehicular Ad-Hoc Network

WLAN Wireless Local Area Network

Nomenclature

L Length of information bits in a PDU

G Length of CRC code

L 1 Length of PDU after CRC code is added to information bits

Rc Code rate

K Constraint length at RCPC code

O Puncturing period at RCPC code

E Memory at RCPC code

M Constelation size of modulation

k Number of bits in a modulated symbol

m Vector containing information bits + CRC code

c Vector containing coded bits of PDU (after coding vectorm)

x Vector containing modulated symbols of PDU

ns Number of symbols in vectorx

nc Number of coded bits in vectorc

� t Duration of time-slot

� s Time-duration of symbol
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st Number of transmitted symbols in a time-slot

N ts Number of time-slots needed for transmission of modulated vector
x

Es Average energy per modulated symbol

Eb Energy per information bit

x t Vector of modulated symbols at time-slot t

dXY Distance between nodesX and Y

l (dXY ) Path-loss factor on the path X � Y

� Path-loss exponent

M Constelation size of modulation

wXY ;t Vector of white complex noise components on the channelX � Y
at time-slot t

N0 Noise spectral density

hXY ;t Vector of fading complex coe�cients on the channelX � Y at time-
slot t

yXY ;t Vector of received symbols on the channelX � Y at time-slot t

� 2
h;XY Variance of fading channel coe�cients on the path X � Y

� 2
w;XY Variance of noise channel coe�cients on the pathX � Y

cn;i i th coded bit of nth symbol

� n;i Log-likelihood ratio of i th coded bit of nth symbol

p(yXY;n jcn;i ) Likelihood function of the nth received symbol on the channelX � Y ,
knowing i th coded bit of nth

Pdf (�) Probability density function

bm Estimated vector of m after decoding at the receiver

� Probability that a symbol is demodulated with error

� Probability that a bit is demodulated with error

A Number of copies combined from the Source

B Number of copies combined from the Relay

DR Control parameter that shows if Relay has correctly demodulated
the copy from Source

T Average number of transmissions per PDU

� Total number of information PDUs transmitted during the opera-
tion time
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� t Total number of information PDUs that were transmitted t-times
during the operation time

Nmax Maximum number of transmissions per PDU

� Total number of information PDUs that were ACK-ed during the
operation time

G Goodput

P Probability transition matrix of the deterministic protocol, type I
decoder

p Steady state vector of matrix P

� Eigenvalue

NS Maximum number of times that Source can transmit the same PDU

NR Maximum number of times that Relay can retransmit the same
PDU for each (re)transmission from Source

tS Counter of the number of transmissions of the same PDU from
Source

tR Counter of the number of transmissions of the same PDU from
Relay after each (re)transmission from Source

W Last control message by the Destination

Pij Transition probability from state i to state j

� [1;0] Probability that Destination issues NACK after decoding the last
copy from Source

� [0;1] Probability that Destination issues NACK after decoding the last
copy from Relay

PII Probability transition matrix of the deterministic protocol, type II
decoder

WR Control message of decoding at Relay

ck Probability of accessing statek

� [A;B ] Probability that D fails in decoding the current PDU, based on A
copies from S and B copies from R, knowing that previous decoding
with less copies has been unsuccessful

Eb=N0 Ratio of energy to noise per information bit in [dB]

z Index of the states at FSM representation of deterministic protocol,
DCF mode

� R Probability that R cannot decode correctly the copy coming from
S
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T Binary transition matrix used for transforming the original transi-
tion matrix to the aggregated transition matrix

PS,I Probability transition matrix of the deterministic protocol on a S-D
path, type I decoder

ZS,I Simpli�ed transition matrix of PS,I, type I decoder

� Probabilistic parameter that links matrices PS,I and ZS,I

PR,I Probability transition matrix of the deterministic protocol on a S-
R-D network, type I decoder

ZR,I Simpli�ed transition matrix of PR,I , type I decoder

 Probability that R will not retransmit in the next time-slot knowing
that it failed previously

� Probability that S is not allowed to retransmit on the next time-slot
after R failed previously and after it is not allowed to retransmit
one more time

PR,II Probability transition matrix of the deterministic protocol on a S-
R-D network, type II decoder

ZR,II Simpli�ed transition matrix of PR,II , type II decoder

� [RF ] Average probability of failing when R retransmits, combining all
previous copies on the decoder

� [SF ] Average probability of failing when S retransmits, combining all
previous copies on the decoder

PDCF Probability transition matrix of the deterministic protocol on a S-
R-D network, type I decoder, DCF mode

RDCF Simpli�ed transition matrix of PDCF , type II decoder, DCF mode

VS; VR Control random variables for de�ning the states on the four-states
simpli�ed FSM

� 0;1(k) Probability of failing from R for the k-th successive time

C Counter of the successive number of retransmissions of the same
PDU from R

ZP,I Probability transition matrix of the probabilistic protocol, type I
decoder

Cmax Size of the bu�er at the decoder

Bs The belief that hard demodulation of the received sequence would
produce the correct sequence

CO Parameter that represent the order with which the packets have
�lled the bu�er
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� co
S The average probability of decoding failure at D, when the current

transmission is performed by S

� co
R The average probability of decoding failure at D, when the current

transmission is performed by R

Q Probability transition matrix of the FSMC representing the proba-
bilistic protocol with limited bu�er, type II decoder

W R Number of substitutions that have happened in the bu�er before
the current time-slot

qR(w ) Probability that on the bu�er there are substituted w copies

� Cmax
Y The average probability of failing successively up toA copies from

S and B copies from R, and after the worst copy from nodeY is
replaced one time

j� j The average absolute value of LLR per coded bit

� c Rate of con�dence per coded bit (at the proposed criterion)
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Titre  : Interactions de la coopération, des techniques ARQ et du codage canal dans le contexte des 
communications sans fil 

Mots clés : Techniques de coopération, ARQ, Codage canal, Relais  

Résumé : De nos jours, les communications 
mobiles sont caractérisées par une demande 
croissante de services basés sur Internet. Les 
services vidéo représentent une grande partie du 
trafic Internet aujourd'hui. Selon Cisco, 75% du 
trafic mondial de données mobiles sera constitué 
par données video d'ici 2020. Cette demande 
toujours croissante a été le principal moteur du 
développement du réseau cellulaire numérique 
4G, où les services numériques à commutation 
de paquet sont la principale brique de 
conception. En particulier, le système global doit 
assurer à la fois hauts et bas débit de 
transmission, et fournir des garanties de temps 
réel, par exemple dans le cas du streaming vidéo 
ou des jeux en ligne. Cela a motivé, dans la 
dernière décennie, un intérêt renouvelé dans la 
technologie d'accès radio. 
 
Le canal sans fil est affecté par divers 
phénomènes physiques, comme les Chemins 
multiples, le shadowing, l'évanouissement, 
l'interférence, etc. Dans les technologies les plus 
récentes, ces effets sont contrastés en utilisant le 
protocole ARQ (Automatic Repeat reQuest), qui 
consiste à retransmettre le même signal depuis la 
source. Le protocole ARQ est généralement 
combiné avec des codes de canal au niveau de la 
couche physique, qui est connu comme HARQ 
(Hybrid ARQ). Une autre technique pour 
améliorer la communication entre une source et 
une destination est la communication 
coopérative, où un relais est utilisé comme n�°ud 
intermédiaire. La communication coopérative et 
le HARQ, si appliquées individuellement, 
améliorent considérablement les performances du 
système de communication. Une question 
ouverte est de savoir si leur combinaison 
apporterait la somme des ameliorations 
singulières, ou si ne serait que marginalement 
bénéfique. 
 
Dans la littérature on peut trouver de nombreuses 
études sur la combinaison de ces deux 
techniques, mais dans notre thèse, nous nous 
concentrons  principalement  sur cette interaction  

à niveau de la couche  physique  (PHY) et de la 
couche de contrôle d'accès (MAC). Nous utilisons 
des exemples de protocoles sur un réseau composé 
de trois noeuds (source, destination et relais). Pour 
l'analyse théorique nous nous concentrons sur les 
Chaînes de Markov à états finis (FSMC).  Nous  
abordons le cas ou le relai fonctionne en mode 
Decode-and-Forward (DCF), très commun dans la 
littérature, mais notre analyse se concentre de 
manière plus accentuée sur le cas où le relai 
fonctionne en mode Demodulate-and-Forward 
(DMF), en raison de sa simplicité d'implémentation 
et de son efficacité. Ce cas est beaucoup plus 
rarement abordé dans la littérature disponible, à 
cause de la complexité supérieure demandée  par 
son analyse. 
 
Habituellement, l'interaction entre les deux 
techniques a été étudiée dans le cas de protocoles 
déterministes, mais dans notre analyse, nous nous 
concentrerons sur les protocoles déterministes et 
probabilistes. Jusqu'à présent, les protocoles 
probabilistes, où le noeud retransmetteur est choisi 
selon un modèle probabiliste, ont été principalement 
proposés pour des couches supérieures du système 
de communication. Au contraire, cette thèse étudie 
des protocoles probabilistes sur la couche PHY et 
sur la couche MAC, qui permets de mieux analyser 
et optimiser les performances. Le protocole 
probabiliste ne contient que deux paramètres, qui 
peut être optimisé pour de meilleures performances. 
Ces paramètres peuvent être calculés pour imiter le 
comportement d'un protocole déterministe donné, et 
ses performances optimisées ne peuvent que 
s'améliorer par rapport à celui-ci. De plus, les 
performance du protocole probabiliste est 
comparées aux résultats présent en littérature, et la 
comparaison montre que notre protocole fonctionne 
mieux. 
 
Enfin, la question de la sélection des relais est 
également abordée. Nous proposons un critère pour 
opérer le choix du relais à utiliser, en cas de 
plusieurs candidats. La performance obtenue par ce 
critère est comparée a celle obtenue avec les critères 
de référence dans la littérature. 
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Abstract : Nowadays, mobile communications 
are characterized by a fast-increasing demand for 
internet-based services (voice, video data). Video 
services constitutes a large fraction of the 
internet traffic today. According to a report by 
Cisco, 75% of the world's mobile data traffic will 
be video-based by 2020. This ever-increasing 
demand in delivering internet-based services, has 
been the main driver for the development of the 
4G digital cellular network, where packet-
switched services are the primary design target. 
In particular, the overall system needs to ensure 
high peak data rates to the user and low delay in 
the delivery of the content, in order to support 
real time applications such as video streaming 
and gaming. This has motivated, in the last 
decade, a renewed and raising interest and 
research in wireless radio access technology. 
 
Wireless channel suffers from various physical 
phenomena like path-loss, shadowing, fading, 
interference, etc. In the most recent technologies, 
these effects are contrasted using Automatic 
Repeat re-Quest (ARQ) protocol, which consist 
on the retransmission of the same signal from the 
same node. ARQ protocol is usually combined 
with channel codes at the physical layer, which is 
known as Hybrid Automatic Repeat re-Quest 
(HARQ) protocol. Another improvement for 
communications over wireless channels is 
achieved when Relays are used as intermediate 
nodes for helping the communication between a 
Source and a Destination, which is known as 
cooperative communication. Both techniques, 
cooperation and HARQ, if individually applied, 
significantly improve the performance of the 
communication system. One open question is 
whether their combination would bring the sum 
of the singular improvements, or be only 
marginally beneficial. 
 
In the literature we can find many studies for the 
combination  of  these  two techniques, but in our  

thesis we focus mainly on this interaction at the 
level of the physical layer (PHY) and the medium 
access control layer (MAC). We use example 
protocols on a network of three nodes (Source, 
Destination and Relay). For the theoretical analysis 
of these systems we focus on Finite State Markov 
Chains (FSMC). We discuss the case where Relay 
works in Decode-and-Forward (DCF) mode, which 
is very common in the literature, but our analysis 
focuses more strongly on the case where the Relay 
works in Demodulate-and-Forward (DMF) mode, 
because of its simplicity of implementation and its 
efficiency. This case is much more rarely addressed 
in the available literature, because of the higher 
complexity required by its analysis. 
 
Usually, the interaction between the two techniques 
has been studied using deterministic protocols, but 
in our analysis we will focus on both, deterministic 
and probabilistic protocols. So far, probabilistic 
protocols, where the retransmitting node is chosen 
with a given probability, have been mainly proposed 
for higher layers of communication systems, but, in 
contrast, this thesis studies probabilistic protocols on 
the physical layer and MAC layer, which give more 
insight on the analysis and performance 
optimization. The probabilistic protocols contains 
very few parameters (only 2) that can be optimized 
for best performance. Note that these parameters can 
be computed to mimic the behavior of a given 
deterministic protocol, and the result of the 
probabilistic protocol after optimization can only 
improve over this one. Moreover, the performance 
of our optimized probabilistic protocol is checked 
against results of the literature, and the comparison 
shows that our protocol performs better. 
 
In the end, there is also discussed the issue of relay 
selection. In a scenario of several candidate Relays, 
we propose a criterion for choosing the best Relay. 
The performance obtained by this criterion is 
compared to that obtained with the reference criteria 
in the literature. 
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