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Abstract

This thesis is devoted to the mathematical modeling of the blood �ow in stenosed arteries due
to atherosclerosis. Atherosclerosis is a complex vascular disease characterized by the build up of
a plaque leading to the narrowing of the artery. It is responsible for heart attacks and strokes.
Regardless of the many risk factors that have been identi�ed- cholesterol and lipids, pressure,
unhealthy diet and obesity- only mechanical and hemodynamic factors can give a precise cause
of this disease.

In the �rst part of the thesis, we introduce the three dimensional mathematical model de-
scribing the blood-wall setting. The model consists of coupling the dynamics of the blood �ow
given by the Navier-Stokes equations formulated in the Arbitrary Lagrangian Eulerian (ALE)
framework with the elastodynamic equations describing the motion of the arterial wall consid-
ered as a hyperelastic material modeled by the non-linear Saint Venant-Kirchho� model as a
�uid-structure interaction (FSI) system. Theoretically, we prove local in time existence and
uniqueness of solution for this system when the �uid is assumed to be an incompressible New-
tonian homogeneous �uid and the structure is described by the quasi-incompressible non-linear
Saint Venant-Kirchho� model. Results are established relying on the key tool; the �xed point
theorem.

The second part is devoted for the numerical analysis of the FSI model. The blood is
considered to be a non-Newtonian �uid whose behavior and rheological properties are described
by Carreau model, while the arterial wall is a homogeneous incompressible material whose motion
is described by the quasi-static elastodynamic equations. Simulations are performed in the two
dimensional space R2 using the �nite element method (FEM) software FreeFem++. We focus
on investigating the pattern of the viscosity, the speed and the maximum shear stress. Further,
we aim to locate the recirculation zones which are formed as a consequence of the existence
of the stenosis. Based on these results we proceed to detect the solidi�cation zone where the
blood transits from liquid state to a jelly-like material. Next, we specify the solidi�ed blood
to be a linear elastic material that obeys Hooke's law and which is subjected to an external
surface force representing the stress exerted by the blood on the solidi�cation zone. Numerical
results concerning the solidi�ed blood are obtained by solving the linear elasticity equations
using FreeFem++. Mainly, we analyze the deformation of this zone as well as the wall shear
stress. These analyzed results will allow us to give our hypothesis to derive a rupture model.

key words

Atherosclerosis, �uid-structure interaction, Navier-Stokes equations, Newtonian, non-Newtonian,
homogeneous, elastodynamic equations, variational formulation, elasticity, hyperelasticity, in-
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compressible, quasi-incompressible, quasi-static, non-linear, modeling, simulation, blood, plaque,
stenosis, artery, bifurcation, Arbitrary Lagrangian Eulerian, rheology, constitutive law, Saint
Venant-Kirchho�, Cauchy stress tensor, shear stress, viscosity, existence and uniqueness of the
solution, �xed point theorem, recirculation zone, solidi�cation zone, Carreau model, rupture.
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Résumé

Cette thèse est consacrée à la modélisation mathématique du �ux sanguin dans les artères
en présence de la sténose à cause de l'athérosclérose. L'athérosclérose est une maladie vasculaire
complexe caractérisée par la formation d'une plaque menant au rétrécissement de l'artère. Elle
est responsable des crises cardiaques et des accidents vasculaires cérébraux. Quels que soient
les nombreux facteurs de risque identi�és - cholestérol et lipides, pression, régime alimentaire
malsain et obésité - seuls des facteurs mécaniques et hémodynamiques peuvent donner une cause
précise de cette maladie.

Dans la première partie de la thèse, nous introduisons le modèle mathématique tridimen-
sionnel décrivant l'introduction entre le sang et la paroi artérielle. Le modèle consiste à coupler
la dynamique du �ux sanguin donnée par les équations de Navier-Stokes formulées dans le
cadre Arbitrary Lagrangian Eulerian (ALE) avec les équations élastodynamiques décrivant le
mouvement de la paroi artérielle considérée comme un matériau hyperélastique modélisé par la
loi de comportement non-linéaire de Saint Venant-Kirchho� en tant que système d'interaction
�uide-structure. Théoriquement, nous prouvons l'existence et l'unicité locale dans le temps de
la solution pour ce système lorsque le �uide est supposé être un �uide homogène Newtonien
incompressible et que la structure est décrite par la loi de comportement non-linéaire quasi-
incompressible de Saint-Venant-Kirchho�. Les résultats sont établis en utilisant l'outil clé; le
théorème du point �xe.

La deuxième partie est consacrée à l'analyse numérique de ce modèle. Le sang est considéré
comme un �uide non-Newtonien dont le comportement et les propriétés rhéologiques sont décrits
par le modèle de Carreau, tandis que la paroi artérielle est un matériau homogène incompressible
dont le mouvement est décrit par les équations élastodynamiques quasi-statiques. Les simulations
sont e�ectuées dans l'espace à deux dimensions R2 à l'aide du logiciel FreeFem ++ en utilisant la
méthode des éléments �nis. Nous nous concentrons sur l'étude de la viscosité, de la vitesse et des
contraintes de cisaillement maximale. En outre, nous visons à localiser les zones de recirculation
qui sont formées à la suite de l'existence de la sténose. En se basant sur de ces résultats, nous
procédons à la détection de la zone de solidi�cation où le sang passe de l'état liquide à un
matériau de type gelée. Ensuite, nous spéci�ons que le sang solidi�é est un matériau élastique
linéaire qui obéit à la loi de Hooke et qui subit à une force de surface externe représentant la
contrainte exercée par le sang sur la zone de solidi�cation. Les résultats numériques concernant
le sang solidi�é sont obtenus en résolvant les équations d'élasticité linéaires à l'aide de FreeFem
++. Nous analysons principalement la déformation de cette zone ainsi que les contraintes de
cisaillement la paroi. Les résultats obtenus vont nous permettre de porposer une hypothèse pour
la formulation d'un modèle de rupture.
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Chapter 1

Introduction

The human's heart- only the size of a �st- is the strongest muscle in the body. It pumps
a complex, time-varying output of blood through the blood vessels constituting the circulatory
system responsible for providing the body organs with nutrients, oxygen and other supplies
needed to function normally. Further, it provides the body with a pulsating pressure waves that
propagates throughout the whole cardiovascular system. This muscle starts to beat in the uterus
long time before birth, in general 3-4 weeks after conception. The circulatory system has been
studied a long time ago. By the action of mummi�cation the Egyptians acquired knowledge
about the human's body and its inside. They got introduced to the main blood vessels and the
heart's role, though they believed that the variety of the body �uids �ow through the heart. The
earliest known writings and medical papers are: the Edwin Smith Papyrus (seventeeth century
BC), the Ebers Papyrus (sixteeth century BC) and the Kahun Gynecological (nineteenth century
BC). In particular, the Ebers Papyrus described the relation between the blood and the arteries,
declaring that after a person breathes air into the lungs, the air enters the heart and then
�ows into the arteries without indicating any role for the red blood cells (RBCs). Egyptians
have believed that the heart is the source of emotions and wisdom. With this study, arose the
curiosity to observe the heart and the blood. For about 1500 years, an incorrect model was
built. In the second century the Greek physician and philosopher Galen of Pergamon came
up with a believable model for the circulatory system. Accurately, he acknowledged that the
system consists of venous blood (dark red) and arterial blood (bright red) which are of di�erent
functions. Though, he proposed that the circulatory system consists of two one-way systems of
blood distribution rather than a single way, and that the liver is responsible of producing venous
blood that the body consumes. He also thought that the heart was a sucking organ, rather than
a pumping one.

Galen's theory and other wrong views reigned in Western medicine until the 1628, when
the English physician William Harvey correctly described blood circulation. Then with time,
modeling of blood rapidly progressed, and yet it is. Models are proposed to study the blood
�ow in the blood vessels, the characteristics of the blood cells and plasma and of the heart
[TBA11,TBE+11,BKS09]. Further, models describing the coagulation of blood have been sub-
ject of intensive research [Bou17,GHZ09, Zhu07]. History and advances in the study of blood
can be found in [Col15].

Related to the heart and the blood vessels, are the cardiovascular diseases. Various types
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CHAPTER 1. INTRODUCTION

of cardiovascular problems exist, for instance, coronary heart disease (CHD), heart attack also
known as myocardial infarction, arrhythmia, heart failure, congenital and rheumatic heart dis-
eases, peripheral artery disease, cardiomyopathy and much more. Some cardiovascular problems
are related to heart defects that are present at birth. Others can be due to some life habits
such as smoking, drinking too much alcohol, physical inactivity or lack of sleep. Stress, anxiety,
hypertension, diabetes, cholesterol, etc. are also major factors associated with cardiovascular
diseases. Neverthless, cardiovascular diseases are mostly related to atherosclerosis. For a rich
knowledge on the cardiovascular diseases from physiological and pathological perspectives and
some of the associated treatments and remedies the reader can refer to [MMM+05] and the
cites therein. Recent statistical surveys done by the Institute for Health Metrics and Evaluation
(IHME)1, showed that 17.65 million people around the world have died due to cardiovascular
diseases that is about 32.26% of the total death, revealing that it is the major cause of death
worldwide.

1.1 Atherosclerosis and Blood Coagulation

1.1.1 Atherosclerosis

Atherosclerosis is an in�ammatory disease characterized by narrowing of the artery due to
the build up of a stenosis or plaque on the artery wall resulting from the occupation of the white
blood cells. The interior of the arteries is lined up with a smooth layer of cells that keeps them
smooth and facilitates the passage of blood. This layer is called endothelium. When this layer
is damaged it allows the build up of the cholesterol, lipids, macrophages and other substances
from the blood causing atherosclerosis. Over time, the plaque can build up with the platelets

Figure 1.1: Formation of atherosclerosis (Benjamin Cummings).

forming a clot which causes the interruption of the blood �ow into the body organs. Blood clots
can block the artery or with time and due to the e�ect of the shear stresses exerted by the blood

1It is a research institute that was launched in June 2007 that works in the area of global health statistics
and impact evaluation at the University of Washington in Seattle
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�ow on the stenosis and the clot, the clot will be released into the �ow resulting a heart attack
or a stroke. Many experiments have shown the steps of the formation of the plaque, which in
some cases eventually will end up with a rupture. It is a complex process that mainly involves
LDL2, monocytes, cytokines, macrophage, etc. which ends up with the formation of the �brous
plaques that can rupture and a clot forms as the platelets try to �x the rupture.

It is worth to distinguish between arteriosclerosis and atherosclerosis. Atherosclerosis is a
speci�c type of arteriosclerosis, which is the sti�ening or hardening of the artery walls. All
people with atherosclerosis have arteriosclerosis, but those with arteriosclerosis might not nec-
essarily have atherosclerosis. However, the two terms are frequently used with the same meaning.

To deal with atherosclerosis and discover preventive therapies and remedies in order to heal
patients, mathematicians handle these situations from their mathematical perspectives by em-
ploying mathematical models and performing numerical simulations. A �rst step is modeling the
blood �ow in blood vessels. In 1775, Euler developed his equations aiming to describe the blood
�ow [Eul89]. In this context, the �rst two dimensional model to study the blood �ow in heart
was developed in the Ph.D. thesis [Pes72] using immersed method to a dog model. Successfully,
the work was extended to a three dimensional model to a heart model [Pes02, PM89]. Based
on the complexity of the formation of atherosclerosis, mathematical modeling of this process
can involve non-linear partial di�erential equations (PDEs) describing the blood �ow and the
elasticity of the arterial wall taking into consideration the complexity of the layers of this wall.
Moreover, it can also lead to interaction systems, chemical reactions, coagulation and growth
processes. Hence, many mathematical models have been studied by considering some conditions
of this complex process [BD12, LT10, CEMR09, CHM+10, KGKV09, KGV07, KGKV11]. The
work [KGKV09,KGV07] presented one and two dimensional models that describe the formation
of atherosclerosis as an auto-ampli�cation in�ammatory phenomenon based on the reaction-
di�usion equations where the concentration of the oxidized LDL is the signi�cant parameter.
No focus on the interaction of the blood and the plaque has been considered. Based on this
model, a new model has been built in [CEMR09] by considering the atherosclerosis to be an in-
�ammatory process that starts at the stage of intima when the LDL penetrate and get oxidized.
A coupled system has been set up from the reaction-di�usion equation describing the in�amma-
tory phenomenon and the Navier-Stokes equations describing the dynamics of the blood �ow.
An improvement of this model is presented in [CHM+10] by coupling the in�ammatory process
with transport equations, transfer equations and Navier-Stokes equations each describing the
LDL in the intima, the endothelial wall and the blood �ow dynamics, respectively.

1.1.2 Blood Coagulation

Atherosclerosis provokes blood coagulation [ADK12] which involves the secretation of cy-
tokine and chemokine by the in�amed site and the activation of the platlets and the endothelial
cells. Blood coagulation is the process by which the blood changes in state from liquid to- a
more viscous material- a jelly-like material, which results a blood clot. Coagulation is an instant
process that is activated once the endothelium is damaged. The process of coagulation depends
mainly on the platelets and the insoluble �brin protein. The �brin proteins are formed by a

2Low density Lipoproteins.
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process known as the coagulation cascade [DR64] which involves many biochemical reactions
where the blood clotting factors are activated [Bou17]. Blood clots are mainly associated to
atherosclerosis and are formed whenever the �owing blood comes in contact with a foreign sub-
stance in the skin or in the blood vessels wall. In particular, in the situations where plaques
formed from fats, lipids, cholesterol or other foreign substances found in the blood are identi�ed,
over time, they harden causing the narrowing of the artery leading to a blood clot formation.
Two major types of blood clots are: thrombi, which are stationary clots, though they can cause
the blockage of a �ow; emboli, which are break loose which may detach into the blood �ow and
can, somewhere in a site far away, block the �ow. This type of clots is dangerous and causes
infarctions, more precisely, if the blockage occurs in the brain it results a stroke, if it occurs
in the heart a heart attack would result, or in the lungs it would cause pulmonary embolism.
Many mathematical models have been developed for the description of the coagulation cas-
cade by representing the biochemical reactions using a system of ordinary di�erential equations
(ODEs) [BZOC+12,MNR08,SV15]. The work [SSB11] has been devoted for the stability results
of a mathematical model of the coagulation cascade.

Mathematical models can provide a deep view of the coagulation process. Usually, the
dynamics of the blood �ow is given by the Navier-Stokes equations whereas advection-di�usion-
reactions are employed to describe the concentration of the clotting factors and the �brin poly-
mers. The interaction of the blood �ow and the clot growth is given in spatiotemporal represen-
tation inside the blood vessel using the continuous approach. Both models are simulated on the
same domain and are solved on the same numerical mesh. Some models have neglected the e�ect
of the fribin polymers on the blood �ow dynamics [JC11], while others have assumed the depen-
dence of the blood viscosity on them by employing the generalized Newtonian model for the blood
�ow [BS08,SB14]. Further, some continuous models have dealt with the clot as a solid [SvdV14]
and detected its growth using FSI system. Whereas, other models have considered the �brin to be
a porous medium [LF10,GRRM16]. Hybrid models have also been employed in order to achieve
a realistic representation of the clot formation [FG08,XCL+12,YLHK17,TAB+13,TAB+15].

In general, all the mathematical models used to model atherosclerosis are simple which cap-
ture only some essential features of atherosclerosis without taking into consideration the com-
plexity of the atherosclerosis and the composition of blood. More suitable models are needed
through which the physiological parameters associated to the atherosclerosis must be investi-
gated clinically. In addition, the vessel wall must be considered as a multi-component structure
taking into account the e�ect of the plaque growth and its rupture on their mechanism. Further,
a more realistic model must be derived by analyzing the timescales of the biological processes
carried out by the LDL, oxidized LDL and macrophages involved in this phenomenon, also, the
time for a one pulse corresponding to the blood �ow; about few seconds; and the time of the
plaque growth which can be months.

In this thesis, the modeling of the blood �ow through a stenosed artery will be studied as
a �uid-structure interaction (FSI) model. Theoretically, existence and uniqueness of a regular
weak solution of this model are proved locally in time. Numerically, by analyzing the pattern of
the blood viscosity, the blood �ow and the wall shear stress we will introduce our assumption
concerning the location of the solidi�cation zone and its characteristics. Furthermore, we will
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study the e�ect of the external forces representing the shear stress of the blood on this zone
which constitutes a �rst step forward to propose a rupture model.

1.2 An Overview on the Thesis

1.2.1 Chapter 2: Modeling of the Fluid-Structure Interaction System

In this chapter, we introduce the FSI system that models the interaction between the blood
�ow and the arterial wall when a stenosis exists. The system consists of two sub-problems; a
�uid sub-problem describing the dynamics of the blood �ow through the lumen of the artery
and a structure sub-problem that describes the motion of the arterial wall. The blood is consid-
ered to be a homogeneous incompressible �uid whose dynamics is given by the incompressible
Navier-Stokes equations. On the other hand, the arterial wall is considered to be a hyperelastic
material . The interaction between the blood and the arterial wall prompts the introduction of
the Arbitrary Lagrangian Eulerian (ALE) formulation. In particular, the �uid computational
domain Ωf (t) must obey the motion of the blood-wall interface Γc(t), thus it cannot be �xed in
time. Consequently we adopt the Navier-Stokes equations in the ALE frame. While, the elasto-
dynamic equations are given in the Lagrangian framework. The two sub-problems are coupled
by imposing coupling conditions on the interface Γc(t).

In the �rst section we introduce the modeling of the blood �ow which is governed by the
incompressible Navier-Stokes equations that are written in the Eulerian framework. We dis-
tinguish between the case of a two dimensional and a three dimensional domain. Further, we
reformulate these equations on any arbitrary reference con�guration. The last step in this sec-
tion is formulating the Navier-Stokes equations in the ALE framework.

The elastodynamic equations describing the motion of the arterial wall are given in Section
2.2. We highlight two cases: the case of a non-linear elastic material; and the case of a linear
elastic material. The non-linear elastic material is considered to be a hyperelastic structure .
The elastodynamic equations are formulated in the Lagrangian frame on the reference con�gu-
ration Ω̃s . On the other hand, the linear elastic materials obey Hooke's law and their associated
elastodynamic equations are given on the actual con�guration Ωs(t).

Having the two sub-problems; the Navier-Stokes equations in the ALE frame and the elas-
todynamic equations in the Lagrangian frame, the FSI problem is set up in the third section.
Indeed, to have a well built system we impose some coupling conditions on the blood-wall in-
terface Γc(t). These conditions ensure the global energy balance of the system. In particular,
the velocity �elds and the stresses must be continuous on the interface. Further, a geometrical
condition is imposed which is given as a relation between the displacement ξ̃f of the �uid domain
Ω̃f and the displacement ξ̃s of the structure domain Ω̃s. More precisely, the displacement ξ̃f is
considered to be a reasonable extension of ξ̃s.
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1.2.2 Chapter 3: Analysis of the Interaction Between an Incompress-

ible Fluid and a Quasi-Incompressible Non-Linear Elastic Struc-

ture

In this chapter we focus on proving the local in time existence and uniqueness of a regular
weak solution of the FSI system corresponding to the lumen-wall model. We consider the �uid to
be a homogeneous incompressible Newtonian �uid whose dynamics is given by the Navier-Stokes
equations formulated in the Eulerian coordinates on an actual con�guration Ωf (t) ⊂ R3 . The
arterial wall is a hyperelastic quasi-incompressible structure modeled by the non-linear Saint
Venant-Kirchho� model. Its corresponding elastodynamic equations are given on the actual
con�guration Ωs(t) ⊂ R3. These equations are coupled by imposing conditions representing the
continuity of velocity �elds and stresses on the lumen-wall interface Γc(t). A rewriting of the
Navier-Stokes equations in the Lagrangian reference framework results linear equations and a
�xed domain where we can deal easily with these equations. Local existence and uniqueness of
solution of the coupled system is established based on the key tool; the �xed point theorem.

In the �rst section, we introduce the Navier-Stokes equations governing the �ow of velocity
v and pressure pf , and the elastodynamic equations satis�ed by the structure displacement ξs,
each with their associated boundary conditions. A compatible FSI is obtained by imposing
some coupling conditions representing the continuity of velocities and stresses on the lumen-wall
interface Γc(t). We make use of the deformation maps A and ϕs of the �uid and the structure
domains Ωf (0) and Ωs(0), respectively, in order to rewrite the coupled system in the Lagrangian
framework, in particular, in the reference con�guration corresponding to the time t = 0. Explicit
rewritings of the Saint Venant-Kirchho� model and the quasi-incompressibility condition in the
spirit of [Gaw02] are introduced which enable us to deal with them easily when applying the
�xed point theorem.

A step forward in the second section is to partially linearize the FSI system by considering
the deformation maps A and ϕ to be given for a chosen �uid velocity v̆ and a structure dis-
placement ξ̆s in a �xed point space. Estimates on the given deformation maps Ă and ϕ̆ as well
as on the Saint Venant-Kirchho� model are derived based on Grönwall's inequality (B.1) and
the generalized Poincaré inequality [BF13, Proposition III.2.38].

Based on the partially linear system, in Section 3.3, we formulate an auxiliary problem by a
slight change on the coupling conditions attributed to the elastodynamic equations. Considering
a transformation of a divergence-free setting we formulate the variational formulation associated
to the auxiliary problem in which the pressure term disappears. Proceeding with Faedo-Galerkin
approach we de�ne the Galerkin approximations of the solutions and derive a priori estimates
on them. Passing to the limit, using compactness results [Bre10, Chapter 9] and Aubin-Lions-
Simon theorem [BF13, Theorem II.5.16] yield the existence and uniqueness of the solution of
the auxiliary problem.

Concerning the partially linear system, we derive a priori estimates on its solution. Then
based on the results concerning the auxiliary problem and using the �xed point theorem we
prove the existence and uniqueness of the solution of the linear system in Section 3.4.
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Regularity of the solution and some a priori estimates are presented in Section 3.5.

In Section 3.6, using the preceding results of the linear system and using the �xed point
theorem we prove the existence and uniqueness of a weak solution of the non-linear FSI system.

At last, verifying the inf-sup condition [Bre74] we establish the existence of an L2 �uid
pressure. Then, based on the regularity of the solution (v, ξ) we get a more regular �uid
pressure.

1.2.3 Chapter 4: Discretization and Numerical Simulations

The mathematical modeling and the numerical analysis of the blood �ow in a stenosed artery
is the subject of the study in this chapter. In particular, the blood-wall is modeled as a FSI
model obtained by coupling the �uid model representing the blood �ow in the lumen Ωf (t) with
the structure model describing the motion of the arterial wall Ωs(t) by imposing some coupling
conditions on the lumen-artery interface Γc(t). The dynamics of the blood �ow is governed by
the incompressible Navier-Stokes equations, while the motion of the arterial wall is described
by the quasi-static elastodynamic equations. We assume that the arterial wall is a hyperelastic
incompressible material. The variational formulation associated to the FSI system is formulated
by deriving the variational formulation corresponding to each sub-problem using appropriate
test functions. The system is then discretized using the partitioned approach. The discretized
system is solved using FreeFem++ software by considering reliable physiological data and as-
suming that the blood viscosity obeys Carreau model. Numerical simulations have shown a
deep insight of processes occurring in stenosed arteries. Indeed, the blood �ow, the deforma-
tion of the stenosis, the maximum shear stress and the recirculation zones are con�gured in
the case of a pipe-shaped stenosed artery and in the case of a bifurcated stenosed artery. Re-
sults have shown that the peak of the stenosis is characterized by a high displacement and its
neighborhood possesses a high shear stress. These results help us in con�guring three major
regions; the neighborhood of the peak, the recirculation zone and the solidi�cation zone. The
pattern of the blood speed, the maximum shear stress and the blood viscosity are investigated in
these three regions. In addition, comparison between a Newtonian blood and a non-Newtonian
blood is demonstrated by analyzing the blood speed, the viscosity and the maximum shear stress.

In the �rst section we introduce the three dimensional FSI system corresponding to the
blood-wall setting that we deal with by adopting the ALE approach. The variational formula-
tion associated to each sub-problem is derived using appropriate test functions that take into
account the boundary conditions. Space discretization are applied on the Navier-Stokes equa-
tions and the elastodynamic equations by employing the �nite element method (FEM). Then,
the Navier-Stokes equations are semi-discretized in time by considering the convective term and
the �uid viscosity at the instant tn while other terms are considered at the instant tn+1. On the
other hand, the quasi-static elastodynamic equation is solved using Newton-Raphson method by
linearizing it with respect to the deformation ϕs and the hydrostatic pressure phs associated to
the structure domain Ω̃s. After solving the Navier-Stokes equations, we solve the elastodynamic
equations to get the displacement ξ̃s of the structure domain. The ALE map A representing
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the evolution of the �uid domain Ωf (t) is constructed assuming that the displacement ξ̃f of the
�uid domain is the harmonic extension of the displacement ξ̃s of the interface Γc(t).

The second section is devoted for the numerical results obtained upon performing numerical
simulations using the FreeFem++ software in a two dimensional space. The blood �ow is ana-
lyzed during a time duration of 3 seconds when a pulsatile periodic inlet velocity vin is enforced
on the inlet of the lumen. The �gures showed a high blood �ow in the neighborhood of the peak
of the stenosis, which undergoes a signi�cant deformation. Maximum shear stress is investigated
and its highest value is detected in the neighborhood of the peak of the stenosis. Further, a
conspicuous recirculation zone is identi�ed after the stenosis. This zone is characterized by a
negligible speed at its center, which increases as the diameter of the circular region increases.
The case of a bifurcated artery where one and two stenosis exist is also investigated. Analyzing
the behavior of the �ow, the viscosity, the maximum shear stress and detecting the recirculation
zones came to an agreement to the case of pipe-shaped artery. Based on the analyzed variables,
three major regions are studied (Figure 4.12). A region "A" representing the neighborhood of
the peak, a region "C" corresponding to the recirculation zone and an intermediate region "B"
spotted at the edge of the stenosis. Region "A" is characterized by the highest speed among
others, whereas Region "B" is of the highest viscosity value, while Region "C" possesses the
highest shear stress. These results will constitute an essential key for the detection of the solid-
i�cation zone and its characteristics. Moreover, a comparison between a Newtonian blood and
a non-Newtonian blood is drawn is Subsection 4.2.3. A Newtonian blood is characterized by a
higher speed and a lower viscosity and wall shear stress than a non-Newtonian blood. Indeed,
the non-Newtonian blood is more viscous so that, its viscous behavior forms a resistance factor
and acts as an obstacle against the �ow leading to a smaller speed.

1.2.4 Chapter 5: Solidi�cation of Blood and a First Step Towards a

Rupture Model

Regardless of the progress encountered on the modeling of the cardiovascular system in the
last few decades, it is still a challenging problem that has gain the attention of mathematicians
and engineers. The complexity of the cardiovascular system and the composition of blood mo-
tivate us to derive an appropriate model that best describes the behavior of blood �ow and the
mechanism of the artery wall, in particular, in the case of a plaque formation. To our knowledge,
non of the derived models have captured the physiological properties of blood and arterial wall,
hence we are still away from attaining a reliable model.

The aim of this chapter is to propose a rupture model based on the rheological properties
of the non-Newtonian blood. In the �rst section, a brief overview on the viscous behavior of
blood is presented. We introduce the widely used constitutive models to capture this property
in Subsection 5.1.1.

The second section is devoted for the detection of the solidi�cation zone in order to propose
the rupture model. Based on the results obtained in Section 4.2, in particular, the observation
of three regions where the pattern of �ow and viscosity are remarkable, we give our hypothesis
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for the characteristics of the solidi�cation zone Rs(t). In fact, we consider this zone to be of a
negligible blood speed and of a high viscosity, so that blood in this region can be considered a
jelly-like material. After a precise location of this zone at the edge of the stenosis , we assume
that it is a linear elastic material of displacement u that satis�es the elastodynamic equations
with the Cauchy stress tensor σs(u) obeying Hooke's law. Boundary conditions are set such
that, we ensure continuity of the displacements on the stenosis-zone interface Γ2(t), while on
the blood-zone interface Γ1(t) an external surface force fs is applied representing the stress
exerted by the blood. After deriving its weak formulation and discrete formulation, we solve the
equations numerically using the FreeFem++ software. Results show a high shear stress exerted
by the blood on the interface Γ1(t) opposed by the zone deformation resulting from the stenosis
deformation. The pattern of the maximum shear stress and the external surface force fs are
analyzed. Based on these observations, we give our assumption for a �rst step in a rupture model,
by assuming that the e�ect of the wall shear stress acting as a resistance factor against the zone
motion will scrape and dig the crust of the solidi�cation zone leading to the fragmentation of
some solidi�ed pieces and their release into the �ow which can cause the blockage of the artery
in some faraway sites resulting an infarction.
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Modeling of the Fluid-Structure

Interaction System
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Introduction

Cardiovascular diseases, mainly due to atherosclerosis, form the highest rate of death in the
world. Curiosity of �nding cures for these diseases lead scientists, in particular mathematicians,
to study this issue from their mathematical viewpoint. The blood-wall setting can be modeled
as a �uid-structure interaction (FSI) system. This system is a multiphysics coupling between
equations describing the �uid dynamics and the structural mechanics. The interaction takes
place between a deformable structure- arterial wall- and an internal �uid �ow. In general, �uid
�ows are governed by the Navier-Stokes equations or Stokes equations. Whereas, the structure
mechanics are described by the elastodynamic equations. The coupling of these equations is
set up by imposing some conditions on the common boundary. Both Navier-Stokes equations
and elastodynamic equations are derived using the principal physical conservation laws [BF13,
FQV09, Ric17, Mal]. Navier-Stokes equations are adopted in the Eulerian framework. The
Eulerian approach describes the �ow with its control volume through which the �uid �ows.
Indeed, the physical quantities such as velocities and pressure are considered to behave as �elds
in the volume, rather than considering the property of each particle. In other words, they
are de�ned to be functions of time and space. In fact, in the Eulerian description, one is not
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concerned about the location or velocity of any particular particle, but rather about the velocity,
acceleration, etc. of whatever particle happens to be at a particular location of interest at a
particular time t.

On the other hand, elastodynamic equations are given in the Lagrangian framework. This
approach tracks as a function of time each particle by its position, velocity, acceleration, etc.. In
complex �elds, positions of each solo particle is di�cult to be tracked, therefore this approach
is rarely used in describing �uid dynamics.

As for the physical laws, such as the conservation of mass and energy or Newton's laws,
they are easily applied in Lagrangian description by applying them to each individual particle.
Whereas, in Eulerian description some reformulations of these laws are required [Ric17, Chapter
2].

In many FSI systems of particular interest for instance for blood �owing in arteries the com-
putational �uid domain cannot be �xed in time since it is a�ected by the deformation of the
structure domain, consequently it ought to follow the motion of the common interface. If we
consider employing the Lagrangian approach, this means we must follow the evolution of the
blood particles throughout the whole domain, which we certainly do not want! To get over these
obstacles, we consider a domain Ωf (t) which is neither �xed, nor a material. Indeed, this is due
to the fact that its evolution does not agree with the �uid motion, rather, obeys the displacement
of its boundary ∂Ωf (t) which is linked to the displacement of the structure. The introduction
of this intermediate frame is known as the Arbitrary Lagrangian Eulerian (ALE) approach.

In this chapter we introduce the FSI system that models a blood-wall setting. In the �rst
section we introduce the Navier-Stokes equations governing the blood �ow in the actual con�g-
uration, reference con�guration and in the ALE frame. The second section is concerned about
the elastodynamic equations describing the structural mechanics. Using these two equations and
imposing some coupling conditions on the interface, in the third section, we present the coupled
system associated to the blood-wall model in the ALE framework.

2.1 Blood Flow Modeling with the Navier-Stokes Equations

Consider at time t = 0 a domain Ωf
0 . At time t > 0, let Ωf (t) be the volume occupied by

the �uid particles which have occupied Ωf
0 . The total forces exerted on the �uid in Ωf (t) are the

volumetric force ff and the surface force represented by the Cauchy stress tensor σf given by

σf (v, pf ) = 2µD(v) + λ(∇ · v)Id− pf Id, (2.1)

where v is the �uid velocity, D(v) =
1

2

(
∇v + (∇v)t

)
is the rate of deformation tensor and pf

is the pressure of the �uid whose density is ρf . The terms λ and µ depend on the invariants
of tensors I1, I2 and I3 of the matrix D(v) [Mal,Ric17]. The invariants of the tensor D(v) are
given by

I1

(
D(v)

)
= tr

(
D(v)

)
, I2

(
D(v)

)
=

1

2

[
tr2
(
D(v)

)
− tr

(
D(v)

)2
]
and I3

(
D(v)

)
= det

(
D(v)

)
.
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In particular, the quantity µ stands for the dynamic viscosity of the �uid. In general µ is a
function of ∇v or other related quantities. In this case the �uid is said to be non-Newtonian.
However, if µ is constant then the �uid is called Newtonian. The term 2µD(v) + λ(∇ · v)Id is
denoted by τd and is called the Deviatoric stress tensor.

The derivation of (2.1) is based on some assumptions about the deviatoric stress tensor
(linear, isotropic, symmetric). These assumptions are essential to give a speci�c representation
of it that depends on the invariants I1, I2 and I3 of the matrix D(v). Moreover, some results
from Spectral theory are used. For the full derivation, the reader can refer to [Mal, Section 14].
In case of a non-Newtonain �uid, the Navier-Stokes equations are given by

ρf
∂v

∂t
+ ρf (v∇·)v −∇ · σf (v, pf ) = ρfff . (2.2)

In the case of a Newtonian �uid the Cauchy stress tensor σf can be simpli�ed. Indeed, as µ is
constant, simple calculations give

∇ · τd = (λ+ µ)∇(∇ · v) + µ∇2v. (2.3)

Recall that, the divergence of a second-order tensor T is

∇x · T =
3∑

k,i=1

∂Tki
∂xi

ek

where ek, k = 1, 2, 3 are the canonical basis of R3. In particular, for a scalar function p and the
tensor Id, we have

∇x · (p Id) =
3∑

k,i=1

∂(p Id)ki
∂xi

ek =
3∑

k=1

∂(p Id)kk
∂xk

ek =
3∑

k=1

∂p

∂xk
ek = ∇xp. (2.4)

Using the Cauchy equation of motion (A.3) with (2.3) and (2.4) yield

ρf
∂v

∂t
+ ρf (v∇·)v = −∇pf + (λ+ µ)∇(∇ · v) + µ∆v + ρfff (2.5)

where ∆ = ∇2 is the Laplacian operator.
In case of compressible �uid �ows we have an additional equation known as the equation of

state, which is commonly used in the form of a relationship between the pressure pf and the
density ρf .

However, we are interested in the incompressible homogeneous �ows. In order to give the
equations corresponding to them, we �rst need to introduce some concepts.

De�nition 2.1.1 (Incompressible Flow) Let Ωf (t) be the volume occupied by the �uid at
instant t > 0. The �uid (�ow) is said to be incompressible, if for any subregion V0 of Ωf (t), the
volume of V0 is constant in time.
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Corollary 2.1.1 The following statements are equivalent

1. A �uid is incompressible;

2. det(Id + ∇v) = 1;

3. The velocity �eld v(x, t) is divergence free, that is to say ∇ · v = 0;

Proof. The proof is based on Equation (A.1). See [Mal, Section 6].

De�nition 2.1.2 (Homogeneous Fluid) A �uid is said to be homogeneous if its mass density
ρf is constant in space.

2.1.1 Incompressible Navier-Stokes Equations

These equations are derived using the incompressibiltiy condition ∇ · v = 0. Therefore, the
incompressible Navier-Stokes equations for a non-Newtonian �uid areρf

(
∂v

∂t
+ (v · ∇)v

)
−∇ · σf (v, pf ) = ρfff on Ωf (t)× (0, T ),

∇ · v = 0 on Ωf (t)× (0, T ).
(2.6)

where σf (v, pf ) is the Cauchy stress tensor given by the expression

σf (v, pf ) = 2µD(v)− pf Id. (2.7)

For a Newtonian �uid, we get the associated equation by substituting the incompressibilty
condition into (2.5).

As for the imposed boundary conditions, they mainly depend on the nature of the problem
we are modeling. It is worth to distinguish between the cases of two dimensional and three
dimensional models.

A Two Dimensional Model

In this case, the domain boundary ∂Ωf (t) is considered to be composed of four parts as
shown in Figure 2.1.

Figure 2.1: A two dimensional �uid domain.

If we consider a structure coupled to both boundaries Γtop(t) and Γbelow(t), then a Neumann
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boundary condition is imposed, representing external loads gf1 and gf2 respectively, a�ecting
these boundaries. On the other hand, on the inlet Γin(t) we impose a given pro�le velocity
vin. Whereas, a free-exit boundary condition is enforced on the outlet Γout(t). This condition is
expressed as

σf (v, pf ) nf = 0 on Γout(t)× (0, T ). (2.8)

Hence, the boundary conditions are given by
v = vin on Γin(t)× (0, T ),

σf (v, pf ) nf = 0 on Γout(t)× (0, T ),

σf (v, pf ) nf = gf1 on Γtop(t)× (0, T ),

σf (v, pf ) nf = gf2 on Γbelow(t)× (0, T ),

(2.9)

where nf is the outward normal vector associated to each boundary.

On the contrary, if a structure is coupled to both Γbelow(t) and Γtop(t), with the assumption
that one of them is �xed, or if it is coupled to either one of them; say Γbelow(t); then a load
gf is imposed on Γbelow(t). In addition, on Γtop(t) we impose a very commonly used boundary
condition

v = 0 on Γtop(t)× (0, T ), (2.10)

which is known as the no slip boundary condition. Physically, this condition means that there
is no tangential �ow on this boundary. Therefore, in this case the boundary conditions are

v = vin on Γin(t)× (0, T ),

σf (v, pf ) nf = 0 on Γout(t)× (0, T ),

v = 0 on Γtop(t)× (0, T ),

σf (v, pf ) nf = gf on Γbelow(t)× (0, T ).

(2.11)

We are concerned of this case when performing numerical simulations in Chapter 4.
In a two dimensional space, the incompressible Navier-Stokes equations on the actual domain

Ωf (t) are 
ρf

(∂v
∂t

+ (v · ∇)v
)
−∇ · σf (v, pf ) = ρfff on Ωf (t)× (0, T ),

∇ · v = 0 on Ωf (t)× (0, T ),

(2.9) or (2.11).

(2.12)

A Three Dimensional Model

The boundary Ωf (t) is composed of three parts. An inlet Γin(t), an outlet Γout(t) and the
surrounding boundary Γf (t). See Figure 2.2.

An inlet velocity vin is enforced on the inlet of the domain. At the outlet, the �uid is left to
�ow, by imposing the free-exit boundary condition (2.8). Further, an external load gf is imposed
on the surrounding boundary Γf (t).
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Figure 2.2: A three dimensional �uid domain.

Whence, on a three dimensional domain Ωf (t), the incompressible Navier-Stokes equations
are 

ρf

(∂v
∂t

+ (v · ∇)v
)
−∇ · σf (v, pf ) = ρfff on Ωf (t)× (0, T ),

∇ · v = 0 on Ωf (t)× (0, T ),

v = vin on Γin(t)× (0, T ),

σf (v, pf ) nf = 0 on Γout(t)× (0, T ),

σf (v, pf ) nf = gf on Γf (t)× (0, T ).

(2.13)

In what follows, the work is concerned about a three dimensional domain Ωf (t), hence, we
are concerned of the System (2.13).

2.1.2 The Navier-Stokes Equations in the Reference Con�guration

In some situations, where the Navier-Stokes equations are coupled with a structure, a rewrit-
ing of the Navier-Stokes equations on an arbitrary reference domain is needed. We consider the
evolution of the reference con�guration Ω̃f into the current con�guration Ωf (t) by a smooth map
ϕf de�ned by

ϕf (., t) : Ω̃f −→ Ωf (t)

x̃ −→ ϕf (x̃, t) = x for t ∈ (0, T ). (2.14)

In what follows elements in the reference con�guration are characterized by the symbol "˜". In
particular, the velocity and the pressure are given in the reference con�guration Ω̃f as

ṽ(x̃, t) = v(ϕf (x̃, t), t) and p̃f (x̃, t) = pf (ϕf (x̃, t), t), ∀ x̃ ∈ Ω̃f .

The variable ∂tϕf which appears in the formulation of the Navier-Stokes equations on the
reference con�guration corresponds to the velocity of the domain.
Using formulas of transformation between reference and actual con�guration [Ric17, Section 2.1]
we have

∂tv = ∂tṽ − (F−1
f ∂tϕf · ∇x̃)ṽ,

(v · ∇x)v = ∇xvv = ∇x̃ṽF
−1
f ṽ = (F−1

f ṽ · ∇x̃)ṽ,
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which yields

∂tv + (v · ∇x)v = ∂tṽ +
(
F−1
f (ṽ − ∂tϕf ) · ∇x̃

)
ṽ, on Ω̃f , (2.15)

where Ff = ∇x̃ϕf and Jf = det(Ff ).
For the stress tensor we have

∇x · σf (v, pf ) = d̃iv
(
Jf σ̃(ṽ, p̃f )F

−t
f

)
,

with

σ̃f (ṽ, p̃f ) = µ
(
∇x̃ṽ F

−1
f + F−tf (∇x̃ṽ)t

)
− p̃f Id.

Hence, the Navier-Stokes equations are written on the reference con�guration Ω̃f as follows

ρfJf
[
∂tṽ +

(
F−1
f (ṽ − ∂tϕf ) · ∇x̃

)
ṽ
]
− d̃iv

(
Jf σ̃f (ṽ, p̃f )F

−t
f

)
= Jfρf f̃f in Ω̃f × (0, T ),

d̃iv(JfF
−1
f ṽ) = 0 on Ω̃f × (0, T ),

ṽ = vin ◦ϕf on Γ̃in × (0, T ),

Jf σ̃f (ṽ, p̃f )F
−t
f ñf = 0 on Γ̃out × (0, T ),

Jf σ̃f (ṽ, p̃f )F
−t
f ñf = Jf g̃f on Γ̃f × (0, T ),

(2.16)
where f̃f = ff ◦ϕf and g̃f = gf ◦ϕf .

Remark 2.1.1 If the domain Ω̃f is considered to be the Lagrangian reference con�guration,
then ∂tϕf = ṽ. Hence, (2.16)1 reduces to

ρfJf∂tṽ − d̃iv
(
Jf σ̃f (ṽ, p̃f )F

−t
f

)
= Jfρf f̃f on Ω̃f × (0, T ). (2.17)

2.1.3 The Navier-Stokes Equations in the ALE Frame

In some cases, as in the case of blood �owing in the arteries, the computational domain of
the �uid cannot be considered to be �xed in time. In fact, its motion has to obey the motion
of the common boundary. This issue leads to the introduction of the Arbitrary Lagrangian
Eulerian (ALE) frame. Thus, we consider a computational domain Ωf (t) which is neither �xed
nor material. The ALE formulation of the �uid motion is based on the parametrization of the
motion of Ωf (t) by a smooth map

A(., t) : Ω̃f −→ Ωf (t)

x̃ −→ A(x̃, t) = x for t ∈ (0, T ), (2.18)

that is, Ωf (t) = A(Ω̃f , t).
As A(., t) is �xed for any t, we can also denote this map by At(.). The map A is called

the ALE map. The initial �xed con�guration Ω̃f corresponds to the reference con�guration,
which does not necessarily correspond to the initial position at t = 0. In the ALE formulation,
we distinguish between two motions; the motion of the medium in Ωf (t) which is governed by
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the physical laws, and the motion of the computational domain, which is arbitrary, taking into
consideration that the given law for the domain boundary movement is respected.

The ALE map gives data on the deformation of the domain at any time t ≥ 0. For any
function f̃ ∈ Ω̃f × [0, T ] −→ R, we de�ne its Eulerian counterpart by

f(x, t) = f̃(A−1
t (x), t), ∀ x ∈ Ωf (t), t ≥ 0, (2.19)

which can also be written as f(., t) = f̃ ◦ A−1
t (.). Based on the fact that the velocity is a

kinematic quantity, de�ned as the time derivative of the displacement x = At(x̃)− x̃, then we
can de�ne the ALE velocity, as

w̃ =
∂A
∂t

(x̃, t), ∀ x̃ ∈ Ω̃f , (2.20)

which can be given in the Eulerian frame using (2.19) as w(x, t) = w̃ ◦ A−1(x, t), for any
x ∈ Ωf (t). In short hand notation, w = ∂tAt ◦A−1

t .
The ALE time derivative of any function f de�ned in the Eulerian frame, is given by

∂tf |A = ∂tf +w ·∇xf. (2.21)

which can be expressed in terms of its counter part f̃ de�ned in the ALE frame by the relation

∂tf |A(x, t) = ∂tf̃ ◦A−1(x, t), ∀ (x, t) ∈ Ωf (t)× (0, T ).

Applying (2.21) on v then combining it with (2.2) we get the non-conservative form of the
incompressible Navier-Stokes equations in the ALE frame

ρf

(
∂tv|A + (v −w)t∇v

)
−∇ · σf (v, pf ) = ρfff on Ωf (t)× (0, T ). (2.22)

The equation (2.22) must be completed with compatible boundary conditions. We impose the
following boundary conditions

v = vin on Γin(t)× (0, T ),

σf (v, pf ) nf = 0 on Γout(t)× (0, T ),

σf (v, pf ) nf = gf on Γf (t)× (0, T ).

(2.23)

By these conditions we impose a given velocity vin on the inlet of the �uid domain, and a given
surface density load gf on the surrounding boundary Γf (t). Moreover, a free-exit condition is
enforced on the outlet Γout(t).

The time derivative in the ALE frame constitutes the main tool when performing simulations
for �uids in moving domains. In fact, if we consider working with Eulerian derivatives in moving
domains, then discretization cannot be performed. Indeed, a point x of the domain at the time
step tn−1 would not necessarily be on it at the time step tn, and vice versa. Then to overcome
this obstacle we must track the points of the domain that accompany its evolution.

In order to solve these equations, the map A should be known. In general no information is
provided on this map nor on the time derivative of the velocity in the ALE frame or any other
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related quantities. Only the boundary displacement ξ is known. Then using an appropriate
extension operator [Ric17, Section 5.3, pp. 247], the ALE map is given by the following expression

At(x̃) = x̃+ Ext(ξ(x̃, t)
∣∣
∂Ωf

).

The notation Ext stands for an appropriate extension of the boundary displacement ξ.

Remark 2.1.2 In general w(x, t) 6= v(x, t). But we should note out two cases:

1. w = 0 : The domain is �xed, and we consider working with the initial con�guration Ω̃f .
In other words, the Eulerian formulation is recovered.

2. w = u : The domain Ω̃f is material and we track its displacement. That is, the Lagrangian
formulation is recovered.

2.2 Arterial Wall Modeling by the Elastodynamic Equa-

tions

Even though the arterial wall looks thin, it is composed of numerous number of layers as
shown in Figure 2.3.

Figure 2.3: The layers of the arterial wall [HGO00].

Elasticity of the arterial wall depends on the number of collagen and elastin �laments in the
tunica media, which gives it the ability to stretch in response to each pulse. Moreover, it helps to
maintain a relatively constant pressure in the arteries despite the pulsating nature of the blood
�ow. By elasticity we mean the ability of a body to resist a distorting in�uence or an external
stress and to recover its original size and shape when the stresses or exerted forces are removed.
Solid objects deform when forces are applied on them. If the material is elastic, the object will
return to its initial shape and size upon removing these forces.
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Some arteries show viscoelastic properties, however, they are usually of small magnitude
so that the arterial wall can be modeled as a hyperelastic incompressible material. Elastic
arteries include the largest arteries in the body, those closest to the heart. The artery wall being
considered as a structure is modeled by the elastodynamic equations. The derivation of these
equations is achieved using the conservation principles [FQV09, Section 3.3], [Ric17, Chapter 2].

The elasticity of the artery wall will be the subject of our study in this section. We highlight
the case of non-linear and linear elastic structures.

Let Ω̃s be a region that represents the reference con�guration of the structure domain at
a given instant t0 ≥ 0, and Ωs(t) be the domain corresponding to the deformed structure at
time t > t0, generated by the deformation map ϕs. The actual con�guration Ωs(t) of density
ρs, is under the e�ect of an external volumetric force fs and the stress is represented by the
Cauchy stress tensor σs. The structure is adopted using the Lagrangian approach, that is, unlike
Navier-Stokes equations no convective term appears. The elasticity equation aims to �nd the
displacement �eld ξ̃s : Ω̃s × R+ −→ R3 of the structure. At any time t, the displacement ξ̃s is
expressed as a function of the deformation ϕs as

ξ̃s(x̃, t) = ϕs(x̃, t)− x̃, ∀ x̃ ∈ Ω̃s.

The deformation map ϕs : Ω̃s × R+ −→ R3, is a smooth application of class C1 at least, such
that Js = det(∇x̃ϕs) > 0. Hence, it is invertible and we consider its inverse ϕ−1

s to be of class
C1 as well. Indeed, we can assume that ϕs is as smooth as needed so that all mathematical oper-
ations performed are justi�ed (for instance, di�erentiation of integral depending on parameter,
integration by parts, etc.). In what follows we set

Fs = ∇x̃ϕs, f̃s = fs ◦ϕs, and ρ̃s = ρs ◦ϕs.

In the Lagrangian frame, the momentum equation is

d

dt

∫
Ω̃s

Jsρ̃s∂tξ̃s dx̃ =

∫
Ω̃s

Jsρ̃sf̃s dx̃−
∫

Ω̃s

Js[∇x · σs(x)] ◦ϕs dx̃.

Combining this equation with the continuity equation (A.2) we get the elastodynamic equation
given on the reference con�guration as

Jsρ̃s∂
2
t ξ̃s − Js[∇x · σs(x)] ◦ϕs = Jsρ̃sf̃s, on Ω̃s × (0, T ). (2.24)

Note that the divergence of σs is de�ned on Ωs(t). We make use of (A.8) and (A.9) to reformulate
it in terms of the divergence of the �rst Piola-Kirchho� stress tensor P on Ω̃s. In other words,
we get the term [Ric17, Lemma 2.12, p. 31]

∇x̃ · P (x̃).

Therefore, the elastodynamic equation is

Jsρ̃s∂
2
t ξ̃s −∇x̃ · P = Jsρ̃sf̃s. (2.25)
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Since we are dealing with a non-linear structure, then the map ϕs is unknown, consequently
the actual deformed con�guration Ωs(t) is unknown. This explains the e�ciency of writing the
elastodynamic equations on the given reference con�guration Ω̃s.

We assume that the structure is a homogeneous incompressible hyperelastic material governed
by the equation (2.25). Hence, its density is constant, i.e, ρ̃s = ρs. The incompressibility
condition is represented by

Js = 1.

De�nition 2.2.1 (Hyperelasticity) [Ric17, Section 2.2] A structure is said to be hyperlastic
if there exists a function W called the strain-energy density function W = W (Fs) or W = W (E)
such that

P =
∂W (Fs)

∂Fs
, or S =

∂W (E)

∂E
.

This function relates the �rst Piola-Kirchho� stress tensor P to the deformation gradient Fs, or
the second Piola-Kirchho� stress tensor S to the Green-Lagrange strain tensor E given by the
expression [Ric17, Section 2.1.3]

E(Fs) =
1

2
(F t

sFs − Id). (2.26)

In the case of an incompressible material, the strain-energy density functions are of the
following form

Winc = W (Fs) + phs(det(Fs)− 1) (2.27)

where phs plays the role of the Lagrange multiplier associated to the incompressibility condition
det(Fs) = 1. The variable phs is known as the hydrostatic pressure. On the other hand, if the
structure is a quasi-incompressible material then the strain-energy density functions are of the
form

WQinc = W (Fs) +
C

2
(det(Fs)− 1)2 (2.28)

where C is a su�ciently large constant.

The boundary ∂Ω̃s is composed of two parts (see Figure 2.4) the outer part with the left and
right edges are denoted by Γ̃1, and the inner part is Γ̃2. We assume that the structure is �xed
at Γ̃2, that is,

ξ̃s(x̃, t) = 0 on Γ̃2 × (0, T ). (2.29)

On the contrary, its inner wall is subjected to a normal force, this condition reads

Pincñs = g̃s on Γ̃1 × (0, T ), (2.30)
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Figure 2.4: A three dimensional arterial wall.

where ñs is the outward normal vector to the boundary Γ̃1.
To sum up, the elastodynamic equations on the reference con�guration Ω̃s are

Jsρs∂
2
t ξ̃s −∇x̃ · Pinc = Jsρsf̃s on Ω̃s × (0, T ),

Js = 1 on Ω̃s × (0, T ),

Pincñs = g̃s on Γ̃1 × (0, T ),

ξ̃s(x̃, t) = 0 on Γ̃2 × (0, T ),

(2.31)

where Pinc = P + phscof(Fs).
The resultant system is of insu�cient number of partial di�erential equations of -in general-

ten unknowns: density (respectively pressure) ρs (respectively ps), the velocity ∂tξ̃s and the six
components of the Cauchy stress tensor σs (or the �rst Piola-Kirchho� stress tensor P ). This
will lead to undetermined system! For this purpose, additional equations are essential. The
purpose of these equations is to build a link between two physical quantities especially a non-
linear relation between kinetic and kinematic. In both �uid mechanics and structural analysis
these equations relate applied stresses or forces to the velocity or the density or the deformation.
We assume that the stress tensors depend on the strain, strain rate or the deformation gradient
Fs. We will adopt the Saint-Venant Kirchho� model whose strain-energy density function W is
given by

W (E) =
λs
2

(
tr(E)

)2

+ µstr(E2), (2.32)

where λs and µs are the Lamé constants. The second Piola-Kirchho� stress tensor S associated
to the Saint-Venant Kirchho� model is

S(E) = 2µsE + λstr(E)Id. (2.33)

Using the relation P = FsS between the �rst and the second Piola-Kirchho� stress tensors we
get

P (Fs) = Fs

(
2µsE + λstr(E)Id

)
.
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Linear Elastic Equation

A simple case is the case of a linear elastic material. These materials are characterized by a
linear relation between the strain ε and the stress σs, given by Hooke's law. If a linear elastic
material is under the e�ect of an external force, when removed, it returns to the original shape. In
addition, if an elastic material undergoes a small deformation, so that, the deformation map can
be approximated by the identity mapping IdΩs , then the associated constitutive law is linearized
and can be considered as a linear elastic model. Indeed, in this case the Green-Lagrange strain
tensor E can be approximated by the linearized strain tensor ε given by the formula

ε(ξs) =
1

2
(∇ξs + ∇tξs).

The well-known Hooke's law associated to the linear elastic materials has the following Cauchy
stress tensor

σs(ξs) = 2µsε(ξs) + λstr(ε(ξs))Id. (2.34)

As tr(ε(ξs)) = ∇ · ξs, then Hooke's Law can be rewritten as

σs(ξs) = 2µsε(ξs) + λs(∇ · ξs)Id. (2.35)

The parameters λs and µs are the Lamé constants given in terms of the Young's modulus E and
the Poisson's ratio ν by the following relations

λs =
νE

(1− 2ν)(1 + ν)
and µs =

E

2(1 + ν)
.

Now we proceed to give the equation that models the linear elastic isotropic incompressible
materials. Since the deformation mapping is the identity mapping, then Fs is the identity matrix
IdM3 , consequently Js = 1. Thus, Equation (2.31) is

ρs∂
2
t ξs −∇ · σs(ξs) = ρsfs in Ωs(t)× (0, T ).

∇ · ξs = 0 in Ωs(t)× (0, T ),

σs(ξs) ns = gs on Γ1(t)× (0, T ),

ξs = 0 on Γ2(t)× (0, T ),

(2.36)

For more details about the linearization, the interested reader can consult [FQV09, Chapter 3,
p.103].

2.3 The Fluid Structure Interaction Problem

The �uid-structure interaction problem describing the blood-wall model is set up using the
Navier-Stokes equations and the elastodynamic equations introduced in Sections 2.1 and 2.2,
respectively. In this case, the computational �uid domain cannot be �xed in time since it is
a�ected by the deformation of the artery wall, consequently it must follow the motion of the
common interface. Thus, we consider a domain Ωf (t) which is neither �xed, nor a material.
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Indeed, this is due to the fact that its evolution does not agree with the �uid motion, rather,
obeys the displacement of its boundary ∂Ωf (t) which, due to the coupling, is linked to the
displacement of the artery wall ξ̃s. With the same notion as above, elements in the reference
con�gurations are characterized by the symbol "˜".

To couple the sub-problems, we must ensure a global energy balance of the system. For this
aim, three interface coupling conditions must be imposed.

Geometry Condition

The aim is to construct the ALE map A using the deformation ϕs of the structure. Indeed,
we impose that the moving domain Ωf (t) follows the motion of the interface Γ̃c = ∂Ω̃f ∩ ∂Ω̃s =
Γ̃1 ≡ Γ̃f . This is to say

At = ϕs on Γ̃c (2.37)

This condition can be rewritten as a relation between the displacement of the volume Ω̃f and
the displacement ξ̃s of the structure domain Ω̃s. Using the de�nition of the ALE map, the
displacement ξ̃f : Ω̃f × R+ → R3 of the �uid domain Ω̃f is de�ned by

ξ̃f (x̃, t) = At(x̃)− x̃, ∀ x̃ ∈ Ω̃f

Hence, (2.37) reduces to

ξ̃f = ξ̃s on Γ̃c. (2.38)

The term ξ̃f is the displacement of the domain Ω̃f , thus, di�erentiating it in time gives the
velocity of the domain denoted by w̃. Whence, di�erentiating (2.38) in time yields

w̃ = ∂tξ̃s on Γ̃c (2.39)

By (2.13) we have that the boundaries Γ̃in, Γ̃out are �xed, consequently the displacement ξ̃f is
null on these boundaries. On the contrary, no information on ξ̃f is provided inside Ω̃f , therefore
it can be considered as any arbitrary extension of the artery wall displacement ξ̃s. This is
described as

ξ̃f (x̃, t) = Ext(ξ̃s(x̃, t)|Γ̃c
) in Ω̃f × (0, T ). (2.40)

Types of possible extensions can be found in [Ric17, Section 5.3, pp. 247], [Cha13, Chapter 2].

Velocity and Stress Conditions

Due to the viscosity of the �uid, it becomes in contact with the interface and may stick to
it. For this reason, the velocity �elds must be continuous on the interface. Therefore, we set

v = ∂tξ̃s ◦ϕ−1
s on Γc(t).
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To simplify the notation we use (2.37) and (2.39) to get

v = w̃ ◦A−1 = w on Γc(t). (2.41)

Finally, Newton's third law (action-reaction principle) states :"For every action, there is an
equal and opposite reaction". Hence, due to the interaction between the �uid and the structure,
the force exerted by the �uid on the structure is equal and opposite to the force exerted by the
structure on the �uid. On the interface Γ̃c, the existing surface forces are characterized by the
stresses. Thus, the following condition

Jf σ̃f (ṽ, p̃f )F
−t
f ñf = −Pincñs on Γ̃c × (0, T ) (2.42)

must hold. The condition (2.41) is a kinematic condition, whereas (2.42) is a dynamic one.

The Coupled Fluid-Structure Problem

Using the sub-problems (2.22) and (2.31) with the boundary conditions (2.23),(2.29) and
(2.30) together with the coupling conditions (2.40)-(2.42), the coupled problem reads:

Find

ṽ : Ω̃f × R+ −→ R3,

p̃f : Ω̃f × R+ −→ R,

ξ̃f : Ω̃f × R+ −→ R3,

ξ̃s : Ω̃s × R+ −→ R3,

p̃hs : Ω̃s × R −→ R,

such that,

• Fluid sub-problem

ρf∂tv|A + ρf (v −w)t∇xv −∇x · σf (v, pf ) = ρfff on Ωf (t)× (0, T ),

∇x · v = 0 on Ωf (t)× (0, T ),

v = vin on Γin(t)× (0, T ),

σf (v, pf ) nf = 0 on Γout(t)× (0, T ),

σf (v, pf ) nf = gf on Γf (t)× (0, T ),

(2.43)

• Structure sub-problem


Jsρ̃s∂

2
t ξ̃s −∇x̃ · Pinc = Jsρ̃sf̃s on Ω̃s × (0, T ),

Js = 1 on Ω̃s × (0, T ),

Pinc ñs = g̃s on Γ̃1 × (0, T ),

ξ̃s = 0 on Γ̃2 × (0, T ),

(2.44)

Page 41



CHAPTER 2. MODELING OF THE FSI SYSTEM

• Coupling Conditions

ξ̃f = Ext(ξ̃s|Γ̃c
), in Ω̃f × (0, T ),

Ωf (t) = At(Ω̃f ),

w̃ = ∂tξ̃f in Ω̃f × (0, T ),

v = w on Γc(t)× (0, T ),

Pinc ñs + Jf σ̃f (ṽ, p̃f )F
−t
f ñf = 0 on Γ̃c × (0, T ),

(2.45)

where v = ṽ ◦A−1, pf = p̃f ◦A−1 and

σ̃f (ṽ, p̃f ) =
(
∇ṽ(∇A)−1 + (∇A)−t(∇ṽ)t

)
− p̃f Id.

In the next chapter, theoretical results concerning this system are obtained by transforming it
to the reference domain in the Lagrangian formulation. Then, in Chapter 4 we solve this system
numerically and present some numerical results revealing what is happening in the artery.
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CHAPTER 3. NON-LINEAR FLUID-STRUCTURE INTERACTION SYSTEM

Introduction

Fluid-structure interaction (FSI) problem is a wide spread subject, which has gain a lot of
concern and interest among mathematicians. This is due to the fact that many real-world prob-
lems consider the analysis of FSI problems as an essential tool to avoid failure. For example,
they are considered in the design of many engineering systems such as aircrafts, engines and
bridges, where the �uid-structure interaction oscillations are studied. Also, in biological �eld,
FSI problems play an important role in the analysis of aneurysms and blood �ow in stenosed
arteries. Various kinds of FSI problems have been studied by modeling the �uid by either Stokes
or Navier-Stokes equations coupled with an equation modeling the structure. Some deal with
incompressible �uids [Bou06,CS04,GM00], others with compressible �uids [BG17,BG10]. Struc-
tures modeled with plate equations or shell equations were treated in [FO99]. The Stokes equa-
tions coupled with beam equation were analyzed in [Gra98]. The case of a free boundary FSI
where the �ow is incompressible and coupled with a linear Kirchho� elastic material has been
treated in [CS04], where the existence and uniqueness locally in time of such motion has been
proved. In [GM00] the existence locally in time of a weak solution for an incompressible �uid
with a rigid structure has been proved. Similar model has been studied in [DE99] consider-
ing a variable density where the global existence of the solution has been proved, that is, the
existence of the solution until collisions occur between either the structure and boundaries or
between two structures. For the coupling of an incompressible �uid with elastic structure, the
existence of global weak solutions has been proved in [Bou06] when adding a regularizing term
to the structure motion. In 3D, the work in [Gra02] has proved the existence of steady so-
lutions of the incompressible Navier-Stokes equations when coupled with the non-linear Saint
Venant-Kirchho� model. Whereas, the existence and uniqueness of a regular solution has been
proved in the case of compressible Navier-Stokes equations coupled with the non-linear Saint
Venant-Kirchho� model in [BG17], and with linear elastic model in [BG10].

In this chapter we establish local in time existence and uniqueness of a weak solution of
the FSI problem that describes the interaction between an incompressible homogeneous New-
tonian �uid modeled by the Navier-Stokes equations, and a hyperelastic quasi-incompressible
structure modeled by the non-linear Saint Venant-Kirchho� model.

In the �rst section we introduce the homogeneous incompressible Navier-Stokes equations
and the elastodynamic equations. We couple them on one domain, by considering a common
boundary and imposing some conditions on it. First, we introduce the coupled system at time
t, which consists of the incompressible homogeneous Navier-Stokes equations with the elastody-
namic equations modeled by the non-linear Saint Venant-Kirchho� model. From mathematical
point of view, Navier-Stokes equations are studied in the Eulerian (spatial) framework, whereas
elastic structures are studied in the Lagrangian (material) framework. In order to be able to
study the coupled system we use the deformation maps of both the �uid and the structure do-
mains to rewrite the coupled system in the Lagrangian framework, in particular, in the reference
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3.1. FLUID-STRUCTURE INTERACTION PROBLEM

con�guration corresponding to the time t = 0. Indeed, since we are working with a problem
involving a free moving boundary, the Lagrangian frame allows us to consider working on a �xed
domain. As for the Saint Venant-Kirchho� model we rewrite it in an explicit form which enables
us to easily deal with it when applying the �xed point theorem as well as to �nd some bounds
on it.

In the second section we partially linearize our system by considering the deformation maps
to be given for given �uid velocity v̆ and structure displacement ξ̆, such that the pair (v̆, ξ̆) is
in some �xed point space. In the third section we formulate an auxiliary problem, which comes
from the classical system by changing slightly the coupling conditions related to the elastody-
namic equations associated to the structure. The weak formulation is derived by considering a
transformation of a divergence-free setting, so that the �uid pressure term disappears. Using
Faedo-Galerkin approach we de�ne Galerkin approximations of the solutions and derive a priori
estimates for the Galerkin sequence. By passing to the limit, and using compactness results
with Aubin-Lions-Simon theorem we prove the existence and uniqueness of a solution for the
auxiliary problem. Based on the results concerning the auxiliary problem, and using the �xed
point theorem we prove the existence and uniqueness of the solution of the partially linearized
problem In Section 3.4. After that, in Section 3.5 we prove the regularity of the solution and
derive some a priori estimates on it. Coming back to the non-linear problem, in Section 3.6 we
use the �xed point theorem approach to prove the existence of a solution for the non-linear FSI
problem. Finally, in Section 3.7, we establish the existence and uniquness of an L2 �uid pressure
by verifying the inf-sup condition, then based on the regularity result on (ṽ, ξ̃) we get a more
regular �uid pressure.

3.1 Fluid-Structure Interaction Problem

In this chapter we deal with the FSI problems from theoretical point of view. The �uid
is governed by the homogeneous incompressible Navier-Stokes equations and the structure is a
hyperelastic quasi-incompressible material such that its constitutive law is assumed to be the
non-linear Saint Venant-Kirchho� model. Let T > 0 be given. At time t, let Ωf (t) ⊂ R3 denotes
a regular (enough) bounded connected domain representing the lumen of the artery. Recall that,
the incompressible Navier-Stokes equations formulated in the Eulerain coordinates are

ρf

(
∂tv + (v · ∇)v

)
−∇ · σf (v, pf ) = 0 in Ωf (t)× (0, T ), (3.1a)

∇ · v = 0 in Ωf (t)× (0, T ), (3.1b)
σf (v, pf ) nf = gf on Γf (t)× (0, T ), (3.1c)
v = vin on Γin(t)× (0, T ), (3.1d)
σf (v, pf ) nf = 0 on Γout(t)× (0, T ), (3.1e)
v = v0 in Ωf (t) at t = 0, (3.1f)

where v = (v1, v2, v3)t is the �uid velocity, pf is its pressure and ρf > 0 is its density. The term
σf (v, pf ) is the shear stress of the �uid of expression

σf (v, pf ) = 2µD(v)− pf Id,
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with µ is its dynamic viscosity andD(v) is the symmetric gradient given byD(v) =
∇v + (∇v)t

2
.

• Equation(3.1b) represents the incompressibility condition.

• Equation(3.1c) represents an external load on Γf (t).

• Equation(3.1e) is the free exit condition.

On the other hand, the structure is considered to be a quasi-incompressible homogeneous hy-
perelastic material. We denote by Ωs(t) ⊂ R3 a regular enough domain that represents the
structure at any time t > 0 and by ∂Ωs(t) its smooth boundary such that ∂Ωs(t) = Γ1(t)∪Γ2(t).
The structure displacement ξs satis�es the following equations

ρs∂
2
t ξs −∇ · σsQinc(ξs) = 0 in Ωs(t)× (0, T ),

σsQinc(ξs) ñs = gs on Γ1(t)× (0, T ),

ξs = 0 on Γ2(t)× (0, T ),

(3.2)

where σsQinc is the Cauchy stress tensor characterizing the quasi-incompressible property of the
structure. Its associated strain-energy density function WQinc is of the form (2.28). A surface
external force gs is applied on Γ1(t). Note that, the elastodynamic equations are formulated in
the Lagrangian coordinates.

In order to get the FSI system, the domains Ωf (t) and Ωs(t) are coupled by considering
Γ1(t) ≡ Γf (t). Here and after the common boundary will be denoted by Γc(t). To ensure
the compatibility of this system, some coupling conditions representing the continuity of the
velocities and stresses must be imposed on the boundary Γc(t). These coupling conditions are
given as {

v = ∂tξs, on Γc(t)× (0, T ),

σf (v, pf ) n = σsQinc(ξs)n on Γc(t)× (0, T ),
(3.3)

where n is the outward normal from Ωf (t) to Γc(t).
Finally, we introduce the initial conditions

• v(., 0) = v0 in Ωf (0),

• ξs(., 0) = ξ0 in Ωs(0),

• ∂tξs(., 0) = ξ1 in Ωs(0),

• pf (., 0) = pf0 in Ωf (0),

which satisfy

v0 ∈ H6(Ωf (0)), ξ0 ∈ H4(Ωs(0)), ξ1 ∈ H3(Ωs(0)) and pf0 ∈ H3(Ωf (0)). (3.4)
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Let Ω(t) =
[
Ωf (t) ∪ Ωs(t)

]◦
and ∂Ω(t) = [∂Ωf (t) ∪ ∂Ωs(t)] \ [∂Ωf (t) ∩ ∂Ωs(t)].

At time t > 0, the coupled system is given by

ρf

(
∂tv + (v · ∇)v

)
−∇ · σf (v, pf ) = 0 in Ωf (t)× (0, T ), (3.5a)

∇ · v = 0 in Ωf (t)× (0, T ), (3.5b)
v = vin on Γin(t)× (0, T ), (3.5c)
σf (v, pf ) n = 0 on Γout(t)× (0, T ), (3.5d)
ρs∂

2
t ξs −∇ · σsQinc(ξs) = 0 in Ωs(t)× (0, T ), (3.5e)

ξs = 0 on Γ2(t)× (0, T ), (3.5f)
v = ∂tξs on Γc(t)× (0, T ), (3.5g)
σf (v, pf ) n = σsQinc(ξs) n on Γc(t)× (0, T ), (3.5h)
v(., 0) = v0 and pf (., 0) = pf0 in Ωf (0), (3.5i)
ξs(., 0) = ξ0 and ∂tξs(., 0) = ξ1 in Ωs(0). (3.5j)

The Navier-Stokes equations are de�ned on the domain Ωf (t) which evolves over time from the
initial con�guration Ωf (0) according to a position function

A(., t) : Ωf (0) −→ Ωf (t)

x̃ −→ A(x̃, t) = x

that associates to the Lagrangian coordinate of a �uid particle its Eulerian coordinate. For all
x̃ ∈ Ωf (0) the function A(x̃, .) satis�es{

∂tA(x̃, t) = v(A(x̃, t), t) for t ∈ (0, T ),

A(x̃, 0) = x̃.

The function A is called the Arbitrary Lagrangian-Eulerian (ALE) map.
Similarly, the elastodynamic equations in the displacement ξs are de�ned on the domain Ωs(t)

which evolves over time from the initial con�guration Ωs(0) according to a position function

ϕs(., t) : Ωs(0) −→ Ωs(t)

ỹ −→ ϕs(ỹ, t) = y

and we have

ϕs(ỹ, t) = ỹ + ξs(ϕs(ỹ, t), t). (3.6)

Notice that, using (3.6) we have

ϕs(ỹ, 0) = ỹ + ξs(ỹ, 0), that is ỹ = ỹ + ξ0

which yields ξ0 = 0.
In the sequel, we omit the subscript s of the structure displacement and deformation, that is,
we write ξs ≡ ξ and ϕs ≡ ϕ. Further, we refer to the space elements in Ωf

0 and Ωs
0 by x̃.
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The de�nition of these two mappings enables us to write System (3.5a)-(3.5j) on the domain
Ω(0). To do so, we consider the following change of variables in terms of the deformation
mappings A and ϕ. For all x̃ in Ωf (0) and Ωs(0) and t in (0, T ) set

ṽ(x̃, t) = v(A(x̃, t), t), ξ̃(x̃, t) = ξ(ϕ(x̃, t), t) and p̃f (x̃, t) = pf (A(x̃, t), t). (3.7)

On the reference domain Ωf (0), the �uid stress tensor is given by [Ric17, Section 2.1.7]

σ̃0
f (ṽ, p̃f ) = det(∇A)

(
σf (ṽ ◦A−1, p̃f ◦A−1)

)
(∇A)−t

=
(
µ
(
∇ṽ(∇A)−1 + (∇A)−t(∇ṽ)t

)
− p̃fId

)
cof(∇A)

= σ̃0
f (ṽ)− p̃fcof(∇A). (3.8)

As for the quasi-incompressible structure, the Cauchy stress tensor is given in terms of the �rst
Piola-Kirchho� stress tensor P as [Ric17, Lemma 2.12]

PQinc = det(∇ϕ)
(
σsQinc(ξ) ◦ϕ

)
(∇ϕ)−t

= P + C(det(∇ϕ)− 1)cof(∇ϕ) (3.9)

with C > 0 a su�ciently large constant and

P = ∇ϕS(∇ϕ) (3.10)

where
S(∇ϕ) = 2µsE(∇ϕ) + λstr(E(∇ϕ))Id

is the second Piola-Kirchho� stress tensor and

E(∇ϕ) =
1

2
((∇ϕ)t∇ϕ− Id)

is the Green-Lagrange strain tensor and (µs, λs) ∈ R∗+ × R+ are the Lamé coe�cients.
In particular, when considering the Saint Venant-Kirchho� stress tensor, Expression (3.10) can
be rewritten in terms of the displacement ξ as

P = (Id + ∇ξ̃)

(
µs

(
∇ξ̃ + (∇ξ̃)t + (∇ξ̃)t∇ξ̃

)
+
λs
2

(
2∇ · ξ̃ + |∇ξ̃|2

)
Id

)
. (3.11)

Using relations (3.7)-(3.9) we reformulate the Navier-Stokes equations and the elastodynamic
equations in the Lagrangian coordinates. Hence, we can rewrite the coupled System (3.5a)-(3.5j)
on Ωf (0) and Ωs(0) as

ρfdet(∇A)∂tṽ −∇ · σ̃0
f (ṽ, p̃f ) = 0 in Ωf (0)× (0, T ),

∇ ·
(
det(∇A)(∇A)−1ṽ

)
= 0 in Ωf (0)× (0, T ),

ṽ = vin ◦A on Γin(0)× (0, T ),
σ̃0
f (ṽ, p̃f ) ñ = 0 on Γout(0)× (0, T ),

ρsdet(∇ϕ)∂2
t ξ̃ −∇ · P −∇ ·

[
C(det(∇ϕ)− 1)cof(∇ϕ)

]
= 0 in Ωs(0)× (0, T ),

ξ̃ = 0 on Γ2(0)× (0, T ),

ṽ = ∂tξ̃ on Γc(0)× (0, T ),

σ̃0
f (ṽ, p̃f )ñ = [P + C(det(∇ϕ)− 1)cof(∇ϕ)] ñ on Γc(0)× (0, T ),

ṽ(., 0) = v0 and p̃f (., 0) = pf0 in Ωf (0),

ξ̃(., 0) = ξ0 = 0 and ∂tξ̃(., 0) = ξ1 in Ωs(0),

(3.12)
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where ∇ϕ = Id+ ∇ξ̃ is the gradient of the deformation and ñ is the outward normal of Ωf (0)
on Γc(0).

In order to deal with the structure model, we write the elasticity model in the spirit of
[Gaw02], that is, we de�ne

ciαjβ =
∂Piα

∂(∂βξ̃j)
. (3.13)

Let us set

ciαjβ(∇ξ̃) = µs(δβiδαj + δαβδij) + λs(δiαδjβ) + cliαjβ(∇ξ̃) + cqiαjβ(∇ξ̃), (3.14)

where cliαjβ(∇ξ̃) is the linear part given by

cliαjβ(∇ξ̃) = µs
(
δij∂β ξ̃α + δαj∂β ξ̃i + δij∂αξ̃β + δαβ∂j ξ̃i + δiβ∂αξ̃j + δαβ∂iξ̃j

)
+ λs

(
δiα∂β ξ̃j + δαβδij(∇ · ξ̃) + δjβ∂αξ̃i

)
(3.15)

and cqiαjβ is the quadratic part written as

cqiαjβ(∇ξ̃) = µs

(
δij(∂βξ·∂αξ̃)+∂βξi∂αξ̃j+δαβ(∇ξ̃j·∇ξ̃i)

)
+λs

(
1

2
δijδαβ|∇ξ̃|2+∂αξ̃i∂β ξ̃j

)
. (3.16)

Hence, ciαjβ can be rewritten as

ciαjβ(∇ξ̃) = Cst+ L(∇ξ̃) +Q(∇ξ̃), (3.17)

where Cst is a constant, L is a linear function in ∇ξ̃ and Q is a quadratic function in ∇ξ̃.
Remark that the coe�cients ciαjβ are symmetric, that is,

ciαjβ = cjβiα ∀ i, α, j, β ∈ {1, 2, 3}. (3.18)

Lemma 3.1.1 For k = i, α, j, β ∈ {1, 2, 3}, we denote by ∂k the partial derivative in space and
by ∂t and ∂s the partial derivatives with respect to time. Some consequences of the relation (3.18)
are the following

1- The partial derivatives of P with respect to time and space are respectively

∂sPiα =
3∑

j,β=1

ciαjβ(∇ξ̃)∂2
sβ ξ̃j and ∂kPiα =

3∑
j,β=1

ciαjβ(∇ξ̃)∂2
kβ ξ̃j ∀ i, α = 1, 2, 3.

2- The i− th component of the divergence of P is given by

(∇ · P )i =
3∑

α,j,β=1

ciαjβ(∇ξ̃)∂2
αβ ξ̃j ∀ i = 1, 2, 3. (3.19)
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3- Assuming that P (ξ̃(., 0)) = 0 on Γ1(0), the normal component of the stress tensor P on
the boundary Γ1(0) is

3∑
α=1

Piαñα =
3∑

α,j,β=1

(∫ t

0

ciαjβ(∇ξ̃)∂2
sβ ξ̃j ds

)
ñα ∀ i = 1, 2, 3. (3.20)

4- The iα-th component of P is given by

Piα =
3∑

α,j,β=1

(∫ t

0

ciαjβ(∇ξ̃)∂2
sβ ξ̃j ds

)
∀ i = 1, 2, 3.

Proof.

1- Let r be the index that represents either the time derivative or the space derivative. For
the iα-th component of P (ξ̃) we have

∂r(P (ξ̃))iα =
3∑

j,β=1

∂(P (ξ̃))iα

∂(∂β ξ̃j)

∂(∂β ξ̃j)

∂r
=

3∑
j,β=1

ciαjβ(∇ξ̃)∂2
rβ ξ̃j.

2- Considering r = α in the �rst part yields

∂α(P (ξ̃))iα =
3∑

j,β=1

ciαjβ(∇ξ̃)∂2
αβ ξ̃j.

But for i = 1, 2, 3 we have

(∇ · P (ξ̃))i =
3∑

α=1

∂α(P (ξ̃))iα =
3∑

α,j,β=1

ciαjβ(∇ξ̃)∂2
αβ ξ̃j.

3- For any ξ̃ in Ωs(0) we have

Piα(ξ̃(., t))− Piα(ξ̃(., 0)) =

∫ t

0

∂sPiα(ξ̃(., s)) ds ∀ i, α = 1, 2, 3.

Substituting ∂sP (ξ̃(., s)) by its expression from the �rst part gives

Piα(ξ̃(., t))− Piα(ξ̃(., 0)) =
3∑

j,β=1

∫ t

0

ciαjβ(∇ξ̃)∂2
sβ ξ̃j ds ∀ i, α = 1, 2, 3.

In particular, on Γ1(0) we have P (ξ̃(., 0)) = 0. Consequently, taking the summation over
α yields

3∑
α=1

Piα(ξ̃(., t))ñα =
3∑

α,j,β=1

∫ t

0

(
ciαjβ(∇ξ̃)∂2

sβ ξ̃j ds
)
ñα ∀ i = 1, 2, 3.
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The Quasi-Incompressibility Condition

We write the condition of quasi-incompressibility in a way similar to that of the �rst Piola-
Kirchho� stress tensor (3.14). In order to do so, we use the notation introduced in [Cia88, p. 5].
Indeed, in three dimensions we de�ne the third-order orientation tensor (εijk) whose components
are the Levi-Civita symbol {εijk}ijk de�ned by

εijk =


1 if {i, j, k} is an even permutation of {1, 2, 3},
−1 if {i, j, k} is an odd permutation of {1, 2, 3},
0 if at least two of the indices are equal.

Using Levi-Civita symbol and Einstein summation convention, we can de�ne the ij-th element
of the matrix cof(∇ϕ) to be

(cof(∇ϕ))ij =
1

2
εmniεpqj∂pϕm∂qϕn.

Further, the determinant of the 3-by3-matrix ∇ϕ is given in terms of the Levi-Civita symbol
using Einstein summation convention, as

det(∇ϕ) =
1

6
εijkεpqr∂pϕi∂qϕj∂rϕk. (3.21)

We de�ne

diαjβ(∇ξ̃) =
∂

∂(∂β ξ̃j)

[(
det(∇ϕ)− 1

)
cof(∇ϕ)

]
iα

(3.22)

which can be written explicitly as

diαjβ(∇ξ̃) =
1

12
εi1j1k1εp1q1r1εmniεpqα

(
∂pξ̃m + δpm

)(
∂q ξ̃n + δqn

)[
δβi1δjp1

(
∂j1 ξ̃q1δβi1

)(
∂k1 ξ̃r1δk1r1

)
+ δj1βδjq1

(
∂i1 ξ̃p1δi1p1

)(
∂k1 ξ̃r1δk1r1

)
+ δk1βδr1j

(
∂i1 ξ̃p1δi1p1

)(
∂j1 ξ̃q1δj1q1

)]
+

1

12
εi1j1k1εp1q1r1εmniεpqα

[
δpβδmj

(
∂q ξ̃n + δqn

)
+ δqβδnj

(
∂pξ̃m + δpm

)]
[(
∂i1 ξ̃p1 + δi1p1

)(
∂j1 ξ̃q1 + δj1q1

)(
∂k1 ξ̃r1 + δk1r1

)
− 1
]
. (3.23)

Clearly, diαjβ(∇ξ̃) is a polynomial in ∇ξ̃ of degree at most 4. Moreover, for i = α and j = β
we get the constant terms of this polynomial. Then we can write

diαjβ(∇ξ̃) = Cst+ dLiαjβ(∇ξ̃) + dQiαjβ(∇ξ̃) + dTiαjβ(∇ξ̃) + dFiαjβ(∇ξ̃) (3.24)

where dLiαjβ, d
Q
iαjβ, d

T
iαjβ and dFiαjβ stand for polynomials in ∇ξ̃ with respective degree 1,2,3 and

4. This writing enables us to give the i − th component of ∇ · [C(det(∇ϕ) − 1)cof(∇ϕ)]. In
fact, [

∇ ·
(
C(det(∇ϕ)− 1)cof(∇ϕ)

)]
i

= C
3∑

α,j,β=1

diαjβ(∇ξ̃)∂2
αβ ξ̃j for i = 1, 2, 3. (3.25)
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In a way similar to (3.20), the normal component of the quasi-incompressible condition on the
boundary Γ1(0) is

3∑
α=1

[
(det(∇ϕ)− 1)cof(∇ϕ)

]
iα
ñα =

3∑
α,j,β=1

(∫ t

0

diαjβ(∇ξ̃)∂2
sβ ξ̃jds

)
ñα, ∀ i = 1, 2, 3, (3.26)

provided that
(
det(∇ϕ)− 1)cof(∇ϕ)

)
(., 0) = 0 on Γ1(0).

In what follows, for simplicity we set

biαjβ = ciαjβ + Cdiαjβ. (3.27)

Using Relations (3.19), (3.20), (3.25) and (3.26), System (3.12) can be rewritten as

ρfdet(∇A)∂tṽ −∇ · σ̃0
f (ṽ, p̃f ) = 0 in Ωf (0)× (0, T ),

∇ · (det(∇A)(∇A)−1ṽ) = 0 in Ωf (0)× (0, T ),

ṽ = vin ◦A on Γin(0)× (0, T ),
σ̃0
f (ṽ, p̃f ) ñ = 0 on Γout(0)× (0, T ),

ρsdet(∇ξ̃ + Id)∂2
t ξ̃i −

3∑
α,j,β=1

biαjβ(∇ξ̃)∂2
αβ ξ̃j = 0, i = 1, 2, 3 in Ωs(0)× (0, T ),

ξ̃ = 0 on Γ2(0)× (0, T ),

ṽ = ∂tξ̃ on Γc(0)× (0, T ),[
σ̃0
f (ṽ, p̃f )ñ

]
i

=
3∑

α,j,β=1

(∫ t

0

biαjβ(∇ξ̃)∂2
sβ ξ̃jds

)
ñα, i = 1, 2, 3 on Γc(0)× (0, T ),

ṽ(., 0) = v0 and p̃f (., 0) = pf0 in Ωf (0),
ξ̃(., 0) = 0 and ∂tξ̃(., 0) = ξ1 in Ωs(0).

(3.28)

Notice that, unlike System (3.12), in this system the boundary condition related to the
elastodynamic equation is incompatible with it. Indeed, for Equations (3.28)6 and (3.28)9 to
combine we must have

[σ̃0
f (v, p̃f )n]i =

3∑
α,j,β=1

(
biαjβ(∇ξ̃)∂β ξ̃j

)
ñα, i = 1, 2, 3, on Γc(0)× (0, T ). (3.29)

This rewriting (3.28)5 of the elasticity equation is e�cient when performing the �xed point the-
orem on the system. In fact, it helps to get over the di�culties emerging from the non-linearity
of the Saint Venant-Kirchho� model and the hyperbolic type of the equation. Due to this dis-
agreement issue between Equations (3.28)6 and (3.28)9, the �rst step of the work is to consider
an auxiliary problem including the natural boundary condition (3.29).

By considering the boundary and initial conditions we assume that the following compatibil-
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ity conditions hold on the initial values

v0 = ξ1 on Γc(0),

σf (v0, pf0)n = 0 on Γc(0),

pf0 = 2µD(v0) in Ωf (0),

∇pf0 = µ∆v0 in Ωf (0),

∇ · σf (v0, pf0) = 0 on Γc(0),

∂tpf |t=0n = S1n+ E1n on Γc(0),

∇ · ρs
[
S1 + ∂tpf |t=0Id

]
= ρf∇ · E1 on Γc(0),

ρf

(
2(∇ · v0)∇ · E1 + ∇ · E2

)
= ∇ · S2 on Γc(0),(

E2 − 2
(
(∇ · v0)S3 + S4

))
n = ρsS2n on Γc(0).

(3.30)

where

• S1 = −µ
(

(D(v0))2 − 2(∇v0)t∇v0

)
+ σf (v0, pf0)S3.

• E1 = 2µsε(ξ1) + λs(∇ · ξ1)Id +∇ · v0Id.

• S2 = ∂2
t pf |t=0Id + 2∂tpf |t=0S3 + pf0S4 + 2µε(∇ · E1)

− 2
(

(D(v0))2 − 2(∇v0)t∇v0

)
S3 + 2D(v0)S4.

• E2 = 2∇ξ1 E1 + 2µs
(
(∇ξ1)t∇ξ1 + λs∇ξ1 + 2

(
(∇ · v0)S3 + S4

)
.

• S3 = (∇ · v0)Id− (∇v0)t.

• S4 =
1

ρf
∇ ·

(
∇ · σf (v0, pf0)

)
Id− 1

ρf
∇
(
∇ · σf (v0, pf0)

)
+ 2cof(∇v0).

These conditions are obtained from (3.12) by considering t = 0, di�erentiating in time once and
twice (3.12)1, (3.12)5, (3.12)7 and (3.12)8 then considering t = 0 and taking into consideration
the following identities

∂t
(
(∇A)−1

)
(., 0) = −∇v0 and ∂t

(
det(∇A)

)
(., 0) = ∇ · v0 in Ωf (0).

De�nition 3.1.1 Let us de�ne the following spaces

STm = L∞
(
0, T ;Hm(Ωs(0))

)
∩Wm,∞(0, T ;L2(Ωs(0))

)
0 ≤ m ≤ 4,

F T
1 = L∞

(
0, T ;L2(Ωf (0))

)
∩ L2

(
0, T ;H1(Ωf (0))

)
,

F T
2 = L∞

(
0, T ;H2(Ωf (0))

)
∩H1

(
0, T ;H1(Ωf (0))

)
∩W 1,∞(0, T ;L2(Ωf (0))

)
,

F T
4 = L∞

(
0, T ;H4(Ωf (0))

)
∩H3

(
0, T ;H1(Ωf (0))

)
∩W 2,∞(0, T ;H2(Ωf (0))

)
∩W 3,∞(0, T ;L2(Ωf (0))

)
,
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PT3 = L∞
(
0, T ;H3(Ωf (0))

)
∩H3

(
0, T ;L2(Ωf (0))

)
∩W 1,∞(0, T ;H2(Ωf (0))

)
∩W 2,∞(0, T ;H1(Ωf (0))

)
,

H1
l

(
0, T ;L2(Γc(0))

)
:= {ψ ∈ H1

(
0, T ; (Γc(0))

)
;ψ(0) = 0}.

Then, for M > 1 and T > 0 we de�ne the following �xed point space

ATM =
{

(v̆, ξ̆) ∈ F T
4 × ST4 , ξ̆(., 0) = 0, ∂tξ̆(., 0) = ξ1 in Ωs(0) and ||v̆||FT

4
≤M, ||ξ̆||ST

4
≤M

}
:= ATM1

× ATM2

After introducing the spaces needed, we are ready to state the main result of the work.

Theorem 3.1.1 (Main Theorem) Let (v0, ξ1, pf0) satisfy (3.4) and (3.30). Then, there exists
T > 0 such that System (3.28) admits a unique solution de�ned on (0, T ) satisfying

(v ◦A, ξ ◦ϕ, pf ◦A) ∈ F T
4 × ST4 × PT3 (3.31)

A ∈ W 1,∞(0, T ;H2(Ωf (0))
)
×W 2,∞(0, T ;L2(Ωf (0))

)
(3.32)

and

ϕ ∈ ST2 . (3.33)

For simplicity, for all m, r > 0 and p, q ∈ [1,+∞], we denote the spacesWm,p
(
0, T ;W r,q(Ωf (0))

)
and Wm,p

(
0, T ;W r,q(Ωs(0))

)
by Wm,p

(
W r,q(Ωf (0))

)
and Wm,p

(
W r,q(Ωs(0))

)
, respectively.

Also the domain's notation is simpli�ed by writing Ωf (0) = Ωf
0 , Ωs(0) = Ωs

0 and Ω(0) = Ω0.
Further, for all t > 0, de�ne

Σt = Γc(0)× (0, t).

3.2 A Partially Linear System

Let (v0, ξ1, pf0) satisfy (3.4) and (3.30). Let 0 < T < 1 and consider (v̆, ξ̆) ∈ ATM to be given.
For these given functions we de�ne the associated �uid �ow Ă and structure deformation ϕ̆ by

Ă(x̃, t) = x̃+

∫ t

0

v̆(x̃, s) ds ∀ x̃ ∈ Ωf
0 , (3.34)

and
ϕ̆(x̃, t) = x̃+ ξ̆(x̃, t) ∀ x̃ ∈ Ωs

0. (3.35)

We use the given (v̆, ξ̆) to partially linearize the non-linear system. Indeed, we consider the
non-linear terms to be given in terms of (v̆, ξ̆). We will give the statement of a corollary of
Sobolev embeddings which is useful in �nding some estimates.
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Corollary 3.2.1 [Bre10, Corollary 9.13] For any integer m ∈ N∗ and 1 ≤ p ≤ ∞.,

if
1

p
− m

N
< 0 then Wm,p(RN) ⊂ L∞(RN),

and it is a continuous injection. In particular the inclusion holds true for any subset Ω of RN .

Lemma 3.2.1 For any subset Ω of R3, we have the following embedding

H2(Ω) ⊂ L∞(Ω).

This yields the existence of a constant C(depending only on N=3 and p=2) such that

||u||L∞(Ω)≤ C||u||H2(Ω) ∀ u ∈ H2(Ω).

Let T ≤ 1/M4 and M > 1. We shall repeatedly use the following two lemmas which provide
bounds on various norms of the deformation maps Ă and ϕ̆.

Lemma 3.2.2 For the �uid �ow Ă given by (3.34) for a given v̆ ∈ ATM1
, there exists a constant

C = C(Ωf
0) > 0 and a constant κ > 0 such that

1- ||Ă||W 1,∞(H4)∩W 3,∞(H2)∩W 4,∞(L2)∩H4(H1)≤ C(1 +M).

2- ||∇Ă− Id||W 1,∞(H3)∩W 3,∞(H1)∩H4(L2)≤ CM.

3- ||∇Ă||L∞(H3)≤ C.

4- ||cof(∇Ă)||L∞(H3)≤ C.

5- ||∂tcof(∇Ă)(t)||L2(H3)≤ CT 1/2M .

6- ||(∇Ă)−1(t)||L∞≤ C||∇Ă(t)||2L∞ for t ∈ [0, T ].

7- ||cof(∇Ă)− Id||L∞(H 3 )+||(∇Ă)−1 − Id||L∞(H 3 )≤ CT κM .

8- ||∂t(∇Ă)−1(t)||Lr≤ C||∇v̆(t)||Lr , for r ∈ [1,+∞] and t ∈ [0, T ].

9- ||det(∇Ă)||L∞(H3)≤ CM and ||∂tdet(∇Ă)||L∞(H2)≤ CM.

10- ||det(∇Ă)− 1||L∞(H3)≤ CT κM.

Proof.

1- Let G = W 1,∞(H4) ∩W 3,∞(H2) ∩W 4,∞(L2) ∩H4(H1).

For all x̃ ∈ Ωf
0 we have Ă(x̃, t) = x̃+

∫ t

0

v̆(x̃, s) ds, then

||Ă(x̃, t)||G ≤ ||x̃||G+
∣∣∣∣∣∣ ∫ t

0

v̆(x̃, s) ds
∣∣∣∣∣∣
G
.
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Notice that as
∫ t

0
v̆(s)ds|t=0 = 0 then applying the generalized Poincaré inequality

[BF13, Proposition III.2.38] there exists a constant C such that∣∣∣∣∣∣ ∫ t

0

v̆(x̃, s) ds
∣∣∣∣∣∣
G
≤ C||v̆||FT

4
.

Whence,

||Ă(x̃, t)||G≤ C + C||v̆||FT
4
≤ C(1 +M).

2- We have ∇Ă(x̃, t) = IdΩf
0
+

∫ t

0

∇v̆(x̃, s) ds, so ∇Ă(x̃, t)−IdΩf
0

=

∫ t

0

∇v̆(x̃, s)ds. Hence,

using the generalized Poincaré inequality there exists a constant CT in (0, T ) such that we
have

||∇Ă(x̃, t)− IdΩf
0
||W 1,∞(H3)∩W 3,∞(H1)∩H4(L2) ≤

∣∣∣∣∣
∣∣∣∣∣
∫ t

0

∇v̆(x̃, s)ds

∣∣∣∣∣
∣∣∣∣∣
W 1,∞(H3)∩W 3,∞(H1)∩H4(L2)

≤ CT ||∇v̆||L∞(H3)∩W 2,∞(H1)∩H3(L2)

≤ CT ||v̆||FT
4
≤ CM.

3- For x̃ ∈ Ωf
0 we have that ∇Ă(x̃, t) = IdΩf

0
+

∫ t

0

∇v̆(x̃, s)ds. Whence

||∇Ă||L∞(H3) = ||IdΩf
0
||L∞(H3)+

∣∣∣∣∣
∣∣∣∣∣
∫ t

0

∇v̆(x̃, s)ds

∣∣∣∣∣
∣∣∣∣∣
L∞(H3)

≤ C + CT ||v̆||FT
4

≤ C + CTM = C.

4- For ∇Ă, its cofactor matrix cof(∇Ă) is a 3-by-3 matrix whose components are
∂Ăi
∂x̃j

∂Ăk
∂x̃l

,

i, j, k, l = 1, 2, 3. Hence, as H3(Ωf
0) ⊂ L∞(Ωf

0) by Lemma 3.2.1 then each component of the
matrix can be bounded by the norm ||∇Ă||2L∞(H3). In addition, using the previous part
gives

||cof(∇Ă)||L∞(H3)≤ C||∇Ă||2L∞(L∞)≤ C||∇Ă||2L∞(H3)≤ C.

5- Using previous part we deduce that the components of ∂tcof(∇Ă) are
∂Ăi
∂x̃j

∂∂tĂk
∂x̃l

. From

the de�nition (3.34) we have ∇Ă = IdΩf
0

+
∫ t

0
∇v̆(s)ds, which after di�erentiating in time

gives ∂t(∇Ă) = ∇ṽ. Hence, the components of ∂tcof(∇Ă) are
∂Ăi
∂x̃j

∂v̆k
∂x̃l

.
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Therefore,

||∂tcof(∇Ă)||L∞(H3) ≤ C||∇v̆||L∞(H3)||∇Ă||L∞(H3)

≤ CM.

As ||∂tcof(∇Ă)||L2(H3)≤ T 1/2||∂tcof(∇Ă)||L∞(H3), it yields

||∂tcof(∇Ă)||L2(L∞)≤ CT 1/2M.

6- From the second part of this lemma, as ||∇Ă − Id||L∞(H3)≤ TM < 1, then ∇Ă is
invertible. For t < T we have,

||(∇Ă)−1(t)||L∞≤ C

∣∣∣∣∣
∣∣∣∣∣ 1

det((∇Ă)(t))

∣∣∣∣∣
∣∣∣∣∣
L∞

∣∣∣∣∣∣cof(∇Ă(t))
∣∣∣∣∣∣
L∞
≤ C

∣∣∣∣∣∣cof(∇Ă(t))
∣∣∣∣∣∣
L∞

≤ C||∇Ă||2L∞ ,

where we used part 4 of this lemma to get the last inequality.

7- For the matrix (∇Ă)−1 we have ∇Ă(∇Ă)−1 = IdΩf
0
. Di�erentiating this relation in time

gives

∂t(∇Ă)−1∇Ă + (∇Ă)−1∂t(∇Ă) = 0,

which is equivalent to

∂t(∇Ă)−1 = (∇Ă)−1∂t(∇Ă)(∇Ă)−1.

Using the fact that ∂t((∇Ă)−1 − Id) = ∂t((∇Ă)−1) yeilds

∂t((∇Ă)−1 − Id) = −(∇Ă)−1 ·∇v̆ · (∇Ă)−1

= −
(
(∇Ă)−1 − Id

)
·∇v̆ ·

(
(∇Ă)−1 − Id

)
−∇v̆ ·

(
(∇Ă)−1 − Id

)
−
(
(∇Ă)−1 − Id

)
·∇v̆ −∇v̆.

Using the inequality [KP88]

||abc||Hp≤ C
(
||a||Hp ||b||L∞ ||c||L∞+||a||L∞ ||b||Hp||c||L∞+||a||L∞||b||L∞||c||Hp

)
, (3.36)

we thus obtain

||((∇Ă)−1 − Id)(t)||H3 ≤
∫ t

0

||∂t
(
(∇Ă)−1 − Id

)
(s)||H3 ds

≤ C

∫ t

0

||(∇Ă)−1 − Id||H3||(∇Ă)−1 − Id||L∞||∇v̆||L∞ ds

+ C

∫ t

0

||(∇Ă)−1 − Id||2L∞||∇v̆||H3 ds

+ C

∫ t

0

||(∇Ă)−1 − Id||H1 ||∇v̆||H3 ds+ C

∫ t

0

||∇v̆||H3 ds.
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Hence we get

||((∇Ă)−1 − Id)(t)||H3 ≤ C

∫ t

0

||(∇Ă)−1(s)− Id||H3 ||∇v̆(s)||H3 ds+ C

∫ t

0

||∇v̆(s)||H3 ds

≤ C||∇v̆||L∞(H4)

∫ t

0

||(∇Ă)−1(s)− Id||H3 ds+ CT ||∇v̆||L∞(H4)

≤ CM

∫ t

0

||(∇Ă)−1(s)− Id||H3 ds+ CTM.

Using Grönwall's inequality (B.1) we the existence of a κ > 0 such that

||(∇Ă)−1 − Id||L∞(H3)≤ T e(CTM) ≤ CT κM,

for T su�ciently small with respect to M .
As for ||cof(∇Ă) − Id||L∞(H3) we use the mean value theorem. First, let us de�ne the
spaces

F T
3 = H3

(
0, T ;L2(Ωf

0))
)
∩ L∞

(
0, T ;H3(Ωf

0)
)
∩W 2,∞(0, T ;H1(Ωf

0)
)

and

CT
M1

= {F ∈ F T
3 ,F = ∇ṽ; for some ṽ ∈ ATM1

, ||F ||FT
3
≤M}.

Further, de�ne the function

h : A(x̃, t) ∈ H3(Ωf
0) −→ cof(A) ∈ H3(Ωf

0).

Now we proceed to �nd the Fréchet Derivative of h. For any matrix A ∈ H3(Ωf
0) we have

h(A) = det(A)A−t.

Whence, for any H ∈ H3(Ωf
0),

Dh(A)H = cof(A) : HA−t + det(A)[−A−tH tA−t]

= cof(A)HA−t − cof(A)H tA−t

= −cof(A)[H −H t]A−t.

Using the embedding H3(Ωf
0) ⊂ L∞(Ωf

0) we have ||Dh(A)||L(H3)≤ 4||cof(A)||H3||A−t||H3 .

Applying the mean value theorem to the function h and using parts 2, 4 and 6 of this
lemma yields

||h(∇Ă)− h(Id)||L∞(H3) ≤ sup
s∈[0,1]

||Dh(A+ s(Id−A))||L∞(L(H3))||(∇Ă)− Id||L∞(H3)

≤ sup
s∈[0,1]

||Dh(A+ s(Id−A))||CT
M1
||(∇Ă)− Id||L∞(H3)

≤ C||∇Ă||L∞(H3)||(∇Ă)−1 − Id||L∞(H3)

≤ CT κM.
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Notice that, as CT
M1

is a convex set, then for any A ∈ CT
M1
, A + s(Id − A) ∈ CT

M1
for

s ∈ [0, 1]. Thus,

sup
s∈[0,1]

||Dh(A+ s(Id−A))||L∞(H3)

≤ C sup
s∈[0,1]

||cof(A+ s(Id−A))||L∞(H3)||[A+ s(Id−A)]−1||L∞(H3)

≤ C sup
s∈[0,1]

||cof(A+ s(Id−A))||CT
M1
||[A+ s(Id−A)]−1||L∞(H3)

≤ C sup
s∈[0,1]

||A+ s(Id−A)||3FT
3
≤ C (using parts 4 and 6).

8- We have that ∂t(∇Ă(t))−1 = −(∇Ă)−1 ·∇v̆ · (∇Ă)−1. Then

||∂t(∇Ă(t))−1||Lr≤ ||(∇Ă(t))−1||2L∞||∇v̆(t)||Lr≤ C||∇v̆(t)||Lr ,

where we used previous parts for the last inequality.

In particular, for r = +∞ we have

||∂t(∇Ă(t))−1||L∞≤ ||(∇Ă(t))−1||2L∞||∇v̆(t)||L∞≤ C||∇v̆(t)||L∞ .

Taking supremum of t in (0, T ) we get

||∂t(∇Ă(t))−1||L∞(L∞)≤ C||∇v̆(t)||L∞(L∞)≤ CM,

which yields

||∂t(∇Ă(t))−1||L2(L∞)≤ CT 1/2||∇v̆(t)||L∞(L∞)≤ CT 1/2M.

9- We have that Ă = (Ă1, Ă2, Ă3)t. The Jacobian matrix of Ă is given by the following
matrix

∇Ă =



∂Ă1

∂x̃1

∂Ă1

∂x̃2

∂Ă1

∂x̃3

∂Ă2

∂x̃1

∂Ă2

∂x̃2

∂Ă2

∂x̃3

∂Ă3

∂x̃1

∂Ă3

∂x̃2

∂Ă3

∂x̃3


.

Hence, using (3.21)

det(∇Ă) =
1

6
εijkεpqr∂pĂi∂qĂj∂rĂk with the summation convention.
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Then,

||det(∇Ă)||L∞(H3)≤ C||∇Ă||3L∞(H3)≤ C.

Moreover, the time derivative of the determinant is

∂tdet(∇Ă) =
1

6
εijkεpqr

[
(∂t∂pĂi)∂qĂj∂rĂk + ∂pĂi(∂t∂qĂj)∂rĂk + ∂pĂi∂qĂj(∂r∂kĂk)

]
with the summation convention.

Consequently,

||∂tdet(∇Ă)||L∞(H2) ≤ C||∂t∇Ă||L∞(L∞)||∇Ă||2L∞(H2)

≤ C||∂t∇Ă||L∞(H2)||∇Ă||2L∞(H2)

≤ C||∇v̆||L∞(H2)||∇Ă||2L∞(H2)

≤ CM.

10- Consider the function f = det(F ), for F (x̃, t) ∈ H3(Ωf
0). The function f is continuous,

and di�erentiable. Its Fréchet derivative is given by

Df(F )H = cof(F ) : H , ∀ H = H(x̃, t) ∈ H3(Ωf
0).

Using the embedding of H3(Ωf
0) ⊂ L∞(Ωf

0) yields

||Df(F )H||H3 ≤ ||cof(F )||L∞||H||H3+||cof(F )||H3||H||L∞
≤ C||cof(F )||H3||H||H3 .

Therefore, we have ||Df(F )||L(H3)≤ ||cof(F )||H3 . Applying the mean value theorem to the
function f and using parts 2 and 4 of this lemma yield

||det(∇Ă)− det(Id)||L∞(H3) ≤ sup
s∈[0,1]

||Df(F + s(Id− F ))||L∞(H3)||(∇Ă)−1 − Id||L∞(H3)

≤ sup
s∈[0,1]

||cof(F + s(Id− F ))||L∞(H3)||(∇Ă)−1 − Id||L∞(H3)

≤ C||(∇Ă)−1 − Id||L∞(H3)

≤ CT κM.

Indeed, we have used that L∞(H3) ⊂ CT
M1

and part 4 of this lemma which give

sup
s∈[0,1]

||cof(F + s(Id− F ))||L∞(H3)≤ sup
s∈[0,1]

||cof(F + s(Id− F ))||CT
M1
≤ C.

Remark 3.2.1 The last part of Lemma 3.2.2 gives

||det(∇Ă)− 1||L∞(L∞)≤ CT κM.
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That is, for all t in (0, T ) and x̃ in Ωf
0 we have

−CT κM ≤ det(∇Ă)(x̃, t)− 1 ≤ CT κM.

This gives

det(∇Ă)(x̃, t) ≥ 1− CT κM ∀ (x̃, t) ∈ Ωf
0 × (0, T ).

Remark 3.2.2 For 0 < n ≤ 4, the quantity CTMn can be approximated by CT κM , with κ > 0.
Indeed, as TM4 < 1, then we can �nd κ > 0 such that TM4 ≤ T κ.

Lemma 3.2.3 Let M > 1, T > 0 and ξ̆ ∈ ATM2
be given. There exists C > 0 such that for all

i, α, j, β ∈ {1, 2, 3}, we have:

1- ∣∣∣∣∣∣cliαjβ(∇ξ̆) + cqiαjβ(∇ξ̆)
∣∣∣∣∣∣
ST

3

≤ C(M +M2) (3.37)

where cliαjβ and cqiαjβ are de�ned by the expressions (3.15) and (3.16) respectively.

2- For any matrix A ∈M3(R), we have

3∑
i,α,j,β=1

ciαjβ(∇ξ̆)AjβAiα ≥
µs
2
|A+ At|2+λs|tr(A)|2−CT (M +M2)|A|2. (3.38)

3- ∣∣∣∣∣∣dliαjβ(∇ξ̆) + dQiαjβ(∇ξ̆) + dTiαjβ(∇ξ̆) + dFiαjβ(∇ξ̆)
∣∣∣∣∣∣
ST

3

≤ C(M +M2 +M3 +M4). (3.39)

4- For any matrix A ∈M3(R) we have

3∑
i,α,j,β=1

diαjβ(∇ξ̆)AjβAiα ≥ C|tr(A)|2−CT (M +M2 +M3 +M4)|A|2. (3.40)

5-

||∇ϕ̆||L∞(H2(Ωs
0))≤ C. (3.41)

6-

||cof(∇ϕ̆)||L∞(H2(Ωs
0))≤ C and ||cof(∇ϕ̆)||L2(H2(Ωs

0))≤ CT 1/2. (3.42)

7- We have

||det(∇ϕ̆)||L∞(H2)≤ C and ||∂tdet(∇ϕ̆)||L∞(H2)≤ CM. (3.43)
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8-

||(∇ϕ̆)−1||L∞(H2(Ωs
0))≤ C. (3.44)

9- For ξ̆ ∈ ATM2
we have

||det(∇ϕ̆)− 1||L∞(H2(Ωs
0))≤ CTM. (3.45)

Proof.

1- From the de�nition (3.15) of the linear part cliαjβ(∇ξ̆) we have

||cliαjβ(∇ξ̆)||L2≤ C||∇ξ̆||L2≤ C||ξ̆||H1 . (3.46)

While from the de�nition (3.16) of the quadratic part cqiαjβ(∇ξ̆) we have

||cqiαjβ(∇ξ̆)||H3≤ C||∂β ξ̃j∂αξ̃i||2H3 ≤ C||∂β ξ̃j||H3||∂αξ̃i||L∞+C||∂β ξ̃j||L∞||∂αξ̃i||H3

≤ C||∇ξ̆||H3||∇ξ̆||H3+C||∇ξ̆||H3||∇ξ̆||H3

≤ C||∇ξ̆||2H3≤ ||ξ̆||2H4(Ωs
0).

Here we have used the Sobolev embedding of H3 into L∞ obtained by Corollary 3.2.1.
Using the above two inequalities we get

||cliαjβ(∇ξ̆) + cqiαjβ(∇ξ̆)||H3 ≤ ||cliαjβ(∇ξ̆)||H3+||cqiαjβ(∇ξ̆)||H3

≤ C
(
||ξ̆||H4+||ξ̆||2H4

)
.

Taking supremum on (0, T ) yields

||cliαjβ(∇ξ̆) + cqiαjβ(∇ξ̆)||L∞(H3) ≤ C
(
||ξ̆||L∞(H4)+||ξ̆||2L∞(H4)

)
≤ C(M +M2). (3.47)

On the other hand, using the fact that ||∂t∇ξ̆||L∞(H3)≤ ||ξ̆||ST
4
we obtain

||∂tcliαjβ(∇ξ̆) + ∂tc
q
iαjβ(∇ξ̆)||L∞(L2) ≤ ||∂tcliαjβ(∇ξ̆)||L∞(L2)+||∂tcqiαjβ(∇ξ̆)||L∞(L2)

≤ C
(
||ξ̆||ST

4
+||ξ̆||2ST

4

)
≤ C(M +M2).

(3.48)

Where we used

||∂t∇ξ̆∇ξ̆||L2≤ C(Ωs
0)||∂t∇ξ̆||L2||∇ξ̆||L∞≤ C||ξ̆||ST

4
||ξ̆||H2≤ C||ξ̆||2ST

4
.

Proceeding in a similar way, one can show that

||∂kt cliαjβ(∇ξ̆) + ∂kt c
q
iαjβ(∇ξ̆)||L∞(L2) ≤ C(M +M2) for k = 2, 3. (3.49)

Combining (3.47)-(3.49) gives the desired result.

Page 62



3.2. A PARTIALLY LINEAR SYSTEM

2- We have

R1 =
3∑

i,α,j,β=1

(δβiδαj + δαβδij)AjβAiα =
3∑

i,j=1

[(1 + 0)AjiAij] +
3∑

i,α=1

(1 + 0)AiαAiα

= tr(AtA) + |A|2. (3.50)

But, using the fact that (a+ b)2 ≤ 2(a2 + b2) gives

tr(AtA) = |A|2=
1

2
(|A|2+|At|2) ≥ 1

4
|A+At|2 (3.51)

Hence,
µsR1 ≥

µs
2
|A+At|2.

Also,

R2 =
3∑

i,α,j,β=1

(δiαδjβ)AjβAiα =
3∑

i,j=1

AjjAii =
3∑
i=1

Aii

3∑
j=1

Ajj = |tr(A)|2. (3.52)

As a result we obtain
λsR2 ≥ λs|tr(A)|2.

Finally, thanks to (3.37) we have that

R3 =
3∑

i,α,j,β=1

(
cliαjβ(∇ξ̆) + cqiαjβ(∇ξ̆)

)
AjβAiα

≥ −
3∑

i,α,j,β=1

∣∣∣cliαjβ(∇ξ̆) + cqiαjβ(∇ξ̆)
∣∣∣|AjβAiα|

≥ −T
3∑

i,α,j,β=1

||cliαjβ(∇ξ̆) + cqiαjβ(∇ξ̆)||ST
1
|AjβAiα|

≥ −CT (M +M2)|A|2.

(3.53)

In fact, in order to get the norm |A|2, we use the identity |ab| ≤ C(|a|2 + |b|2). Indeed, we
have

3∑
i,α,j,β=1

|AjβAiα|≤
1

2

[
|A|2+|At|2

]
≤ |A|2.

Therefore, combining the estimates on R1, R2 and R3 we get the desired result.

3- Using the de�nition (3.24), the inequality (3.36) and the embedding H3 ⊂ L∞, we have

||dFiαjβ(∇ξ̆(t))||H3 ≤ ||∇ξ̆(t)||3L∞ ||∇ξ̆(t)∇ξ̆(t)∇ξ̆(t)||H3

≤ ||∇ξ̆(t)||4H3

≤ ||ξ̆(t)||4H4 .

Page 63



CHAPTER 3. NON-LINEAR FLUID-STRUCTURE INTERACTION SYSTEM

Taking supremum over (0, T ) we get

||dFiαjβ||L∞(H3)≤M4.

In a similar manner we show that

||dLiαjβ||L∞(H3)≤ ||ξ̆||ST
4
, ||dQiαjβ||L∞(H3)≤ ||ξ̆||2ST

4
and ||dTiαjβ||L∞(H3)≤ ||ξ̆||3ST

4
.

4- Using the de�nition (3.23) of diαjβ we can see that for i = α and j = β we get the constant
terms. Hence for i = α and β = j

3∑
i,α,j,β=1

diαjβAjβAiα = C
3∑

i,j=1

AiiAjj = C|tr(A)|2.

Proceeding in a similar manner as in part 2, we get the desired result.

5- For t ∈ [0, T ], we have that

∇ϕ̆(t) = IdΩs
0

+ ∇ξ̆(t)

= IdΩs
0

+

∫ t

0

∂s∇ξ̆(s) ds,

then,

||∇ϕ̆||L∞(H2(Ωs
0)) ≤ ||IdΩs

0
||L∞(H2(Ωs

0))+T ||∂t∇ξ̆||L∞(H2((Ωs
0))

≤ C + CT ||ξ̆||ST
4
≤ C.

6- Arguing as in part 4 of Lemma 3.2.2. The components of the matrix cof(∇ϕ̆) are
∂ϕ̆i
∂x̃j

∂ϕ̆k
∂x̃l

,

where i, j, k, l = 1, 2, 3. Hence

||cof(∇ϕ̆)||L∞(H2(Ωs
0))≤ ||∇ϕ̆||2L∞(H2(Ωs

0))≤ C. (3.54)

We can then deduce that

||cof(∇ϕ̆)||L2(H2(Ωs
0))≤ CT.

7- We have ϕ̆ = (ϕ̆1, ϕ̆2, ϕ̆3)t. The Jacobian matrix of ϕ̆ is given by the following matrix

∇ϕ̆ =



∂ϕ̆1

∂x̃1

∂ϕ̆1

∂x̃2

∂ϕ̆1

∂x̃3

∂ϕ̆2

∂x̃1

∂ϕ̆2

∂x̃2

∂ϕ̆2

∂x̃3

∂ϕ̆3

∂x̃1

∂ϕ̆3

∂x̃2

∂ϕ̆3

∂x̃3


.
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Hence,

det(∇ϕ̆) =
1

6
εijkεpqr∂pϕ̆i∂qϕ̆j∂rϕ̆k with the summation convention.

This yields

||det(∇ϕ̆)||L∞(H2)≤ ||∇ϕ̆||3L∞(H2)≤ C.

In addition, for the time derivative of the determinant we have

∂tdet(∇ϕ̆) =
1

6
εijkεpqr

[
(∂t∂pϕ̆i)∂qϕ̆j∂rϕ̆k + ∂pϕ̆i(∂t∂qϕ̆j)∂rϕ̆k + ∂pϕ̆i∂qϕ̆j(∂t∂rϕ̆k)

]
with the summation convention.

Whence,

||∂tdet(∇ϕ̆)||L∞(H2) ≤ C||∇ϕ̆||L∞(L∞)||∂t∇ϕ̆||2L∞(H2)

≤ C||∂t∇ϕ̆||L∞(H2)||∇ϕ̆||2L∞(H2)

≤ C||∂t∇ξ̆||L∞(H2)||∇ϕ̆||2L∞(H2)

≤ CM.

8- The inverse of the deformation gradient can be expressed as (∇ϕ̆)−1 =
[cof(∇ϕ̆)]t

det(∇ϕ̆)
. Then

we have

||(∇ϕ̆)−1||L∞(L∞(Ωs
0)) ≤ C

∣∣∣∣∣
∣∣∣∣∣ 1

det(∇ϕ̆)

∣∣∣∣∣
∣∣∣∣∣
L∞(L∞)

∣∣∣∣∣∣cof(∇ϕ̆)
∣∣∣∣∣∣
L∞(L∞)

≤ C
∣∣∣∣∣∣cof(∇ϕ̆)

∣∣∣∣∣∣
L∞(L∞)

≤ C.

9- Similarly as in Lemma 3.2.2, we apply the mean value theorem to the function f(F ) =
det(F ). We have Df(F )H = cof(F )H. Then ||Df(F )||L(H3)≤ ||cof(F )||H3≤ C.

Applying the mean value theorem gives

||det(∇ϕ̆)− det(Id)||L∞(H2) ≤ C||∇ϕ̆− Id||L∞(H2)

≤ C

∣∣∣∣∣
∣∣∣∣∣
∫ t

0

∂s∇ξ̆(s) ds

∣∣∣∣∣
∣∣∣∣∣
L∞(H2)

≤ CTM.

In particular, we have ||det(∇ϕ̆)−det(Id)||L∞(L∞)≤ CTM. Proceeding as in Remark 3.2.1,
gives

det(∇ϕ̆) ≥ 1− CTM ≥ 1− CT κM. (3.55)
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The main step to establish the local in time existence and uniqueness of solution of the
coupled problem is to partially linearize it. This is achieved by considering the non-linear terms
to be given, thus the �ow map and deformation are given by (3.34) and (3.35) respectively.
For the given Ă, ϕ̆ and (v̆, ξ̆) ∈ ATM we denote biαjβ(∇ξ̆) by b̆iαjβ and the �uid shear stress
is denoted by σ̆0

f (ṽ, p̃f ) when considering Ă in the expression (3.8). Now we write the system
(3.28) in the reference con�guration at time t = 0. Equation (3.28)1 is replaced by

ρfdet(∇Ă)∂tṽ −∇ · σ̆0
f (ṽ, p̃f ) = 0 in Ωf

0 × (0, T )

and Equation (3.28)5 is replaced by

ρsdet(∇ϕ̆)∂2
t ξ̃i −

3∑
α,j,β=1

b̆iαjβ∂
2
αβ ξ̃j = 0, i = 1, 2, 3 in Ωs

0 × (0, T ).

The coupling conditions on ΣT are given by
ṽ = ∂tξ̃,[
σ̆0
f (ṽ, p̃f ) ñ

]
i

=
3∑

α,j,β=1

(∫ t

0

b̆iαjβ∂
2
sβ ξ̃jds

)
ñα for i = 1, 2, 3.

(3.56)

For (v̆, ξ̆) being given in ATM , we introduce the following mapping

Ψ : (v̆, ξ̆) −→ (ṽ, ξ̃)

where (ṽ, ξ̃) together with p̃f form the solution of the partially linearized system.

First, we start by de�ning an auxiliary problem that considers the boundary condition (3.29).
Choosing a suitable functional space we write the variational formulation where the pressure term
disappears. Uniqueness and existence of a solution of the auxiliary problem are established in
the next section.

3.3 An Auxiliary Problem

As we mentioned before, there is a disagreement between the elasticity equation and the stress
coupling condition on ΣT attributed to it. Thus, we set up an auxiliary problem in which the
natural boundary condition (3.29) is used. This problem constitutes the �rst tool in establishing
the existence and uniqueness of the strong solution of the FSI problem. We start by introducing
the auxiliary problem. Let g = [g1, g2, g3]t be a function in H1

l

(
[0, T ] ;L2(Γc(0))

)
, and consider
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the following system:

ρfdet(∇Ă)∂tṽ −∇ · σ̆0
f (ṽ, p̃f ) = 0 in Ωf

0 × (0, T ),

∇ ·
(
det(∇Ă)(∇Ă)−1ṽ

)
= 0 in Ωf

0 × (0, T ),

ṽ = vin ◦ Ă on Γin(0)× (0, T ),
σ̆0
f (ṽ, p̃f ) ñ = 0 on Γout(0)× (0, T ),

ρsdet(∇ϕ̆)∂2
t ξ̃i −

3∑
α,j,β=1

b̆iαjβ∂
2
αβ ξ̃j = 0 i = 1, 2, 3, in Ωs

0 × (0, T ),

ξ̃ = 0 on Γ2(0)× (0, T ),

ṽ = ∂tξ̃ on Γc(0)× (0, T ),[
σ̆0
f (ṽ, p̃f )ñ

]
i

=
3∑

α,j,β=1

(
b̆iαjβ∂β ξ̃j

)
ñα + gi i = 1, 2, 3, on Γc(0)× (0, T ),

ṽ(., 0) = v0, and p̃f (., 0) = pf0 in Ωf
0 ,

ξ̃(., 0) = 0 and ∂tξ̃(., 0) = ξ1 in Ωs
0.

(3.57)

The following lemma states the existence and uniqueness of solution for the auxiliary problem.

Lemma 3.3.1 Let (v̆, ξ̆) ∈ ATM , v0 ∈ L2(Ωf
0), ξ1 ∈ L2(Ωs

0) and pf0 ∈ L2(Ωf
0). For T small with

respect to M and the initial conditions, there exists a unique weak solution (ṽ, ξ̃) ∈ F T
1 × ST1 of

(3.57). In addition, this solution satis�es the following a priori estimate

||ṽ||2FT
1

+||ξ̃||2ST
1
≤ C

[ρf
2
||v0||2L2(Ωf

0 )
+
ρs
2
||ξ1||2L2(Ωs

0)+||g||2H1(L2(Γc(0)))

]
. (3.58)

Remark 3.3.1 Taking T small with respect to M and the initial conditions, means that there
exists n0 > 0 and ε positive such that

T ≤

{
ε

Mn0
,

ε

h(||v0||H6(Ωf
0 ), ||ξ1||H3(Ωs

0), ||pf0||L2(Ωf
0 ))

}
.

From here on, we simplify the notation for all the norms by omitting the indication for the
domain as it is always clear from the context. For instance, we write ||ṽ||L2= ||ṽ||L2(Ωf

0 ) and

||ξ̃||L2= ||ξ̃||L2(Ωs
0).

In order to prove Lemma 3.3.1 we proceed as follows. First, we write the variational formu-
lation corresponding to the coupled system using a divergence-free functional space. Then, we
use a Faedo-Galerkin approach to �nd an approximation of the solution, which enables us to
�nd some a priori estimates on the Galerkin sequences. Using the estimates and compactness
results we prove the existence and uniqueness of the solution.

3.3.1 Variational Formulation

Consider the following divergence-free functional space

W̃ =
{
η̃ ∈ H1(Ω0)| ∇ · (det(∇Ă)(∇Ă)−1η̃) = 0 on Ωf

0 and η̃ = 0 on Ω0 \ Γ̃out(0)
}
.
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Let [[., .]] denote the weighted L2 inner product de�ned by

[[γ̃, η̃]] =

∫
Ωf

0

ρf γ̃ · η̃ dx̃+

∫
Ωs

0

ρsγ̃ · η̃ dx̃ ∀ γ̃, η̃ ∈ W̃ .

This norm is equivalent to the norm || . ||L2(Ω0).
In order to derive the variational formulation of (3.57), we multiply Equations (3.57)1 and

(3.57)5 by a test function η̃ ∈ W̃ and integrate by parts to get
ρf

∫
Ωf

0

det(∇Ă)∂tṽ · η̃ dx̃+

∫
Ωf

0

σ̆0
f (ṽ) : ∇η̃ dx̃−

∫
Γc(0)

σ̆0
f (ṽ, p̃f )ñf · η̃ dΓ̃

+ρs

∫
Ωs

0

det(∇ϕ̆)∂2
t ξ̃ · η̃ dx̃−

3∑
i,α,j,β=1

∫
Ωs

0

b̆iαjβ∂
2
αβ ξ̃j η̃i dx̃

(3.59)

but we have,
∂α(b̆iαjβ∂β ξ̃j) = ∂αb̆iαjβ∂β ξ̃j + b̆iαjβ∂

2
αβ ξ̃j.

Hence,

−
3∑

i,α,j,β=1

∫
Ωs

0

b̆iαjβ∂
2
αβ ξ̃j η̃i dx̃ =

3∑
i,α,j,β=1

∫
Ωs

0

∂αb̆iαjβ∂β ξ̃j η̃i dx̃−
3∑

i,α,j,β=1

∫
Ωs

0

∂α(b̆iαjβ∂β ξ̃j) η̃i dx̃.

Applying integration by parts to the last integral gives

3∑
i,α,j,β=1

∫
Ωs

0

∂α(b̆iαjβ∂β ξ̃j) η̃i dx̃ = −
3∑

i,α,j,β=1

∫
Ωs

0

b̆iαjβ∂β ξ̃j ∂αη̃i dx̃+
3∑

i,α,j,β=1

∫
Γc(0)

b̆iαjβ∂β ξ̃j ñα η̃i dΓ̃.

On the other hand, due to the condition (3.57)8, the integrals across the common boundary

Γc(0) will sum up to give −
∫

Γc(0)

g · η̃ dΓ̃. Therefore formulation (3.59) is written as



ρf

∫
Ωf

0

det(∇Ă)∂tṽ · η̃ dx̃+

∫
Ωf

0

σ̆0
f (ṽ) : ∇η̃ dx̃+ ρs

∫
Ωs

0

det(∇ϕ̆)∂2
t ξ̃ · η̃ dx̃

+
3∑

i,α,j,β=1

∫
Ωs

0

b̆iαjβ∂β ξ̃j ∂αη̃i dx̃+
3∑

i,α,j,β=1

∫
Ωs

0

∂αb̆iαjβ∂β ξ̃j η̃i dx̃

=

∫
Γc(0)

g · η̃ dΓ̃ ∀ η̃ ∈ W̃ .

(3.60)

Note that, the space W̃ is the transformation of the space

W =
{
η ∈ H1(Ω(t)) | ∇ · η = 0 on Ωf (t) and η = 0 on ∂Ω(t) \ Γout(t)

}
.

This explains the disappearance of the pressure term p̃f from the weak formulation.
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Remark 3.3.2 ":" corresponds to the Hadamard product of matrices de�ned by

A : B =
n∑

i,j=1

Ai,jBi,j, for A,B ∈Mn(R).

In order to derive the weak formulation we consider a global test function η̃ in W̃ . This
will simplify the work. In fact, rather than looking for two solutions using two independent test
functions on each sub-domain, we search for one solution γ̃ over the domain Ω0. By considering
a global test function we are able to embed the stress condition into the formulation in such a
way that it would cancel out on the entire domain. Further, we will guarantee the existence of
a weak solution γ̃ in W̃ . Consequently, ṽ and ξ̃ are considered to be the restriction of γ̃ on
the sub-domains Ωf

0 and Ωs
0, respectively. Note that, if we consider the restriction of η̃ on the

two sub-domains Ωf
0 and Ωs

0, we cannot guarantee the existence of the weak solutions in the
restriction of W̃ on each sub-domain. Thus, we introduce the auxiliary function γ̃ de�ned by

γ̃ =

{
ṽ in Ωf

0 ,

∂tξ̃ in Ωs
0,

and γ̃0 =

{
v0 in Ωf

0 ,

ξ1 in Ωs
0,

(3.61)

which is a continuous function on Ω0, due to the continuity of velocities across the interface Γc(0)
which is given by the condition (3.57)7. By this de�nition, we can write ṽ(t) = γ̃(t) on Ωf

0 , and
ξ̃(t) =

∫ t
0
γ̃(s)ds on Ωs

0, based on the fact that ξ̃(0) = ξ0 = 0. Then, for all test functions η̃ in
W̃ the weak formulation (3.60) is equivalent to

ρf

∫
Ωf

0

det(∇Ă)∂tγ̃ · η̃ dx̃+ ρs

∫
Ωs

0

det(∇ϕ̆)∂tγ̃ · η̃ dx̃+

∫
Ωf

0

σ̆0
f (γ̃) : ∇η̃ dx̃

+
3∑

i,α,j,β=1

∫
Ωs

0

b̆iαjβ∂β(
∫ t

0
γ̃(s)ds)j ∂αη̃i dx̃+

3∑
i,α,j,β=1

∫
Ωs

0

∂αb̆iαjβ∂β(
∫ t

0
γ̃(s)ds)j η̃i dx̃

=

∫
Γc(0)

g · η̃ dΓ̃,

γ̃(0) = γ̃0,∫ t

0

(
γ̃(s)|Ωf

0

)∣∣∣∣
Γc(0)

ds =

∫ t

0

(
γ̃(s)|Ωs

0

)∣∣∣∣
Γc(0)

ds, ∀ t ∈ [0, T ].

(3.62)

3.3.2 Galerkin Approximation

In order to show that the system admits a unique solution we will use a Faedo-Galerkin
approach. Let {ψl}nl=1 be a basis of W̃ in L2(Ω0) which is orthogonal for the H1-Norm and
orthonormal for the L2-Norm.
Take W̃n = span{ψ1, . . . ,ψn}. We seek to �nd a Galerkin approximation {γ̃n}n ∈ C1(0, T ; W̃n)
of the form

γ̃n =
n∑
l=1

fnl (t)ψl(x̃) (3.63)
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satisfying

ρf

∫
Ωf

0

det(∇Ă)∂tγ̃n · η̃n dx̃+ ρs

∫
Ωs

0

det(∇ϕ̆)∂tγ̃n · η̃n dx̃+

∫
Ωf

0

σ̆0
f (γ̃n) : ∇η̃n dx̃

+
3∑

i,α,j,β=1

∫
Ωs

0

b̆iαjβ∂β(
∫ t

0
γ̃n(s)ds)j ∂αη̃n,i dx̃+

3∑
i,α,j,β=1

∫
Ωs

0

∂αb̆iαjβ∂β(
∫ t

0
γ̃n(s)ds)j η̃n,i dx̃

=

∫
Γc(0)

g · η̃n dΓ̃ ∀ η̃n ∈ W̃n,

(3.64)
and

[[γ̃n(0), η̃n]] = [[γ̃0, η̃n]], ∀ η̃n ∈ W̃n. (3.65)

Notice that, trivially γ̃n de�ned in (3.63) satis�es∫ t

0

(
γ̃n(s)|Ωf

0

)∣∣∣∣
Γc(0)

ds =

∫ t

0

(
γ̃n(s)|Ωs

0

)∣∣∣∣
Γc(0)

ds, ∀ t ∈ [0, T ]. (3.66)

We can write (3.64)-(3.65) as an equivalent system of �rst-order, linear ordinary di�erential
equation (ODE) for {fnl }nl=1 .

Set hnl (t) =
∫ t

0
fnl (s)ds for l = 1, · · · , n. For 1 ≤ k ≤ n, the problem (3.64)-(3.65) is equivalent

to the following ODE initial value problem



n∑
l=1

d

dt
fnl (t)

[
ρf

∫
Ωf

0

det(∇Ă)ψl ·ψk dx̃+ ρs

∫
Ωs

0

det(∇ϕ̆)ψl ·ψk dx̃

]

+
n∑
l=1

fnl (t)

∫
Ωf

0

σ̆0
f (ψl) : ∇ψk dx̃

+
n∑
l=1

hnl (t)

( 3∑
i,α,j,β=1

∫
Ωs

0

b̆iαjβ∂βψl,j ∂αψk,i dx̃+

3∑
i,α,j,β=1

∫
Ωs

0

∂αb̆iαjβ∂βψl,j ψk,i dx̃

)
︸ ︷︷ ︸

[Di,α,j,β]k

=

∫
Γc(0)

g ·ψk dΓ̃,

d

dt
hnl (t) = fnl (t) ∀ 1 ≤ l ≤ n,

n∑
l=1

[[ψl,ψk]]f
n
l (0) = [[γ̃0,ψk]],

hnl (0) = 0 ∀ 1 ≤ l ≤ n.

(3.67)
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System (3.67) can be rewritten in the following matrix form


[[ψl,ψk]]

n
l,k=1 0n

0n In


A

d

dt



fn1 (t)
...

fnn (t)

hn1 (t)
...

hnn(t)


d

dt
F

=


Sn [D]n

In 0n


B



fn1 (t)
...

fnn (t)

hn1 (t)
...

hnn(t)


F

+



[∫
Γc(0)

g ·ψk dΓ̃

]n
k=1

0n×1


C

(3.68)
with

[[ψl,ψk]]
n
l,k=1 =

[
ρf

∫
Ωf

0

det(∇Ă)ψl ·ψk dx̃+ ρs

∫
Ωs

0

det(∇ϕ̆)ψl ·ψk dx̃

]n
l,k=1

,

Sn =

[∫
Ωf

0

σ̆0
f (ψl) : ∇ψk dx̃

]n
l,k=1

and [D]n = [Di,α,j,β]nl,k=1.

The matrix A is a positive de�nite matrix as the function set {ψi}ni=1 is linearly independent.
Moreover, A is bounded on (0, T ). Further, matrices B and C are bounded on (0, T ). Hence
by theory for systems of linear �rst order ODEs, we get that system (3.67) admits a unique C1-
solution {fn1 , . . . , fnn , hn1 , . . . , hnn} which yields the existence of a unique Galerkin approximation
{γ̃n}n of (3.64)-(3.65) such that γ̃n ∈ W 1,∞(0, T ;H1(Ω0)).

Now we proceed to derive a priori estimates on γ̃n.

3.3.3 A Priori Estimates

Step 1: Estimates on γ̃n

We aim to �nd some estimates on γ̃n. In order to do so, we set η̃n = γ̃n in (3.64) to get

ρf

∫
Ωf

0

det(∇Ă)∂tγ̃n · γ̃n dx̃+

∫
Ωf

0

σ̆0
f (γ̃n) : ∇γ̃n dx̃+ ρs

∫
Ωs

0

det(∇ϕ̆)∂tγ̃n · γ̃n dx̃

+
3∑

i,α,j,β=1

∫
Ωs

0

b̆iαjβ∂β(
∫ t

0
γ̃n(s)ds)j ∂

2
αt(
∫ t

0
γ̃n(s)ds)i dx̃

+
3∑

i,α,j,β=1

∫
Ωs

0

∂αb̆iαjβ∂β(
∫ t

0
γ̃n(s)ds)j γ̃n,i dx̃ =

∫
Γc(0)

g · γ̃n dΓ̃.

(3.69)
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Then, integrating over (0, t) and applying integration by parts yield



ρf
2

∫
Ωf

0

det(∇Ă)(t)|γ̃n(t)|2 dx̃+
ρs
2

∫
Ωs

0

det(∇ϕ̆)(t)|γ̃n(t)|2 dx̃

+

∫ t

0

∫
Ωf

0

µ

2
det(∇Ă)|∇γ̃n(∇Ă)−1 + (∇Ă)−t(∇γ̃n)t|2 dx̃ ds

+
1

2

3∑
i,α,j,β=1

∫
Ωs

0

b̆iαjβ(t) ∂β(
∫ t

0
γ̃n(s)ds)j ∂α(

∫ t
0
γ̃n(s)ds)i dx̃−

ρs
2

∫ t

0

∫
Ωs

0

∂sdet(∇ϕ̆)|γ̃n|2 dx̃ ds

−1

2

3∑
i,α,j,β=1

∫ t

0

∫
Ωs

0

∂sb̆iαjβ ∂β(
∫ s

0
γ̃n(τ)dτ)j ∂α(

∫ s
0
γ̃n(τ)dτ)i dx̃ ds

−ρf
2

∫ t

0

∫
Ωf

0

∂sdet(∇Ă)|γ̃n|2 dx̃ ds+
3∑

i,α,j,β=1

∫ t

0

∫
Ωs

0

∂αb̆iαjβ∂β(
∫ s

0
γ̃n(τ)dτ)j∂s(

∫ s
0
γ̃n(τ)dτ)i dx̃ ds

=

∫ t

0

∫
Γc(0)

g · γ̃n dΓ̃ ds+
ρf
2

∫
Ωf

0

|γ̃n(0)|2 dx̃+
ρs
2

∫
Ωs

0

|γ̃n(0)|2 dx̃.

(3.70)

Where we have integrated by parts with respect to time as indicated below

∫ t

0

∂s(b̆iαjβ∂β(
∫ s

0
γ̃n(τ)dτ)j∂α(

∫ s
0
γ̃n(τ)dτ)i) ds =

∫ t

0

∂sb̆iαjβ∂β(
∫ s

0
γ̃n(τ)dτ)j∂α(

∫ s
0
γ̃n(τ)dτ)i ds

+

∫ t

0

b̆iαjβ ∂βγ̃n,j(s) ∂α(
∫ s

0
γ̃n(τ)dτ)i ds+

∫ t

0

b̆iαjβ∂β(
∫ s

0
γ̃n(τ)dτ)j∂αγ̃n,i(s) ds.︸ ︷︷ ︸

equal by exchanging indices and using (3.18)

Hence,

b̆iαjβ(t)∂β(
∫ t

0
γ̃n(s)ds)j∂α(

∫ t
0
γ̃n(s)ds)i −

[
b̆iαjβ(t)∂β(

∫ t
0
γ̃n(s)ds)j∂α(

∫ t
0
γ̃n(s)ds)i

] ∣∣∣∣
t=0︸ ︷︷ ︸

=0

=

∫ t

0

∂sb̆iαjβ∂β(
∫ s

0
γ̃n(τ)dτ)j∂α(

∫ s
0
γ̃n(τ)dτ)i ds+ 2

∫ t

0

b̆iαjβ∂β(
∫ s

0
γ̃n(τ)dτ)j∂αγ̃n,i(s) ds.

We start by deriving estimates on the terms of (3.70).
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First of all, as det(∇Ă)− 1 > −CT κM , then we have

ρf
2

∫
Ωf

0

det(∇Ă)|γ̃n(t)|2 dx̃− ρf
2

∫ t

0

∫
Ωf

0

∂sdet(∇Ă)|γ̃n|2 dx̃ ds

≥ ρf
2

(1− CT κM)||γ̃n||2L∞(L2)−
ρf
2
||∂tdet(∇Ă)||L2(H2)||γ̃n||2L∞(L2)

≥ ρf
2

(1− CT κM − CT κM)||γ̃n||2L∞(L2(Ωf
0 ))
.

(3.71)

Similarly, using the same relation for the stress term of the �uid we get

µ

2
det(∇Ă)

∣∣∣∇γ̃n(∇Ă)−1 + (∇Ă)−t(∇γ̃n)t
∣∣∣2

=
µ

2

∣∣∣∇γ̃n(∇Ă)−1 + (∇Ă)−t(∇γ̃n)t
∣∣∣2 +

µ

2
(det(∇Ă)− 1)

∣∣∣∇γ̃n(∇Ă)−1 + (∇Ă)−t(∇γ̃n)t
∣∣∣2

= N1 +N2.

For N1 we have

N1 ≥
µ

2

∣∣∣∇γ̃n(∇Ă)−1 + (∇Ă)−t(∇γ̃n)t
∣∣∣2

=
µ

2

∣∣∣∇γ̃n((∇Ă)−1 − Id + Id
)

+
(

(∇Ă)−t − Id + Id
)

(∇γ̃n)t
∣∣∣2

≥ µ

2

∣∣∣∇γ̃n + (∇γ̃n)t + ∇γ̃n
(

(∇Ă)−1 − Id
)

+
(

(∇Ă)−t − Id
)

(∇γ̃n)t
∣∣∣2

≥ µ

2

∣∣∣∇γ̃n + (∇γ̃n)t
∣∣∣2 − µ

2

∣∣∣∇γ̃n((∇Ă)−1 − Id
)∣∣∣2 − µ

2

∣∣∣((∇Ă)−t − Id
)

(∇γ̃n)t
∣∣∣2

≥ µ
∣∣∣ε(γ̃n)

∣∣∣2 − µ∣∣∣∇γ̃n((∇Ă)−1 − Id
)∣∣∣2.

Thus, using Korn's inequality [GR86,Fic73] and Lemma 3.2.2 yields to∫ t

0

∫
Ωf

0

µ

2
|∇γ̃n(∇Ă)−1 + (∇Ă)−t(∇γ̃n)t|2 dx̃ ds

≥
∫ t

0

∫
Ωf

0

µ
∣∣∣ε(γ̃n)

∣∣∣2 − µ∣∣∣∇γ̃n((∇Ă)−1 − Id
)∣∣∣2dx̃ ds

≥ µ

∫ t

0

[
||ε(γ̃n)(s)||2

L2(Ωf
0 )
−CT κM ||γ̃n(s)||2

H1(Ωf
0 )

]
ds

≥ µ(Ck − CT κM)||γ̃n||2L2(H1(Ωf
0 ))
.

Whereas for N2 we have

N2 ≥ −
µ

2

∣∣det(∇Ă)− 1
∣∣∣∣∣∇γ̃n(∇Ă)−1 + (∇Ă)−t(∇γ̃)tn

∣∣∣2.
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Hence, using Lemma 3.2.2 we have

−
∫ t

0

∫
Ωf

0

µ

2
(det(∇Ă)− 1)

∣∣∣∇γ̃n(∇Ă)−1 + (∇Ă)−t(∇γ̃n)t
∣∣∣2 dx̃ ds

≥ −||det(∇Ă)− 1||L∞(H3)||γ̃n||2L2(H1)||(∇Ă)−1||2L∞(H3)

≥ µCT κM ||γ̃n||2L2(H1(Ωf
0 ))
.

Therefore,∫ t

0

∫
Ωf

0

µ

2
det(∇Ă)

∣∣∣∇γ̃n(∇Ă)−1 + (∇Ă)−t(∇γ̃n)t
∣∣∣2dx̃ ds ≥ µ(Ck − CT κM)||γ̃n||2L2(H1(Ωf

0 ))
.

(3.72)

As for the integrals on the domain Ωs
0, �rst of all using (3.55) we have∫

Ωs
0

det(∇ϕ̆)|γn(t)|2 dx̃ ≥ (1− CT κM)||γ̃n||2L∞(L2(Ωs
0)). (3.73)

Thanks to (3.43) it holds∫ t

0

∫
Ωs

0

∣∣∣∂sdet(∇ϕ̆)γ̃2
n(t)

∣∣∣ dx̃ ds ≤ T ||∂tdet(∇ϕ̆)||L∞(H2(Ωs
0))||γ̃n||2L∞(L2(Ωs

0))

≤ CTM ||γ̃n||2L∞(L2(Ωs
0))

≤ CT κM ||γ̃n||2L∞(L2(Ωs
0)).

(3.74)

Using (3.38) and (3.40) together with Korn's Inequality, then there exists Ck > 0 such that

1

2

3∑
i,α,j,β=1

∫
Ωs

0

b̆iαjβ(t)∂β(
∫ t

0
γ̃n(s)ds)j ∂α(

∫ t
0
γ̃n(s)ds)i dx̃

≥ µs||ε(
∫ t

0
γ̃n(s)ds)||2L2(Ωs

0)+
C + λs

2
||∇ · (

∫ t
0
γ̃n(s)ds)||2L2(Ωs

0)−CTM4||∇(
∫ t

0
γ̃n(s)ds)||2L2(Ωs

0)

≥ µsCk||
∫ t

0
γ̃n(s)ds||2H1(Ωs

0)+
C + λs

2
||∇ · (

∫ t
0
γ̃n(s)ds)||2L2(Ωs

0)−CT κM ||
∫ t

0
γ̃n(s)ds||2H1(Ωs

0). (3.75)

On the other hand, using (3.37) and (3.39) in addition to Young's inequality [BF13, Proposition
II.2.16] and Lemma 3.2.1 yield∣∣∣∣∣− 1

2

∫
Ωs

0

∂sb̆iαjβ∂β(
∫ s

0
γ̃n(τ)dτ)j ∂α(

∫ s
0
γ̃n(τ)dτ)i dx̃ ds

∣∣∣∣∣
≤ 1

4
||b̆iαjβ||L∞(L∞(Ωs

0))

∫ t

0

||∇
∫ s

0
γ̃n(τ)dτ ||2L2(Ωs

0) ds

≤ C||b̆iαjβ||L∞(H2(Ωs
0))

∫ t

0

||∇
∫ s

0
γ̃n(τ)dτ ||2L2(Ωs

0) ds

≤ CT (M +M2 +M3 +M4)||
∫ •

0
γ̃n(s)ds||2L∞(H1(Ωs

0))

≤ CT κM ||
∫ •

0
γ̃n(s)ds||2L∞(H1(Ωs

0)).

(3.76)
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Similarly, for i, α, j, β = 1, 2, 3,∣∣∣∣∣12
∫ t

0

∫
Ωs

0

∂αb̆iαjβ∂β(
∫ s

0
γ̃n(τ)dτ)j ∂s(

∫ s
0
γ̃n(τ)dτ)i dx̃ ds

∣∣∣∣∣
≤ 1

2
||∂αb̆iαjβ||L∞(L∞(Ωs

0))

∫ t

0

∫
Ωs

0

∣∣∣∂β(
∫ s

0
γ̃n(τ)dτ)j ∂s(

∫ s
0
γ̃n(τ)dτ)i dx̃ ds

∣∣∣
≤ C||∂αb̆iαjβ||L∞(H2(Ωs

0))

∫ t

0

||∇
∫ s

0
γ̃n(τ)dτ ||L2(Ωs

0)||γ̃n(s)||L2(Ωs
0) ds

≤ C||b̆iαjβ||L∞(H3(Ωs
0))

∫ t

0

(
||∇
∫ s

0
γ̃n(τ)dτ ||2L2(Ωs

0)+||γ̃n(s)||2L2(Ωs
0)

)
ds

≤ CT (M +M2 +M3 +M4)
[
||
∫ •

0
γ̃n(s)ds||2L∞(H1(Ωs

0))+||γn||2L∞(L2(Ωs
0))

]
≤ CT κM

[
||
∫ •

0
γ̃n(s)ds||2L∞(H1(Ωs

0))+||γ̃n||2L∞(L2(Ωs
0))

]
.

(3.77)

Whence, ∣∣∣∣∣− 1

2

3∑
i,α,j,β=1

∫ t

0

∫
Ωs

0

∂sb̆iαjβ∂β(
∫ s

0
γ̃n(τ)dτ)j ∂α(

∫ s
0
γ̃n(τ)dτ)i dx̃ ds

+
1

2

3∑
i,α,j,β=1

∫ t

0

∫
Ωs

0

∂αb̆iαjβ∂β(
∫ s

0
γ̃n(τ)dτ)j ∂s(

∫ s
0
γ̃n(τ)dτ)i dx̃ ds

∣∣∣∣∣
≤ CT κM

[
||
∫ •

0
γ̃n(s)ds||2L∞(H1(Ωs

0))+||γ̃n||2L∞(L2(Ωs
0))

]
.

(3.78)

Finally, using Young's inequality we have∣∣∣∣∣
∫ t

0

∫
Γc(0)

g · γn dΓ̃ ds

∣∣∣∣∣ =

∣∣∣∣∣
∫

Γc(0)

g(t) · (
∫ t

0
γ̃n(s)ds) dΓ̃−

∫ t

0

∫
Γc(0)

∂sg · (
∫ s

0
γ̃n(τ)dτ) ds dΓ̃

∣∣∣∣∣
≤

∣∣∣∣∣
∫

Γc(0)

g(t) · (
∫ t

0
γ̃n(s)ds) dΓ̃

∣∣∣∣∣+

∣∣∣∣∣
∫ t

0

∫
Γc(0)

∂sg · (
∫ s

0
γ̃n(τ)dτ) ds dΓ̃

∣∣∣∣∣
≤ ||g||L∞(L2(Γc(0)))||

∫ •
0
γ̃n(s)ds||L∞(L2(Γc(0)))+

∫ t

0

||∂sg(s)||L2(Γc(0))||
∫ s

0
γ̃n(τ)dτ ||L2(Γc(0)) ds

≤ Cδ||g||2L∞(L2(Γc(0)))+δ||
∫ •

0
γ̃n(s)ds||2L∞(L2(Γc(0)))+δT ||

∫ •
0
γ̃n(s)ds||2L∞(L2(Γc(0)))+Cδ||∂sg||2L2(L2(Γc(0))).

But, using the trace inequality [BF13, Theorem III.2.19.], there exists a constant CΩ > 0 that
depends on the domain Ωs

0, such that

||
∫ t

0
γ̃n(s)ds||2L2(Γc(0))≤ CΩ||

∫ t
0
γ̃n(s)ds||2H1(Ωs

0) ∀ t ∈ [0, T ].

On the other hand, as g(., 0) = 0 we have

g(., t) =

∫ t

0

∂sg(., s)ds ∀ t ∈ [0, T ],
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then using Hölder's inequality [BF13, Proposition II.2.18]

|g(., t)| ≤
∫ t

0

∣∣∣∂sg(., s)
∣∣∣ds

≤

(∫ t

0

∣∣∣∂sg(., s)
∣∣∣2ds) 1

2
(∫ t

0

ds

) 1
2

≤
√
t||∂sg(.)||L2([0,t])

≤
√
t||g(.)||H1([0,t]).

Taking supremum of t in [0, T ] and squaring both sides yield

||g(.)||2L∞([0,T ])≤ T ||g(.)||2H1([0,T ]) on Γc(0).

Consequently we get∣∣∣∣∣
∫ t

0

∫
Γc(0)

g · γ̃n dΓ̃ ds

∣∣∣∣∣ ≤ CδT ||
∫ •

0
γ̃n(s)ds||2L∞(H1(Ωs

0))+Cδ||g||2H1(L2(Γc(0))). (3.79)

In order to deal with
∫

Ω0

|γ̃n(0)|2dx̃, we need the following lemma [DGHL03, Lemma 2.2].

Lemma 3.3.2 Let πn denote the weighted L2(Ω0) projection from L2(Ω0) into W̃n. That is

πn : L2(Ω0)→ W̃n

η̃ 7→ [[πnη̃, z]] = [[η̃, z]] ∀ z ∈ W̃n.

Direct consequences of the de�nition are the following

1- ||πnη̃||L2(Ω0)≤ ||η̃||L2(Ω0) ∀ η̃ ∈ L2(Ω0),

2- ||πnη̃||H1(Ω0)≤ ||η̃||H1(Ω0) ∀ η̃ ∈ W̃.

Using the �rst inequality, we have

||γ̃n(0)||2L2(Ω(0))= ||πnγ̃0||2L2(Ω0)≤ ||γ̃0||2L2(Ω0)= ||v0||2L2(Ωf
0 )

+||ξ1||2L2(Ωs
0). (3.80)

Combining (3.71)-(3.79) and using (3.80) we obtain(
µCk − µCT κM

)
||γ̃n||2L2(H1(Ωf

0 ))
+
ρf
2

(1− CT κM)||γ̃n||2L∞(L2(Ωf
0 ))

+
(ρs

2

(
1− CT κM

)
− CT κM

)
||γ̃n||2L∞(L2(Ωs

0))

+
(
µsCk − CT κM − CδT )

)
||
∫ •

0
γ̃n(s)ds||2L∞(H1(Ωs

0))

≤ C
[ρf

2
||v0||2L2(Ωf

0 )
+
ρs
2
||ξ1||2L2(Ωs

0)

]
+ Cδ||g||2H1(L2(Γc(0))).

(3.81)
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Remark that, the constants µs, λs and µ are given as large values by the constitutive laws of
the structure and the �uid. Moreover, δ is a negligible positive real number, hence norms that
are factored by the term δ are being absorbed by larger terms. Finally, we take T small with
respect to M and the initial values, that is, the factor CT κM is negligible. These assumptions
lead to the following estimate

||γ̃n||2L2(H1(Ωf
0 ))

+||γ̃n||2L∞(L2(Ω0))+||
∫ •

0
γ̃n(s)ds||2L∞(H1(Ωs

0))

≤ C
[ρf

2
||v0||2L2+

ρs
2
||ξ1||2L2+||g||2H1(L2(Γc(0)))

]
. (3.82)

Step 2: Estimates on ∂tγ̃n

The next step is to derive some estimates on ∂tγ̃n. Consider a function η̃ in W̃ such that
||η̃||L2(H1(Ω0))≤ 1. The function η̃ can be written as

η̃ = πnη̃ + (η̃ − πnη̃).

where πn is the projection from L2(Ω0) into W̃n de�ned in Lemma 3.3.2. Notice that, as we
have ∂tγ̃n ∈ W̃n then

[[∂tγ̃n(t), η̃]] = [[∂tγ̃n(t), πnη̃]] + [[∂tγ̃n(t), η̃ − πnη̃]] = [[∂tγ̃n(t), πnη̃]].

Set η̃n = πnη̃ in (3.64). By integrating over (0, t) we obtain



ρf

∫ t

0

∫
Ωf

0

det(∇Ă)∂sγ̃n · πnη̃ dx̃ ds+ ρs

∫ t

0

∫
Ωs

0

det(∇ϕ̆)∂sγ̃n · πnη̃ dx̃ ds

+

∫ t

0

∫
Ωf

0

σ̆0
f (γ̃n) : ∇πnη̃ dx̃ ds

+
3∑

i,α,j,β=1

∫ t

0

∫
Ωs

0

b̆iαjβ∂β(
∫ s

0
γ̃n(τ)dτ)j ∂α(πnη̃)i dx̃ ds

+
3∑

i,α,j,β=1

∫ t

0

∫
Ωs

0

∂αb̆iαjβ∂β(
∫ s

0
γ̃n(τ)dτ)j(πnη̃)i dx̃ ds =

∫ t

0

∫
Γc(0)

g · πnη̃ dΓ̃ ds.

(3.83)
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This is equivalent to say,

(1−CT κM)

∫ t

0

[[∂sγ̃n(s), πnη̃(s)]] ds =

−
∫ t

0

∫
Ωf

0

σ̆0
f (γ̃n) : ∇πnη̃ dx̃ ds−

3∑
i,α,j,β=1

∫ t

0

∫
Ωs

0

b̆iαjβ∂β(
∫ s

0
γ̃n(τ)dτ)j ∂α(πnη̃)i dx̃ ds

−
3∑

i,α,j,β=1

∫ t

0

∫
Ωs

0

∂αb̆iαjβ∂β(
∫ s

0
γ̃n(τ)dτ)j(πnη̃)i dx̃ ds+

∫ t

0

∫
Γc(0)

g · πnη̃ dΓ̃ ds.

Bounding the terms of the right hand side of the above equality yields

(1− CT κM)

∫ t

0

[[∂sγ̃n(s), πnη̃(s)]] ds

≤
∫ t

0

||σ̆0
f (γ̃n)||L2(Ωf

0 )||∇πnη̃||L2(Ωf
0 ) ds

+

3∑
i,α,j,β=1

∫ t

0

||b̆iαjβ||L∞(Ωs
0)||∂β(

∫ s
0
γ̃n(τ)dτ)j||L2(Ωs

0)||∂α(πnη̃)i||L2(Ωs
0) ds

+

3∑
i,α,j,β=1

∫ t

0

||∂αb̆iαjβ||L∞(Ωs
0)||∂β(

∫ s
0
γ̃n(τ)dτ)j||L2(Ωs

0)||(πnη̃)i||L2(Ωs
0) ds

+ ||g||H1(L2(Γc(0)))||πnη̃||L2(H1(Ωs
0)).

(3.84)

First, using Hölder's inequality and the embedding of H3 in L∞ we have

∫ t

0

||σ̆0
f (γ̃n)||L2(Ωf

0 )||∇πnη̃||L2(Ωf
0 ) ds

≤ 2

∫ t

0

||∇γ̃n(∇Ă)−1||L2(Ωf
0 )||cof(∇Ă)||L∞(Ωf

0 )||πnη̃||H1(Ωf
0 ) ds

≤ 2

∫ t

0

||∇γ̃n||L2(Ωf
0 )||(∇Ă)−1||L∞(Ωf

0 )||cof(∇Ă)||L∞(Ωf
0 )||πnη̃||H1(Ωf

0 ) ds

≤ 2||(∇Ă)−1||L∞(L∞(Ωf
0 ))||cof(∇Ă)||L∞(H3(Ωf

0 ))

∫ t

0

||γ̃n||H1(Ωf
0 )||πnη̃||H1(Ωf

0 ) ds

≤ C||γ̃n||L2(H1(Ωf
0 ))||πnη̃||L2(H1(Ωf

0 )).

(3.85)
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Further,

3∑
i,α,j,β=1

∫ t

0

||b̆iαjβ||L∞(Ωs
0)||∂β(

∫ s
0
γ̃n(τ)dτ)j||L2(Ωs

0)||∂α(πnη̃)i||L2(Ωs
0) ds

≤
3∑

i,α,j,β=1

∫ t

0

||b̆iαjβ||L∞(Ωs
0)||∇

∫ s
0
γ̃n(τ)dτ ||L2(Ωs

0)||∇πnη̃||L2(Ωs
0) ds

≤ T 1/2

3∑
i,α,j,β=1

||b̆iαjβ||L∞(L∞(Ωs
0))||
∫ •

0
γ̃n(s)ds||L∞(H1(Ωs

0))||πnη̃||L2(H1(Ωs
0))

≤ CT κM ||
∫ •

0
γ̃n(s)ds||L∞(H1(Ωs

0))||πnη̃||L2(H1(Ωs
0)).

(3.86)

In addition, using the embedding of H2 in L∞ we have

3∑
i,α,j,β=1

∫ t

0

||∂αb̆iαjβ||L∞(Ωs
0)||∂β(

∫ s
0
γ̃n(τ)dτ)j||L2(Ωs

0)||(πnη̃)i||L2(Ωs
0) ds

≤
3∑

i,α,j,β=1

∫ t

0

||∂αb̆iαjβ||H2(Ωs
0)||∇

∫ s
0
γ̃n(τ)dτ ||L2(Ωs

0)||∇πnη̃||L2(Ωs
0) ds

≤
3∑

i,α,j,β=1

||b̆iαjβ||L∞(H3(Ωs
0))

∫ t

0

||
∫ s

0
γ̃n(τ)dτ ||H1(Ωs

0)||πnη̃||H1(Ωs
0) ds

≤ CT κM ||
∫ •

0
γ̃n(s)ds||L∞(H1(Ωs

0))||πnη̃||L2(H1(Ωs
0)).

(3.87)

Combining (3.85)-(3.87) yields,

(3.84) ≤
[
C||γ̃n||L2(H1(Ωf

0 ))+CT
κM ||

∫ •
0
γ̃n(s)ds||L∞(H1(Ωs

0))+||g||H1(L2(Γc(0)))

]
||πnη̃||L2(H1(Ω0)).

(3.88)

Then, using the previous estimate (3.82) gives∫ t

0

[[∂sγ̃n(s), πnη̃(s)]] ds ≤ C
[ρf

2
||v0||L2(Ωf

0 )+
ρs
2
||ξ1||L2(Ωs

0)+C||g||H1(L2(Γc(0)))

]
||πnη̃||L2(H1(Ω0)).

Using the fact that ||πnη̃||L2(H1)≤ ||η̃||L2(H1(Ω0))≤ 1 we get

||∂tγ̃n||2L2(L2)≤ C
[ρf

2
||v0||2L2(Ωf

0 )
+
ρs
2
||ξ1||2L2(Ωs

0)+||g||2H1(L2(Γc(0)))

]
. (3.89)

Theorem 3.3.1 (Aubin-Lions-Simon) Let B0 ⊂ B1 ⊂ B2 be three Banach spaces. We as-
sume that the embedding of B1 in B2 is continuous and that the embedding of B0 in B1 is
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compact. Let p, r such that 1 ≤ p, r ≤ +∞.
For T > 0 we de�ne

Wp,r =

{
u ∈ Lp(]0, T [, B0),

du

dt
∈ Lr(]0, T [, B2)

}
.

i- If p < +∞, then the embedding of Wp,r in L
p(]0, T [;B1) is compact.

ii- If p = +∞ and r > 1, then the embedding of Wp,r in C0([0, T ];B1) is compact.

Proof. For the proof, check [BF13, Theorem II.5.16]

From the estimates (3.82) and (3.89) we may extract a subsequence of {γ̃n}n which we also
denote by {γ̃n}n such that

γ̃n
∗
⇀ γ̃ in L∞(0, T ;L2(Ω0)), γ̃n ⇀ γ̃ in L2(0, T ;L2(Ω0)),

∂tγ̃n ⇀ ∂tγ̃ in L2(0, T ;L2(Ω0)),

γ̃n|Ωf
0

∗
⇀ γ̃|Ωf

0
in L∞(0, T ;H1(Ωf

0)), γ̃n|Ωf
0
⇀ γ̃|Ωf

0
in L2(0, T ;H1(Ωf

0)),

and ∫ t

0

γ̃n(s)
∣∣∣
Ωs

0

ds
∗
⇀

∫ t

0

γ̃(s)
∣∣∣
Ωs

0

ds in L∞(0, T ;H1(Ωs
0)).

By Theorem 3.3.1 we get
γ̃n → γ̃ ∈ C0

(
[0, T ];L2(Ω0)

)
.

Existence of the Weak Solution

By passing to the limit as n → ∞ in (3.82) and (3.89) gives us the estimates on γ̃. To
show that γ̃ satis�es (3.62) we proceed as follows. We �x an integer N and choose a function
η̃ ∈ C1([0, T ], W̃) of the form

η̃ =
N∑
l=1

dl(t)ψl(x̃). (3.90)

For n > N , we integrate (3.64) with respect to t to get

ρf

∫ T

0

∫
Ωf

0

det(∇Ă) ∂tγ̃n · η̃ dx̃ dt+

∫ T

0

∫
Ωf

0

σ̆0
f (γ̃n) : ∇η̃ dx̃ dt

+ρs

∫ T

0

∫
Ωs

0

det(∇ϕ̆)∂tγ̃n · η̃ dx̃ dt+
3∑

i,α,j,β=1

∫ T

0

∫
Ωs

0

b̆iαjβ∂β(
∫ t

0
γn(s)ds)j ∂αη̃i dx̃ dt

+
3∑

i,α,j,β=1

∫ T

0

∫
Ωs

0

∂αb̆iαjβ∂β(
∫ t

0
γ̃n(s)ds)j η̃i dx̃ dt =

∫ T

0

∫
Γc(0)

g · η̃ dΓ̃ dt.

(3.91)
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By passing to the limit as n goes to in�nity we get

ρf

∫ T

0

∫
Ωf

0

det(∇Ă)∂tγ̃ · η̃ dx̃ dt+

∫ T

0

∫
Ωf

0

σ̆0
f (γ̃) : ∇η̃ dx̃ dt

+ρs

∫ T

0

∫
Ωs

0

det(∇ϕ̆)∂tγ̃ · η̃ dx̃ dt+
3∑

i,α,j,β=1

∫ T

0

∫
Ωs

0

b̆iαjβ∂β(
∫ t

0
γ̃(s)ds)j ∂αη̃i dx̃ dt

+
3∑

i,α,j,β=1

∫ T

0

∫
Ωs

0

∂αb̆iαjβ∂β(
∫ t

0
γ̃(s)ds)j η̃i dx̃ dt =

∫ T

0

∫
Γc(0)

g · η̃ dΓ̃ dt,

(3.92)

holds true for all η̃ ∈ L2([0, T ], W̃) due to the fact that the space spanned by the functions of
the form (3.90) is dense in L2([0, T ], W̃). Hence, (3.92) implies (3.62).

To show that the initial conditions are satis�ed we will consider η̃ ∈ C1([0, t], W̃) in (3.92)
and integrate by parts to get



ρf

∫ T

0

∫
Ωf

0

γ̃ · ∂t(η̃ det(∇Ă)) dx̃ dt−
∫ T

0

∫
Ωf

0

σ̆0
f (γ̃) : ∇η̃ dx̃ dt

+ρs

∫ T

0

∫
Ωs

0

γ̃ · ∂t(η̃ det(∇ϕ̆)) dx̃ dt−
3∑

i,α,j,β=1

∫ T

0

∫
Ωs

0

b̆iαjβ∂β(
∫ t

0
γ̃(s)ds)j ∂αη̃i dx̃ dt

−
3∑

i,α,j,β=1

∫ T

0

∫
Ωs

0

∂αb̆iαjβ∂β(
∫ t

0
γ̃(s)ds)j η̃i dx̃ dt

= −
∫ T

0

∫
Γc(0)

g · η̃ dΓ̃ dt− ρf
∫

Ωf
0

ṽ(0) · η̃(0) dx̃− ρs
∫

Ωs
0

∂tξ̃(0) · η̃(0) dx̃.

(3.93)

On the other hand, integrating by parts in time Equation (3.91) and passing to the limit we get

ρf

∫ T

0

∫
Ωf

0

γ̃ · ∂t(η̃ det(∇Ă))dx̃ dt−
∫ T

0

∫
Ωf

0

σ̆0
f (γ̃) : ∇η̃ dx̃ dt

+ρs

∫ T

0

∫
Ωs

0

γ̃ · ∂t(η̃ det(∇ϕ̆)) dx̃ dt−
3∑

i,α,j,β=1

∫ T

0

∫
Ωs

0

b̆iαjβ∂β(
∫ t

0
γ̃(s)ds)j ∂αη dx̃ dt

−
3∑

i,α,j,β=1

∫ T

0

∫
Ωs

0

∂αb̆iαjβ∂β(
∫ t

0
γ̃(s)ds)j η̃i dx̃ dt

= −
∫ T

0

∫
Γc(0)

g · η̃ dΓ̃ dt− ρf
∫

Ωf
0

v0 · η̃(0) dx̃− ρs
∫

Ωs
0

ξ1 · η̃(0) dx̃.

(3.94)

Comparing (3.93) and (3.94) yields

[[γ̃0, η̃(0)]] = [[γ̃(0), η̃(0)]].

Page 81



CHAPTER 3. NON-LINEAR FLUID-STRUCTURE INTERACTION SYSTEM

Since η̃(0) ∈ W̃ is arbitrary, then the initial conditions are veri�ed.
Finally, by passing to the limit in (3.66), we obtain (3.62)3. This yields the existence of the weak
solution γ̃ of System (3.57).

Uniqueness of the Weak Solution

To prove the uniqueness of the weak solution we assume that γ̃1 and γ̃2 are two solutions of
(3.62) associated to (v̆, ξ̆). Setting ς̃ = γ̃1 − γ̃2. Then for all η̃ ∈ C0(0, T ; W̃), the solution ς̃
satis�es the following variational formulation

ρf

∫
Ωf

0

det(∇Ă)∂tς̃ · η̃ dx̃+

∫
Ωf

0

σ̃(ς̃) : ∇η̃ dx̃+ ρs

∫
Ωs

0

det(∇ϕ̆)∂tς̃ · η̃ dx̃

+
3∑

i,α,j,β=1

∫
Ωs

0

b̆iαjβ∂β(
∫ t

0
ς̃(s)ds)j ∂αη̃i dx̃

+
3∑

i,α,j,β=1

∫
Ωs

0

∂αb̆iαjβ∂β(
∫ t

0
ς̃(s)ds)j η̃i dx̃ = 0.

(3.95)

Taking η̃ = ς̃ and integrating over (0, t) we get

ρf
2

∫
Ωf

0

det(∇Ă)|ς̃(t)|2 dx̃+

∫ t

0

∫
Ωf

0

σ̃(ς̃) : ∇ς̃ dx̃ ds+
ρs
2

∫
Ωs

0

det(∇ϕ̆)|ς̃(t)|2 dx̃

−ρf
2

∫ t

0

∫
Ωf

0

|ς̃|2∂sdet(∇Ă) dx̃ ds− ρs
2

∫ t

0

∫
Ωs

0

|ς̃|2∂sdet(∇ϕ̆) dx̃ ds

+
1

2

3∑
i,α,j,β=1

∫
Ωs

0

b̆iαjβ(t)∂β(
∫ t

0
ς̃(s)ds)j ∂ας̃i(t) dx̃

−1

2

3∑
i,α,j,β=1

∫ t

0

∫
Ωs

0

∂sb̆iαjβ∂β(
∫ s

0
ς̃(τ)dτ)j ∂ας̃i dx̃ ds

+
3∑

i,α,j,β=1

∫ t

0

∫
Ωs

0

∂αb̆iαjβ∂β(
∫ s

0
ς̃(τ)dτ)j ∂sς̃i dx̃ ds = 0.

(3.96)

Using (3.72)-(3.78) we get

||ς̃||2
L2(H1(Ωf

0 ))
+||ς̃||2L∞(L2(Ω0))+||

∫ •
0
ς̃(s)ds||2L∞(L2(Ωs

0))+||
∫ •

0
ς̃(s)ds||2L∞(H1(Ωs

0))≤ 0, (3.97)

which yields that γ̃1 = γ̃2. Therefore, γ̃ is a unique solution of (3.62). In addition, we have

γ̃|Ωf
0
∈ L∞(L2(Ωf

0)) ∩ L2(H1(Ωf
0)), γ̃|Ωs

0
∈ L∞(L2(Ωs

0)) and
∫ t

0

γ̃(s)|Ωs
0
ds ∈ L∞(H1(Ωs

0)).

(3.98)

Consequently, setting ṽ = γ̃|Ωf
0
and ξ̃ = ξ0 +

∫ t

0

γ̃(s)|Ωs
0
ds, we obtain the existence and

uniqueness of the weak solution (ṽ, ξ̃) ∈ F T
1 × ST1 for the System (3.57).
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3.4 Existence of Solution for the Linearized System

The linear problem is given by the following system



ρfdet(∇Ă)∂tṽ −∇ · σ̆0
f (ṽ, p̃f ) = 0 in Ωf

0 × (0, T ),

∇ · (det(∇Ă)(∇Ă)−1ṽ) = 0 in Ωf
0 × (0, T ),

ṽ = vin ◦ Ă on Γin(0)× (0, T ),

σ̆0
f (ṽ, p̃f ) ñ = 0 on Γout(0)× (0, T ),

ρsdet(∇ϕ̆)∂2
t ξ̃i −

3∑
α,j,β=1

b̆iαjβ∂
2
αβ ξ̃j = 0 i = 1, 2, 3, in Ωs

0 × (0, T ),

ξ̃ = 0 on Γ2(0)× (0, T ),

ṽ = ∂tξ̃ on Γc(0)× (0, T ),[
σ̆0
f (ṽ, p̃f )ñ

]
i

=
3∑

α,j,β=1

(∫ t

0

b̆iαjβ∂
2
sβ ξ̃jds

)
ñα i = 1, 2, 3, on Γc(0)× (0, T ),

ṽ(., 0) = v0 and p̃f (., 0) = pf0 in Ωf
0 ,

ξ̃(., 0) = 0 and ∂tξ̃(., 0) = ξ1 in Ωs
0,

(3.99)

which is nothing but the auxiliary problem (3.57) when considering

gi = −
3∑

α,j,β=1

(∫ t

0

∂sb̆iαjβ∂β ξ̃j ds

)
ñα, i = 1, 2, 3.

Proposition 3.4.1 Let (v̆, ξ̆) ∈ ATM , v0 ∈ H1(Ωf
0), and ξ1 ∈ H1(Ωs

0) satisfying (3.4) and
(3.30)1. For T small with respect to M and the initial conditions, there exists a unique weak
solution (ṽ, ξ̃) ∈ F T

2 × ST2 of (3.99). Moreover we get an a piori estimate on the solution that
is given by

||ṽ||2FT
2

+||ξ̃||2ST
2
≤ C||v0||2H1+C||ξ1||2H1 . (3.100)

Notice that, increasing the regularity of the initial data by considering v0 ∈ H1(Ωf
0) and ξ1 ∈

H1(Ωs
0) will lead to a more regular solution [Eva98,Bre10]. Using the regularity results we will

achieve a solution (ṽ, ξ̃) ∈ F T
2 ×ST2 . Now we prove Proposition 3.4.1. The proof is based on the

�xed point theorem. Indeed, the �rst step is to �nd estimates on ∂tγ̃ in F T
2 × ST2 then we prove

the existence and uniqueness of a weak solution of (3.99).
First, we consider System (3.57) with the function

gi = ĥi = −
3∑

α,j,β=1

(∫ t

0

∂sb̆iαjβ∂β ξ̂j ds

)
ñα, i = 1, 2, 3.
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Observe that ĥ ∈ H1
l (0, T ;L2(Γc(0)). In fact, using (3.37) with the trace inequality gives

||∂tĥ||L2
l (L2(Γc(0))) ≤ ||∂tb̆iαjβ∂β ξ̂j||L2(L2(Γc(0)))

≤ ||∂tb̆iαjβ||L∞(L∞)||∂β ξ̂j||L2(L2(Γc(0)))

≤ CTM4||∇ξ̂||L∞(H1(Ωs
0))

≤ CT κM ||ξ̂||L∞(H2(Ωs
0))≤ CT κM ||ξ̂||ST

2
,

and since ĥ(0) = 0, we use the fact that

||ĥ||L2(L2(Γc(0)))≤ C||∂tĥ||L2(L2(Γc(0))),

to get that the function ĥ ∈ H1
l (0, T ;L2(Γc(0))) such that

||ĥ||H1
l (0,T ;L2(Γc(0)))≤ CT κM ||ξ̂||ST

2
. (3.101)

Therefore, as ξ̂ is �xed, by Lemma 3.3.1 we get the existence and uniqueness of (ṽ, ξ̃) ∈ F T
1 ×ST1

satisfying

||ṽ||2FT
1

+||ξ̃||2ST
1
≤ C

[ρf
2
||v0||2L2+

ρs
2
||ξ1||2L2+T κM ||ξ̂||ST

2

]
. (3.102)

To prove that the solution (ṽ, ξ̃) is in the space F T
2 × ST2 we use the �xed point theorem. To

this end we introduce the map Ψ0 from ST2 to ST2 de�ned as

Ψ0 : ξ̂ 7−→ ξ̃.

As we mentioned previously, we ensure the existence of a weak solution (ṽ, ξ̃) ∈ F T
2 ×ST2 due to

the regularity results based on increasing the regularity of the initial data. In order to prove its
uniqueness it is su�cient to prove that Ψ0 is a contraction on ST2 . This is achieved by deriving
some a priori estimates on ∂tγ̃.

3.4.1 Estimates on ∂tṽ and ∂2
t ξ̃

We proceed to derive a priori estimates on ∂tγ̃. Di�erentiating the weak formulation (3.62)
in time yields

ρf

∫
Ωf

0

∂t(det(∇Ă)∂tγ̃) · η̃ dx̃+

∫
Ωf

0

∂tσ̆
0
f (γ̃) : ∇η̃ dx̃

+ρs

∫
Ωs

0

∂t
(
det(∇ϕ̆)∂tγ̃

)
· η̃ dx̃+

3∑
i,α,j,β=1

∫
Ωs

0

∂t

(
b̆iαjβ∂β(

∫ t
0
γ̃(s)ds)j

)
∂αη̃i dx̃

+
3∑

i,α,j,β=1

∫
Ωs

0

∂t

(
∂αb̆iαjβ∂β(

∫ t
0
γ̃(s)ds)j

)
η̃i dx̃ =

∫
Γc(0)

∂tĥ · η̃ dΓ̃.

(3.103)
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Take η̃ = ∂tγ̃ and integrate over (0, t) to get

ρf

∫ t

0

∫
Ωf

0

∂s(det(∇Ă)∂sγ̃) · ∂sγ̃ dx̃ ds+

∫ t

0

∫
Ωf

0

∂sσ̆
0
f (γ̃) : ∂s∇γ̃ dx̃ ds

+ρs

∫ t

0

∫
Ωs

0

∂s
(
det(∇ϕ̆)∂sγ̃

)
· ∂sγ̃ dx̃ ds

+
3∑

i,α,j,β=1

∫ t

0

∫
Ωs

0

∂s

(
b̆iαjβ∂β(

∫ s
0
γ̃(τ)dτ)j

)
∂α∂

2
s (
∫ s

0
γ̃(τ)dτ)i dx̃ ds

+
3∑

i,α,j,β=1

∫ t

0

∫
Ωs

0

∂s

(
∂αb̆iαjβ∂β(

∫ s
0
γ̃(τ)dτ)j

)
∂2
s (
∫ s

0
γ̃(τ)dτ)i dx̃ ds

=

∫ t

0

∫
Γc(0)

∂sĥ · ∂2
s (
∫ s

0
γ̃(τ)dτ) dΓ̃ ds.

(3.104)

First, we have∫ t

0

∫
Ωs

0

∂s
(
det(∇ϕ̆)∂sγ̃

)
· ∂sγ dx̃ ds

=

∫ t

0

∫
Ωs

0

∂sdet(∇ϕ̆)|∂sγ̃|2 dx̃ ds+

∫ t

0

∫
Ωs

0

det(∇ϕ̆)∂2
s γ̃ · ∂sγ̃ dx̃ ds,

but applying integration by parts in time to the second integral of the right hand side yields∫ t

0

∫
Ωs

0

det(∇ϕ̆)∂2
s γ̃ · ∂sγ̃ dx̃ ds

=

∫ t

0

∫
Ωs

0

det(∇ϕ̆)∂sγ̃ · ∂2
s γ̃ dx̃ ds

=
1

2

∫ t

0

∫
Ωs

0

∂s
(
det(∇ϕ̆)|∂sγ̃|2

)
dx̃ ds− 1

2

∫ t

0

∫
Ωs

0

∂sdet(∇ϕ̆)|∂sγ̃|2 dx̃ ds

=
1

2

∫
Ωs

0

det(∇ϕ̆)(t)|∂tγ̃(t)|2 dx̃− 1

2

∫
Ωs

0

|∂tγ̃(0)|2 dx̃− 1

2

∫ t

0

∫
Ωs

0

∂sdet(∇ϕ̆)|∂sγ̃|2 dx̃ ds.

Whence,∫ t

0

∫
Ωs

0

∂s
(
det(∇ϕ̆)∂sγ̃

)
· ∂sγ dx̃ ds

=
1

2

∫
Ωs

0

det(∇ϕ̆)(t)|∂tγ̃(t)|2 dx̃− 1

2

∫
Ωs

0

|∂tγ̃(0)|2 dx̃+
1

2

∫ t

0

∫
Ωs

0

∂sdet(∇ϕ̆)|∂sγ̃|2 dx̃ ds.
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Further, we have∫ t

0

∫
Ωs

0

∂s

(
b̆iαjβ∂β(

∫ s
0
γ̃(τ)dτ)j

)
∂α∂

2
s (
∫ s

0
γ̃(τ)dτ)i dx̃ ds

=
1

2

∫ t

0

∫
Ωs

0

∂s

(
b̆iαjβ∂

2
sβ(
∫ s

0
γ̃(τ)dτ)j∂

2
sα(
∫ s

0
γ̃(τ)dτ)i

)
dx̃ ds

− 1

2

∫ t

0

∫
Ωs

0

∂sb̆iαjβ∂
2
sβ(
∫ s

0
γ̃(τ)dτ)j∂

2
sα(
∫ s

0
γ̃(τ)dτ)i dx̃ ds

+

∫ t

0

∫
Ωs

0

∂sb̆iαjβ∂β(
∫ s

0
γ̃(τ)dτ)j∂α

(
∂2
s

(∫ s
0
γ̃(τ)dτ

)
i

)
dx̃ ds

(3.105)

and ∫ t

0

∫
Ωs

0

∂s

(
∂αb̆iαjβ∂β(

∫ s
0
γ̃(τ)dτ)j

)
∂2
s (
∫ s

0
γ̃(τ)dτ)i dx̃ ds

=

∫ t

0

∫
Ωs

0

∂s(∂αb̆iαjβ)∂β(
∫ s

0
γ̃(τ)dτ)j ∂

2
s (
∫ s

0
γ̃(τ)dτ)i dx̃ ds

+

∫ t

0

∫
Ωs

0

∂αb̆iαjβ∂
2
sβ(
∫ s

0
γ̃(τ)dτ)j ∂

2
s (
∫ s

0
γ̃(τ)dτ)i dx̃ ds

=

∫ t

0

∫
Ωs

0

∂α(∂sb̆iαjβ)∂β(
∫ s

0
γ̃(τ)dτ)j ∂

2
s (
∫ s

0
γ̃(τ)dτ)i dx̃ ds

+

∫ t

0

∫
Ωs

0

∂αb̆iαjβ∂
2
sβ(
∫ s

0
γ̃(τ)dτ)j ∂

2
s (
∫ s

0
γ̃(τ)dτ)i dx̃ ds,

(3.106)

but, ∫ t

0

∫
Ωs

0

∂sb̆iαjβ∂β(
∫ s

0
γ̃(τ)dτ)j∂α

(
∂2
s (
∫ s

0
γ̃(τ)dτ)i

)
dx̃ ds

=−
∫ t

0

∫
Ωs

0

∂α

(
∂sb̆iαjβ∂β(

∫ s
0
γ̃(τ)dτ)j

)
∂2
s (
∫ s

0
γ̃(τ)dτ)i dx̃ ds

+

∫ t

0

∫
Γc(0)

∂sb̆iαjβ∂β(
∫ s

0
γ̃(τ)dτ)j∂

2
s (
∫ s

0
γ̃(τ)dτ)i nα dΓ̃ ds

=−
∫ t

0

∫
Ωs

0

∂α(∂sb̆iαjβ)∂β(
∫ s

0
γ̃(τ)dτ)j∂

2
s (
∫ s

0
γ̃(τ)dτ)i dx̃ ds

−
∫ t

0

∫
Ωs

0

∂sb̆iαjβ∂
2
αβ(
∫ s

0
γ̃(τ)dτ)j∂

2
s (
∫ s

0
γ̃(τ)dτ)i dx̃ ds

+

∫ t

0

∫
Γc(0)

∂sb̆iαjβ∂β(
∫ s

0
γ̃(τ)dτ)j∂

2
s (
∫ s

0
γ̃(τ)dτ)i nα dΓ̃ ds.

(3.107)
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Then, combining Relation (3.105) with (3.106) and using (3.107) yield

1

2

∫ t

0

∫
Ωs

0

∂s

(
b̆iαjβ∂

2
sβ(
∫ s

0
γ̃(τ)dτ)j∂

2
sα(
∫ s

0
γ̃(τ)dτ)i

)
dx̃ ds

− 1

2

∫ t

0

∫
Ωs

0

∂sb̆iαjβ∂
2
sβ(
∫ s

0
γ̃(τ)dτ)j∂

2
sα(
∫ s

0
γ̃(τ)dτ)i dx̃ ds

+

∫ t

0

∫
Ωs

0

∂αb̆iαjβ∂
2
sβ(
∫ s

0
γ̃(τ)dτ)j ∂

2
s (
∫ s

0
γ̃(τ)dτ)i dx̃ds

−
∫ t

0

∫
Ωs

0

∂sb̆iαjβ∂
2
αβ(
∫ s

0
γ̃(τ)dτ)j∂

2
s (
∫ s

0
γ̃(τ)dτ)i dx̃ ds

+

∫ t

0

∫
Γc(0)

∂sb̆iαjβ∂β(
∫ s

0
γ̃(τ)dτ)j∂

2
s (
∫ s

0
γ̃(τ)dτ)i nα dΓ̃ ds.

Therefore (3.104) is rewritten as

ρf
2

∫
Ωf

0

det(∇Ă)(t)|∂tγ̃(t)|2 dx̃+

∫ t

0

∫
Ωf

0

∂sσ̆
0
f (γ̃) : ∂s∇γ̃ dx̃ ds

+
ρs
2

∫
Ωs

0

det(∇ϕ̆)(t)|∂tγ̃(t)|2 dx̃+
ρf
2

∫ t

0

∫
Ωf

0

∂sdet(∇Ă)|∂sγ̃|2 dx̃ ds

+
ρs
2

∫ t

0

∫
Ωs

0

∂sdet(∇ϕ̆)|∂sγ̃|2 dx̃ ds+
1

2

3∑
i,α,j,β=1

∫
Ωs

0

[
b̆iαjβ∂βγ̃j∂αγ̃i

]
(t) dx̃

−1

2

3∑
i,α,j,β=1

∫ t

0

∫
Ωs

0

∂sb̆iαjβ∂
2
sβ(
∫ s

0
γ̃(τ)dτ)j ∂

2
sα(
∫ s

0
γ̃(τ)dτ)i dx̃ ds

+
3∑

i,α,j,β=1

∫ t

0

∫
Ωs

0

∂αb̆iαjβ∂
2
sβ(
∫ s

0
γ̃(τ)dτ)j ∂

2
s (
∫ s

0
γ̃(τ)dτ)i dx̃ ds

−
3∑

i,α,j,β=1

∫ t

0

∫
Ωs

0

∂sb̆iαjβ∂
2
αβ(
∫ s

0
γ̃(τ)dτ)j ∂

2
s (
∫ s

0
γ̃(τ)dτ)i dx̃ ds

=

∫ t

0

∫
Γc(0)

∂sĥ · ∂2
s (
∫ s

0
γ̃(τ)dτ) dΓ̃ ds+

∫
Ωs

0

[
µs|ε(γ̃(0))|2+

λs
2
|∇ · (γ̃(0))|2

]
(t) dx̃

+
3∑

i,α,j,β=1

∫ t

0

∫
Γc(0)

∂sb̆iαjβ∂β(
∫ s

0
γ̃(τ)dτ)j∂

2
s (
∫ s

0
γ̃(τ)dτ)i nα dΓ̃ ds

+
ρf
2

∫
Ωf

0

|∂tγ̃(0)|2 dx̃+
ρs
2

∫
Ωs

0

|∂tγ̃(0)|2 dx̃.

(3.108)
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As for the stress term in (3.108) we have∫ t

0

∫
Ωf

0

∂sσ̆
0
f (γ̃) : ∂s∇γ̃ dx̃ ds

=µ

∫ t

0

∫
Ωf

0

(
∂s∇γ̃(∇Ă)−1 + (∇Ă)−t∂s(∇γ̃)t

)
cof(∇Ă) : ∂s∇γ̃ dx̃ ds

+ µ

∫ t

0

∫
Ωf

0

(
∇γ̃∂s(∇Ă)−1 + ∂s(∇Ă)−t(∇γ̃)t

)
cof(∇Ă) : ∂s∇γ̃ dx̃ ds

+ µ

∫ t

0

∫
Ωf

0

(
∇γ̃(∇Ă)−1 + ∇γ̃(∇Ă)−1

)
∂scof(∇Ă) : ∂s∇γ̃ dx̃ ds

=
µ

2

∫ t

0

∫
Ωf

0

det(∇Ă)
∣∣∣∂s∇γ̃(∇Ă)−1 + (∇Ă)−t∂s(∇γ̃)t

∣∣∣2 dx̃ ds
+ µ

∫ t

0

∫
Ωf

0

(
∇γ̃∂s(∇Ă)−1 + ∂s(∇Ă)−t(∇γ̃)t

)
cof(∇Ă) : ∂s∇γ̃ dx̃ ds

+ µ

∫ t

0

∫
Ωf

0

(
∇γ̃(∇Ă)−1 + (∇Ă)−t(∇γ̃)t

)
∂scof(∇Ă) : ∂s∇γ̃ dx̃ ds

= A1 + A2 + A3.

(3.109)

Where we have used the fact that

µ
(
∂s∇γ̃(∇Ă)−1 + (∇Ă)−t∂s(∇γ̃)t

)
cof(∇Ă) : ∂s∇γ̃

=µ det(∇Ă)
(
∂s∇γ̃(∇Ă)−1 + (∇Ă)−t∂s(∇γ̃)t

)
: ∂s∇γ̃(∇Ă)−1

=
µ

2
det(∇Ă)

∣∣∣∂s∇γ̃(∇Ă)−1 + (∇Ă)−t∂s(∇γ̃)t
∣∣∣2

and

(A+At) : (B +Bt) = 2(A+At) : B, ∀ A,B ∈Mn(R), n ∈ N∗.

For A1 we argue as in (3.72) to get

A1 ≥ µ

∫ t

0

[
||ε(∂sγ̃n)||2

L2(Ωf
0 )

(s)− CT κM ||∂sγ̃n||2H1(Ωf
0 )

(s)
]
ds

≥ µ(Ck − CT κM)||γ̃n||2H1(H1(Ωs
0)). (3.110)
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For A2 we use Young's inequality with Hölder's inequality to obtain

|A2| ≤
∫ t

0

∣∣∣∣∣∣(∇γ̃∂s(∇Ă)−1 + ∂s(∇Ă)−t(∇γ̃)t
)
cof(∇Ă)

∣∣∣∣∣∣
L2(Ωf

0 )
||∂s∇γ̃||L2(Ωf

0 ) ds

≤
∫ t

0

2||∇γ̃∂s(∇Ă)−1||L2(Ωf
0 )||cof(∇Ă)||L∞(Ωf

0 )||∂s∇γ̃||L2(Ωf
0 ) ds

≤
∫ t

0

2||∇γ̃||L2(Ωf
0 )||∂s(∇Ă)−1||L∞(Ωf

0 )||cof(∇Ă)||L∞(Ωf
0 )||∂s∇γ̃||L2(Ωf

0 ) ds

≤ C||cof(∇Ă)||L∞(L∞(Ωf
0 ))||∇γ̃||L∞(L2(Ωf

0 ))

∫ t

0

||∂s(∇Ă)−1||L∞(Ωf
0 )||∂s∇γ̃||L2(Ωf

0 ) ds

≤ C||cof(∇Ă)||L∞(L∞(Ωf
0 ))||γ̃||L∞(H1)||∂s(∇Ă)−1||L∞(L2(Ωf

0 ))||∂s∇γ̃||L1(L2(Ωf
0 )) ds

≤ CT 1/2M ||γ̃||L∞(H1(Ωf
0 ))||γ̃||H1(H1(Ωf

0 ))

≤ CT 1/2M
[
Cδ||γ̃||2L∞(H2(Ωf

0 ))
+δ||γ̃||2

H1(H1(Ωf
0 ))

]
.

(3.111)

Similarly, for A3 we have

|A3| ≤
∫ t

0

∣∣∣∣∣∣(∇γ̃(∇Ă)−1 + (∇Ă)−t(∇γ̃)t
)
∂scof(∇Ă)

∣∣∣∣∣∣
L2(Ωf

0 )
||∂s∇γ̃||L2(Ωf

0 ) ds

≤ 2

∫ t

0

||∇γ̃(∇Ă)−1||L2(Ωf
0 )||∂scof(∇Ă)||L∞(Ωf

0 )||∂s∇γ̃||L2(Ωf
0 ) ds

≤ 2||(∇Ă)−1||L∞(L∞(Ωf
0 ))

∫ t

0

||∇γ̃||L2(Ωf
0 )||∂scof(∇Ă)||L∞(Ωf

0 )||∂s∇γ̃||L2(Ωf
0 ) ds

≤ ||(∇Ă)−1||L∞(L∞(Ωf
0 ))

∫ t

0

||γ̃||H2(Ωf
0 )||∂scof(∇Ă)||L∞(Ωf

0 )||∂sγ̃||H1(Ωf
0 ) ds

≤ CT 1/2||γ||L∞(H2(Ωf
0 ))||∂scof(∇Ă)||L∞(L∞(Ωf

0 ))||∂sγ̃||L2(H1(Ωf
0 ))

≤ CT 1/2M ||γ̃||L∞(H2)||γ̃||H1(H1(Ωf
0 ))

≤ CT 1/2M
[
Cδ||γ̃||2L∞(H2(Ωf

0 ))
+δ||γ̃||2

H1(H1(Ωf
0 ))

]
.

(3.112)

Therefore, the summation of Equations (3.111) and (3.112) is bounded above by

CT 1/2M
[
Cδ||γ̃||2L∞(H2)+δ||γ̃||2H1(H1(Ωf

0 ))

]
. (3.113)

As for the integrals over Ωs
0, �rst we have

ρs
2

∫
Ωs

0

det(∇ϕ̆)(t)|∂tγ̃(t)|2 dx̃+
ρs
2

∫ t

0

∫
Ωs

0

∂sdet(∇ϕ̆)|∂sγ̃|2 dx̃ ds

≥ ρs
2

(1− CT κM)||∂tγ̃||2L∞(L2(Ωs
0)).

(3.114)
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On the contrary, using (3.38) and (3.40) with Korn's inequality gives

1

2

3∑
i,α,j,β=1

∫
Ωs

0

[
b̆iαjβ∂βγj∂αγi

]
(t) dx̃

≥ µs

∫
Ωs

0

|ε(γ̃)|2(t) dX +
C + λs

2

∫
Ωs

0

|∇ · γ̃|2(t) dX − CT κM ||γ̃||2L∞(H1)

≥ µsCk||γ̃(t)||2H1+
C + λs

2
||∇ · γ̃(t)||2L2−CT κM ||γ̃||L∞(H1)

≥ µsCk||γ̃||2L∞(H1(Ωs
0))+

C + λs
2
||∇ · γ̃||2L∞(L2(Ωs

0))−CT κM ||γ̃||2L∞(H1(Ωs
0)).

(3.115)

On the other hand, using (3.37) and (3.39), for i, α, j, β = 1, 2, 3, we have∣∣∣∣∣12
∫ t

0

∫
Ωs

0

∂sb̆iαjβ∂
2
sβ(
∫ s

0
γ̃(τ)dτ)j∂

2
sα(
∫ s

0
γ̃(τ)dτ)i dx̃ ds

∣∣∣∣∣
=

∣∣∣∣∣12
∫ t

0

∫
Ωs

0

∂sb̆iαjβ∂βγ̃j∂αγ̃i dx̃ ds

∣∣∣∣∣
≤
∫ t

0

||∂sb̆iαjβ(s)||L∞(Ωs
0)||∇γ̃(s)||2L2(Ωs

0) ds

≤
∫ t

0

||∂sb̆iαjβ(s)||H2(Ωs
0)||γ̃(s)||2H1(Ωs

0) ds

≤ CT ||∂tb̆iαjβ||L∞(H2(Ωs
0))||γ̃||2L∞(H1(Ωs

0))

≤ CT (M +M2 +M3 +M4)||γ̃||2L∞(H2(Ωs
0))

≤ CT κM ||γ̃||2L∞(H2(Ωs
0)).

(3.116)

Similarly, for i, α, j, β = 1, 2, 3, we use (3.37) and (3.39) in addition to Young's inequality to get∣∣∣∣∣
∫ t

0

∫
Ωs

0

∂αb̆iαjβ∂
2
sβ(
∫ s

0
γ̃(τ)dτ)j∂

2
s (
∫ s

0
γ̃(τ)dτ)i dx̃ ds

∣∣∣∣∣
=

∣∣∣∣∣
∫ t

0

∫
Ωs

0

∂αb̆iαjβ∂βγ̃j∂sγ̃i dx̃ ds

∣∣∣∣∣
≤
∫ t

0

||∂αb̆iαjβ(s)||L∞(Ωs
0)||∇γ̃(s)||L2(Ωs

0)||∂sγ̃(s)||L2(Ωs
0) ds

≤ ||∂αb̆iαjβ||L∞(H2(Ωs
0))

∫ t

0

[
Cδ||γ̃(s)||2H1(Ωs

0)+δ||∂sγ̃(s)||2L2(Ωs
0)

]
ds

≤ CT (M +M2 +M3 +M4)
[
Cδ||γ̃||2L∞(H1(Ωs

0))+δ||∂tγ̃||2L∞(L2(Ωs
0))

]
≤ CT κM

[
Cδ||γ̃||2L∞(H1(Ωs

0))+δ||∂tγ̃||2L∞(L2(Ωs
0))

]
.

(3.117)
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Further, for i, α, j, β = 1, 2, 3,

∣∣∣∣∣−
∫ t

0

∫
Ωs

0

∂sb̆iαjβ∂
2
αβ(
∫ s

0
γ̃(τ)dτ)j∂

2
s (
∫ s

0
γ̃(τ)dτ)i dx̃ ds

∣∣∣∣∣
=

∣∣∣∣∣
∫ t

0

∫
Ωs

0

∂sb̆iαjβ∂
2
αβ(
∫ s

0
γ̃(τ)dτ)j∂sγ̃i dx̃ ds

∣∣∣∣∣
≤
∫ t

0

||∂sb̆iαjβ(s)||L∞(Ωs
0)||∇2

∫ s
0
γ̃(τ)dτ ||L2(Ωs

0)||∂sγ̃(s)||L2(Ωs
0) ds

≤ ||∂sb̆iαjβ||L∞(H2(Ωs
0))

∫ t

0

[
Cδ||

∫ s
0
γ̃(τ)dτ ||2H2(Ωs

0)+δ||∂sγ̃(s)||2L2(Ωs
0(0))

]
ds

≤ CT κM
[
Cδ||

∫ •
0
γ̃(s)ds||2L∞(H2(Ωs

0))+δ||∂tγ̃||2L∞(L2(Ωs
0))

]
ds.

Therefore, combining (3.116)-(3.118) and taking summation over i, α, j, β = 1, 2, 3 give

∣∣∣∣∣
3∑

i,α,j,β=1

[
− 1

2

∫ t

0

∫
Ωs

0

∂sb̆iαjβ∂
2
sβ(
∫ s

0
γ̃(τ)dτ)j ∂

2
sα(
∫ s

0
γ̃(τ)dτ)i dx̃ ds

+

∫ t

0

∫
Ωs

0

∂αb̆iαjβ∂
2
sβ(
∫ s

0
γ̃(τ)dτ)j ∂

2
s (
∫ s

0
γ̃(τ)dτ)i dx̃ ds

−
∫ t

0

∫
Ωs

0

∂sb̆iαjβ∂
2
αβ(
∫ s

0
γ̃(τ)dτ)j ∂

2
s (
∫ s

0
γ̃(τ)dτ)i dx̃ ds

]∣∣∣∣∣
≤CT (M +M2 +M3 +M4)

[
Cδ||

∫ •
0
γ̃(s)ds||2L∞(H2(Ωs

0))+δ||∂tγ̃||2L∞(L2(Ωs
0))+||γ̃||2L∞(H1(Ωs

0))

]
≤CT κM

[
Cδ||

∫ •
0
γ̃(s)ds||2L∞(H2(Ωs

0))+δ||∂tγ̃||2L∞(L2(Ωs
0))+||γ̃||2L∞(H1(Ωs

0))

]
.

For the integrals across the boundary we use (3.101),Young's inequality in addition to the trace
inequality to obtain

∣∣∣∣∣
∫ t

0

∫
Γc(0)

∂sĥ · ∂sγ̃ dΓ̃ ds

∣∣∣∣∣ ≤
∫ t

0

||∂sĥ(s)||L2(Γc(0))||∂sγ̃(s)||L2(Γc(0)) ds

≤ CT κM ||ξ̂||ST
2
||γ̃||H1(H1(Ωf

0 ))

≤ CT κM
[
Cδ||ξ̂||2ST

2
+δ||γ̃||2

H1(H1(Ωf
0 ))

]
,

(3.118)
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and for i, α, j, β = 1, 2, 3, we have∣∣∣∣∣
∫ t

0

∫
Γc(0)

∂sb̆iαjβ∂β(
∫ s

0
γ̃(τ)dτ)j∂sγ̃i nα dΓ̃ ds

∣∣∣∣∣
≤
∫ t

0

||∂sb̆iαjβ||L∞(Ωs
0)||∇

∫ s
0
γ̃(τ)dτ ||L2(Γc(0))||∂sγ̃(s)||L2(Γc(0))ds

≤ C||∂tb̆iαjβ||L∞(H2(Ωs
0))

∫ t

0

||∇
∫ s

0
γ̃(τ)dτ ||H1(Ωs

0)||∂sγ̃(s)||H1(Ωf
0 ) ds

≤ CT 1/2(M +M2 +M3 +M4) ||
∫ •

0
γ̃(s)ds ||L∞(H2(Ωs

0))||γ̃||H1(H1(Ωf
0 ))

≤ CT 1/2(M +M2 +M3 +M4)
[
Cδ||

∫ •
0
γ̃(s)ds||2L∞(H2(Ωs

0))+δ||γ̃||2H1(H1(Ωf
0 ))

]
.

(3.119)

Therefore, considering the restriction of γ̃ on each sub-domain, and for T small with respect
to M and the initial conditions, i.e, the factors CT κM and CT 1/2M4 are negligible, and using
(3.102) we get

||ṽ||2W 1,∞(L2)+||ṽ||2H1(H1)+||ξ̃||2W 2,∞(L2)+||ξ̃||2W 1,∞(H1)

≤ C||v0||2H1+C||ξ1||2H1+CT κM
(
||ξ̃||2ST

2
+||ξ̂||2ST

2

)
. (3.120)

3.4.2 Estimates Using Spatial Regularity

We have proved that the linear system has a strong solution (ṽ, ξ̃) ∈ F T
2 × ST2 . Therefore,

for all t ∈ (0, T ), the �uid velocity ṽ satis�es the following equation

∇ · σ̆0
f (ṽ) = ρfdet(∇Ă)∂tṽ in Ωf

0 ,

which can be rewritten as

µ∇ ·
(
∇ṽ + (∇ṽ)t) = ρfdet(∇Ă)∂tṽ + Fṽ in Ωf

0 ,

with

Fṽ = −µ∇ · fṽ,

where

fṽ =
(
∇ṽ
(
(∇Ă)−1 − Id

)
+
(
(∇Ă)−t − Id

)
∇ṽ)t

)
cof(∇Ă)−

(
∇ṽ + (∇ṽ)t

)(
cof(∇Ă)− Id

)
.

Using Lemma 3.2.2 we have

||Fṽ||L∞(L2)≤ ||fṽ||L∞(H1)≤ 2µCT κM ||ṽ||L∞(H2).

Hence, we obtain

µ||ṽ||L∞(H2)≤ ρfCT
κM ||∂tṽ||L∞(L2)+2µCT κM ||ṽ||L∞(H2). (3.121)
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Besides, the structure displacement ξ̃ satis�es the following equation

−∇ ·
(

2µsε(ξ̃) + λs(∇ · ξ̃)Id
)

= −ρsdet(∇ϕ̆)∂2
t ξ̃ +Hc

ξ̃
+Hd

ξ̃
, (3.122)

with

Hc
ξ̃,i

=
3∑

α,j,β=1

(
c̆liαjβ + c̆qiαjβ

)
∂2
αβ ξ̃j, for i = 1, 2, 3,

and

Hd
ξ̃,i

= C
3∑

α,j,β=1

(
d̆Liαjβ + d̆Qiαjβ + d̆Tiαjβ + d̆Fiαjβ

)
∂2
αβ ξ̃j, for i = 1, 2, 3.

Using elliptic estimates and thanks to (3.37) we get

||ξ̃||L∞(H2)≤ ρsCTM ||∂2
t ξ̃||L∞(L2)+CT (M +M2 +M3 +M4)||ξ̃||L∞(H2). (3.123)

To bound ||∂tṽ||L∞(L2(Ωf
0 )) and ||∂2

t ξ̃||L∞(L2(Ωs
0)) we use (3.120). Finally, taking T small with

respect toM and the initial conditions in (3.121) and (3.123), then combining them with (3.120),
we achieve the following estimate

||ṽ||2FT
2

+||ξ̃||2ST
2
≤ CT κM ||ξ̂||2ST

2
+C||v0||2H1+C||ξ1||2H1 . (3.124)

3.4.3 Fixed Point Theorem for the Linearized System

Based on the estimate (3.124) on the solution (ṽ, ξ̃) of the linear system (3.99), we proceed
to prove that the function Ψ0 is a contraction on ST2 . Let ξ̂1, ξ̂2 ∈ ST2 . For a = 1, 2, we denote
by (ṽa, ξ̃a) the solution of (3.57) with

gi = ĥai = −
3∑

α,j,β=1

(∫ t

0

∂sb̆iαjβ∂β(ξ̂a)j ds

)
ñα, i = 1, 2, 3.

Since (ṽ1, ξ̃1) and (ṽ2, ξ̃2) satisfy System (3.57), then we can say that (ṽ1 − ṽ2, ξ̃1 − ξ̃2) satis�es
System (3.57) with gi = ĥ1

i −ĥ2
i and null initial data. Hence, applying (3.124) to (ṽ1−ṽ2, ξ̃1− ξ̃2)

and noticing that the right hand side of the estimate contains only a norm on ST2 given by
||ξ̂1 − ξ̂2||ST

2
added to some constants, consequently we get

||ξ̃1 − ξ̃2||ST
2

= ||Ψ0(ξ̂1)−Ψ0(ξ̂2)||ST
2
≤ CT κM ||ξ̂1 − ξ̂2||ST

2
. (3.125)

Taking T small enough with respect to M , gives that Ψ0 is a contraction on ST2 . Therefore,
we assure the existence and uniqueness of a �xed point ξ̃ ∈ ST2 . Consequently, we obtain the
existence and uniqueness of a solution (ṽ, ξ̃) ∈ F T

2 × ST2 for the system (3.99). Finally, with
the assumption of T being small with respect to M and denoting C||v0||2H1+C||ξ1||2H1 by C0 we
obtain

||ṽ||2FT
2

+||ξ̃||2ST
2
≤ C0. (3.126)
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3.5 Regularity of Solution of the Linearized System

3.5.1 Regularity of the solution

Proposition 3.5.1 Let (v̆, ξ̆) ∈ ATM , with the assumption that v0 ∈ H6(Ωf
0) and ξ1 ∈ H3(Ωs

0)
and satis�es (3.30). For T small with respect to M and the initial conditions, the solution (ṽ, ξ̃)
is in the space F T

4 × ST4 . Further, it satis�es

||ṽ||FT
4

+||ξ̃||ST
4
≤ C0, (3.127)

where C0 denotes a constant in the norms ||v0||H6(Ωf
0 ) and ||ξ1||H3(Ωs

0).

By Proposition 3.4.1, we have proved the existence and uniqueness of (ṽ, ξ̃) ∈ F T
2 ×ST2 . Increas-

ing the regularity of the initial conditions results a more regular solution [Eva98,Bre10]. The
regularity of the solution in case of a linear FSI problem where the structure is considered to be
quasi-incompressible have been proved in [CS05]. Hence (ṽ, ξ̃) belongs to F T

4 × ST4 .

Next, we proceed to derive a priori estimates on the solution (ṽ, ξ̃) in F T
4 × ST4 .

3.5.2 A Priori estimates on γ̃ in AT
M

A Priori Estimates Using Time Regularity

The solution γ̃ satis�es the following variational formulation

ρf

∫
Ωf

0

det(∇Ă)∂tγ̃ · η̃ dx̃+ ρs

∫
Ωs

0

det(∇ϕ̆)∂tγ̃ · η̃ dx̃+

∫
Ωf

0

σ̆0
f (γ̃) : ∇η̃ dx̃

+
3∑

i,α,j,β=1

∫
Ωs

0

b̆iαjβ∂β(
∫ t

0
γ̃(s)ds)j ∂αη̃i dx̃+

3∑
i,α,j,β=1

∫
Ωs

0

∂αb̆iαjβ∂β(
∫ t

0
γ̃(s)ds)j η̃i dx̃

=

∫
Γc(0)

g · η̃ dΓ̃, ∀ η̃ ∈ W̃ ,

(3.128)

with

gi = −
3∑

α,j,β=1

(∫ t

0

∂sb̆iαjβ∂β ξ̃j ds

)
ñα, i = 1, 2, 3.

Di�erentiating three times with respect to time and taking η̃ = ∂3
t γ̃ yield

ρf

∫
Ωf

0

det(∇Ă)∂4
t γ̃ · ∂3

t γ̃ dx̃+ C1 + ρs

∫
Ωs

0

det(∇ϕ̆)∂4
t γ̃ · ∂3

t γ̃ dx̃+ C2

+µ

∫
Ωf

0

∂3
t

(
∇γ̃(∇Ă)−1 + (∇Ă)−t(∇γ̃)t

)
cof(∇Ă) : ∇∂3

t γ̃ dx̃+ C3

+
3∑

i,α,j,β=1

∫
Ωs

0

b̆iαjβ∂β∂
2
t γ̃j ∂α∂

3
t γ̃i dx̃+ C4 =

∫
Γc(0)

∂3
t g · ∂3

t γ̃ dΓ̃,

(3.129)
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where,

C1 =3ρf

∫
Ωf

0

∂tdet(∇Ă)∂3
t γ̃ · ∂3

t γ̃ dx̃+ 3ρf

∫
Ωf

0

∂2
t det(∇Ă)∂2

t γ̃ · ∂3
t γ̃ dx̃

+ ρf

∫
Ωf

0

∂3
t det(∇Ă)∂tγ̃ · ∂3

t γ̃ dx̃,

C2 =3ρs

∫
Ωs

0

∂tdet(∇ϕ̆)∂3
t γ̃ · ∂3

t γ̃ dx̃+ 3ρs

∫
Ωs

0

∂2
t det(∇ϕ̆)∂2

t γ̃ · ∂3
t γ̃ dx̃

+ ρs

∫
Ωs

0

∂3
t det(∇ϕ̆)∂tγ̃ · ∂3

t γ̃ dx̃,

C3 =3µ

∫
Ωf

0

∂2
t

(
∇γ̃(∇Ă)−1 + (∇Ă)−t(∇γ̃)t

)
∂tcof(∇Ă) : ∇∂3

t γ̃ dx̃

+ 3µ

∫
Ωf

0

∂t

(
∇γ̃(∇Ă)−1 + (∇Ă)−t(∇γ̃)t

)
∂2
t cof(∇Ă) : ∇∂3

t γ̃ dx̃

+ µ

∫
Ωf

0

(
∇γ̃(∇Ă)−1 + (∇Ă)−t(∇γ̃)t

)
∂3
t cof(∇Ă) : ∇∂3

t γ̃ dx̃,

and

C4 =
3∑

i,α,j,β=1

∫
Ωs

0

∂3
t b̆iαjβ∂β(

∫ t
0
γ̃(s)ds)j ∂α∂

3
t γ̃i dx̃+ 3

3∑
i,α,j,β=1

∫
Ωs

0

∂2
t b̆iαjβ∂βγ̃j ∂α∂

3
t γ̃i dx̃

+ 3
3∑

i,α,j,β=1

∫
Ωs

0

∂tb̆iαjβ∂β∂tγ̃j ∂α∂
3
t γ̃i dx̃+

3∑
i,α,j,β=1

∫
Ωs

0

∂t

(
∂αb̆iαjβ∂β(

∫ t
0
γ̃(s)ds)j

)
∂3
t γ̃i dx̃.

First we have,

ρf

∫ t

0

∫
Ωf

0

det(∇Ă)∂4
s γ̃ · ∂3

s γ̃ dx̃ ds =
ρf
2

∫
Ωf

0

det(∇Ă)|∂3
t γ̃(t)|2 dx̃− ρf

2

∫
Ωf

0

|∂3
t γ̃(0)|2 dx̃

+
ρf
2

∫ t

0

∫
Ωf

0

∂sdet(∇Ă)|∂3
s γ̃|2 dx̃ ds.

Thus proceeding as in (3.71) we get

ρf

∫ t

0

∫
Ωf

0

det(∇Ă)∂4
s γ̃ · ∂3

s γ̃ dx̃ ds ≥ ρf
2

(1− CT κM)||∂3
t γ̃||2L∞(L2(Ωf

0 ))
−||v0||2H6 . (3.130)

For the �uid stress term we proceed as in (3.109) to get

µ

∫ t

0

∫
Ωf

0

∂3
s

(
∇γ̃(∇Ă)−1 + (∇Ă)−t(∇γ̃)t

)
cof(∇Ă) : ∇∂3

s γ̃ dx̃ ds

=
µ

2

∫ t

0

∫
Ωf

0

∣∣∣∂3
s∇γ̃(∇Ă)−1 + (∇Ă)−t∂3

s (∇γ̃)t
∣∣∣2 dx̃ ds

+ µ

∫ t

0

∫
Ωf

0

(
∇γ̃∂3

s (∇Ă)−1 + ∂3
s (∇Ă)−t(∇γ̃)t

)
cof(∇Ă) : ∇∂3

s γ̃ dx̃ ds.
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Then, using Korn's inequality we can estimate the right hand side by

µ(Ck − CT κM)||∂3
t γ̃||L2(H1(Ωf

0 )). (3.131)

On the domain Ωs
0, similarly as (3.130), we have

ρs

∫ t

0

∫
Ωs

0

det(∇ϕ̆)∂4
s γ̃ · ∂3

s γ̃ dx̃ ds ≥ ρs
2

(1− CT κM)||∂3
t γ̃||2L∞(L2(Ωs

0))−||ξ1||2H3 . (3.132)

In addition,

3∑
i,α,j,β=1

∫ t

0

∫
Ωs

0

b̆iαjβ∂β∂
2
t γ̃j ∂α∂

3
t γ̃i dx̃ ds

=
1

2

3∑
i,α,j,β=1

∫
Ωs

0

[
b̆iαjβ∂β∂

2
t γ̃j∂α∂

2
t γ̃i

]
(t) dx̃− 1

2

3∑
i,α,j,β=1

∫
Ωs

0

[
b̆iαjβ∂β∂

2
t γ̃j∂α∂

2
t γ̃i

]
(0) dx̃

− 1

2

3∑
i,α,j,β=1

∫ t

0

∫
Ωs

0

∂sb̆iαjβ∂β∂
2
s γ̃j ∂α∂

2
s γ̃i dx̃ ds.

Whence, using (3.37)-(3.38) with Korn's inequality give

3∑
i,α,j,β=1

∫ t

0

∫
Ωs

0

b̆iαjβ∂β∂
2
s γ̃j ∂α∂

3
s γ̃i dx̃ ds ≥ µsCk||∂2

t γ̃||2L∞(H1(Ωs
0))−CT κM ||

∫ •
0
γ̃(s)ds||2ST

4
.

(3.133)

Further, on the boundary Γc(0) we have∫ t

0

∫
Γc(0)

∂3
sg · ∂3

s γ̃ dΓ̃ ds =
3∑

i,α,j,β=1

∫ t

0

∫
Γc(0)

∂3
s b̆iαjβ∂β(

∫ s
0
γ̃(τ)dτ)j ñα ∂

3
s γ̃i dΓ̃ ds

+2
3∑

i,α,j,β=1

∫ t

0

∫
Γc(0)

∂2
s b̆iαjβ∂βγ̃j ñα ∂

3
s γ̃i dΓ̃ ds+

3∑
i,α,j,β=1

∫ t

0

∫
Γc(0)

∂sb̆iαjβ∂β∂sγ̃j ñα ∂
3
s γ̃i dΓ̃ ds.

Proceeding as in (3.118) and (3.119) we get∣∣∣∣∣
∫ t

0

∫
Γc(0)

∂3
sg · ∂3

s γ̃ dΓ̃ ds

∣∣∣∣∣ ≤ CT κM ||
∫ •

0
γ̃(s)ds||ST

4
||γ̃||FT

4
. (3.134)

On the other hand, to deal with C1, C2, C3 and C4 we use the following bounds

||∂kt det(∇Ă)||L∞(L∞(Ωf
0 ))≤ CMk, k = 1, 2, 3. (3.135)

||∂kt det(∇ϕ̆)||L∞(L∞(Ωs
0))≤ CMk, k = 1, 2, 3. (3.136)

||∂kt (∇Ă)−t||L∞(L∞(Ωf
0 ))≤ CMk, k = 1, 2, 3. (3.137)

||∂kt cof(∇Ă)||L∞(L∞(Ωf
0 ))≤ CMk, k = 1, 2, 3. (3.138)
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Then, ∫ t

0

C1 ds ≤ CT κM ||γ̃||2FT
4
. (3.139)

Similarly ∫ t

0

C2 ds ≤ CT κM ||γ̃||2FT
4
. (3.140)

On the other hand, ∫ t

0

C3 ds ≤ CT κM ||
∫ •

0
γ̃(s)ds||2ST

4
(3.141)

and ∫ t

0

C4 ds ≤ CT κM ||
∫ •

0
γ̃(s)ds||2ST

4
. (3.142)

Combining (3.130)-(3.134) with (3.139)-(3.142) and considering the restriction of γ̃ on each
sub-domain give

||∂3
t ṽ||2L∞(L2(Ωf

0 ))
+||∂2

t ṽ||2L2(H1(Ωf
0 ))

+||∂3
t ξ̃||2L∞(H1(Ωs

0))+||∂4
t ξ̃||2L∞(L2(Ωs

0))

≤ CT κM(||ṽ||2FT
4

+||ξ̃||2ST
4

) + C(||ξ1||2H3+||v0||2H6). (3.143)

This estimate together with (3.126) lead to the following estimate

||ṽ||2
W 3,∞(L2(Ωf

0 ))
+||ṽ||2

W 2,∞(H1(Ωf
0 ))

+||ṽ||2H3(H1(Ωs
0))+||ξ̃||2W 3,∞(H1(Ωs

0))+||ξ̃||2W 4,∞(L2(Ωs
0))

≤ CT κM(||ṽ||2FT
4

+||ξ̃||2ST
4

) + C(||ξ1||2H3+||v0||2H6). (3.144)

Spatial Regularity

• Step 1: Estimates on ṽ in W 2,∞(H2(Ωf
0)) and ξ̃ in W 2,∞(H2(Ωs

0)).
The �uid velocity ṽ satis�es the elliptic equation

µ∇ ·
(
∇ṽ + (∇ṽ)t) = ρfdet(∇Ă)∂tṽ + Fṽ in Ωf

0 , (3.145)

with

Fṽ = −µ∇ · fṽ,

where

fṽ =
(
∇ṽ
(
(∇Ă)−1 − Id

)
+
(
(∇Ă)−t − Id

)
∇ṽ)t

)
cof(∇Ă)−

(
∇ṽ + (∇ṽ)t

)(
cof(∇Ă)− Id

)
.

as de�ned in Subsection 3.4.2. First we have

||∂2
t

(
det(∇Ă)∂tṽ

)
||L∞(L2)≤ CM2||ṽ||W 3,∞(L2)≤ C||v0||H6+C||ξ1||H3+CT κM(||ṽ||FT

4
+||ξ̃||ST

4
).
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First, let us estimate Fṽ in W 2,∞(L2). In fact di�erentiating fṽ two times in time gives[(
∂2
t∇ṽ

)(
(∇Ă)−1 − Id

)
+ 2(∂t∇ṽ)

(
∂t(∇Ă)−1

)
+ (∇ṽ)

(
∂2
t (∇Ă)−1

)]
cof(∇Ă)

+
(
∂t∇ṽ)

(
(∇Ă)−1 − Id

)
+ (∇ṽ)

(
∂t(∇Ă)−1

)](
∂tcof(∇Ă)

)
+ (∇ṽ)

(
(∇Ă)−1 − Id

)(
∂2
t cof(∇Ă)

)
.

Using (3.135) with the embedding of H2 in L∞ and taking into consideration that

||ṽ||L∞(H1)≤ C||v0||H6+T ||ṽ||H3(H1)

yield

||Fṽ||W 2,∞(L2)≤ CT κM ||ṽ||W 2,∞(H1)+C||v0||H6 . (3.146)

Therefore, using (3.144) and the elliptic estimates on ṽ we obtain

||ṽ||W 2,∞(H2)≤ C||v0||H6+C||ξ1||H3+CT κM(||ṽ||FT
4

+||ξ̃||ST
4

). (3.147)

On the other hand, the structure displacement ξ̃ satis�es (3.122). Di�erentiating two times
in time yield

−∂2
t

[
∇ ·

(
2µsε(ξ̃) + λs(∇ · ξ̃) Id

)]
= −ρs∂2

t

(
det(∇ϕ̆)∂2

t ξ̃
)

+ ∂2
tH

c
ξ̃

+ ∂2
tH

d
ξ̃
,

with

Hc
ξ̃,i

=
3∑

α,j,β=1

(
c̆liαjβ + c̆qiαjβ

)
∂2
αβ ξ̃j, for i = 1, 2, 3,

and

Hd
ξ̃,i

= C
3∑

α,j,β=1

(
d̆Liαjβ + d̆Qiαjβ + d̆Tiαjβ + d̆Fiαjβ

)
∂2
αβ ξ̃j, for i = 1, 2, 3.

First, we have

||det(∇ϕ̆)∂2
t ξ̃||W 2,∞(L2(Ωs

0))≤ C||ξ̃||W 4,∞(L2).

Then using (3.144) we get

||det(∇ϕ̆)∂2
t ξ̃||W 2,∞(L2(Ωs

0))≤ C||v0||H6+C||ξ1||H3+CT κM(||ṽ||FT
4

+||ξ̃||ST
4

). (3.148)

Further, for ∂2
tH

c
ξ̃
we have

∂2
tH

c
ξ̃
(x̃, t) = ∂2

tH
c
ξ̃
(x̃, 0) +

∫ t

0

∂3
sH

c
ξ̃
(x̃, s) ds ∀ x̃ ∈ Ωs

0. (3.149)
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Simple calculation of ∂2
tH

c
ξ̃
(x̃, s) then setting t = 0 and using the fact that ∂tc̆liαjβ(x̃, 0) is a

function of ξ1 give ||∂3
tH

c
ξ̃
(x̃, s)||L∞(L2(Ωs

0))≤ C||ξ1||H3 . Moreover,

∫ t

0

∂3
sH

c
ξ̃
(x̃, s) ds =

3∑
i,α,j,β=1

[∫ t

0

∂3
s

(
c̆liαjβ + c̆qiαjβ

)
∂2
αβ ξ̃j ds+ 3

∫ t

0

∂s
(
c̆liαjβ + c̆qiαjβ

)
∂2
αβ(∂2

s ξ̃j) ds

+ 3

∫ t

0

∂2
s

(
c̆liαjβ + c̆qiαjβ

)
∂2
αβ(∂sξ̃j) ds+

∫ t

0

(
c̆liαjβ + c̆qiαjβ

)
∂2
αβ(∂3

s ξ̃j) ds

]
.

Hence, integrating over Ωs
0 and using (3.37), we get that the �rst three terms of the right hand

side can be estimated in L∞(L2(Ωs
0)) by

CT κM ||ξ̃||ST
4
.

On the contrary, integrating by parts in time in the last integral of the right hand side gives

(
c̆liαjβ + c̆qiαjβ

)
∂2
αβ(∂2

s ξ̃j)(t)−
(
c̆liαjβ + c̆qiαjβ

)
∂2
αβ(∂2

s ξ̃j)(0)−
∫ t

0

∂s
(
c̆liαjβ + c̆qiαjβ

)
∂2
αβ(∂2

s ξ̃j) ds

(3.150)

As ξ̆(0) = 0, then
3∑

i,α,j,β=1

[(
c̆liαjβ + c̆qiαjβ

)
∂2
αβ(∂2

s ξ̃j)
]
(0) = 0. In addition,

||c̆liαjβ + c̆iαjβ||L∞(L2)≤ T ||∂tc̆liαjβ + ∂tc̆
q
iαjβ||L∞(L2)≤ CT κM.

Therefore,

(3.150) ≤ CT κM ||ξ̃||ST
4
.

Consequently,

||∂2
tH

c
ξ̃
||L∞(L2(Ωs

0))≤ CT κM ||ξ̃||ST
4
. (3.151)

Similarly, one can show that

||∂2
tH

d
ξ̃
||L∞(L2(Ωs

0))≤ CT κM ||ξ̃||ST
4
. (3.152)

As a result, combining (3.148), (3.151) and (3.152) an estimate on ξ̃ in W 2,∞(L2(Ωs
0)) is given

by

||ξ̃||W 2,∞(H2(Ωs
0))≤ C||v0||H6+C||ξ1||H3+CT κM(||ṽ||FT

4
+||ξ̃||ST

4
). (3.153)

Finally, combining (3.147) and (3.153) we get

||ṽ||W 2,∞(H2(Ωf
0 ))+||ξ̃||W 2,∞(H2(Ωs

0))≤ C||v0||H6+C||ξ1||H3+CT κM(||ṽ||FT
4

+||ξ̃||ST
4

). (3.154)
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• Step 2: Estimates on ṽ in L∞(H4(Ωf
0)) and ξ̃ in L∞(H4(Ωs

0)).
Again, the �uid velocity satis�es (3.145). We estimate Fṽ in L∞(H2(Ωf

0)). First,

||Fṽ||L∞(H2(Ωf
0 ))≤ µ||fṽ||L∞(H3(Ωf

0 )).

But

||fṽ||L∞(H3)≤2||∇v̆||L∞(H3)||(∇Ă)−1 − Id||L∞(H3)||cof(∇Ă)||L∞(H3)

+ ||cof(∇Ă)− Id||L∞(H3)||∇v̆||L∞(H3)

≤CT κM ||∇v̆||L∞(H3)

≤CT κM ||ṽ||L∞(H4).

Further, using Estimate (3.154) we have

||det(∇Ă)∂tṽ||L∞(H2)≤ CM ||ṽ||W 2,∞(H2)≤ C||v0||H6+C||ξ1||H3+CT κM(||ṽ||FT
4

+||ξ̃||ST
4

).

Hence, the elliptic estimates yield

||ṽ||L∞(H4)≤ C||v0||H6+C||ξ1||H3+CT κM(||ṽ||FT
4

+||ξ̃||ST
4

). (3.155)

Besides, the structure displacement ξ̃ satis�es (3.122). Then, by using the fact that ξ0 = 0 with
(3.37) we have

||c̆liαjβ + c̆iαjβ||L∞(H2(Ωs
0))≤ T ||∂tc̆liαjβ + ∂tc̆

q
iαjβ||L∞(H2(Ωs

0))≤ CT κM.

Thus, Hc
ξ̃
can be estimated by

C||∂2
t ξ̃||L∞(H2)+CT

κM ||ξ̃||L∞(H4). (3.156)

By a similar argument, we �nd that Hd
ξ̃
can be estimated by

CT κM ||ξ̃||L∞(H4).

Thanks to the Estimate (3.154) on ξ̃, (3.156) can be estimated by

C||v0||H6+C||ξ1||H3+CT κM(||ṽ||FT
4

+||ξ̃||ST
4

). (3.157)

Therefore, using the elliptic estimate we get

||ξ̃||L∞(H4)≤ C||v0||H6+C||ξ1||H3+CT κM(||ṽ||FT
4

+||ξ̃||ST
4

). (3.158)

Combining (3.155) and (3.158) yields

||ṽ||L∞(H4(Ωf
0 ))+||ξ̃||L∞(H4(Ωs

0))≤ C||v0||H6+C||ξ1||H3+CT κM(||ṽ||FT
4

+||ξ̃||ST
4

). (3.159)

Finally, Estimates (3.144), (3.154) and (3.159) give

||ṽ||FT
4

+||ξ̃||ST
4
≤ C||v0||H6+C||ξ1||H3+CT κM(||ṽ||FT

4
+||ξ̃||ST

4
). (3.160)

Assuming that T small with respect to M and the initial values yields

||ṽ||FT
4

+||ξ̃||ST
4
≤ C||v0||H6+C||ξ1||H3= C0. (3.161)
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3.6 Existence of Solution of the Non-Linear Coupled Prob-

lem

From Proposition 3.4.1, there exists Ĉ0 > 0 and κ̂ > 0 such that for all M > 0 and (v̆, ξ̆) ∈
ATM , there exists T1 > 0 so that the solution of (3.99) satis�es

||ṽ||2FT
4

+||ξ̃||2ST
4
≤ Ĉ0, (3.162)

for all T ≤ T1.
Taking M̂ = Ĉ0 we get

||ṽ||2FT
4

+||ξ̃||2ST
4
≤ M̂. (3.163)

We seek to prove the existence of a solution of the non-linear coupled problem (3.5a)-(3.5j).
To establish this result we use the �xed point theorem. For this sake, for any T ≤ T̂ , we setting
E = F T

2 × ST2 and W = AT
M̂
. The set W is a closed subset of E. We de�ne the function

Ψ : (v̆, ξ̆) −→ (ṽ, ξ̃) that maps (v̆, ξ̆) ∈ W into (ṽ, ξ̃) ∈ W which is the solution of the linear
system (3.99). An element (a, b) ∈ Ψ(W ) is written as (a, b) = Ψ(v̆, ξ̆) where (v̆, ξ̆) belongs to
W . But the de�nition of Ψ gives that Ψ(v̆, ξ̆) = (ṽ, ξ̃) which is the unique solution of the linear
problem (3.99) in W , consequently (a, b) = (ṽ, ξ̃) ∈ W . Therefore, Ψ(W ) ⊂ W .

Consider two pairs (v̆1, ξ̆1) and (v̆2, ξ̆2) ∈ W and two solutions (ṽ1, ξ̃1), (ṽ2, ξ̃2) of the linear
system (3.99) associated to (v̆1, ξ̆1) and (v̆2, ξ̆2), respectively. Therefore ṽ1, ṽ2, ξ̃1 and ξ̃2 satisfy
the variational formulations (3.60) and (3.103) with

gi = −
3∑

α,j,β=1

(∫ t

0

∂sb̆iαjβ∂β ξ̃j ds

)
ñα, i = 1, 2, 3.

Set ζ̃ = γ̃1 − γ̃2, then ζ̃(0) = 0 . The main work in this section is to �nd estimates on ζ̃ and
∂tζ̃. These estimates will enable us to apply the �xed point theorem for a suitable choice of T
to be precised later.
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3.6.1 Estimates on ζ̃

Consider ζ̃ = γ̃1 − γ̃2 in (3.62) then ζ̃ satis�es the following variational formulation

ρf

∫
Ωf

0

det(∇Ă1)∂tζ̃ · η̃ dx̃+

∫
Ωf

0

σ̆0
1(ζ̃) : ∇η̃ dx̃+ ρf

∫
Ωf

0

∂tγ̃2 ·
[
det(∇Ă1)− det(∇Ă2)

]
η̃ dx̃

+ρs

∫
Ωs

0

det(∇ϕ̆1)∂tζ̃ · η̃ dx̃+ ρs

∫
Ωs

0

∂tγ̃2 ·
[
det(∇ϕ̆1)− det(∇ϕ̆2)

]
η̃ dx̃

+
3∑

i,α,j,β=1

∫
Ωs

0

biαjβ(∇ξ̆1)∂β(
∫ t

0
ζ̃(s)ds)j ∂αη̃i dx̃+

3∑
i,α,j,β=1

∫
Ωs

0

∂αbiαjβ(∇ξ̆1)∂β(
∫ t

0
ζ̃(s)ds)j η̃i dx̃

+
3∑

i,α,j,β=1

∫
Ωs

0

(
biαjβ(∇ξ̆1)− biαjβ(∇ξ̆2)

)
∂β(
∫ t

0
γ̃2(s)ds)j ∂αη̃i dx̃

+
3∑

i,α,j,β=1

∫
Ωs

0

(
∂αbiαjβ(∇ξ̆1)− ∂αbiαjβ(∇ξ̆2)

)
∂β(
∫ t

0
γ̃2(s)ds)j η̃i dx̃+

∫
Ωf

0

F0 : ∇η̃ dx̃

=

∫
Γc(0)

G · η̃ dΓ̃ ∀ η̃ ∈ W̃ ,

(3.164)
where

σ̆0
1(ζ̃) = µ

[
∇ζ̃(∇Ă1)−1 + (∇Ă1)−t(∇ζ̃)t

]
cof(∇Ă1) (3.165)

and

F0 = µ
[
∇γ̃2

(
(∇Ă1)−1cof(∇Ă1)− (∇Ă2)−1cof(∇Ă2)

)]
+ µ
[
(∇Ă1)−t(∇γ̃2)tcof(∇Ă1)− (∇Ă2)−t(∇γ̃2)tcof(∇Ă2)

]
. (3.166)

Further, for i = 1, 2, 3,

Gi =

3∑
α,j,β=1

(∫ t

0

∂sbiαjβ(∇ξ̆1)∂β(
∫ s

0
ζ̃(τ)dτ)j ds

)
ñα

+

3∑
α,j,β=1

(∫ t

0

[
∂sbiαjβ(∇ξ̆1)− ∂sbiαjβ(∇ξ̆2)

]
∂β(
∫ s

0
γ̃2(τ)dτ)j ds

)
ñα. (3.167)

Moreover, for simplicity, in what follows we set

L0 = ρf∂tγ̃2

[
det(∇Ă1)− det(∇Ă2)

]
and L1 = ρs∂tγ̃2

[
det(∇ϕ̆1)− det(∇ϕ̆2)

]
. (3.168)
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Taking η̃ = ζ̃ and using the fact that ζ̃(0) = 0, then proceeding as in (3.70) yield



ρf
2

∫
Ωf

0

det(∇Ă1)|ζ̃(t)|2 dx̃− ρf
2

∫ t

0

∫
Ωf

0

∂sdet(∇Ă1)|ζ̃|2 dx̃ ds+

∫ t

0

∫
Ωf

0

σ̆0
1(ζ̃) : ∇ζ̃ dx̃ ds

+
ρs
2

∫
Ωs

0

det(∇ϕ̆1)|ζ̃(t)|2 dx̃− ρs
2

∫ t

0

∫
Ωs

0

∂sdet(∇ϕ̆1)|ζ̃|2 dx̃ ds+

∫ t

0

∫
Ωf

0

F0 : ∇ζ̃ dx̃ ds

+

∫ t

0

∫
Ωf

0

L0 · η̃ dx̃ ds+

∫ t

0

∫
Ωs

0

L1 · η̃ dx̃ ds

+
1

2

3∑
i,α,j,β=1

∫
Ωs

0

biαjβ(∇ξ̆1)∂β(
∫ t

0
ζ̃(s)ds)j ∂α(

∫ t
0
ζ̃(s)ds)i dx̃

−1

2

3∑
i,α,j,β=1

∫ t

0

∫
Ωs

0

∂sbiαjβ(∇ξ̆1)∂β(
∫ s

0
ζ̃(τ)dτ)j ∂α(

∫ s
0
ζ̃(τ)dτ)i dx̃ ds

+
3∑

i,α,j,β=1

∫ t

0

∫
Ωs

0

∂αbiαjβ(∇ξ̆1)∂β(
∫ s

0
ζ̃(τ)dτ)j ∂s(

∫ s
0
ζ̃(τ)dτ)i dx̃ ds

+
3∑

i,α,j,β=1

∫ t

0

∫
Ωs

0

(
biαjβ(∇ξ̆1)− biαjβ(∇ξ̆2)

)
∂β(
∫ s

0
γ2(τ)dτ)j ∂

2
sα(
∫ s

0
ζ̃(τ)dτ)i dx̃ ds

+
3∑

i,α,j,β=1

∫ t

0

∫
Ωs

0

(
∂αbiαjβ(∇ξ̆1)− ∂αbiαjβ(∇ξ̆2)

)
∂β(
∫ s

0
γ̃2(τ)dτ)j∂s(

∫ s
0
ζ̃(τ)dτ)i dx̃ ds

=

∫ t

0

∫
Γc(0)

G · ∂s(
∫ s

0
ζ̃(τ)dτ) dΓ̃ ds.

(3.169)
We proceed to estimate the terms of (3.169) in the spirit of [BG17] by using the fact that

||cof(∇Ă1)− cof(∇Ă2)||L∞(H1)≤ C||v̆1 − v̆2||FT
2
,

||(∇Ă1)−1 − (∇Ă2)−1||L∞(H1)≤ C||v̆1 − v̆2||FT
2
,

||det(∇Ă1)− det(∇Ă2)||L∞(H1)≤ C||v̆1 − v̆2||FT
2

and

||det(∇ϕ̆1)− det(∇ϕ̆2)||L∞(H1)≤ C||ξ̆1 − ξ̆2||ST
2

(3.170)
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which can be established in the similar manner used in Lemma 3.2.2.
First, using Lemma 3.2.3 we have

ρs
2

∫
Ωs

0

det(∇ϕ̆1)|ζ̃(t)|2 dx̃− ρs
2

∫ t

0

∫
Ωs

0

∂tdet(∇ϕ̆1)|ζ̃|2 dx̃ ds

≥ ρs(1− CT κM)||ζ̃||2L∞(L2(Ωs
0)).

Using (3.37) and (3.39), for all i, α, j, β ∈ {1, 2, 3} we have

||biαjβ(∇ξ̆1)− biαjβ(∇ξ̆2)||L∞(H1)≤ C||ξ̆1 − ξ̆2||L∞(H2),

||∂αbiαjβ(∇ξ̆1)− ∂αbiαjβ(∇ξ̆2)||L∞(L2)≤ C||ξ̆1 − ξ̆2||L∞(H2)

and

||∂tbiαjβ(∇ξ̆1)− ∂tbiαjβ(∇ξ̆2)||L∞(L2)≤ C||ξ̆1 − ξ̆2||W 1,∞(H1).

(3.171)

Then an estimate on G is given by

||G||H1(L2(Γc(0)))≤ CT κM
(
||ξ̆1 − ξ̆2||ST

2
+||ζ̃||L∞(H1(Ωs

0))

)
. (3.172)

Hence, proceeding similarly as in (3.79) we get∫ t

0

∫
Γc(0)

G · ∂s(
∫ s

0
ζ̃(τ)dτ) dΓ̃ ds ≤ C||G||2H1(L2(Γc(0)))+δT ||

∫ •
0
ζ̃(s) ds||2L∞(H1(Ωs

0))

≤ CT κM ||ξ̆1 − ξ̆2||2ST
2

+δCT κM ||ζ̃||2ST
2
. (3.173)

Taking into consideration (3.171) and the embedding H1 ⊂ L6 [Bre10, Theorem 9.9] we obtain

∣∣∣∣∣−
3∑

i,α,j,β=1

∫ t

0

∫
Ωs

0

(
biαjβ(∇ξ̆1)− biαjβ(∇ξ̆2)

)
∂β(
∫ s

0
γ̃2(τ)dτ)j ∂

2
sα(
∫ s

0
ζ̃(τ)dτ)i dx̃ ds

−
3∑

i,α,j,β=1

∫ t

0

∫
Ωs

0

(
∂αbiαjβ(∇ξ̆1)− ∂αbiαjβ(∇ξ̆2)

)
∂β(
∫ s

0
γ̃2(τ)dτ)j∂s(

∫ s
0
ζ̃(τ)dτ)i dx̃ ds

∣∣∣∣∣
≤

3∑
i,α,j,β=1

T ||biαjβ(∇ξ̆1)− biαjβ(∇ξ̆2)||L∞(L6)||∇
∫ •

0
γ̃2(s)ds||L∞(L3)||∇

∫ •
0
ζ̃(s)ds||L∞(L2)

+

3∑
i,α,j,β=1

T ||∂αbiαjβ(∇ξ̆1)− ∂αbiαjβ(∇ξ̆2)||L∞(L2)||∇
∫ •

0
γ̃2(s)ds||L∞(L3)||ζ̃||L∞(L6)

≤ CTM ||ξ̆1 − ξ̆2||2L∞(H2(Ωs
0))+CTM ||ζ̃||2L∞(H1(Ωs

0)).
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On the contrary, using (3.38) and (3.40) we have

1

2

3∑
i,α,j,β=1

∫
Ωs

0

biαjβ(∇ξ̆1)(t)∂β(
∫ t

0
ζ̃(s)ds)j∂α(

∫ t
0
ζ̃(s)ds)idx̃

≥ µs||
∫ •

0
ζ̃(s)ds||2L∞(H1(Ωs

0))+
λs + C

2
||∇ ·

∫ •
0
ζ̃(s) ds||2L∞(L2(Ωs

0))−CT κM ||
∫ •

0
ζ̃(s) ds||2L∞(H1(Ωs

0)).

(3.174)

Whereas, for the integrals on the �uid domain Ωf
0 we have

ρf
2

∫
Ωf

0

det(∇Ă1)|ζ̃(t)|2 dx̃+
ρf
2

∫ t

0

∫
Ωf

0

∂tdet(∇Ă1)|ζ̃|2 dx̃ ds

≥ ρf
2

(1− CT κM)||ζ̃||2
L∞(L2(Ωf

0 ))
.

On the other hand, for F0 we have

||F0||2L2(L2(Ωf
0 ))
≤ CT ||v̆1 − v̆2||2FT

2
. (3.175)

Then, using Young's inequality we bound the integral
∫ t

0

∫
Ωf

0

F0 : ∇ζ̃ dx̃ ds as

∣∣∣∣∣
∫ t

0

∫
Ωf

0

F0 : ∇ζ̃ dx̃ ds

∣∣∣∣∣ ≤
∫ t

0

∫
Ωf

0

|F0||∇ζ̃| dx̃ ds

≤ Cδ||F0||2L2(L2(Ωf
0 ))

+δ||ζ̃||2
L2(H1(Ωf

0 ))

≤ CδCT ||v̆1 − v̆2||2FT
2

+δ|ζ̃||2
L2(H1(Ωf

0 ))
.

(3.176)

In order to deal with the integral in L0 we use (3.170) and Young's inequality to get∣∣∣∣∣
∫ t

0

∫
Ωf

0

∂tγ2

[
det(∇Ă1)− det(∇Ă2)

]
ζ̃ dx̃ ds

∣∣∣∣∣
≤ T ||∂tγ̃2||L∞(L3(Ωf

0 ))||det(∇Ă1)− det(∇Ă2)||L∞(L6(Ωf
0 ))||ζ̃||L∞(L2(Ωf

0 ))

≤ T ||γ̃2||L∞(H1(Ωf
0 ))||det(∇Ă1)− det(∇Ă2)||L∞(H1(Ωf

0 ))||ζ̃||L∞(L2(Ωf
0 ))

≤ CTM ||v̆1 − v̆2||FT
2
||ζ̃||L∞(L2(Ωf

0 ))

≤ CT κM
[
Cδ||v̆1 − v̆2||2FT

2
+δ||ζ̃||2

L∞(L2(Ωf
0 ))

]
.

(3.177)

Similarly, for the integral in L1 we have∣∣∣∣∣
∫ t

0

∫
Ωs

0

∂tγ2

[
det(∇ϕ̆1)− det(∇ϕ̆2)

]
ζ̃ dx̃ ds

∣∣∣∣∣
≤ CT κM

[
Cδ||ξ̆1 − ξ̆2||2ST

2
+δ||ζ̃||2W 1,∞(L2(Ωs

0))

]
.

(3.178)
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Finally, proceeding in a similar manner as Subsection 3.3.3 with the use of (3.175)-(3.178) and
taking into consideration that T is small with respect to M we get

||ζ̃||2FT
1

+||
∫ •

0
ζ̃(s)ds||2ST

1
≤ CT κM

[
||ξ̆1 − ξ̆2||2ST

2
+||v̆1 − v̆2||2FT

2

]
. (3.179)

3.6.2 Estimates on ∂tζ̃

The weak solution ζ̃ satis�es (3.164). Di�erentiating (3.164) in times gives the following
variational formulation

ρf

∫
Ωf

0

det(∇Ă1)∂2
t ζ̃ · η̃ dx̃+ ρf

∫
Ωs

0

∂tdet(∇Ă1)∂tζ̃ · η̃ dx̃+

∫
Ωf

0

∂tσ̆
0
1(ζ̃) : ∇η̃ dx̃

+ρs

∫
Ωs

0

det(∇ϕ̆1)∂2
t ζ̃ · η̃ dx̃+ ρs

∫
Ωs

0

∂tdet(∇ϕ̆1)∂tζ̃ · η̃ dx̃

−
3∑

i,α,j,β=1

∫
Ωs

0

∂tbiαjβ(∇ξ̆1)∂2
αβ(
∫ t

0
ζ̃(s)ds)j η̃i dx̃

+
3∑

i,α,j,β=1

∫
Ωs

0

∂αbiαjβ(∇ξ̆1)∂2
tβ(
∫ t

0
ζ̃(s)ds)j η̃i dx̃

+
3∑

i,α,j,β=1

∫
Ωs

0

biαjβ(∇ξ̆1)∂2
tβ(
∫ t

0
ζ̃(s)ds)j ∂αη̃i dx̃+

∫
Ωf

0

∂tF0 : ∇η̃ dx̃

+

∫
Ωf

0

∂tL0 · η̃ dx̃+

∫
Ωs

0

∂tL1 · η̃ dx̃

−
3∑

i,α,j,β=1

∫
Ωs

0

(
∂tbiαjβ(∇ξ̆1)− ∂tbiαjβ(∇ξ̆2)

)
∂2
αβ(
∫ t

0
γ̃2(s)ds)j η̃i dx̃

+
3∑

i,α,j,β=1

∫
Ωs

0

(
∂αbiαjβ(∇ξ̆1)− ∂αbiαjβ(∇ξ̆2)

)
∂2
tβ(
∫ t

0
γ̃2(s)ds)j η̃i dx̃

+
3∑

i,α,j,β=1

∫
Ωs

0

(
biαjβ(∇ξ̆1)− biαjβ(∇ξ̆2)

)
∂2
tβ(
∫ t

0
γ̃2(s)ds)j ∂αη̃i dx̃ = 0 ∀ η̃ ∈ W̃ ,

(3.180)
where σ̆0

1(ζ̃), F0, L0 and L1 are de�ned in (3.165) and (3.166)-(3.168), respectively.
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Take η̃ = ∂tζ̃ in (3.180) to get



ρf
2

d

dt

∫
Ωf

0

det(∇Ă1)|∂tζ̃(t)|2 dx̃+
ρf
2

∫
Ωf

0

∂tdet(∇Ă1)|∂tζ̃|2 dx̃

+
ρs
2

d

dt

∫
Ωs

0

det(∇ϕ̆1)|∂tζ̃(t)|2 dx̃+
ρs
2

∫
Ωf

0

∂tdet(∇ϕ̆1)|∂tζ̃|2 dx̃

+

∫
Ωf

0

∂tσ̆
0
1(ζ̃) : ∂t∇ζ̃ dx̃

+
1

2

d

dt

3∑
i,α,j,β=1

∫
Ωs

0

biαjβ(∇ξ̆1)∂2
tβ(
∫ t

0
ζ̃(s)ds)j ∂

2
tβ(
∫ t

0
ζ̃(s)ds)i dx̃

−1

2

3∑
i,α,j,β=1

∫
Ωs

0

∂tbiαjβ(∇ξ̆1)∂2
tβ(
∫ t

0
ζ̃(s)ds)j ∂

2
tβ(
∫ t

0
ζ̃(s)ds)i dx̃

+
3∑

i,α,j,β=1

∫
Ωs

0

∂αbiαjβ(∇ξ̆1)∂2
tβ(
∫ t

0
ζ̃(s)ds)j ∂

2
t (
∫ t

0
ζ̃(s)ds)i dx̃

−
3∑

i,α,j,β=1

∫
Ωs

0

∂tbiαjβ(∇ξ̆1)∂αβ(
∫ t

0
ζ̃(s)ds)j ∂

2
t (
∫ t

0
ζ̃(s)ds)i dx̃

+

∫
Ωf

0

∂tL0 · ∂tζ̃ dx̃+

∫
Ωs

0

∂tL1 · ∂2
t (
∫ t

0
ζ̃(s)ds) dx̃

+

∫
Ωf

0

∂tF0 : ∂t∇ζ̃ dx̃

−
3∑

i,α,j,β=1

∫
Ωs

0

(
∂tbiαjβ(∇ξ̆1)− ∂tbiαjβ(∇ξ̆2)

)
∂αβ(

∫ t
0
γ̃2(s)ds)j ∂

2
t (
∫ t

0
ζ̃(s)ds)i dx̃

−
3∑

i,α,j,β=1

∫
Ωs

0

(
biαjβ(∇ξ̆1)− biαjβ(∇ξ̆2)

)
∂t∂

2
αβ(
∫ t

0
γ̃2(s)ds)j ∂

2
t (
∫ t

0
ζ̃(s)ds)i dx̃

= −
3∑

i,α,j,β=1

∫
Γc(0)

(
biαjβ(∇ξ̆1)− biαjβ(∇ξ̆2)

)
∂2
tβ(
∫ t

0
γ̃2(s)ds)j ñα ∂

2
t (
∫ t

0
ζ̃(s)ds)i dΓ̃,

(3.181)
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where we have used

3∑
i,α,j,β=1

∫
Ωs

0

biαjβ(∇ξ̆1)∂2
tβ(
∫ t

0
ζ̃(s)ds)j ∂α∂

2
t (
∫ t

0
ζ̃(s)ds)i dx̃

=
3∑

i,α,j,β=1

∫
Ωs

0

biαjβ(∇ξ̆1)∂2
tβ(
∫ t

0
ζ̃(s)ds)j ∂t∂

2
tα(
∫ t

0
ζ̃(s)ds)i dx̃

=
3∑

i,α,j,β=1

∫
Ωs

0

1

2

[
∂t

(
biαjβ(∇ξ̆1)∂2

tβ(
∫ t

0
ζ̃(s)ds)j ∂

2
tα(
∫ t

0
ζ̃(s)ds)i

)

− ∂tbiαjβ(∇ξ̆1)∂2
tβ(
∫ t

0
ζ̃(s)ds)j ∂

2
tα(
∫ t

0
ζ̃(s)ds)i

]
dx̃

and

3∑
i,α,j,β=1

∫
Ωs

0

(
biαjβ(∇ξ̆1)− biαjβ(∇ξ̆2)

)
∂2
tβ(
∫ t

0
ζ̃(s)ds)j∂α∂

2
t (
∫ t

0
ζ̃(s)ds)i dx̃

=−
∫

Ωs
0

3∑
i,α,jβ=1

∂α

[(
biαjβ(∇ξ̆1)− biαjβ(∇ξ̆2)

)
∂2
tβ(
∫ t

0
γ̃2(s)ds)j

]
∂2
t (
∫ t

0
ζ̃(s)ds)i dx̃

−
3∑

i,α,j,β=1

∫
Γc(0)

(
biαjβ(∇ξ̆1)− biαjβ(∇ξ̆2)

)
∂2
tβ(
∫ t

0
γ̃2(s)ds)j ñα ∂

2
t (
∫ t

0
ζ̃(s)ds)i dΓ̃

=−
3∑

i,α,j,β=1

∫
Ωs

0

∂α

(
biαjβ(∇ξ̆1)− b̆iαjβ(∇ξ̆2)

)
∂2
tβ(
∫ t

0
γ̃2(s)ds)j ∂

2
t (
∫ t

0
ζ̃(s)ds)i dx̃

−
3∑

i,α,j,β=1

∫
Ωs

0

(
biαjβ(∇ξ̆1)− b̆iαjβ(∇ξ̆2)

)
∂α

(
∂2
tβ(
∫ t

0
γ̃2(s)ds)j

)
∂2
t (
∫ t

0
ζ̃(s)ds)i dx̃

−
3∑

i,α,j,β=1

∫
Γc(0)

(
biαjβ(∇ξ̆1)− biαjβ(∇ξ̆2)

)
∂2
tβ(
∫ t

0
γ̃2(s)ds)j ñα ∂

2
t (
∫ t

0
ζ̃(s)ds)i dΓ̃.
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Therefore we can write (3.181) as

ρf
2

d

dt

∫
Ωf

0

det(∇Ă1)|∂tζ̃(t)|2 dx̃+
ρf
2

∫
Ωf

0

∂tdet(∇Ă1)|∂tζ̃|2 dx̃

+
ρs
2

d

dt

∫
Ωs

0

det(∇ϕ̆1)|∂tζ̃(t)|2 dx̃+
ρs
2

d

dt

∫
Ωs

0

|∂tζ̃(t)|2 dx̃+

∫
Ωf

0

∂tσ̆
0
1(ζ̃) : ∂t∇ζ̃ dx̃

+
1

2

d

dt

3∑
i,α,j,β=1

∫
Ωs

0

biαjβ(∇ξ̆1)∂2
tβ(
∫ t

0
ζ̃(s)ds)j ∂

2
tα(
∫ t

0
ζ̃(s)ds)i dx̃

−1

2

3∑
i,α,j,β=1

∫
Ωs

0

∂tbiαjβ(∇ξ̆1)∂2
tβ(
∫ t

0
ζ̃(s)ds)j ∂

2
tα(
∫ t

0
ζ̃(s)ds)i dx̃

+
3∑

i,α,j,β=1

∫
Ωs

0

∂αbiαjβ(∇ξ̆1)∂2
tβ(
∫ t

0
ζ̃(s)ds)j ∂

2
t (
∫ t

0
ζ̃(s)ds)i dx̃

−
3∑

i,α,j,β=1

∫
Ωs

0

∂tbiαjβ(∇ξ̆1)∂2
αβ(
∫ t

0
ζ̃(s)ds)j ∂

2
t (
∫ t

0
ζ̃(s)ds)i dx̃

= −
∫

Ωf
0

∂tF0 : ∂t∇ζ̃ dx̃+

∫
Ωs

0

∂tH0 · ∂2
t (
∫ t

0
ζ̃(s)ds) dx̃

−
∫

Ωf
0

∂tL0 · ∂tζ̃ dx̃−
∫

Ωs
0

∂tL1 · ∂2
t (
∫ t

0
ζ̃(s)ds) dx̃

−
3∑

i,α,j,β=1

∫
Γc(0)

(
biαjβ(∇ξ̆1)− biαjβ(∇ξ̆2)

)
∂2
tβ(
∫ t

0
γ̃2(s)ds)j ñα ∂

2
t (
∫ t

0
ζ̃(s)ds)i dΓ̃,

(3.182)

where

H0,i =

3∑
α,j,β=1

(
biαjβ(∇ξ̆1)− biαjβ(∇ξ̆2)

)
∂2
αβ(
∫ t

0
γ̃2(s)ds)j for i = 1, 2, 3. (3.183)

Step 1

Now we proceed to derive some estimates on

ζ̃|Ωf
0
∈ H1(H1) ∩W 1,∞(L2), ζ̃|Ωs

0
∈ W 1,∞(L2) ∩ L∞(H1) and

∫ t

0

ζ̃(s)|Ωs
0
ds ∈ L∞(H1).

First, we have∫
Ωf

0

det(∇Ă1)|∂tζ̃(t)|2 dx̃+

∫ t

0

∫
Ωf

0

∂tdet(∇Ă1)|∂tζ̃|2 dx̃ ds

≥ (1− CT κM)||ζ̃||2
W 1,∞(L2(Ωf

0 ))
−CTM ||ζ̃||2FT

2

≥ (1− CT κM)||ζ̃||2
W 1,∞(L2(Ωf

0 ))
−CT κM ||ζ̃||2FT

2
.

(3.184)
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Whereas, for the �uid stress term, proceeding as in (3.110) and (3.113) we get∫ t

0

∫
Ωf

0

∂sσ̆
0
1(ζ̃) : ∂s∇ζ̃ dx̃ ds ≥ µCk||∂tζ̃||2L2(H1(Ωf

0 ))
−µCT κM ||∂tζ̃||2L2(H1(Ωf

0 ))
. (3.185)

For
∫

Ωf
0

∂tF0 : ∂t∇ζ̃ dx̃, we argue as in (3.176) to obtain∣∣∣∣∣
∫

Ωf
0

∂tF0 : ∂t∇ζ̃ dx̃

∣∣∣∣∣ ≤
∫

Ωf
0

|∂tF0||∂t∇ζ̃| dx̃

≤
∫

Ωf
0

Cδ|∂tF0|2 dx̃+

∫
Ωf

0

δ|∂t∇ζ̃|2 dx̃

≤ Cδ||v̆1 − v̆2||2FT
2

+

∫
Ωf

0

δ|∂t∇ζ̃|2 dx̃. (3.186)

Similarly, we have ∣∣∣∣∣
∫

Ωf
0

∂tL0 · ∂tζ̃ dx̃
∣∣∣ ≤ Cδ||v̆1 − v̆2||2FT

2
+δ||∂tζ̃(t)||2

L2(Ωf
0 )
. (3.187)

Combining (3.185)-(3.187) and integrating over (0, t) we get

ρf ||ζ̃||2W 1,∞(L2)+µ||ζ̃||2H1(H1)−CT κM ||∂tζ̃||2L2(H1) ≤ CT ||v̆1 − v̆2||2FT
2

+δ||∂t∇ζ̃||2L2(L2(Ωf
0 ))
.

(3.188)

As for the integrals on the domain Ωs
0, �rst we have∫

Ωs
0

det(∇ϕ̆1)|∂tζ̃(t)|2 dx̃+

∫ t

0

∫
Ωs

0

∂tdet(∇ϕ̆1)|∂tζ̃|2 dx̃ ds

≥ (1− CT κM)||ζ̃||2W 1,∞(L2(Ωs
0))−CT κM ||ζ̃||2L∞(H1(Ωs

0)). (3.189)

Further, using (3.38) then taking supremum over (0, T ) yield

1

2

3∑
i,α,j,β=1

∫
Ωs

0

[
biαjβ(∇ξ̆1)∂β ζ̃j ∂αζ̃i

]
(t) dx̃

≥ µs||ζ̃||2L∞(H1(Ωs
0))+

λs + C

2
||∇ · ζ̃||2L∞(L2(Ωs

0))−CT κM ||ζ̃||2ST
2
.

(3.190)

On the other hand, using (3.37) we have∣∣∣∣∣− 1

2

3∑
i,α,j,β=1

∫
Ωs

0

∂tbiαjβ(∇ξ̆1)∂β ζ̃j ∂αζ̃i dx̃+

3∑
i,α,j,β=1

∫
Ωs

0

∂αbiαjβ(∇ξ̆1)∂β ζ̃j ∂tζ̃i dx̃

−
3∑

i,α,j,β=1

∫
Ωs

0

∂tbiαjβ(∇ξ̆1)∂αβ(
∫ t

0
ζ̃(s)ds)j ∂tζ̃i dx̃

∣∣∣∣∣ ≤ CT κM ||ζ̃||2ST
2
.

(3.191)
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In order to estimate
∫

Ωs
0

∂tH0 · ∂2
t (
∫ t

0
ζ̃(s)ds) dx̃ we use the following two inequalities

||biαjβ(∇ξ̆1)− biαjβ(∇ξ̆2)||L∞(H1)≤ C||ξ̆1 − ξ̆2||L∞(H2(Ωs
0)) (3.192)

and

||∂tbiαjβ(∇ξ̆1)− ∂tbiαjβ(∇ξ̆2)||L∞(L2)≤ C||ξ̆1 − ξ̆2||W 1,∞(H1(Ωs
0)). (3.193)

These inequalities together with Young's inequality give∫
Ωs

0

∂tH0 · ∂2
t (
∫ t

0
ζ̃(s)ds) dx̃ ≤ CδC

(
||ξ̆1 − ξ̆2||2W 1,∞(H1)+||ξ̆1 − ξ̆2||2L∞(H2)

)
+ δ||∂tζ̃||2L∞(L2(Ωs

0)).

(3.194)

Further, ∣∣∣∣∣
∫

Ωs
0

∂tL1 · ∂2
t (
∫ t

0
ζ̃(s)ds) dx̃

∣∣∣∣∣ ≤ Cδ||ξ̆1 − ξ̆2||2ST
2

+δ||∂tζ̃(t)||2L2(Ωs
0). (3.195)

Finally, thanks to the trace inequality and (3.171), for i, α, j, β ∈ {1, 2, 3} we have∣∣∣∣∣
∣∣∣∣∣
∫

Γc(0)

(
biαjβ(∇ξ̆1)− biαjβ(∇ξ̆2)

)
∂2
tβ(
∫ t

0
γ̃2(s)ds)j ñα ∂

2
t (
∫ t

0
ζ̃(s)ds)i dΓ̃

∣∣∣∣∣
∣∣∣∣∣
L1(Γc(0))

≤ ||biαjβ(∇ξ̆1)(t)− biαjβ(∇ξ̆2)(t)||L2(Γc(0))||∇γ̃2(t)||L∞(Γc(0))||∂2
t

∫ t
0
ζ̃(s)ds||L2(Γc(0))

≤ ||biαjβ(∇ξ̆1)(t)− biαjβ(∇ξ̆2)(t)||H1(Γc(0))||∇γ̃2(t)||H2(Ωs
0)||∂tζ̃(t)||H1(Ωf

0 ).

(3.196)

Hence, after combining (3.189)-(3.191) and (3.194)-(3.196) then integrating over (0, t) we obtain

ρs
2
||ζ̃||L∞(L2(Ωs

0))+µs||ζ̃||L2(H1(Ωs
0))≤ CT

[
M4||ζ̃||ST

2
+||ξ̆1 − ξ̆2||2W 1,∞(H1)+||ξ̆1 − ξ̆2||2L∞(H2)

]
.

(3.197)

Step 2

Our next step is to estimate ζ̃|Ωf
0
∈ L∞(H2(Ωf

0)) and
∫ t

0
ζ̃(s)|Ωs

0
ds ∈ L∞(H2(Ωs

0)). The �uid

velocity ζ̃|Ωf
0
satis�es the following elliptic equation

−∇ ·
(
(∇ζ̃|Ωf

0
) + (∇ζ̃|Ωf

0
)t
)

= ∇ · F0 + ∇ · F1 + ∇ ·L0 − det(∇Ă)∂tζ̃|Ωf
0

in Ωf
0 (3.198)

where F0 is de�ned in (3.166) and

F1 = ∇ζ̃
(
Id− (∇Ă1)−1cof(∇Ă1)

)
+
(

(∇ζ̃)t − (∇Ă1)−1(∇ζ̃)tcof(∇Ă1)
)
. (3.199)
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We have

||∇ · F0||L∞(L2(Ωf
0 ))≤ ||F0||L∞(H1(Ωf

0 ))≤ CT ||v̆1 − v̆2||FT
2

(3.200)

and

||∇ ·L0||L∞(L2(Ωf
0 ))≤ ||L0||L∞(H1(Ωf

0 ))≤ CT ||v̆1 − v̆2||FT
2
.

For F1 we have

||∇ · F1||L∞(L2(Ωf
0 ))≤ ||∇ ·

[
∇ζ̃
(
Id− (∇Ă1)−1cof(∇Ă1)

)]
||L∞(L2(Ωf

0 ))︸ ︷︷ ︸
B1

+ ||∇ ·

B3︷ ︸︸ ︷[
(∇ζ̃)t − (∇Ă1)−1(∇ζ̃)tcof(∇Ă1)

]
||︸ ︷︷ ︸

B2

.

(3.201)

For the term B1 we use the embedding of H3 ⊂ L∞ and Lemma 3.2.2 to get

B1 ≤

∣∣∣∣∣
∣∣∣∣∣∇ ·

[
∇ζ̃
(
Id− (∇Ă1)−1 + (∇Ă)−1

(
Id− cof(∇Ă1)

))]∣∣∣∣∣
∣∣∣∣∣
L∞(L2)

≤||∇2ζ̃||L∞(L2)

∣∣∣∣∣∣Id− (∇Ă1)−1 + (∇Ă)−1
(
Id− cof(∇Ă1)

)∣∣∣∣∣∣
L∞(H3)

+ ||∇ζ̃||L∞(L2)

∣∣∣∣∣∣Id− (∇Ă1)−1 + (∇Ă)−1
(
Id− cof(∇Ă1)

)∣∣∣∣∣∣
L∞(H3)

≤2||ζ̃||L∞(H2)

[
||∇Ă1 − Id||L∞(H3)+||(∇Ă1)−1||L∞(H3)||cof(∇Ă1)− Id||L∞(H3)

]
≤CT κM ||ζ̃||L∞(H2).

(3.202)

On the other hand,

B3 =(∇ζ̃)t − (Id− Id + (∇Ă1)−1)(∇ζ̃)tcof(∇Ă1)

=(∇ζ̃)t − ((∇Ă1)−1 − Id)(∇ζ̃)tcof(∇Ă1)− (∇ζ̃)tcof(∇Ă1)

=(∇ζ̃)t(Id− cof(∇Ă1))− ((∇Ă1)−1 − Id)(∇ζ̃)tcof(∇Ă1).

Thus,

||B2||L∞(L2)≤||∇2ζ̃||L∞(L2)||cof(∇Ă1)− Id||L∞(H3)+||∇ζ̃||L∞(L2)||cof(∇Ă1)− Id||L∞(H3)

+ 2||(∇Ă1)−1 − Id||L∞(H3)||∇ζ̃||L∞(L2)||cof(∇Ă1)− Id||L∞(H3)

+ ||(∇Ă1)−1 − Id||L∞(H3)||∇2ζ̃||L∞(L2)||cof(∇Ă1)− Id||L∞(H3)

≤CT κM ||ζ̃||L∞(H2).

For the calculations done on the divergence of the product of two tensors, check Theorem C.1.
Consequently, we obtain

||∇ · F1||L∞(L2)≤ CT κM ||ζ̃||L∞(H2). (3.203)
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Therefore, ζ̃|Ωf
0
∈ L∞(H2(Ωf

0)) and

µ||ζ̃||L∞(H2(Ωf
0 ))≤ C||∂tζ̃||L∞(L2(Ωf

0 ))+CT ||v̆1 − v̆2||FT
2
. (3.204)

Besides, the displacement
∫ t

0
ζ̃(s)|Ωs

0
ds, satis�es the following equation

−µs∇ · (∇
∫ t

0
ζ(s)|Ωs

0
ds+ (∇

∫ t
0
ζ̃(s)|Ωs

0
ds)t) = H0 +H1 +H2 −∇ ·L1, (3.205)

where H0 is de�ned by (3.183). As for H1, it is given by

H1,i = −
3∑

α,j,β=1

[
bliαjβ(∇ξ̆1) + bqiαjβ(∇ξ̆1)

]
∂2
αβ(
∫ t

0
ζ̃(s)|Ωs

0
ds)j for i = 1, 2, 3, (3.206)

and the expression of H2 is

H2 = −det(∇ϕ̆1)∂tζ̃.

Using (3.192) and (3.193) we have

||H0||L∞(L2(Ωs
0)) ≤

3∑
i,α,j,β=1

||biαjβ(∇ξ̆1)− biαjβ(∇ξ̆2)||L∞(L2(Ωs
0)) ||

∫ •
0
γ̃2(s)|Ωs

0
ds||L∞(H2(Ωs

0))

≤ CT κM ||ξ̆1 − ξ̆2||L∞(H1(Ωs
0)).

For H1 we use (3.37) to obtain

||H1||L∞(L2(Ωs
0)) ≤

3∑
i,α,j,β=1

||bliαjβ(∇ξ̆1) + bqiαjβ(∇ξ̆1)||L∞(L2) ||ζ̃||L∞(H2(Ωs
0))

≤
3∑

i,α,j,β=1

T ||∂tbliαjβ(∇ξ̆1) + ∂tb
q
iαjβ(∇ξ̆1)||L∞(L2) ||(

∫ •
0
ζ̃(s)|Ωs

0
ds)||L∞(H2(Ωs

0))

≤ CT (M +M2)||
∫ •

0
ζ̃(s)|Ωs

0
ds||L∞(H2(Ωs

0)).

(3.207)

In addition, we have

||H2||L∞(L2(Ωs
0))≤ CT ||det(∇ϕ̆1)∂tζ̃||L∞(L2(Ωs

0))≤ CTM ||
∫ •

0
ζ̃(s)ds||W 2,∞(L2(Ωs

0)).

Finally, for L1 it holds

||∇ ·L1||L∞(L2(Ωs
0))≤ ||L1||L∞(H1(Ωs

0))≤ CT ||ξ̆1 − ξ̆2||ST
2
.

Whence,
∫ t

0
ζ̃(s)|Ωs

0
ds ∈ L∞(H2(Ωs

0)) and a priori estimate is given as

µs||
∫ •

0
ζ̃(s)|Ωs

0
ds||L∞(H2(Ωs

0)) ≤ CT ||ξ̆1 − ξ̆2||ST
2
. (3.208)
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Therefore, combining estimates (3.188), (3.197), (3.204) and (3.208) we arrive to

||ζ̃|Ωf
0
||FT

2
+||
∫ •

0
ζ̃(s)|Ωs

0
ds||ST

2
≤ CT κM(||v̆1 − v̆2||FT

2
+||ξ̆1 − ξ̆2||ST

2
). (3.209)

Taking T small with respect toM gives that Ψ is a contraction on ATM . This yields the existence
of a unique solution (ṽ, ξ̃) in ATM of the non-linear coupled system (3.5a)-(3.5j). Using [Ric17,
Lemma 2.56], we get the existence and uniqueness of (v, ξ) in a subset of FT4 × ST4 , where, FT4
is equivalent to F T

4 and ST4 is equivalent to ST4 , and the functions of FT4 and ST4 are de�ned over
Ω(t).

3.7 Existence and Uniqueness of the Fluid Pressure

3.7.1 Existence and Uniqueness of an L2-Pressure

After we have proved the existence and uniqueness of the �uid velocity v and the structure
displacement ξ, we need to prove the existence of the �uid pressure pf so that the proof of
the existence of the weak solution for the coupled system (3.5a)-(3.5j) is complete. The proof
of existence of the L2 function pf is based on Lemma [GR86, p.58, Lemma 4.1] [Bre74] that
reduces the proof to showing that the following inf-sup condition holds for the functional spaces
{W , L2(Ωf (t))}:

inf
q∈L2(Ωf (t))

sup
z∈W

b(z, q)

||z||H1(Ω(t))||q||L2(Ωf (t))

≥ C1 > 0, (3.210)

with

b(z, q) = −
∫

Ωf (t)

q divz dx and z ∈ W , q ∈ L2(Ωf (t)). (3.211)

Theorem 3.7.1 The inf-sup condition (3.210) holds for the functional spaces {W , L2(Ωf (t))}.

Proof. We will proceed in a similar manner as [BDR98, Lemma 3.1]. To show that the condition
holds, it su�ces to show that

∀ q ∈ L2(Ωf (t)),∃ z ∈ W such that, divz|Ωf (t) = q in Ωf (t) and ||z||H1(Ω(t))≤ C1||q||L2(Ωf (t)).

(3.212)

Let q ∈ L2(Ω(t)) be the extension of q obtained by de�ning

q = − 1

|Ωs(t)|

∫
Ωf (t)

q dx, in Ωs(t). (3.213)

Note that
∫

Ω(t)
q dx =

∫
Ωf (t)

q dx+
∫

Ωs(t)
q dx = 0, this gives q ∈ L2

0(Ω(t)). Hence, by the virtue
of [BF13, Theorem IV.3.1], there exists a unique z ∈ H1

0 (Ω(t)) such that

divz = q on Ω(t) and ||z||H1(Ω(t))≤ C||q||L2
0(Ω(t))≤ C1||q||L2(Ωf (t)). (3.214)
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Since H1
0 (Ω(t)) ⊂ W , then z ∈ W . Moreover, by restricting divz = q to Ωf (t) we get that

divz|Ωf (t) = q. Therefore (3.212) is proved, consequently the inf-sup Condition (3.210) is veri�ed.

By the end of this proof, we get the existence of a pressure pf ∈ L∞
(
L2(Ωf (t))

)
which is unique

due to [BF13, Theorem IV.2.4].

3.7.2 Regularity of the Fluid Pressure

The �uid pressure pf is related to the �uid velocity v by the Navier-Stokes equations. Indeed,
at t = 0 we have

ρfdet(∇A)∂tṽ −∇ · σ̃0
f (ṽ, p̃f ) = 0 in Ωf (0)× (0, T ),

As a result, the regularity of p̃f is linked to the regularity of ṽ which is proved straight forward
using Ne�cas inequality [BF13, Theorem IV.1.1]. Therefore, as ṽ ∈ F T

4 then p̃f ∈ PT3 . Again
using [Ric17, Lemma 2.56], we get the existence and uniqueness of a �uid pressure pf in the set
QT3 which is equivalent to PT3 where the functions of QT3 are de�ned over Ωf (t).

To this end, we have proved the existence and uniqueness locally in time of a solution (v, ξ, pf )
of the non-linear coupling problem of an incompressible �uid with a quasi-incompressible struc-
ture.
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Introduction

Cardiovascular diseases, due to stenosis or aneurysms, are causes with the highest percentage
leading to death worldwide. Therefore, the study of human blood �ow, in particular in stenosed
arteries or those characterized by the existence of aneurysms, has gained great importance and
attention, as an auxiliary given tool, that will treat these diseases and decrease or prevent them
by suggesting solutions and cures. A deep view of what is happening in the arteries would help
us in realizing the processes taking place in the arteries. Consequently, cures can be found to
these diseases. Due to the importance of this issue, it gains a lot of concern and interest among
mathematicians who; from their point of view; seek to reduce the percentage of death resulting
from cardiovascular diseases. Consequently, arose the modeling of the arterial blood �ow and
simulating results. Many computational techniques and models have been developed to describe
the blood �ow and study the response of the arteries walls under certain conditions. Recently,
the lumen-wall modeling has been adopted using �uid-structure interaction (FSI) model through
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which the blood and the arterial wall can be represented by their appropriate dynamics and
models based on their behavior. An overview of FSI in biomedical applications was considered
in [BGN14]. Introduction of a computational model with FSI in order to investigate the wall
shear stresses, blood �ow �eld and recirculation zones in stenosed arteries has been studied
in [BKS09] where the blood is considered to be an incompressible Newtonian �uid. A most
commonly method used when dealing with FSI systems is the Arbitrary Lagrangian-Eulerain
(ALE) method which was �rst proposed in 1982 in the work [DGH82]. This method is e�ective
when combining the �uid formulation in the Eulerian description and the structure formulation
in the Lagrangian description.

For most FSI problems, analytic investigation of the solutions of the interaction model be-
tween �uid and structure is impossible to realize. Nevertheless, approximate solutions can be
obtained by employing numerical simulations. In this context, numerical procedures can be cat-
egorized into two approaches. Monolithic solvers [HWD04] consists of formulating the �uid and
structure dynamics in the same mathematical framework to achieve one system corresponding to
the entire problem. Even though, this approach is uni�ed, parallelizable and strongly coupled as
the coupling conditions are implicit in the solution procedure, it is hard to be treated numerically.
In fact an ad hoc software development is needed. In contrast, the partitioned approach allows
the usage of the respective mesh discretization, numerical algorithms and traditional solvers for
both the �uid and the structure problems. Coupling conditions are used explicitly to link the
solutions of the �uid and the structure problems. If a di�culty arises, it would be due to the
implementation of the interaction using convergence methods.

Another classi�cation of the FSI solutions is based on the treatment of meshes. Conforming
mesh methods- mostly detected in the numerical works that adopt the partitioned approach-
treat the interface as a part of the solution by considering the coupling conditions to be physical
ones. This requires meshes to match on the interface. As a result, due to the deformation of
the structure at each step a re-meshing or mesh-updating is required. On the contrary, non-
conforming mesh methods regard the interface and the corresponding conditions as constraints so
that non-conforming meshes can be dealt with. Consequently, the �uid and structure equations
can be treated separately with their respective grids without requiring a re-meshing procedure.

This chapter is devoted to develop a mathematical model for the study of blood �ow through
a stenosed artery. For this aim the interaction between the blood and the stenosed artery is
modeled as a FSI model. This is done by introducing a �uid model presenting the blood �ow
into the lumen of the artery and a structure model describing the artery wall, where we link
both models by some coupling conditions which ensure the balance of the energy of the coupled
system. The blood is modeled as a homogeneous non-Newtonian incompressible �uid whose
dynamics is given by the incompressible Navier-Stokes equations. Whereas for the arterial wall,
the quasi-static incompressible elasticity equations govern the elastic behavior of the wall. The
medium is a non-linear hyperelastic material characterized by the existence of a function W
called the strain-energy density function which relates the �rst Piola-Kirchho� stress tensor P
to the deformation gradient Fs.

These two models are coupled together to form the FSI model which we have already in-
troduced in Chapter 2, and will give us an appearance of the incidents occurring in a stenosed
artery. Discretization of the system is needed, in which we con�gure the best computational
approach. To this end our problem is treated using the partitioned approach with a conforming
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mesh method. Both sub-problems are discretized in space by employing the FEM. The �uid
sub-problem is semi-discretized in time. On the other hand, the structure sub-problem is solved
using Newton-Raphson method. Upon solving the system, numerical simulations are done with
the use of the �nite element software FreeFem++ [Hec05] by considering reliable physiological
data. We are interested in recognizing the recirculation zones. Moreover, we observe the wall
shear stress and analyze its e�ect on the blood �ow. The aim of this chapter is to form a deep
view of what is happening in the artery, by studying the behavior of the speed, the viscosity,
the shear stress in the lumen as well as the e�ect of the deformation of the artery wall on the
blood �ow. These factors will help us in realizing the formation of a clot, consequently will help
us to set up our assumptions for a rupture model.

The chapter is composed as follows:

The �rst section deals with the FSI system. The variational formulation associated to it
is derived using appropriate functional spaces. Space and time discretization are applied on
both the Navier-Stokes equations and the elastodynamic equations. More precisely, the Navier-
Stokes equations are semi-discretized in time, whereas, the elastodynamic equations are solved
using the Newton-Rhaphson method by linearizing them with respect to the deformation ϕs of
the structure domain and the hydrostatic pressure p̃hs. Further, the algorithm needed in the
simulations is presented.

The numerical results obtained after performing simulations using FreeFem++ software with
the partitioned approach are then presented in Section 4.2. The maximum shear stress and max-
imum speed of blood are observed. Moreover, the recirculation zones are recognized. Further, a
comparison between the case of a Newtonian and a non-Newtonian blood is drawn by analyzing
quantities such as shear stresses, velocities and recirculation zones in both cases. In addition,
case of a bifurcated artery is considered and the same factors are observed.

The chapter ends up by a conclusion summarizing the results obtained in this chapter.

In Chapter 2 we have introduced the FSI problem that models the blood-wall setting. In this
chapter, the FSI model, its weak and discretized formulations are derived in a three dimensional
case. However, numerical simulations are performed in a two dimensional space. Our work starts
by recalling the FSI system then deriving its associated variational formulation.

4.1 Fluid-Structure Interaction

The total domain Ω(t) representing the artery in the actual con�guration at time t > 0 is
decomposed into two sub-domains Ωf (t) and Ωs(t) representing the lumen of the artery and the
arterial wall, respectively as de�ned in Chapter 2.

The motion of the structure of density ρ̃s is described by its displacement �eld ξ̃s : Ω̃s×R+ −→
R3 that satis�es the quasi-static elastodynamic equations. The evolution of the structure domain
is given by the deformation map ϕs : Ω̃s × R+ −→ R3 de�ned in terms of the displacement ξ̃s
as ϕs(x̃, t) = x̃+ ξ̃s(x̃, t). Its deformation gradient Fs : Ω̃s(t) −→ R3×3 which is a second order
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tensor is given by Fs = ∇x̃ϕs. Its associated Jacobian is Js(x̃, t) = det(Fs(x̃, t)).

On the other hand, the dynamics of the blood �ow is described by the incompressible Navier-
Stokes equations on the sub-domain Ωf (t). We denote by

v : Ωf × R+ −→ R3

and
pf : Ωf × R+ −→ R

the velocity of the homogeneous blood and its pressure, respectively. The constant ρf stands for
the blood density.
The sub-domain Ωf (t) of moving boundaries evolves from the reference con�guration Ω̃f accord-
ing to the ALE map A given by

A(., t) : Ω̃f −→ Ωf (t)

x̃ −→ A(x̃, t) = x for t ∈ R+, (4.1)

that is, Ωf (t) = A(Ω̃f , t).
It is expressed in terms of an extension of the displacement ξ̃s of the interface Γ̃c, that is to say

A(x̃, t) = x̃+ Ext(ξs(x̃, t)|Γ̃c
). (4.2)

The operator Ext stands for an extension of the displacement of the boundary Γ̃c. Possible exten-
sions can be found in [Ric17, Section 5.3, pp. 247], [Cha13, Chapter 2] (harmonic, biharmonic,
wislow, etc.). In particular we consider the harmonic extension as we will see in Subsection 4.1.2.
The associated deformation gradient of A is Ff : Ω̃f (t) −→ R3×3 de�ned by Ff = ∇x̃A where
the symbol ∇x̃ indicates the gradient with respect to the variable x̃ = (x̃1, x̃2, x̃3). Its Jacobian
is Jf (x̃, t) = det(Ff (x̃, t)).

Here, and throughout the context ξ̃f denotes the displacement of the domain Ω̃f which we
set to be Ext(ξs|Γ̃c

). Formulating the Navier-Stokes equations in the ALE frame results a new
variable w describing the velocity of the domain Ωf (t). It is related to the displacement ξ̃f by
w = ∂tξ̃f ◦A−1. It is worth to point out that w 6= v. One must distinguish between v the
physical velocity of the particles and w the velocity of the �uid domain Ωf (t).

In what follows, we refer to the elements in the reference con�guration by "˜". In fact the
velocity and the pressure of the blood are given on the reference con�guration Ω̃f by

ṽ(x̃, t) = v
(
A(x̃, t), t

)
and p̃f (x̃, t) = pf

(
A(x̃, t), t

)
∀ (x̃, t) ∈ Ω̃f × R+. (4.3)

The Cauchy stress tensor σf (v, pf ) is expressed in terms of the deformation tensor

D(v) =
∇v + (∇v)t

2
as

σf (v, pf ) = 2µD(v)− pf Id. (4.4)

Its counter part in the reference con�guration Ω̃f is Jf σ̃f (ṽ, p̃f )F−tf where

σ̃f (ṽ, p̃f ) =
(
∇ṽ(∇A)−1 + (∇A)−t(∇ṽ)t

)
− p̃f Id.
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Since the arterial wall is a hyperelastic material (see De�nition 2.2.1) then there exists a
strain-energy density function W (Fs) such that the �rst Piola-Kirchho� stress tensor P =
∂W (Fs)

∂Fs
. Further, due to the incompressible behavior of the material its Piola-Kirchho� stress

tensor is of the form

Pinc = P + p̃hscof(Fs).

The variable p̃hs, called the hydrostatic pressure, plays the role of the Lagrange multiplier asso-
ciated to the incompressibility condition det(Fs) = 1.

On the �uid domain Ωf (t) a volumetric force ff : Ωf × R+ −→ R3 is applied. Moreover, a
velocity vin is enforced on the inlet of the artery Γin(t). On the contrary, a free-exist condition
given by σf (v, pf ) nf = 0 is enforced on the outlet Γout(t).

On the other hand, a volumetric force fs : Ω̃s×R+ −→ R3 is applied on the structure domain
which is assumed to be �xed on the boundary Γ̃2, that is to say, ξ̃s = 0 on Γ̃2.

On the interface Γc(t), surface forces gf : Ωf × R+ −→ R3 and gs : Ωs × R+ −→ R3 are
exerted from the �uid domain and the structure domain, respectively.

The �uid-structure interaction model describing the blood-wall interaction is obtained by
the coupling between the incompressible Navier-Stokes equations which are formulated in the
ALE frame and the quasi-static incompressible elasticity equations formulated in the Lagrangian
frame on the reference con�guration Ω̃s. The FSI system is

Find

ṽ : Ω̃f × R+ −→ R3,

p̃f : Ω̃f × R+ −→ R,

ξ̃f : Ω̃f × R+ −→ R3,

ξ̃s : Ω̃s × R+ −→ R3,

p̃hs : Ω̃s × R+ −→ R,
such that

ρf∂tv|A + ρf (v −w)t∇xv −∇x · σf (v, pf ) = ρfff on Ωf (t)× (0, T ),

∇x · v = 0 on Ωf (t)× (0, T ),

v = vin on Γin(t)× (0, T ),

σf (v, pf ) nf = 0 on Γout(t)× (0, T ),

σf (v, pf ) nf = gf on Γc(t)× (0, T ),

−∇x̃ · Pinc(x̃) = Jsρ̃sf̃s on Ω̃s × (0, T ),

Js = 1 on Ω̃s × (0, T ),

ξ̃s = 0 on Γ̃2 × (0, T ),

Pinc(x̃) ñs = Jsg̃s on Γ̃c × (0, T ),

v = w on Γc(t)× (0, T ),

Pinc(x̃) ñs + Jf σ̃f (ṽ, p̃f )F
−t
f ñf = 0 on Γ̃c × (0, T ),

(4.5)
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where ṽ and p̃f are given by (4.3) and g̃s = gs ◦ ϕs. Further, Γ̃c is the transformation of Γc to
the reference con�guration given by Γ̃c = Γc ◦ϕs.

Remark 4.1.1 From Expression (4.2) we get that the ALE map A and the structure deforma-
tion ϕs coincide on the interface Γ̃c, that is to say,

ϕs ≡ A on Γ̃c.

Remark 4.1.2 Due to the incompressibility condition the ij-th component of σf (v, pf ) is

σij = −pfδij + µ

(
∂vi
∂xj

+
∂vj
∂xi

)
, i, j = 1, 2, 3,

where δij is the Kronecker delta. The shear stress components are σ12, σ13 and σ23, whereas
σ11, σ22 and σ33 are the normal stress components.

In a two dimensional space the maximum shear stress- an important parameter in studying
the forces exerted on a �uid- is given by the expression [YHSC04]

σmax =

√(
σ11 − σ22

2

)2

+ σ2
12. (4.6)

4.1.1 Variational Formulation of the FSI System

We seek to formulate Problem (4.5) in its weak formulation. This is achieved by deriving the
weak formulation associated to each sub-problem using appropriate test functions that consider
the boundary conditions and the coupling conditions as well. First, we deal with the formulation
associated to the �uid sub-problem. Let us consider the following two functions in the Eulerian
con�guration

ηf : Ωf (t)→ R3 and qf : Ωf (t)→ R,

such that

ηf ∈ Vf =
{
γ ∈ H1(Ωf (t)),γ = 0 on Γin(t)

}
and qf ∈ L2(Ωf (t)).

In order to derive the variational formulation we multiply Equation (4.5)1 by ηf ∈ Vf . Then
applying integration by parts and considering the boundary conditions yield∫

Ωf (t)

ρf∂tv|A · ηf dx+

∫
Ωf (t)

ρf (v −w)t∇xv ηf dx+

∫
Ωf (t)

σf (v, pf ) : ∇xηf dx

−
∫

Γc(t)

gf · ηf dΓ =

∫
Ωf (t)

ρfff · ηf dx. (4.7)

Further, multiplying the incompressibilty condition (4.5)2 by a test function qf ∈ L2(Ωf (t)) we
obtain ∫

Ωf (t)

qf ∇x · v dx = 0. (4.8)
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For the �rst term of (4.7) we use Reynolds' Transport theorem (A.1) with a change of variables
to the reference con�guration Ω̃f to get∫

Ωf (t)

ρf∂tv|A · ηf dx =

∫
Ω̃f

ρfJf∂tṽ · η̃f dx̃

=
d

dt

∫
Ω̃f

Jfρf ṽ · η̃f dx̃−
∫

Ω̃f

Jfρf ∇x̃ · w̃ ṽ · η̃f dx̃

=
d

dt

∫
Ωf (t)

ρfv · ηf dx−
∫

Ωf (t)

ρf (∇x ·w) v · ηf dx

For the stress tensor, using (A.4), we have∫
Γc(t)

σf (v, pf )nf · ηf dΓ =

∫
Γ̃c

Jf σ̃f (ṽ, p̃f )F
−t
f ñf · η̃f dΓ̃ =

∫
Γ̃c

Jf g̃f · η̃f dΓ̃.

Substituting these two equations in the formulation (4.7)-(4.8) yields

d

dt

∫
Ωf (t)

ρfv · ηf dx+

∫
Ωf (t)

ρf (v −w)t∇xv · ηf dx−
∫

Ωf (t)

ρf∇x ·w v · ηf dx

+

∫
Ωf (t)

σf (v, pf ) : ∇xηf dx−
∫

Γc(t)

gf · ηf dΓ +

∫
Ωf (t)

qf ∇x · v dx = ρf

∫
Ωf (t)

ff · ηf dx.

(4.9)

On the other hand, to derive the variational formulation associated to the structure sub-problem,
we introduce the following functional space

Ṽs =
{
η̃s ∈ H1(Ω̃s), η̃s = 0 on Γ̃2

}
.

Multiplying Equation (4.5)6 by a test function η̃s in Ṽs, then integrating by parts yields∫
Ω̃s

P : ∇x̃η̃s dx̃+

∫
Ω̃s

p̃hscof(Fs) : ∇x̃η̃s dx̃−
∫

Γ̃c

Pinc ñs · η̃s dΓ̃ =

∫
Ω̃s

Jsρ̃sf̃s · η̃s dx̃.

(4.10)

Further, multiplying the incompressibilty condition (4.5)7 by a test function q̃s ∈ L2(Ω̃s) gives∫
Ω̃s

q̃s(Js − 1) dx̃ = 0. (4.11)

As a result, the variational formulation associated to the structure sub-problem is
Find (ξ̃s, p̃hs) ∈ Ṽs × L2(Ω̃s) satisfying

∫
Ω̃s

P : ∇η̃s dx̃+

∫
Ω̃s

p̃hscof(Fs) : ∇η̃s dx̃

−
∫

Γ̃c

Jsg̃s · η̃s dΓ̃−
∫

Ω̃s

Jsρ̃sf̃s · η̃s dx̃ = 0 ∀ η̃s ∈ Ṽs,∫
Ω̃s

q̃s(Js − 1)dx̃ = 0 ∀ q̃s ∈ L2(Ω̃s).

(4.12)
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To sum up, the variational formulation associated to System (4.5) is
Find

ṽ : Ω̃f × R+ −→ R3,

p̃f : Ω̃f × R+ −→ R,

ξ̃f : Ω̃f × R+ −→ R3,

ξ̃s : Ω̃s × R+ −→ R3,

p̃hs : Ω̃s × R+ −→ R,

such that

ξ̃f = Ext(ξ̃s|Γ̃c
) and w̃ =

∂ξ̃f
∂t

in Ω̃f ,

v = w on Γc(t),

ξ̃s = 0 on Γ̃2.

(4.13)

and 

ρf

∫
Ωf (t)

∂v

∂t

∣∣∣
A
· ηf dx+ ρf

∫
Ωf (t)

(v −w)t∇xv · ηf dx

+

∫
Ωf (t)

σf (v, pf ) : ∇xηf dx−
∫

Γc(t)

gf · ηf dΓ = ρf

∫
Ωf (t)

ff · ηf dx,∫
Ωf (t)

qf ∇x · v dx = 0,

(4.14)



∫
Ω̃s

P : ∇x̃η̃s dx̃+

∫
Ω̃s

p̃hs cof(Fs) : ∇x̃η̃s dx̃

−
∫

Γ̃c

g̃s · η̃s dΓ̃ = ρs

∫
Ω̃s

Jsf̃s · η̃s dx̃,∫
Ω̃s

q̃s (Js − 1) dx̃ = 0,

(4.15)

for all (ηf , qf ) ∈ Vf × L2(Ωf (t)) and (η̃s, q̃s) ∈ Ṽs × L2(Ω̃s). The coupling conditions on the
interface Γ̃c are given in the strong form as{

v ◦A = ∂tξ̃,

g̃s = −g̃f .
(4.16)

4.1.2 The Discrete Variational Formulation of the FSI Problem

The variational formulation (4.13)-(4.16) of the FSI stands for the incompressible homoge-
neous Navier-Stokes equations coupled with the quasi-static incompressible elasticity equation.
We assume that no external forces are exerted on neither the �uid domain nor the structure
domain, i.e, ff = 0 and f̃s = 0. Consider a time step ∆t > 0 and �nite element partitions
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Vh and Wh for the �uid and the structure sub-domains respectively of maximum diameter de-
noted by h. Our aim is to approximate the solution (v, pf , ξ̃s,A, p̃hs) at time tn = n∆t, for
n ∈ N, in the �nite element spaces. The approximation of the solution at time tn is denoted
by (vn, pnf , ξ̃

n
s ,An, p̃nhs). The variational formulations associated to the �uid and the structure

sub-problems are respectively given by

ρf

∫
Ωf (t)

∂v

∂t

∣∣∣
A
· ηf dx+ ρf

∫
Ωf (t)

(v −w)t∇xv · ηf dx+

∫
Ωf (t)

σf (v, pf ) : ∇xηf dx

−
∫

Γc(t)

gf · ηf dΓ +

∫
Ωf (t)

qf ∇x · v dx = 0

(4.17)

and ∫
Ω̃s

P : ∇x̃η̃s dx̃+

∫
Ω̃s

p̃hs cof(Fs) : ∇x̃η̃s dx̃−
∫

Γ̃c

g̃s · η̃s dΓ̃

+

∫
Ω̃s

q̃s (Js − 1) dx̃ = 0

(4.18)

with {
v = w on Γc(t),

gf = −gs on Γc(t).
(4.19)

Semi-Discretization in Time of the Fluid Sub-Problem

In order to guarantee the existence and uniqueness of the solution of the �uid sub-problem
when performing the numerical simulations, we use the penalty method. This method consists
of replacing the natural weak formulation by a regular one by adding a term multiplied by a
su�ciently small parameter ε � 1. Indeed, writing the modi�ed formulation in a matrix form
results a positive de�nite matrix, which assures the existence and the uniqueness of the solution
of the discrete sub-problem. The weak formulation associated to the Navier-Stokes equations
obtained upon adding a negligible parameter ε is then semi-discretized in time, that is, the
convective term is considered at the instant tn, whereas other terms are considered at time tn+1.
The discrete formulation reads

ρf
1

∆t

∫
Ωf (tn)

vn+1 · ηf dx+ ρf
1

∆t

∫
Ωf (tn)

(vn ◦Xn) · ηf dx+ 2

∫
Ωf (tn)

µnD(vn+1) : ∇xηf dx

− ρf
∫

Ωf (tn)

(wn+1)t∇xv
n+1 · ηf dx−

∫
Ωf (tn)

pn+1
f ∇x · ηf dx−

∫
Γc(tn)

gn+1
f · ηf dΓ

+

∫
Ωf (tn)

qf ∇x · vn+1 dx+

∫
Ωf (tn)

ε pn+1
f qf dx = 0.

(4.20)

The non-linear convective term
1

∆t
(vn ◦Xn) can be approximated by

1

∆t

[
v
(
x− v(x, tn)∆t, tn

)]
(4.21)
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which is computed in the FreeFem++ using the convective operator as indicated in Remark
4.1.3.
Notice that, since the strain rate tensor D(v) is symmetric, then we have D(v) : ∇ηf = D(v) :
D(ηf ) which gives∫

Ωf (tn)

µnD(vn+1) : ∇xηf dx =

∫
Ωf (tn)

µnD(vn+1) : D(ηf ) dx.

Remark 4.1.3 1. If the �uid is considered to be Newtonian, then its dynamic viscosity µ is
constant. Thus, the viscosity term is∫

Ωf (tn)

µnD(vn+1) : D(ηf ) dx = µ

∫
Ωf (tn)

D(vn+1) : D(ηf ) dx.

2. In the two dimensional space, when performing numerical simulations at a time step tn,
the non-linear convective term is eliminated using the approximation of the convection part
by the term

1

∆t
(vn ◦Xn)(x) ≡ 1

∆t
v
(
X(x, tn), tn

)
∀ x ∈ Ωf (tn),

where

• ∆t represents the time step.

• Xn(x) ≡ X(x, tn), is an approximation at t = n∆t of the solution of the following
ordinary di�erential (ODE) equationẊ(x, t) =

dX

dt
(x, t) = v(X(x, t), tn),

X(x, tn) = x,
(4.22)

with v(x, tn) =
(
v1(x, tn), v2(x, tn)

)
.

Using Taylor's expansion, we get the approximation

vn(Xn(x)) ≈ convect
(
[vni , v

n
j ],−∆t,vn

)
, i, j ∈ {1, 2}, i 6= j. (4.23)

For the computational details the reader can refer to [Hec05, Section 9.5, p. 267].

The Weak Formulation of the Structure Sub-Problem

To deal with the structure sub-problem at the time iteration tn+1, we will solve the non-linear
problem (4.12) using Newton-Raphson method. The variational formulation associated to the
structure sub-problem at the iteration tn+1 is

∫
Ω̃s

P n+1 : ∇η̃s dx̃+

∫
Ω̃s

p̃n+1
hs cof(F n+1

s ) : ∇η̃s dx̃

−
∫

Γ̃c

Jn+1
s g̃n+1

s · η̃s dΓ̃−
∫

Ω̃s

Jn+1
s ρ̃sf̃s · η̃s dx̃ = 0 ∀ η̃s ∈ Ṽs,∫

Ω̃s

q̃s(J
n+1
s − 1) dx̃ = 0, ∀ q̃s ∈ L2(Ω̃s).

(4.24)
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The method depends on linearizing the structure sub-problem (4.24) with respect to the un-
knowns ϕs and p̃hs. We start initialization by considering a suitable choice of the initial values
(ϕs,0, p̃hs,0). In particular, we link the iterations of the Newton-Raphson method to the time
iteration tn by considering ϕs,0 = ϕns and p̃hs,0 = p̃nhs. Then, we solve iteratively the obtained
system corresponding to the Newton-Raphson method until its solution converges to a solution
of the non-linear System (4.12). For simplicity of notation, we omit the subscript s of the de-
formation ϕs, that is, we write ϕs ≡ ϕ. We proceed to derive the formulation of the structure
sub-problem corresponding to the Newton-Raphson method.
Let us de�ne the following space

Z = {ϕ = (ϕ1, ϕ2, ϕ3) : Ω̃s 7−→ R3,ϕ = ϕn on Γ̃c and ϕ = 0 on Γ̃2}.
Given N ∈ N, a tolerance tol and

(ϕ0, p̃hs,0) ∈ Z × L2(Ω̃s)

we construct iteratively the two sequences (ϕk)k≥1 and (p̃hs,k)k≥1 by solving for (δϕk, δp̃hs,k) the
following system
Set ϕ0 = ϕn. Repeat: for 0 ≤ k ≤ N , while ||δϕk||2≥ tol, �nd (δϕk,δp̃hs,k) in Z × L2(Ω̃s)
satisfying

∫
Ω̃s

∂P

∂Fs
(∇x̃ϕk)∇x̃δϕk : ∇x̃η̃s dx̃+

∫
Ω̃s

p̃hs,k
∂cof
∂Fs

(∇x̃ϕk)∇x̃δϕk : ∇x̃η̃s dx̃

+

∫
Ω̃s

δp̃hs,k cof(∇x̃ϕk) : ∇x̃η̃s dx̃−
∫

Γ̃c

σ̃s,k(x̃)
∂cof
∂Fs

(∇x̃ϕk) : ∇x̃δϕk ñs · η̃s dΓ̃

+

∫
Ω̃s

P (∇x̃ϕk) : ∇x̃η̃s dx̃+

∫
Ω̃s

p̃hs,k cof(∇x̃ϕk) : ∇x̃η̃s dx̃−
∫

Γ̃c

σ̃s,k(x̃) ñs · η̃s dΓ̃ = 0

∫
Ω̃s

q̃s cof(∇x̃ϕk) : ∇x̃δϕk dx̃+

∫
Ω̃s

q̃s(Js,k − 1) dx̃ = 0

(4.25)
for all (η̃s, q̃s) ∈ Ṽs × L2(Ω̃s).
Set ϕk+1 = δϕk +ϕk and k = k + 1.

When the condition ||δϕk||2< tol is ful�lled then convergence of the Newton-Raphson method
is achieved. Thus, the solution of the structure sub-problem (4.24) is given by ϕn+1 = ϕk, for
the last value of k for which the Newton-Raphson method converges.

Omitting the subscript k- as it is known from the context- the �nal variational formulation
of the problem (4.25) is given by

Find (δϕ, δp̃hs) ∈ Z × L2(Ω̃s), such that ∀ (η̃s, q̃s) ∈ Ṽs × L2(Ω̃s) we have
as(δϕ, η̃s) + bs(η̃s, δp̃hs) = l(η̃s),

bs(δϕ, q̃s) = j(q̃s).

(4.26)
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where

as(ς, η̃s) =

∫
Ω̃s

∂P

∂Fs
(∇ϕ)∇ς : ∇η̃s dx̃+

∫
Ω̃s

p̃hs
∂cof
∂Fs

(∇ϕ)∇ς : ∇η̃s dx̃

−
∫

Γ̃c

σ̃s(x̃)
∂cof
∂Fs

(∇ϕ) : ∇ς ns · η̃s dΓ̃

(4.27)

bs(η̃s, q̃s) =

∫
Ω̃s

q̃s cof(∇ϕ) : ∇η̃s dx̃ (4.28)

l(η̃s) = −
∫

Ω̃s

P (∇ϕ) : ∇η̃s dx̃−
∫

Ω̃s

p̃hs cof(∇ϕ) : ∇η̃s dx̃+

∫
Γ̃c

σ̃s(x̃) · η̃s dΓ̃ (4.29)

j(q̃) = −
∫

Ω̃s

q̃
(

det(∇ϕ)− 1
)
dx̃ (4.30)

with

as : Z × Z 7−→ R and bs : Z × L2(Ω̃s) 7−→ R

are bilinear forms. Further,

l ∈ Z∗ and j ∈ (L2(Ω̃s))
∗ ≡ L2(Ω̃s).

To ensure the existence of the solution for the structure sub-problem (4.26) we use the penalty
method by modifying System (4.26)through adding the penalized term ε

∫̃
Ωs

p̃hsq̃s dx̃ with ε� 1.

A rewriting of the new system in a matrix form yield a positive de�nite matrix.
Further, the solution of the system converges to a solution of the original system. Therefore, we
seek to solve the following system

Find (δϕ, δp̃hs) ∈ Z × L2(Ω̃s), such that ∀ (η̃s, q̃s) ∈ Ṽs × L2(Ω̃s) , we have
as(δϕ, η̃s) + bs(η̃s, δp̃hs) = l(η̃s),

bs(δϕ, q̃s) + εhs(phs, q̃s) = j(q̃s).

(4.31)

with hs(p̃hs, q̃s) =

∫
Ω̃s

p̃hsq̃s dx̃.

Space Discretization

Space discretization of the variational formulation is carried out using the �nite element
method (FEM) [GR86]. We consider the two �nite element spaces associated to the �uid weak
formulation

V f
h ⊂ Vf and W

f
h ⊂ L2(Ωf )
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and those associated to the structures weak formulation

Ṽ s
h ⊂ Ṽs and W̃ s

h ⊂ L2(Ω̃s),

where V f
h , W

f
h , Ṽ

s
h and W̃ s

h are �nite dimensional subspaces described as follows

V f
h = {ηfh : ηfh = ηf1ψ1 + . . .+ ηfNψN} ⊂ Vf ,

W f
h = {qfh : qfh = qf1φ1 + . . .+ qfNφN} ⊂ L2(Ωf ),

Ṽ s
h = {η̃sh : η̃sh = ηs1ϑ1 + . . .+ ηsNϑN} ⊂ Ṽs,

W̃ s
h = {q̃sh : q̃sh = qs1θ1 + . . .+ qsNθN} ⊂ L2(Ω̃s)

with {ψi}i, {φi}i, {ϑi}i and {θi}i are families of linearly independent functions of compact sup-
port, which are piecewise polynomials, i.e, of degree one or two depending on the accuracy
we seek for the approximate solution. More precisely, the functional spaces associated to the
velocity and displacement �elds are considered to be P2, whereas those associated to the pres-
sures (�uid and hydrostatic) are considered to be P1. In what follows, all terms are discretized
in space as mentioned above, so that the approximation of solution in �nite element spaces is
(vh, p

f
h, ξ̃

s
h, p̃

hs
h ,Ah) verifying (4.17)-(4.19), though, for simplicity the subscript h is omitted in

the context.

Finally, the discrete variational formulation reads:

Given (vn, pnf , ξ̃
n
s , p̃

n
hs,An) and a tolerance tol, �nd (vn+1, pn+1

f , ξ̃n+1
s , p̃n+1

hs ,An+1) such that
An+1 = x̃+ Ext(ξ̃n+1

s |Γ̃c
) in Ω̃f

w̃n+1 =
1

∆t
(ξ̃n+1
f − ξ̃nf ) ' ∂tξ̃

n+1
f in Ω̃f ,

wn+1 = ∂tAn+1 ◦ (An+1)−1 on An+1(Γ̃c),

ξ̃n+1
s = 0 on Γ̃2,

(4.32)

ρf
1

∆t

∫
Ωf (tn)

vn+1 · ηf dx+ ρf
1

∆t

∫
Ωf (tn)

(vn ◦Xn) · ηf dx− ρf
∫

Ωf (tn)

(wn+1)t∇xv
n+1 · ηf dx

+ 2

∫
Ωf (tn)

µnD(vn+1) : ∇xη
f dx−

∫
Ωf (tn)

pn+1
f ∇x · ηf dx−

∫
Γc(tn)

gn+1
f · ηf dΓ

+

∫
Ωf (tn)

qf ∇x · vn+1 dx+ ε

∫
Ωf (tn)

pn+1
f qf dx = 0 ∀ (ηf , qf ) ∈ V f

h ×W
f
h , (4.33)

where the non-linear convective term
1

∆t
(vn ◦Xn) is approximated by the Expression (4.21).

The coupling conditions on Γ̃c are{
σ̃n+1
s ñs = −

(
σf (v

n+1, pn+1
f ) nf

)
◦ϕn,

∂tξ̃
n+1
s = vn+1 ◦ϕn.

(4.34)
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Fix N ∈ N. The variational formulation associated to the structure sub-problem corresponding
to the Newton-Raphson method at the time iteration tn+1 reads

Set ϕ0 = ϕn and σ̃s,k = σ̃n+1
s . Repeat: for 0 ≤ k ≤ N , �nd (δϕk,δp̃hs,k) in Z × L2(Ω̃s)

satisfying

∫
Ω̃s

∂P

∂Fs
(∇x̃ϕk)∇x̃δϕk : ∇x̃η̃

s dx̃+

∫
Ω̃s

p̃hs,k
∂cof
∂Fs

(∇x̃ϕk)∇x̃δϕk : ∇x̃η̃
s dx̃

+

∫
Ω̃s

δp̃hs,k cof(∇x̃ϕk) : ∇x̃η̃
s dx̃−

∫
Γ̃c

σ̃s,k(x̃)
∂cof
∂Fs

(∇x̃ϕk) : ∇x̃δϕk ñs · η̃s dΓ̃

+

∫
Ω̃s

P (∇x̃ϕk) : ∇x̃η̃
s dx̃+

∫
Ω̃s

p̃hs,k cof(∇x̃ϕk) : ∇x̃η̃
s dx̃

−
∫

Γ̃c

σ̃s,k(x̃) cof(∇x̃ϕk)ñs · η̃s dΓ̃ + ε

∫
Ω̃s

p̃hs,k q̃
s dx̃ = 0 ∀ (η̃s, q̃s) ∈ Ṽ s

h × W̃ s
h ,

∫
Ω̃s

q̃s cof(∇x̃ϕk) : ∇x̃δϕk dx̃+

∫
Ω̃s

q̃s(det(∇x̃ϕk)− 1) dx̃ = 0 ∀ q̃s ∈ W̃ s
h .

(4.35)
as long as the error ||δϕk||2≥ tol, set ϕk+1 = δϕk + ϕk and k = k + 1. If ||δϕk||2< tol,
then convergence of the Newton-Raphson method is achieved. Thus, the deformation of the
structure domain is given by ϕn+1 = ϕk, for the last value of k for which the convergence
is achieved. Whence at the time iteration tn+1 the displacement of the structure domain is
ξ̃n+1
s (x̃) = ϕn+1(x̃)− x̃.

Using an appropriate extension [Ric17, Section 5.3, pp. 247], [Cha13, Chapter 2] the ALE
map An+1 is given by

An+1(x̃, t) = x̃+ Ext(ξ̃n+1
s (x̃, t)|Γ̃c

).

In particular, we consider the standard harmonic extension. The aim is to construct the ALE
map, by �nding the displacement ξ̃n+1

f using the harmonic extension of the displacement ξ̃s of
the boundary Γ̃c. We seek to �nd the displacement ξ̃n+1

f verifying the system
−∆ξ̃n+1

f = 0 in Ω̃f ,

ξ̃n+1
f = ξ̃n+1

s on Γ̃c,

ξ̃n+1
f = 0 on Γ̃in ∪ Γ̃out.

(4.36)

Its associated variational formulation is

Find ξ̃n+1
f ∈ H ∩ [P2(Ω̃f )]

3 such that∫
Ω̃f

∇ξ̃n+1
f : ∇η = 0, ∀ η ∈ H,
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where
H = {η ∈ H1(Ω̃f ) : η = 0 on Γ̃in ∪ Γ̃out}.

Hence, at the time iteration tn+1, the ALE map is given by the following relation

An+1
t (x̃) = x̃+ ξ̃n+1

f (x̃, t).

The �uid domain evolves from the reference con�guration as

Ωn+1
f = An+1(Ω̃f ).

Further, the structure domain evolves from the initial con�guration according to

Ωn+1
s = ϕn+1(Ω̃s).

In the next section we focus on solving System (4.32)-(4.36) numerically.

4.1.3 The Algorithm

The FSI problem is solved using the �nite element software FreeFem++. The algorithm used
to solve the FSI problem is presented in the diagram below, see Figure 4.1. Notice that, the
main tool in the iterations is the ALE map A. Complexity of the algorithm is dependent on the
triangulation of the mesh.

Initialization

Solve Navier-Stokes equations

⇓
� Velocity vn+1

� Pressure pn+1
f

Contact force on Γ̃c
σ̃n+1
s ñs =

(
σf (v

n+1, pn+1
f ) nf

)
◦ϕn

Elastodynamic equations:

Perform Newton's iterations

Convergence test

||δϕk||2< tol?

Get:

? The ALE map An+1

? The structure displacement ξ̃n+1
s

Move Domains

Ωn+1
f = An+1(Ω̃f )

Ωn+1
s = ϕn+1

s (Ω̃s)

Yes No

k = k + 1

t = t + ∆t

Figure 4.1: Algorithm associated to the FSI problem.
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Literally,

1- At the time step tn+1, we solve the Navier-Stokes equations on the domain Ωf (tn) in the
ALE frame to �nd the velocity of the �uid vn+1 and its pressure pn+1

f .

2- Using the continuity of stresses (4.34), we are able to get the boundary condition on Γ̃c
expressed in terms of σf (vn+1, pn+1

f ).

3- Solve the quasi-static incompressible elasticity equations on the reference con�guration
Ω̃s using Newton-Raphson method. Check the convergence test of the Newton-Raphson
method. When convergence is achieved, the deformation ϕn+1

s is set to be the solution of
the last Newton's iteration k, consequently the deformation ξ̃n+1

s is obtained. Thus we can
proceed to get the ALE map An+1 using a suitable extension highlighted in [Ric17, Section
5.3, pp. 247], [Cha13, Chapter 2] (harmonic, biharmonic, wislow, etc.).

4- Move the �uid domain using the mapAn+1, and the structure domain using its deformation
ϕn+1
s and proceed to the iteration tn+2, then start again from step (1-), and so on.

Remark 4.1.4 This algorithm is simulated over a de�ned interval of time.

4.2 Numerical Results

In this section we present the numerical results concerning the blood �ow through stenosed
arteries after performing simulations over a de�ned interval of time. The study is done by solving
System (4.32)-(4.36) on the two dimensional domain representing the artery given in Figure 4.2
using the software FreeFem++.

Figure 4.2: The mesh of the artery domain.

Our work is concerned in analyzing variables including the speed, the viscosity and the wall
shear stress of blood in a stenosed artery. Further, we intent to locate the recirculation zones in
the lumen. In our work we consider the following numerical values

ρf = 1.056 g/cm3 and ∆t = 10−2 s.

The blood is considered to have a non-Newtonian behavior. Its viscosity is assumed to obey
Carreau model [Seq18]; which will be presented in details in the coming chapter

µ(
.
γ) = µ∞ + (µ0 − µ∞)

[
1 + (λ

.
γ)2
]n−1

2 ,
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where
.
γ stands for the shear rate de�ned as

.
γ =

√
2 tr(D(v))2 =

√
−4I2.

The parameters present in the Carreau model are

λ = 3.313 s, n = 0.3568, µ∞ = 0.00345 Pa.s and µ0 = 0.056 Pa.s.

The blood �ow and the pattern of its viscosity in a healthy artery are illustrated on Figure 4.3.

(a) Average speed of blood in a healthy artery. (b) Average viscosity of blood in a healthy artery.

Figure 4.3: Average speed and viscosity in a healthy artery.

In the case of an isotropic material the strain-energy density functionW is expressed in terms
of the invariants of deformation tensors I1, I2 and I3 [Mal,Ric17]. In particular, we will consider
the following constitutive law

W (Fs) = C0 + C1

(
I1 − 2

)
+ C2

(
I2 − 2

)2
, (4.37)

where C0, C1 and C2 are set as follow

C0 = 110 N.cm−2, C1 = 100 N.cm−2 and C2 = 110 N.cm−2.

A velocity vin is enforced on the inlet of the artery. It is given by

vin =

{
5 sin2(πt/0.5) cm/s for 5× (2i) ≤ t ≤ 5× (2i+ 1),

0 cm/s for 5× (2i+ 1) ≤ t ≤ 5× (2i+ 2),
for i ∈ N.

It is a periodic continuous function of period 1 s. It attains its maximum value 5 cm/s at the
instants t = 0.25 + k s, k ∈ N. Its pro�le during a time interval of 3 seconds is represented by
Figure 4.4.

4.2.1 Non-Linear Elastic Modeling of a Pipe-Shaped Stenosed Artery

Blood Flow and Arterial Wall Displacement

The �rst factor that gains our attention is the behavior of the blood �ow in the stenosed
arteries. Figure 4.5 shows the speed of blood at di�erent instants. One can observe the speed
of the blood, being a�ected by the existence of the stenosis and the displacement of the arterial
wall.
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Figure 4.4: The pro�le of the inlet velocity vin.

(a) t = 0.01 s. (b) t = 0.25 s.

(c) t = 0.5 s. (d) t = 1 s.

Figure 4.5: Blood �ow in a stenosed artery.

At the �rst instant of the �ow, the blood speed is negligible which can be observed in Figure
4.5a. After that a remarkable change encounters on the blood �ow as shown in Figure 4.5b.In
fact, it can be observed that the neighborhood of the peak is characterized with a high speed.
This is reasonable, indeed, an enforced amount of blood into the artery must pass through it
regardless of the diameter of the path or if it is narrowed. Hence, in the narrowed region due to
the existence of stenosis, blood speed will become larger. At the instant t = 0.5 s, that is when
vin = 0 cm/s the blood �ow through the artery decreases, consequently, the stenosis returns to
its equilibrium position (see Figure 4.5c), however, the �ow continues with a negligible speed
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behavior during the time interval between 0.5 s and 1 s to reach its minimum e�ect at t = 1s as
observed in Figure 4.5d.

Since the displacement of the lumen domain is linked to the displacement of the arterial
wall, a view of the displacement of the arterial wall during the same instants will make the
observations of Figure 4.5 more obvious. Results during 1 second are given in Figure 4.6.

(a) t = 0.01 s. (b) t = 0.25 s.

(c) t = 0.5 s. (d) t = 1 s.

Figure 4.6: The displacement of the arterial wall.

One can observe that the upper part of the stenosis is the region with the highest displace-
ment. In fact, as we reach the peak of the stenosis, i.e, as the stenosis becomes thinner its
sti�ness will decrease. Consequently, it will be fragile, sensitive to any external force and easily
a�ected by the wall shear stress.

Shear Stress

It presents the e�ect exerted by the �uid on itself. Its expression σmax (4.6) in terms of the
Cauchy stress tensor σf reveals its dependence on the strain rate tensor D(v) and the blood
pressure pf . This means that regions encountering a change in the velocity are characterized by
a higher shear stress. On the contrary, regions where the values of speed are close are of low
shear stress. This fact is illustrated on Figure 4.7.

The maximum shear stress is located in the region of stenosis. In fact, the observations show
that it is located at the peak of the stenosis. This part of stenosis is the most fragile part,
which makes it more a�ected by the blood �ow. As the motion of the blood is considered to
be periodic; in general it is pulsatilic; and since the arterial wall undergoes a deformation, then
the stenosis will have an oscillating-like motion. Consequently, a variation in the speed of the
blood is recognized, which will lead to the existence of a shear stress spotted in the region of
the stenosis as in Figure 4.7b.
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(a) t = 0.01 s. (b) t = 0.25 s.

(c) t = 0.5 s. (d) t = 1 s.

Figure 4.7: The maximum shear stress.

Recirculation Zones

We are curious about recognizing the recirculation zones. They are the regions formed due
to the interruption of the �ow as a result of the existence of the stenosis and they represent the
regions having a ripple-like manner. A vector representation of the blood velocity is illustrated
in Figure 4.8 which will help us in con�guring the recirculation zone.

(a) t = 0.01 s. (b) t = 0.25 s.

(c) t = 0.5 s. (d) t = 1 s.

Figure 4.8: The velocity of blood.
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Figure 4.8c shows the recirculation zones at time t = 0.5 s. Mainly we can observe a big
recirculation zone that is located after the stenosis. The recirculation zone is characterized by
a center of negligible speed, which increases as the circular regions becomes wider. Further, a
zone of negligible speed is located between the stenosis and the recirculation zone. This zone is
the solidi�cation region, which we will be the matter of study in Chapter 5. The e�ect of the
recirculation zone on the solidi�cation zone would constitute an important tool to build up a
rupture model.

4.2.2 Non-Linear Elastic Modeling of a Bifurcated Stenosed Artery

Arteries with bifurcations are more important to be studied, due to the higher risk of clot
formation in these arteries. We consider a bifurcation with a stenosis rate 50%. The �ow of the
blood in a bifurcated artery during the �rst second is given in Figure 4.9.

(a) t = 0.01 s. (b) t = 0.25 s.

(c) t = 0.5 s. (d) t = 1 s.

Figure 4.9: Blood �ow in a bifurcated artery.

Figure 4.9 shows the e�ect of the blood �ow on the plaque. In particular at time t = 0.25 s,
from Figure 4.9b we observe that the lumen of the artery undergoes a deformation depending
on that of the arterial wall. The same holds if more than one stenosis exist. To make it more
precise, we observe the displacement of the structure domain at time t = 0.25 s, where one and
two stenosis exist (see Figure 4.10).
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(a) Bifurcation with one stenosis. (b) Bifurcation with two stenosis.

Figure 4.10: Displacement of the arterial wall in bifurcated arteries at t = 0.25 s.

From Figure 4.10 we observe that the most deformed part is the plaque, and this deformation is
larger at the peak due to the fact that the peak is of low sti�ness. In addition, the bifurcated side
of the structure is also a�ected. Indeed, the existence of the plaque will lead to a large �ow into
both the upper and the lower parts of the bifurcated region. This will results a deformation at
this region as we can see in Figure 4.10. In particular, Figure 4.9 shows that due to the existence
of a stenosis, the speed of blood (�ow) is larger in the upper part of the bifurcation. A simple
comparison with Figure 4.10 gives a reasonable conclusion of having a larger displacement of
the lower part of bifurcation. Obviously, the large �ow into the upper part, will a�ect the lower
part. This e�ect is recognized by a small deformation in the downward sense. We proceed to
locate the recirculation zones. In particular, we analyze the instant when the speed decreases
and tends to be negligible, i.e, at the instant t = 0.5 s.

(a) Bifurcation with one stenosis. (b) Bifurcation with two stenosis.

Figure 4.11: Recirculation zone in bifurcated arteries at t = 0.5 s.

Similarly as in the case above, we observe from Figure 4.11 that the recirculation zone is
located at the right hand side of the stenosis. We observe a negligible speed at its center. This
speed increases where the circles constituting the zone are of larger diameter.
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Previous �gures have shown some remarkable regions where the blood speed varies among
them. Similarly for the shear stress and the blood viscosity. More precisely, we focus on three
regions. The �rst region denoted by "A", is located at the peak of the stenosis. Region "B"
is located at the adjacent right bottom of the stenosis. And �nally, Region "C" is the region
including the recirculation zone. The three regions are shown on Figure 4.12.

Figure 4.12: Remarkable regions.

The graphs associated to the behavior of the viscosity, the maximum shear stress and the speed
of the blood at the positions A, B and C are shown on Figures 4.13, 4.14 and 4.15 respectively.
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Figure 4.13: Viscosity of blood.
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Figure 4.14: Maximum shear stress.
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Figure 4.15: Speed of blood.

Figures 4.13, 4.14 and 4.15 show that the position B is characterized by a high viscosity as
well as a negligible speed. In fact, the existence of stenosis causes interruption of the �ow and
prevents it from reaching this region. This which will lead to the formation of a more viscous
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region at B. Consequently, the shear stress at this position is small. In the next chapter, this
region will be identi�ed as a solidi�cation zone. Whereas, the position A is characterized by
a high blood speed with a moderate shear stress rate. In fact, due to the narrowing of the
artery at the region of stenosis, the blood speed will be high, as we mentioned above. When the
blood leaves this narrowed region its speed will decrease. This explains the lower blood speed
in Position C. Consequently, the blood viscosity will be negligible. Further, it possesses a high
shear stress due to the change encountering on the speed in this region as we can analyze from
Figure 4.15. The investigation of these variables at these remarkable positions will help us in
locating the solidi�cation zone, where a clot would form, and probably when exposed to high
forces exerted by the blood, will be released into the �ow, leading to an infarction at some stages
of narrow vessels or arterioles.

4.2.3 Newtonian vs. Non-Newtonian Blood

We have studied the case of a non-Newtonian blood. One might be curious about how
would variables (speed, viscosity, shear stress) be a�ected in the case of a Newtonian blood. A
Newtonian blood is characterized by a constant dynamic viscosity µ = 0.00345 Pa.s. The space
average viscosity µ and the global in time average viscosity µ of blood during 3 seconds for both
cases are given on Figure 4.16.

Time (s)
0 0.5 1 1.5 2 2.5 3

Sp
ac

e 
A

ve
ra

ge
 V

is
co

si
ty

 o
f 

B
lo

od
 (

P
a.

s)

0

0.01

0.02

0.03

0.04

0.05

0.06

Non-Newtonian Blood
Newtonian Blood

(a) Space average viscosity of blood.
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(b) Global in time space average viscosity of blood.

Figure 4.16: Space average viscosity (left) and global in time space average viscosity (right) of
a Newtonian and a non-Newtonian blood.

At each iteration k the global in time average viscosity µk is given by the following relation

µk(t) =
1

k + 1

k∑
i=0

µi(t),

where µi(t) represents the space average viscosity of blood at iteration i, 0 ≤ i ≤ k. Its expression
is given by

µi(t) =
1

|Ωf (t)|

∫
Ωf (t)

µi(x, t) dx, ∀ x ∈ Ωf (t).
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with |Ωf (t)| is the area of the blood domain at any instant t.
For i = 0, we set µi = µ0 = 0.056 Pa.s, for a non-Newtonian blood, and µi = 0.00345 Pa.s for a
Newtonian blood. At the instant t = 0.5 s, the blood �ow is given in Figure 4.17.

(a) Case of a non-Newtonian blood.

(b) Case of a Newtonian blood.

Figure 4.17: The speed of a Newtonian and non-Newtonian blood at t = 0.5 s.

Considering a vector-representation of the �ow at t = 0.5 s helps us in locating the recircu-
lation zones in both cases of a Newtonian and a non-Newtonian blood. The results are shown
on Figure 4.18.

(a) Case of a non-Newtonian blood.

A comparison between Figures 4.17 and 4.18 shows that a non-Newtonian blood is characterized
by a speed smaller than in the case of a Newtonian blood. Further, the recirculation zones
appear clearer in the case of a Newtonian blood.
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(b) Case of a Newtonian blood.

Figure 4.18: The recirculation zone at t = 0.5 s.

Comparison of the global in time average speed and the global in time average maximum
shear stress (4.6) of a Newtonian and a non-Newtonian blood after a duration of 3 seconds are
given on Figures 4.19 and 4.20 respectively.

(a) Case of a non-Newtonian blood.

(b) Case of a Newtonian blood.

Figure 4.19: Global in time average speed of a Newtonian and a non-Newtonian blood during 3
seconds.
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(a) Case of a non-Newtonian blood.

(b) Case of a Newtonian blood.

Figure 4.20: Global in time average maximum shear stress of a Newtonian and a non-Newtonian
blood.

These �gures show that, in general, a Newtonian blood is characterized by a speed greater
than that of non-Newtonian blood. On the contrary, the maximum shear stress of a Newtonian
blood is smaller than that of a non-Newtonian blood. These results are reasonable, indeed,
Figure 4.16 shows that the average viscosity of a non-Newtonian blood is greater than that of
a Newtonian blood. The viscosity, plays the role of a sticking obstacle or possesses a frictional
manner which causes the decrease of speed as well as it increases the force between the �uid
and itself, consequently leads to an increase in the shear stress. This shear stress constitutes the
main component of the forces exerted by blood, which will be highlighted in the next chapter.

4.3 Conclusion

This chapter is devoted for the numerical study of the �uid-structure interaction problem
between the blood �ow and an existing stenosis in arteries, where the blood is considered to
be a homogeneous incompressible �uid whose dynamics is given by the incompressible Navier-
Stokes equations, and the arterial wall is a non-linear hyperelastic material described by the
quasi-static elasticity equations. The simulations have shown a deep view of what is happening
in the stenosed artery and how it would be a�ected with some variables that we can analyze.
They helped us in con�guring the existence of mainly three remarkable regions (see Figure 4.12).
Indeed, the wall shear stress and speed of blood have been studied and the recirculation zones
have been observed. These zones exist after the stenosis. In these zones the blood speed is
negligible at the center, and increases as the diameter of the circular region increases. Between
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these zones and the stenosis, we observe a region which is located at the adjacent right bottom
of the stenosis. This region is identi�ed as the solidi�cation zone which is characterized by a
negligible blood speed and a high blood viscosity and thus results a more viscous blood. The
deformation of the stenosis and the shear stress which constitute the main component of the
forces acting on this zone will probably play a role in the detach of the accumulated blood in
gel-like state into the �ow and would lead to the generation of the infarction.

These results help us in setting up a rupture model, which will be the objective of the next
chapter.
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Introduction

Heart is a muscular organ which pumps blood through the blood vessels that constitute the
circulatory system also known as cardiovascular system. This system, in particular the blood
vessels, are responsible for transporting supplies needed from and into the target destination
"cells". The circulatory system has been studied long time ago since the seventeeth century B.C.
until the 1628, when the English physician William Harvey correctly described blood circulation.
History and advances in the study of the cardiovascular system can be found in [Seq18,Col15].

Cardiovascular diseases, mainly due to atherosclerosis, enthused mathematicians to study
the rheological1 behavior of blood and its �ow from the mathematical viewpoint, in particular,
in case of pathologies. Modeling of blood repeatedly progressed, and yet it is. Models are
identi�ed and proposed to study the blood �ow through the blood vessels, the characteristics
of the blood cells and plasma as well as of the heart [Pes02, PM89, TBA11, TBE+11, BKS09].

1Haemorheology is the study of the blood �ow properties of both the plasma and the cells.
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Further, a �uid-structure interaction (FSI) model is considered to investigate the interaction
between the blood �ow and the arterial wall. Due to di�culties arising from the complexity
of the arterial wall formed of several layers each with its own unique mechanics, reduced shell
or membrane models have been employed [�TG+06] under the assumptions of negligibly thin
structural components or by considering the ratio between the thickness of the vessel wall and
the vessel radius is small. Additional conditions can be induced [FQV09]. Constitutive models
are derived to capture the rheological behavior of blood, as a consequence, they constitute an
e�ective tool in the diagnosis of the pathologies and investigating appropriate remedies [Mac94,
BHW89]. Moreover, models describing the coagulation of blood have been subject of intensive
research [Bou17,GHZ09, Zhu07]. The complex process of coagulation depends on the platelets
and insoluble �brin proteins which are formed by the coagulation cascade process [DR64,Bou17].

Advection-di�usion-reaction models are employed to describe the concentration of the clot-
ting factors and the �brin polymers while the blood �ow dynamics is given by the Navier-Stokes
equations. A continuous approach is used to describe the interaction of the blood �ow and the
clot growth which is given in spatiotemporal representation inside the blood vessel. Both models
are simulated on the same domain and solved on the same numerical mesh. Some models have
assumed that the fribin polymers do not a�ect the blood �ow dynamics [JC11]. Whereas, others
have proposed that the viscosity is a function of the �brin polymers by employing the generalized
Newtonian model for the blood �ow [BS08,SB14]. Further, some continuous models have dealt
with the clot as a solid [SvdV14] and detected its growth using FSI system. In contrast, other
models have considered the �brin as a porous medium [LF10,GRRM16].

Hybrid models have also been employed. They aim to achieve a realistic representation of
the clot formation by combining the blood �ow described by continuous and discrete methods
with blood cells and clotting factors [FG08,XCL+12,YLHK17,TAB+13,TAB+15].

To our knowledge, the process of a clot rupture which is enthusing scientists and mathemati-
cians is yet under investigation. Indeed, many predictions have arisen concerning the species
of the ruptured particle. Most predictions state that the lipids and fats that form the plaque,
when being under the e�ect of some external forces due to the blood �ow, will be released into
the blood �ow.

The aim of this chapter is to propose the �rst step step towards a rupture model based on
the rheological properties of blood, and on the FSI model presented in Chapter 4. We have
already analyzed the behavior of blood in a stenosed artery. In fact, we have spotted three
major regions where the behavior of blood is of signi�cant pattern. These results will constitute
an important tool to set up the rupture model. To achieve the desired aim, we give in Section 5.1
a brief overview of the blood viscosity when assumed to be a non-Newtonian �uid, and highlight
the widely used constitutive models that are introduced to describe this property. Then, we
introduce our model to detect the solidi�cation zone and give its characteristics based on some
numerical simulations that are performed using the FreeFem++ software. Blood in this zone
will be considered to be a linear elastic material, hence, by solving the elastodynamic equations
we get the deformation of this zone. At last, upon detecting the solidi�cation zone, the �rst
step in a rupture model is set up by investigating the magnitude of the external forces exerted
on this zone.
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5.1 A Non-Newtonian Property of Blood: The Viscosity

In order to study the properties of blood, we must consider a sample of blood that contains a
suspension of particles2. A �uid is said to be Newtonian if the shear stress is proportional to the
strain rate tensorD(v) where the viscosity µ is the proportionality constant. However, if the vis-
cosity is a function of the strain rate tensorD(v), then this �uid is identi�ed as a non-Newtonian.
We assume that the blood cells are small compared to the macroscopic length of the blood ves-
sels to be able to approximate the blood by a homogeneous non-Newtonian �uid. Otherwise,
some di�culties may arise which prevent us from modeling the blood as a homogeneous �uid.
The presence of the blood cells can cause a remarkable change in the rheological properties of
blood. In this case models are constructed depending on reliable measurements and experiments.

Viscosity depends on the internal frictional or resistance forces of adjacent layers sliding
past one another. One must distinguish between two viscosity-related terms. In case of a non-
Newtonian �uid, the apparent viscosity or e�ective viscosity usually denoted by µ is the quantity
measured by the viscometer for shear rates in the optimal range. Its SI unit is Pa.s. Somehow,
it represents an average measure of the resistance to �ow. On the other hand, the ratio of the
apparent viscosity to the viscosity of the solvent used, i.e, to the viscosity of the plasma, is
refereed to as the relative viscosity denoted by µrel.

The blood is characterized by a high viscosity than plasma due to the presence of the sus-
pensions. An increase in the hematocrit3 (HCT or Ht) leads to an increase of the viscosity of the
suspensions which makes the non-Newtonian behavior more signi�cant, more precisely, at very
low shear rates. This is due to a biological phenomenon [FSLSS78,KS82] that is undergone by
the red blood cells (RBCs) and leads to a decrease in the apparent viscosity. However, if either
the �brinogen or the globulins4 are absent, then we detect the Newtonian behavior. In addition
to the shear rate, the viscosity depends on the temperature. This dependence is similar to that of
water for a temperature range 10◦ and 40◦C and shear rates between 1 and 100 s−1 [MMCG65].

5.1.1 Constitutive Models of Blood

In order to model the behavior of blood, one should consider its components which a�ect
its rheology. To achieve a well built model, we consider the blood to be a �uid containing a
suspension of particles designating the cellular components of blood. Moreover, to achieve the
continuum hypothesis and attain a homogeneous non-Newtonian �uid, we must assume that
the length and the timescales at each RBC is su�ciently small compared to all the macroscopic
length and timescales, thus the introduced models cannot be adopted in modeling blood �ow
through capillaries.

As we have seen in Chapter 2, the blood �ow obeys the conservation principles; conserva-
tion of mass, conservation of momentum and conservation of energy. We consider the general

2A mixture where the particles do not dissolve and are left to leave freely, but will settle at the end.
3Volume percentage of red blood cells. Its normal range varies according to sexes and ages. For adult men

the normal range is [42%-54%], whereas in women it is [38%-46%].
4Plasma proteins.

Page 149



CHAPTER 5. SOLIDIFICATION AND RUPTURE OF BLOOD

constitutive law of the incompressible viscous �uid that de�nes the Cauchy stress tensor σf by

σf = τd − pf Id, (5.1)

where τd is the deviatoric stress tensor and pf is the �uid pressure. For convenience, we recall
that the incompressible Navier-Stokes equations areρf

(
∂v

∂t
+ (v ·∇)v

)
−∇ · τd + ∇pf = ρfff on Ωf (t)× (0, T ),

∇ · v = 0 on Ωf (t)× (0, T ),
(5.2)

where v is the �uid velocity and ρf is its density.
To get a well posed system, an additional equation that relates the state of stress to the

kinematic variables such as rate of deformation of �uid elements is required. This equation is
known as the constitutive equation. In what follows we introduce various kinds of these models
that are widely used.

5.1.2 A Newtonian Model

In general, blood is modeled as a non-Newtonian �uid. However in large vessels it behaves
as a Newtonian �uid. The deviatoric stress tensor is then given by

τd = 2µD(v),

where µ is a constant that represents the dynamic viscosity and D(v) is the strain rate tensor

given in terms of the blood velocity v by D(v) =
1

2

(
∇v + (∇v)t

)
. This model yields the

well-known incompressible Newtonian Navier-Stokes equationsρf
(
∂v

∂t
+ (v ·∇)v

)
− µ∆v + ∇p = ρfff on Ωf (t)× (0, T ),

∇ · v = 0 on Ωf (t)× (0, T ).
(5.3)

The term (v ·∇)v is the non-linear convective term, whereas the term ∆v is the di�usion term
related to the role of viscosity in the propagating momentum. In large arteries the inertia term
characterized by the convective term dominates the viscous term. In some literatures, the blood
�ow is modeled by rescaling the Navier-Stokes equations. This yields dimensionless quantities
and the so-called Reynolds number Re5 which is the ratio of the momentum forces to the vis-
cous forces. Indeed, if Re � 1 then laminar �ows occur which can be modeled by the Stokes
equations. On the contrary, for high Reynolds number we have turbulent �ows which can tend
to produce �ow instabilities. Even though in the case of an atherosclerosis laminar�turbulent
transition can occur, turbulent models are not used in cardiovascular modeling and simulations.
Our focus is restricted to Equation (5.2) and the appropriate constitutive blood models.

In what follows, as it is known from the context that τd stands for the deviatoric stress tensor
then the subindex d is omitted.

5It was named by Arnold Sommerfeld in 1908, after Osborne Reynolds (1842�1912), who popularized its use
in 1883. It helps predict �uid �ow patterns in di�erent situations.
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5.1.3 Viscosity Models

If we consider working with arteries of diameters less than 100 µm or possessing low shear
rates, then a non-Newtonian behavior is observed. In this case, a more general and complex
constitutive model associated to the non-Newtonian behavior must be adopted. Indeed, the
constitutive equation is the main tool to develop this model. The general form of (5.1) can be
attained by considering τ = τ (∇v); a function of the velocity gradient ∇v. It is written in
terms of the principal invariants as

τ = ψ1(I2, I3)D(v) + ψ2(I2, I3)(D(v))2, (5.4)

where I2 and I3 are respectively the second and the third principle invariants given by

I2 =
1

2

[
tr2
(
D(v)

)
− tr

(
D(v)

)2
]

and I3 = det
(
D(v)

)
.

Incompressible �uids of the form (5.4) are called Reiner-Rivlin �uids. Notice that, in the case
of divergence-free velocity �elds (isochoric motions), the �rst invariant I1 is null.

If ψ2 is a non-zero function in simpler shear �ows, the behavior of this �uid would not match
the experimental results possessed by the real �uids (ψ2 = 0) [AM74]. Further, for real �uids,
the third invariant I3 is identically zero [AM74]. Thus, based on these assumptions we deal with
a special class of Reiner-Rivlin �uids called generalised Newtonian �uids whose deviatoric stress
is of the form

τ = ψ1(I2)D(v). (5.5)

Since I1 = 0, then the principle invariant I2 = −1

2
tr
(
D(v)

)2 is negative. Hence, it is helpful to
introduce the concept of shear rate to be a measure of the rate of deformation. It is denoted by
.
γ and its expression is

.
γ =

√
2 tr(D(v))2 =

√
−4I2, (5.6)

with the SI unit s−1. Therefore the generalized Newtonian model (5.5) can be rewritten as

τ = 2µ(
.
γ)D(v), (5.7)

where µ(
.
γ) represents a viscosity function that depends on the shear rate

.
γ. Now we present

various types of generalized Newtonian models. We start by introducing the simpler model
among all other models which is known as the Power-Law model.

Power-Law Model

The Power-law model is characterized by the viscosity function

µ(
.
γ) = k

.
γ
n−1

, (5.8)

where k is a positive constant representing the consistency of SI unit Pa.sn and n is a dimen-
sionless positive constant representing the power-law index. A remarkable value for n is 1. If
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n = 1 then the �uid is of a Newtonian behavior. Whereas if n < 1 then we get pseudoplastic
�uids characterized by a low apparent viscosity at high shear rates, these �uids are also known
by shear thinning �uid. On the contrary, if n > 1 then a �uid is said to be dilatant, also known
as shear thickening �uids whose apparent viscosity increases at high shear rates. Dilatant �uids
are rarely detected. Figure 5.1 shows the variation of the apparent viscosity µ as a function of
the shear rate

.
γ for all the �uids types mentioned above.

Figure 5.1: The variation of the apparent viscosity as a function of shear rate.

In 1976, the power-law model was extended to a fruitful one in the work [WS76]. It was
proposed that as blood is rich in RBCs, which have a great impact on the changes encountering
on the viscosity, then a more reliable model would be derived by considering characteristics
related to them. Indeed, since the non-Newtonian behavior of blood arises mainly from the
interaction of RBCs with each other, then the most known characteristic of them which is the
hematocrit will have a signi�cant in�uence on this behavior. Hence, by using multiple regression
procedures it was found that the shear rate and the Ht are the most signi�cant independent
variables. Therefore, the viscosity function has been considered to be a function of the shear
rate as well as on the Ht. Due to this observation, the constants k and n have been reformulated
and set to be

k = C1exp(C2 Ht), n = 1− C3 Ht, (5.9)

where

C1 = 0.0148 Pa.sn−1, C2 = 0.0512, and C3 = 0.00499.

By employing the best three variable model, it has been shown that the three signi�cant inde-
pendent variables are mainly the shear stress, the Ht and the TPMA 6(solutions with unit g/dL
(gram per deciliter)), in particular the �brinogen and globulins. As a result, the constant k is
then

k = C1exp
(
C2(Ht)

)
× exp

(
C4(TPMA/Ht2)

)
, (5.10)

6Proteins that exist in the plasma
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with

C1 = 0.00797 Pa.sn−1, C2 = 0.0608, C3 = 0.00499, and C4 = 145.85 textupdL/g.

Notice that, all the variables in the viscosity function (5.10) are independent, that is, any change
occurring to one of them does not a�ect the others. This seems to be impractical. Indeed, the
chemical changes, shear rates and interactions in the cardiovascular system are numerous and
complex which prohibit us from considering them to be independent. Nevertheless, the assump-
tion of independency seems reasonable when dealing with approximations.

Viscosity functions that are characterized by bounded non-zero limiting values can be written
in the general form

µ(
.
γ) = µ∞ + (µ0 − µ∞)F (

.
γ),

which can be rewritten in the non-dimensional form as

µ(
.
γ)− µ∞
µ0 − µ∞

, (5.11)

where µ0 and µ∞ corresponds to the asymptotic values of the viscosity at zero and in�nity
respectively. In other words,

µ0 = lim
.
γ→0

µ(
.
γ) and µ∞ = lim

.
γ→∞

µ(
.
γ).

Moreover, the function F (
.
γ) depends on the shear rate

.
γ and it satis�es the following conditions

lim
.
γ→0

F (
.
γ) = 1, and lim

.
γ→∞

F (
.
γ) = 0.

In practice, the lower limit of
.
γ to obtain the value of µ0 is related to some experimental chal-

lenges and the rheometer 7. On the contrary, this is not the case at the upper limit, due to the
fact that at higher shear rates the viscosity is approximately constant8 [FQV09, Section 6.2.3].
Nevertheless, the asymptotic values of viscosity are meaningful from the theoretical viewpoint.
Furthermore, considering di�erent forms of the function F (

.
γ) gives various generalized Newto-

nian models.

Some values for the density of blood ρ and the asymptotic viscosities µ0 and µ∞ at the body
temperature 37◦ that are widely used in the literature are [CK91]

ρ = 1056 kg/m3, µ0 = 0.056 Pa.s, µ∞ = 0.00345 Pa.s.

In Table 5.1 we give the most commonly used generalized Newtonian models for the human
blood. The values for the material constants given in this table were demonstrated in [CK91]
for a collection of human and canine blood of Ht ranging from 33�45%, based on a non-linear
least squares analysis.

7A laboratory device used to measure the way in which a liquid, suspension or slurry �ows in response to
applied forces.

8The cells will dissolute at high shear rates. We take µ∞ to be the limit of the shear rate at the high shear
plateau value.
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The Model The non Dimensional Form Material Constants

Powell-Eyring
sinh−1(λ

.
γ)

λ
.
γ

λ = 5.383 s

Cross
1

1 + (λ
.
γ)m

λ = 1.007 s, m = 1.028

Modi�ed Cross
1

(1 + (λ
.
γ)m)a

λ = 3.736 s, m = 2.406, a = 0.254.

Carreau
[
1 + (λ

.
γ)2
]n−1

2 λ = 3.313 s, n = 0.3568.

Carreau-Yasuda
[
1 + (λ

.
γ)a
]n−1

a λ = 1.902 s, n = 0.22, a = 1.25.

Table 5.1: Material constants for di�erent generalized Newtonian models [FQV09, Table 6.2].

For these material constants we plot on Figure 5.2 the corresponding graphs of the viscosity
function µ.
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Figure 5.2: The manner of the di�erent generalized Newtonian models.
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For a more rich knowledge in the most signi�cant and suitable constitutive models from the
phenomenological viewpoint the reader can refer to [RSK] [FQV09, Chapter 6].

5.2 Solidi�cation of Blood and its Rupture

The process of blood coagulation is widely observed in case of a bleeding wound. The
termination of bleeding is the platelets mission which are stimulated by the RBCs. Platelets
adhere to the vessel wall to form a layer on the site of the injury. This layer is known as a clot,
which with time its exterior surface dries to form a solid crust. Blood clots are formed whenever
the �owing blood comes in contact with a foreign substance in the skin or in the blood vessels
wall. They can be classi�ed into two types: thrombi, which are stationary clots, though they
can cause the blockage of a �ow; emboli, which detach into the blood �ow and can, somewhere
in a site faraway from the thrombi, block the �ow. This type of clots is dangerous and causes
infarctions, more precisely, if the blockage occurs in the brain it results a stroke, if it occurs in
the heart a heart attack would result, or in the lungs it would cause pulmonary embolism. In
particular, in the situations where plaques formed from fats, lipids, cholesterol or other foreign
substances found in the blood are identi�ed, over time, they harden causing the narrowing of
the artery. Figure 5.3 shows a plaque (yellow in color) formed in a blood vessel.

Figure 5.3: A stenosed artery.

In 1988, the work [AvdBP+88] demonstrated that in vitro large numbers of RBCs �ow in
the vessel pushing platelets to the wall; a phenomenon that is known as platelet margination.
Hence, the platelets are highly concentrated near the wall. In 2011, a model was formulated
in [TBA11, TBE+11] to analyze the response of platelets and their adhesion rates to factors
including the Ht, RBC collisions and platelet size. Results showed that platelets would be the
major cause of the formation of the thrombosis. A view of what we have, gives a big expectation
of a thrombosis formed near the plaque by RBCs, platelets and Fibrinogen (Factor I)9 which
breaks down to �brin by the enzyme thrombin to form clots. Clots composed of platelets are
likely to enlarge based on the fact that platelets produce chemicals that attract other platelets,
which will lead them to stick together. A thrombus in the site of injury would take 4-10 minutes
to form. This would give an evidence that a clot in the blood vessels of a healthy human as a
result of plaque would take a long time to form, or to block the vessel entirely. We believe that

9One of the 13 factors responsible for coagulation.
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in many cases the stage of an entire block is not reached, rather, some factors in the blood �ow
will force the clot to be released into the blood, and at some levels the clot will block it. We deal
with the solidi�cation of blood as a coagulation process which takes place within the artery.

5.2.1 Detection of the Solidi�cation Zone

The �nal step in the formation of plaque- which is rupture- does not always occur. We believe
that it is linked to the solidi�ed blood and is in�uenced by some factors that we will discuss
later from the numerical viewpoint. For this reason, the �rst step in building a rupture model
is characterized by spotting the region of solidi�cation. That is, we investigate based on the
rheology of blood, constitutive models and numerical results achieved in Chapter 4, the region
where the blood transits into a gel state. In general, in vivo, blood is liquid in state, then a
change in its state from liquid to gel is linked to a change in the viscosity. Indeed, as the viscosity
increases, a more solidi�ed material is acquired. Hence, a solidi�cation zone should be identi�ed
by a su�ciently large viscosity. Though, we can detect many regions that are characterized by
high viscosity values. In fact, in regions where the values of the velocities are almost equal, the
viscosity is of high values, this fact is due to the relation between the viscosity µ and the defor-
mation tensor D(v). In other words, as the rate of change of the velocity expressed by D(v)
is negligible then the viscosity tends to reach its highest asymptotic value µ0 (Figure 5.2). This
reveals that the condition of possessing a high viscosity is insu�cient to detect the solidi�cation
zone. Hence, another condition is essential to achieve a precise location of the solidi�cation
zone. It is recognized that gel and jelly-like materials spread and �ow slowly. Consequently, the
solidi�cation zone must also possess a negligible speed.

Results in Chapter 4 have shown the existence of a recirculation zone that is located after
the stenosis due to the blockage of the �ow by the stenosis. This zones is characterized by a
negligible speed at its center which increases as the circles formed in this zone become larger in
diameter. Between the recirculation zone and the stenosis, in particular at the adjacent right
bottom of the stenosis, we detect a region where the �ow is of negligible speed and of high
viscosity. This region is identi�ed as the solidi�cation zone since it possesses the characteristics
mentioned above (high blood viscosity and a negligible blood speed).

Notice that, as the formation of atherosclerosis is a long-time process, the formation of the
solidi�cation region is as well. Literally, viscosity is a time-dependent function. In fact, the for-
mation of these regions depends on the blood �ow at each pulse, that is, the viscosity depends
on its history.

Numerically, we consider a threshold value µth of the blood viscosity such that when the
computed viscosity µ exceeds µth a region Dµ of a high viscosity is identi�ed. Similarly, we con-
sider a threshold value vth of the blood speed. If the speed ||v||2 is such that it is less than vth
then we locate a region Dv of a negligible speed. The solidi�cation region Rs is the intersection
of the two located regions Dµ and Dv. More precisely, the region Rs satis�es possessing a high
viscosity as well as a negligible speed.

We model the blood using the Carreau model. We recall that the associated viscosity is
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formulated as follows

µ(
.
γ) = µ∞ + (µ0 − µ∞)

[
1 + (λ

.
γ)2
]n−1

2 ,

where
λ = 3.313 s, n = 0.3568, µ0 = 0.056 Pa.s and µ∞ = 0.00345 Pa.s.

Further, the term
.
γ is the shear rate expressed in terms of the second invariant I2 as

.
γ =

√
2 tr(D(v))2 =

√
−4I2.

A modi�cation is applied to Carreau model so that the viscosity becomes a time-dependent
function expressed in terms of its history. As we are performing iterative simulations, then at
each time iteration k, for k ∈ N, we will express the viscosity µk in terms of the local in time
average viscosity µ̂k given by

µ̂k =


µ0 = 0.056 if k = 0,

0.035 for 1 ≤ k ≤ 4,

1

5

5∑
i=1

µk−i for k ≥ 5,

where µk−i represents the viscosity of blood at each iteration k− i. Then at each time iteration
k ∈ N, we set

µ∞,k = µ∞ + t× 10−3 × µ̂0.2
k

and
µ0,k = µ0 + t× 10−3 × µ̂0.2

k ,

where t = k ×∆t with ∆t = 10−2 s is the time step.
Hence, at the iteration k, the viscosity expression becomes

µk = µ∞,k + (µ0,k − µ∞,k)
[
1 + (λ

.
γk)

2
]n−1

2 , (5.12)

with
.
γk given by (5.6) as

√
2tr
(
D(vk−1)

)2. In a two dimensional space, its explicit expression
is √

2

(
d

dx
vk−1

1

)2

+ 2

(
d

dy
vk−1

2

)2

+

(
d

dy
vk−1

1 +
d

dx
vk−1

2

)2

.

It should be noticed from the context that the superindices k−1 and k refer to the time iteration,
while the subindices 1 and 2 stand for the vector components of v.

To set the threshold values µth and vth, we plot the most remarkable values on a speci�ed
time interval [t0, T ], t0 > 0. The highest remarkable value is set to be the threshold in case of
viscosity. At each iteration k, the global in time average viscosity µk is given by the following
relation

µk(t) =
1

k + 1

k∑
i=0

µi(t),
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where µi(t) represents the space average viscosity of the blood at iteration i, 0 ≤ i ≤ k whose
expression is given by

µi(t) =
1

|Ωf (t)|

∫
Ωf (t)

µi(x, t) dx, ∀ x ∈ Ωf (t),

with |Ωf (t)| is the area of the blood domain Ωf (t) at any instant t and µi(x, t) is the viscosity
function at any time iteration i.
We set µ0 = µ0 = 0.056 Pa.s. The graphs corresponding to the viscosity and the average
viscosity obeying (5.12) during 3 seconds are plotted on Figure 5.4.
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Figure 5.4: Space average viscosity (left) and global in time space average viscosity (right) of a
non-Newtonian blood.

The pattern of the global in time average viscosity within the lumen of the artery at the
instant t0 = 3 s is illustrated on Figure 5.5.

Figure 5.5: Global in time average viscosity of blood at time t0 = 3 s.

From Figure 5.5 we observe mainly two regions possessing a high average viscosity. The �rst
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region, located at the inlet of the artery, is a region where the particles constituting it are
characterized by values of velocity that are almost equal. Thus, based on the expression of the
viscosity in terms of the rate of deformation tensor D(v) a high viscosity results. On the other
hand, the second region of a high average viscosity, is located near the stenosis. The existence
of stenosis prevents the �ow from reaching the spot at the edge of the stenosis. Consequently,
blood will become more viscous. In particular, the values of the viscosity in these two remarkable
regions are greater than 0.04 Pa.s. Rescaling the data we get a precise location of the regions
which are characterized by an average viscosity greater than 0.04 Pa.s (see Figure 5.6).

Figure 5.6: Regions of average viscosity greater than 0.04 Pa.s.

As a result, we set the threshold µth to be 0.04 Pa.s. As we mentioned previously, another
condition is desired to obtain a precise location of the solidi�cation zone. More precisely, the
zone must be characterized by a negligible speed. The average speed at time t0 = 3 s is illustrated
on Figure 5.7.

Figure 5.7: Average speed of blood at time t0 = 3 s.

Figure 5.7 shows that the average speed attains its highest value above the peak of the stenosis.
In contrast, the lowest value is observed at the edge of the stenosis. A rescaling of the values
would help us get a precise data. Indeed, Figure 5.8 reveals that the speed of the blood existing
at the edge of the stenosis is of maximum value 0.1 cm/s.

To sum up, at t0 = 3 s, Figures 5.6 and 5.8 showed a region at the edge of the stenosis
where the blood is characterized by a high viscosity and a negligible speed. In fact, by setting
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Figure 5.8: Regions of average speed less than 0.1 cm/s.

µth = 0.04 Pa.s and vth = 0.1 s we get an accurate detection of the solidi�cation zone at the
edge of the stenosis. The solidi�cation zone is given in Figure 5.9.

Figure 5.9: The solidi�cation zone Rs(t).

5.2.2 Forces Acting on the Solidi�cation Zone

Having located the region of solidi�cation Rs(t), t > t0 > 0 , we proceed to identify the
factors that we believe will lead to the rupture of the solidi�ed blood. The solidi�cation region
is made up of blood in gel state, which similarly as the plaque, will be under the e�ect of a
force exerted by the pressure of the blood and the shear stress. Moreover, being located at the
edge of the stenosis, it will be a�ected by the stenosis deformation. At any instant t > 0, we
denote by Ωf (t) the domain corresponding to the lumen of the artery and by Ωs(t) the domain
representing the arterial wall. On Ωf (t) we de�ne v the velocity of the blood and pf to be its
pressure. On the other hand, the motion of the arterial wall is de�ned by its displacement ξs.
The boundary ∂Rs(t) of the solidi�cation zone is decomposed into Γ1(t) and Γ2(t) as shown on
Figure 5.10.

Linear Elasticity of the Solidi�ed Blood

We deal with the solidi�cation zone from the perspective of being an elastic material that
obeys Hooke's law. Let us designate by u = (u1, u2) the displacement of the domain Rs(t). The
solidi�cation zone is under the e�ect of an external surface force. In particular, a surface force
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Figure 5.10: The domain of the solidi�cation zone.

fs, representing the shear stress is applied from the blood surrounding the solidi�cation zone
to the boundary Γ1(t). Thus, the expression of fs is given in terms of the Cauchy stress tensor
σf (v, pf ) by

fs = −σf (v, pf ) nf on Γ1(t)× (t0, T ), (5.13)

where nf is the outward normal to the domain Ωf (t) \ Rs(t).
On the other hand, since the border Γ2(t) constitutes a part of the common boundary Γc(t) =
∂Ωf (t) ∩ ∂Ωs(t) then we must ensure the continuity of the deformation on this boundary, that
is, we impose the condition

u = ξs on Γ2(t)× (t0, T ). (5.14)

As a result, the elasticity equations describing the displacement of the solidi�cation zone
Rs(t) are 

−div σs(u) = 0 in Rs(t)× (t0, T ),

σs(u) ns = fs on Γ1(t)× (t0, T ),

u = ξs on Γ2(t)× (t0, T ),

(5.15)

where ns is the outward normal to the solidi�cation zone Rs(t). The Cauchy stress tensor σs(u)

is expressed in terms of the strain tensor ε(u) =
1

2

(
∇u+ (∇u)t

)
by Hooke's law

σs(u) = 2µsε(u) + λstr(ε(u)) Id, (5.16)

with µs and λs are the Lamé constants that are given in terms of the Young's modulus E and
the Poisson's ratio ν as

λs =
νE

(1− 2ν)(1 + ν)
and µs =

E

2(1 + ν)
.

For a clot, which is is assumed to be an incompressible material, the Poisson's ratio is
ν = 0.492 [WRB+15]. Further, its Young's modulus (Elastic modulus) E = 14.5 MPa [CSL+05].
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For the sake of convenience, we recall that the Cauchy stress tensor σf (v, pf ) is give in terms of

the deformation tensor D(v) =
∇v + (∇v)t

2
by

σf (v, pf ) = 2µD(v)− pf Id,

where v and pf are the velocity and the pressure of the blood, respectively.

In order to write the variational formulation associated to System (5.15), we rewrite it as
a partial di�erential equation (PDE) with homogeneous Dirichlet boundary condition. For this
reason, we consider a function h ∈ H1(Rs(t)) such that γ0(h) = ξs, where

γ0 : H1/2(Γ2(t)) 7→ H1(Rs(t))

is the trace operator.
Take ς = u−h which is a function in H1(Rs(t)) that vanishes on Γ2(t). Since σs(u) is a function
of ε(u) which is linear, then we have

σs(ς) = σs(u)− σs(h).

Therefore, System (5.15) is equivalent to
−div σs(ς) = div σs(h) in Rs(t)× (t0, T ),

σs(ς) nc = fc − σs(h) nc on Γ1(t)× (t0, T ),

ς = 0 on Γ2(t)× (t0, T ),

(5.17)

The variational formulation associated to System (5.17) is derived by considering a test function

ηs ∈ Ws = {η ∈ H1(Rs(t)), η = 0 on Γ2(t)}

to get ∫
Rs(t)

σs(ς) : ∇ηs dx−
∫

Γ1(t)

σs(ς) ns · ηs dΓ =

∫
Rs(t)

[div σs(h)] · ηs dx. (5.18)

Substituting σs(ς) by its expression (5.16) and fs by (5.13) we can rewrite (5.18) as
2µs

∫
Rs(t)

ε(ς) : ε(ηs) dx+ λs

∫
Rs(t)

(∇ · ς)(∇ · ηs) dx−
∫

Γ1(t)

σf (v, pf ) ns · ηs dΓ

+

∫
Γ1(t)

σs(h) ns · ηs dΓ =

∫
Rs(t)

[div σs(h)] · ηs dx ∀ ηs ∈ Ws.

(5.19)

Consider a time step ∆t > 0 and a �nite element partition Uh of the solidi�cation zone Rs(t) of
maximum diameter h. Our aim is to approximate the solution ε at time tn = n∆t, for n ∈ N in
the �nite element space. At any time t consider the �nite dimensional sub-space

Uh = {ηh : ηh = η1ψ1 + . . .+ ηNψN} ⊂ Wc,
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where {ψi}i is a family of linearly independent functions with compact support, which are
piecewise polynomials. In particular, we consider them to be of degree 2. Thus, at the time
iteration tn, the discretized formulation is

2µc

∫
Rs(tn)

ε(ςnh ) : ε(ηh) dx+ λc

∫
Rs(tn)

(∇ · ςnh )(∇ · ηh) dx−
∫

Γ1(tn)

σf (v
n, pnf ) nc · ηh dΓ

+

∫
Γ1(tn)

σs(h
n
h) nc · ηh dΓ =

∫
Rs(tn)

[div σs(h
n
h)] · ηh dx ∀ ηh ∈ Uh.

(5.20)
Upon solving (5.20) using FreeFem++ software [Hec05] we obtain the displacement of the do-
main Rs(t), consequently, we get its deformation that is illustrated on Figure 5.11.

Figure 5.11: The deformation of the solidi�cation zone between t = 3 s and t = 3.25 s.

The deformation of the stenosis due to the blood external stress, results a deformation of the
solidi�cation zone. Indeed, this is due to the continuity of displacements on the stenosis-zone
interface Γ2(t) given by the condition (5.14). The graphs corresponding to the space average
displacement uav(t) of the solidi�cation zone and the boundaries Γ1(t) and Γ2(t) during the time
interval between 3 s and 4 s, are illustrated on Figure 5.12. The space average displacement
uav(t) is de�ned by

uav(t) =
1

|Rs(t)|

∫
Rs(t)

||u(x, t)||2 dx,

where ||.||2 is the Euclidean norm in R2 and |Rs(t)| is the area of Rs(t) provided that it is strictly
positive. In a similar way we de�ne the space average displacements of Γ1(t) and Γ2(t).
From Figure 5.12 we observe that the boundary Γ1(t) possesses the highest displacement. This
fact is shown on Figure 5.13 which shows the time average displacement uk(x) of the solidi�cation
zone on the time interval [3 s-4 s]. The time average displacement at any position x is given by
the formula

uk(x) =
1

k + 1

k∑
i=0

u(x, i),
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Figure 5.12: The space average displacement of the solidi�cation zone and its boundaries Γ1(t)
and Γ2(t).

where u(x, i) is the displacement of the solidi�cation zone at any time iteration i ∈ N.

Figure 5.13: The time average displacement of the solidi�cation zone Rs(t).

It seems reasonable for Γ1(t) to possess the highest displacement, in fact, the displacement
of the boundary Γ2(t) represents the displacement of the stenosis-zone boundary, while the
displacement of the boundary Γ1(t) is a result of the deformation of the whole zone. The high
displacement of Γ1(t) rises our curiosity to analyze the external stress exerted by blood on this
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boundary. Its average is given by the expression

1

|Γ1(t)|

∫
Γ1(t)

σf (v, pf ) nc dΓ,

where |Γ1(t)| stands for the length of the border Γ1(t) provided that its length is strictly positive.
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Figure 5.14: The magnitude of the average external force exerted on Γ1(t) at any time t.

Figure 5.14 shows that the magnitude of the average force exerted by the blood �ow on the
boundary Γ1(t) is large, hence, it results an inward resistance e�ect on this boundary which
is large compared to the average displacement of the boundary Γ1(t) (see Figures 5.12). In
other words, the force on the boundary Γ1(t) is opposed by the deformation of the solidi�cation
zone resulting from the deformation of the stenosis. Whence, the stress exerted on Γ1(t) will
form a resistance factor against the motion of the solidi�cation zone, which will end up with
the fragmentation of the crusted solidi�ed blood. To investigate the e�ect of the stress on
the solidi�cation zone, we will analyze the maximum shear stress σmax given by the expression
[YHSC04]

σmax =

√(
σ11 − σ22

2

)2

+ σ2
12. (5.21)

Its pattern within the solidi�cation zone is illustrated on Figure 5.15 at t = 3.5 s.

Figure 5.15 shows that the upper part of the solidi�cation zone and the blood-zone interface
Γ1(t) possess the highest maximum shear stress value. Indeed, as we have mentioned previously,
as we come closer to the peak of the stenosis its sti�ness decreases, thus its displacement increases
and it will deform easily, consequently, the upper part of the solidi�cation zone will be more
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Figure 5.15: The maximum shear stress within the solidi�cation zone at time t = 3.5 s .

a�ected by the motion of the stenosis. Further, the stress exerted by blood on Γ1(t) which is of
high magnitude (see Figure 5.14) will lead to a high maximum shear stress. The space average
maximum shear stress on the boundary Γ1(t) at any time t is given by the formula

σmax(t) =
1

|Γ1(t)|

∫
Γ1(t)

||σmax(x, t)||2 dx,

where ||.||2 is the Euclidean norm in R2 and |Γ1(t)| is the length of Γ1(t) provided that it is
strictly positive. The graph corresponding to the magnitude of the average maximum shear
stress σmax on the boundary Γ1(t) is given in Figure 5.16.
The force exerted by the blood on the solidi�cation zone which opposes its motion will form a
frictional force on the solidi�cation zone (digging manner). Further, from Figure 5.16, we observe
that at the instant t = 3.5 s when the solidi�cation zone returns to its equilibrium position, the
boundary Γ1(t) is still under the e�ect of the maximum shear stress. As a result, the maximum
shear stress will scrape the crust leading to the release of some pieces of the solidi�ed blood into
the �ow, which at some sites will block the �ow causing an infarction.
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Figure 5.16: The magnitude of the average maximum shear stress on Γ1(t) at any time t.

5.3 Conclusion

In this chapter we have introduced a �rst step towards a rupture model based on the rhe-
ological property of the blood. The blood is considered to be a non-Newtonian �uid with a
time-dependent viscosity µ that obeys Carreau model. In fact, the viscosity has been modi�ed
so that it is a function of the viscosity at previous iterations using the local in time average
viscosity µ̂k. We believe that what is ruptured is not the plaque, rather, the solidi�ed blood
near the stenosis. In fact, the �brous cap is a sti�ened part of the artery wall which is enlarged
due to the in�ammation beneath it, which rebut the assumption of being released into the �ow.
Hence, a �rst step towards a rupture model is to locate the solidi�cation zone as we believe that
the jelly-like material in this zone is the ruptured substance.

In general, in vivo, blood is in liquid state, thus, a transit to a jelly-like material is linked
to changes encountering on the viscosity. Indeed, acquiring a jelly-like material is associated
to an increase in the viscosity. As a result, the viscosity is reformulated so that it is a time-
dependent function related to its history represented by the local in time average viscosity µ̂k.
Based on the properties of viscous materials, we can assume that the blood constituting the
solidi�cation zone is characterized by a high viscosity and a negligible speed. Using the numer-
ical results obtained in Chapter 4 and investigating the pattern of the average speed and the
average viscosity, we consider a viscosity threshold µth such that when the computed viscosity
µ exceeds it, regions Dµ of high viscosity are detected. Similarly, if the speed of blood is less
than the speed threshold vth, then we locate the regions possessing negligible speed. The solidi-
�cation zone Rs, spotted at the edge of the stenosis, is the intersection of the regions Dµ and Dv.
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CHAPTER 5. SOLIDIFICATION AND RUPTURE OF BLOOD

A �rst step to a rupture model is derived based on the forces acting on the solidi�cation
zone Rs. For this sake, blood forming the solidi�cation zone is considered to be a linear elastic
material that obeys Hooke's law and that is under the e�ect of an external stress exerted by the
blood and the deformation of the stenosis. Upon solving the elasticity equations numerically
results have shown an external force representing the shear stress exerted by the blood on this
zone. This force opposes the deformation of the solidi�cation zone. Further, a shear stress is
observed on the crust of the solidi�cation zone, namely on the zone-blood interface, which will
scrape the crust of this zone. We believe, the opposite e�ects and the shear stress will lead to
the fragmentation of the solidi�ed blood in the solidi�cation zone. As a consequence, detached
pieces will be drifted by the �ow and at some sites will block the artery causing an infarction.
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Appendix A

Conservation Laws and

Transformation Formulas

Theorem A.1 (Reynolds' Transport Theorem) Let Ω(t) ∈ Rd be a material volume. For
any di�erentiable function f de�ned on Ω(t) it holds

d

dt

∫
Ω(t)

f(x, t) dx =

∫
Ω(t)

(
∂f

∂t
+∇ · (fv)

)
dx. (A.1)

where v is a vector �eld in Rd representing the velocity of any particle that is on the position
x on the time t.

Proposition A.1 (Continuity Equation) Let Ω(t) ∈ Rd be a material volume. For any vec-
tor v ∈ Rd and a scalar function ρ we have

∂ρ

∂t
+∇ · (ρv) = 0 in Ω(t). (A.2)

De�nition A.1 (Cauchy Equation of Motion) The Cauchy equation of motion is based on
Newton's second law. It is given as

ρ
∂v

∂t
+ ρ(v∇·)v = ∇∇ · σ(v, p) + ρf in Ω(t)× (0, T ). (A.3)

Lemma A.1 (Piola Transform [Ric17, Lemma 2.12]) Let w : Ω(t) → R3 be a di�eren-
tiable vector �eld, and w̃ its representation in the reference con�guration Ω̃. The Piola trans-
formation of w is given by

JF−1w̃. (A.4)

Moreover, for the normal component of w we have

∫
∂Ω(t)

n ·w dΓ =

∫
∂Ω̃

ñ · JF−1w̃ dΓ̃. (A.5)
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For the divergence of w it holds∫
Ω(t)

div(w) dx =

∫
Ω̃

d̃iv(JF−1w̃) dx̃. (A.6)

Furthermore, point-wisely we have

Jdiv(w) = d̃iv(JF−1w̃). (A.7)

Corollary A.1 Let σ : Ω(t)→M3(R) be a regular tensor �eld, and σ̃ its representation in the
reference con�guration Ω̃. The Piola transformation T of σ is given by

T = Jσ̃F−t. (A.8)

Moreover, the divergence of T is
d̃iv T = Jdivσ. (A.9)
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Appendix B

Useful Inequalities

Theorem B.1 (Grönwall Inequality1) Let t0 ≥ 0 and consider the functions u, f and g to
be continuous on [t0, T ) with T ≤ ∞ and g(t) a non-negative function, such that we have

u(t) ≤ f(t) +

∫ t

t0

g(s) u(s) ds, t ∈ [t0, T ),

then the function u satis�es

u(t) ≤ f(t) +

∫ t

t0

f(s)g(s) exp

(∫ t

s

g(τ) dτ

)
ds, t ∈ [t0, T ). (B.1)

If further, g(t) is a non-decreasing function, then

u(t) ≤ f(t) exp

(∫ t

t0

g(s) ds

)
, t ∈ [t0, T ).

Remark B.1 If the functions f(t) and g(t) are constants say C1 and C2, then the function u
will satisfy

u(t) ≤ C1

C2

exp(C2t).

For the proof of this theorem, some additive versions and related inequalities see [BF13,
Section 4.2]

Proposition B.1 (Young's Inequality) Let n ≥ 2, and x1, · · · , xn be non-negative real num-
bers. Moreover, let p1, · · · , pn be positive real numbers satisfying

1

p1

+ · · ·+ 1

pn
= 1. (B.2)

Then we have

x1 · · ·xn ≤
xp1

1

p1

+ · · ·+ xpnn
pn

171



APPENDIX B. USEFUL INEQUALITIES

The following corollary gives a version of Young's inequality which is widely used.

Corollary B.1 Let p1, · · · , pn be positive real numbers satisfying (B.2). For all real positive
numbers ε1, · · · , εn, there exists a constant C = C(ε1, · · · , εn1), such that for all x1, · · · , xn
positive, we have

x1 · · ·xn ≤ ε1x
p1

1 + · · ·+ εn−1x
pn−1

n−1 + C(ε1, · · · , εn−1)xpnn .

Obviously, we can �x all coe�cients except for one that can be found from the �xed coe�-
cients.

The proof of Young's inequality is based on the concavity property of the logarithmic function.

Theorem B.2 (Hölder's Inequality) Let Ω be an open set of Rd and p1, · · · , pn be positive
real numbers. Let r ∈ [1,∞) be such that

1

r
=

1

p1

+ · · ·+ 1

pn
.

For all functions fi ∈ Lpi(Ω), ∀ i = 1, · · · , n, the product f1 · · · fn belongs to Lr(Ω) and we
have

||f1 · · · fn||Lr≤
n∏
i=1

||fi||Lpi . (B.3)

The proof is based on using Young's inequality.
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Appendix C

Vectors and Tensors

C.1 Vectors

De�nition C.1.1 (Gradient and Divergence of a Vector) Let v be a vector �eld in Ω ⊂
Rd, that is su�ciently regular. We de�ne the gradient of v denoted by gradv or ∇v by the
n-by-n matrix given by

∇v =



∂v1

∂x1

. . . . . .
∂v1

∂xn
. . . . . .

...
...

. . . . . .
∂vn
∂x1

. . . . . .
∂vn
∂xn


.

Further, the divergence of v denoted by div(v) or ∇ · v is de�ned by

∇ · v =
n∑
i=0

∂vi
∂xi

.

De�nition C.1.2 (Scalar Product of Vectors) Let u and v be two vector �elds in Rd. The
scalar product of u and v denoted by u · v is the scalar value de�ned by

u · v =
n∑
i=1

uivi. (C.1)

C.2 Tensors

De�nition C.2.1 (Divergence of a Tensor) Let A = (Aij)1≤i,j≤n be a regular tensor �eld in
Mn(R). The divergence of A is de�ned by
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∇ ·A =



n∑
i=0

∂A1i

∂xi
...

n∑
i=0

∂Ani
∂xi

 , (C.2)

Theorem C.1 Let A,B be two regular tensors in Mn(R). We denote by Ai, for i = 1, . . . , n,
the i-the row of A. The i-th element of ∇ · (AB) is given by

[∇ · (AB)]i = ∇Ai : Bt + Ai · (∇ ·B). (C.3)

Proof. The ij-th element of AB is

cij = (AB)ij =
n∑
k=1

AikBkj.

We have

[∇ · (AB)]i =
n∑
j=1

∂cij
∂xj

=
n∑
j=1

n∑
k=1

∂AikBkj

∂xj

=
n∑
j=1

n∑
k=1

(
∂Aik
∂xj

Bkj + Aik
∂Bkj

∂xj

)

=
n∑
k=1

∇Aik ·
−→
B k +

n∑
k=1

Aik

n∑
j=1

∂Bkj

∂xj

=∇Ai : Bt +
n∑
k=1

Ai · (∇ ·Bk)

=∇Ai : Bt +Ai · (∇ ·B),

(C.4)

where ∇Ai ∈Mn(R) is the Jacobian matrix of the vector Ai.
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