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Sommaire de la thèse 

Résumé 

Dans le cadre des missions militaires de renseignement, ou pour le déploiement d’un réseau de 
communication agile lors d’opérations humanitaires, il est important de pouvoir localiser les émetteurs à 
haute fréquence (HF) par l’analyse des signaux de communication. Pour des transmissions HF à des 

distances de quelques centaines de km, le signal radioélectrique se propage via une réflexion sur 

l’ionosphère, qui présente des caractéristiques très variables. La technique classique, dite "Localisation à Site 

Unique", possède des points durs car elle nécessite de déployer un large réseau d’antennes co-localisées et de 

disposer d’un modèle précis de profil ionosphérique ou d’ionosondes. L’objectif de la thèse est de 
développer une technique de localisation complémentaire, intitulée "Time Difference of Arrival (TDoA)" qui 

peut s’appliquer dès lors que l’on dispose de quelques récepteurs mono-antenne non co-localisés. Une étude 

préliminaire a montré que la localisation pouvait être établie sans connaissance explicite de la hauteur de la 

couche ionosphérique. Au cours de la thèse, la technique de localisation TDoA sera d’abord optimisée pour 
son application aux transmissions HF ionosphériques. Les autres pistes d’amélioration concernent la prise en 
compte de variations dans la structure de l’ionosphère et l’utilisation de signaux « balises » dont l’émetteur 
est identifié. Dans un second temps, on cherchera à mettre en œuvre cette technique par le développement de 
démonstrateurs basés sur des modules de radio logicielle, afin de définir l’approche opérationnelle la plus 
pertinente. Enfin, on cherchera comment les différentes méthodes existantes peuvent être combinées afin 

d’optimiser les performances. 

Introduction 

La transmission radioélectrique à longue distance dans la bande HF (de 3 à 30 MHz) permet de couvrir de 

vastes zones géographiques à l’aide d’infrastructures légères et mobiles. Elle est donc bien adaptée pour 
établir des communications lors d’opérations militaires. Un autre domaine d’application est le déploiement 

rapide d’un réseau de communication agile lors d’opérations humanitaires ou pour l’organisation de secours 
suite aux catastrophes naturelles. Pour ces deux applications, il est important de pouvoir localiser les 

émetteurs par l’analyse des signaux électromagnétiques de communication [40]. Cela est particulièrement 

important dans le cadre des missions de renseignement, afin d’obtenir des informations sur la position 

inconnue des émetteurs HF. Dans le cas des opérations humanitaires, cette localisation permet également de 

superviser le déploiement géographique des équipes de secours, sans attendre le déploiement de technologies 

plus complexes. 

Pour des transmissions HF à des distances de plusieurs centaines de km à un millier de km, le signal 

radioélectrique se propage via une réflexion sur l’ionosphère. Celle-ci est une région de la haute atmosphère 

terrestre, dont les constituants sont ionisés sous l'influence essentiellement des radiations solaires, ce qui lui 

confère la particularité de réfracter les ondes radioélectriques qui s'y propagent. Les caractéristiques de cette 

couche atmosphérique sont très variables en fonction de l’activité solaire, de la position géographique et de 

l’heure locale [5]. Les performances des algorithmes classiques de localisation des émetteurs HF est 

largement dépendante de la connaissance des caractéristiques de l’ionosphère. 

L’une des techniques de localisation disponibles, dite "Localisation à Site Unique" (LSU) [71][73], consiste 

à utiliser un large réseau de goniométrie à antennes multiples, ce qui permet d’obtenir la direction d’arrivée 
du signal. Cette technique présente cependant deux points durs. Premièrement, la LSU nécessite de déployer 
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un réseau d’antennes co-localisées, permettant d’obtenir des informations de direction d’arrivée en élévation 
et en azimut. Ce type de réseau peut comporter un grand nombre d’antennes et demande un espace de 
déploiement important en transmission dans la gamme HF. Par ailleurs, la LSU base ses calculs sur un 

modèle précis de profil ionosphérique. Les modèles statistiques de prévision ionosphérique ne permettent pas 

une précision suffisante et il est nécessaire de les corriger par des mesures en temps réel. A défaut, un 

équipement supplémentaire, l’ionosonde, doit être déployé pour mesurer les caractéristiques locales de 
l’ionosphère.  

La problématique de la thèse consiste alors à développer des techniques de localisation passives 

complémentaires et à optimiser leur performance vis-à-vis de l’état de l’art. Plus particulièrement, le travail 
se focalisera sur le développement d'une technique de localisation alternative, intitulée "Time Difference of 

Arrival" (TDoA). Cette technique est généralement utilisée pour la localisation dans le cas de transmission 

en ligne directe [90], mais n’a été que très peu étudiée pour la transmission HF par rebond via le canal 

ionosphérique. Basée sur le temps de propagation du signal, elle peut s’appliquer dès lors que l’on dispose de 
quelques récepteurs mono-antenne non co-localisés. On s’affranchit ainsi de la contrainte du réseau massif 
d’antennes utilisé pour la goniométrie. 

Un autre intérêt de cette technique est de permettre la localisation sans connaissance explicite de la hauteur 

de la couche ionosphérique. Nous avons étudié cette propriété de manière préliminaire par des simulations de 

la localisation par temps d’arrivée [78]. En supposant que les caractéristiques de l’ionosphère restent stables 
dans la zone de localisation, ces premiers résultats montrent que l’étude des signaux électromagnétiques 
permet simultanément de définir la position de l’émetteur et la hauteur de l’ionosphère. Plus de détails sur la 

physique de l'ionosphère, de la propagation des ondes avec rebonds ionosphériques et la méthode de 

géolocalisation HF sont expliquées en détails dans le Chapitre 2 de la thèse.  

Le sujet proposé dans la thèse porte particulièrement sur les émetteurs de radiocommunication dans la bande 

HF. Afin de mettre au point la nouvelle technique de localisation proposée, les étapes scientifiques suivantes 

devront être effectuées : 

 Faire une analyse de la technique de géolocalisation TDoA et proposer des améliorations dans le cadre 

de transmission ionosphérique HF. 

 Effectuer une étude par simulation avec un modèle qui tient compte de la variation de la structure de 

l'ionosphère, de l'impact du nombre et positions des récepteurs sur la précision de la localisation d'un 

émetteur HF. 

 Développer des démonstrateurs multiples basés sur des modules "Software Defined Radio" (SDR), 

capables de capturer des signaux radios HF de façon synchrone. 

 Analyser la collecte des mesures expérimentales, afin d'identifier les différents paramètres nécessaires à 

une opération en temps réel d'un système de géolocalisation TDoA en HF. 

 Etude de l'impact du rapport signal à bruit (SNR) du signal reçu sur la performance de la géolocalisation. 

Le principe de la localisation HF est expliqué dans le paragraphe suivant. Les hypothèses et leur implication 

sur la précision de la géolocalisation sont détaillées dans le Chapitre 3 de la thèse.  

Algorithme de la géolocalisation HF 

Notre objectif est de développer un algorithme de géolocalisation HF qui ne dépend pas des propriétés de 

l'ionosphère. Ainsi, la complexité du problème est réduit en faisant les trois hypothèses suivantes : une 

transmission en un seul rebond ("single hop"), une couche ionosphérique uniforme avec une variation 

d'hauteur d'apogée négligeable et une terre plate. 

Sous l'hypothèse d'un seul rebond, le signal de l'émetteur atteint le récepteur via une seule réflexion par la 

couche ionosphérique. La Figure 1 représente ce cas de géométrie pour une localisation HF. L'émetteur est 
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situé au point Tx et les récepteurs aux points Rx1 et Rx2. D'après le théorème de Breit et Tuve’s [5], le 

chemin courbe entre Rx1 et Tx représenté en rouge est de longueur égale au chemin triangulaire en noir Rx1-

I1-Tx dans le vide. Le même principe s'applique pour l'ensemble Rx2 et Tx. 

Dû à la variation de l'indice de réfraction dans l'ionosphère, le signal se propage selon un chemin courbe. La 

hauteur d'apogée pour la longueur de l'ensemble est indiquée par  ℎ௔. Une hauteur équivalente ℎ௘௤௨ 

correspondant à la hauteur de réflexion d'un chemin avec le même retard de groupe peut être définie en 

faisant l'hypothèse que les signaux sont réfléchis par réflexion spéculaire d'une ionosphère plate et supposée 

homogène. De plus, on néglige les variations de la hauteur d'apogée pour les différents chemins Rx-Tx qui 

ont des angles d'élévation similaires. Par conséquent, la hauteur des réflexion est supposée identique pour 

tous les chemins et égale à ℎ௘௤௨. Enfin, on néglige la courbature terrestre ce qui suppose une terre plate. 

 
Figure 1 Illustration d'une localisation HF avec l'hypothèse d'une ionosphère homogène et plate et d'une terre plate 

Par la méthode des image en électromagnétisme, la longueur du chemin entre  Rx1-Tx est égale à celle de 

Rx1-I1-Tx'. De façon similaire, la longueur du chemin de propagation entre Rx2-Tx est égale à celle du 

chemin Rx2-I2-Tx'. La procédure de géolocalisation consiste à trouver les coordonnées de Tx' situé à une 

hauteur ʹℎ௘௤௨ verticalement au-dessus de celles de l'émetteur sur la surface plate de la terre. Si les temps de 

propagation entre l'émetteur et les différents récepteurs sont connus, les coordonnées de Tx' peuvent être 

trouvées par trilatération. Quand le temps de transmission est inconnu, les coordonnées de Tx' peuvent être 

trouvées par multilatération en utilisant le TDoA entre les différents récepteurs. 

Les procédures mentionnées ci-dessus, débouchent sur l'identification du point d'intersection entre trois 

sphères ou hyperboles, ce qui se traduit par la résolution d'un système d'équations quadratiques qui peut se 

résoudre analytiquement par linéarisation. Les développements mathématiques pour obtenir les coordonnées 

de Tx' sont détaillés pour les cas ToA et TDoA dans [81]. 

Des communications HF possibles en un rebond ont été simulées en considérant différents milieux 

ionosphériques homogènes. La localisation de l'émetteur HF a été trouvée en utilisant l'algorithme développé 

pour évaluer l'effet du nombre de récepteurs et leur position sur la précision. Des résultats sont présentés 

dans le paragraphe suivant. L'étude détaillée des simulations ainsi que leur analyse sont présentées dans le 

Chapitre 3 de la thèse. 

Résultats de simulation et analyse 

Pour étudier l'effet du nombre de récepteur sur la précision de la géolocalisation de l'émetteur, des 

simulations ont été effectuées pour 4, 5, 7 et 9 récepteurs. Le modèle de l'ionosphère homogène utilisé est 

celui d'un profil de densité électronique correspondant à un modèle de couches QP [94]. Il est défini par les 

paramètres suivants : ܨ = Ͳ.ͺ, ݕ௠ = ͳͲͲ km, ℎ௠ = ͵ͲͲ km. Les durées de propagation sont obtenues en 

utilisant les expressions analytiques des chemins de groupe donnés par le modèle de couches QP. A partir 

Rx1 Rx2 Tx

I1 I2

Tx'

h=0

h=hequ

h=2xhequ
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des coordonnées des récepteurs et des durées de propagation connues, celles de l'émetteur Tx sont estimée 

par l'algorithme TDoA en HF. 

La Figure 2 (a) représente l'erreur de localisation pour un émetteur à l'intérieur d'une grille carrée de 4000 

Km pour différentes configurations des récepteurs. Dans ce cas, les 4 récepteurs sont placés de façon à 

définir un carré. Son côté est approximativement d'une longueur de 490 km. L'artéfact observable le long des 

deux axes de la grille est dû à la symétrie approximative produite par la configuration des récepteurs.  

L'erreur de géolocalisation observée est plus large que 100 Km quand Tx est placé à des distances plus 

petites que 650 km de la station Rx. Cette erreur est principalement due à la variation de la hauteur 

équivalente. L'émetteur Tx placé à des distances entre 1100 et 2000 Km de l'origine de la grille pouvait être 

localisé avec des erreurs entre 25 et 50 Km. Mais lorsque Tx s'en rapproche la précision diminue.  

La Figure 2 (b) montre la fonction CDF de l'erreur de géolocalisation sur les positions de Tx positions sur 

une grille carrée de 4000 Km mais cette fois en modifiant le nombre de récepteurs. La couche QP est définie 

en utilisant une hauteur d’ionisation maximum de 300 Km. Avec 4 récepteur (courbe 4-Rx) ceux-ci sont 

placés selon l'illustration (a) de la Figure 2. Pour la courbe 5-Rx, les 5 récepteurs sont placés selon un carré 

avec 4 de ceux-ci sur les sommets et le 5e au centre de la grille. Les 4 récepteurs sont à une distance 

d'environ 1400 Km de l'origine respectivement à des angles d'environ 45°, 135°, 225° et 315°. Dans le cas de 

7 récepteurs, (courber 7-Rx), cinq sont placés de façon similaire au cas 5-Rx mais à une distance de 1450 

Km de l'origine alors que les deux derniers récepteurs sont placés dans la direction positive et négative de 

l'axe x de façon à ce qu'ils soient tous sur une configuration carrée. Ce cas correspond à la configuration pour 

laquelle les récepteurs peuvent être placés à la distance maximum de l'origine. Enfin, pour la configuration à 

9 récepteurs (courbe 9-Rx), ceux-ci sont placés de façon similaire au cas 7-Rx avec les deux récepteurs 

additionnels placés selon la direction positive et négatives sur l'axe y de la grille. Dans cette configuration, 

les récepteurs peuvent être placés à des distances plus grandes de l'origine. Sur la Figure 2 (b), on peut 

observer qu'environ 13% des géolocalisations sont effectuées avec une erreur inférieure à 40 Km, tandis 

qu'elle l'est pour 100% des géolocalisations en utilisant 5 récepteurs. Il y a donc un gain substantiel dans la 

précision avec l'ajout d'un seul récepteur au nombre minimum de 4 requis par la procédure TDoA. De plus, il 

est intéressant de noter que lorsque le nombre de récepteur augmente, le gain en précision augmente mais de 

façon de moins en moins significative.  

(a): Configuuration des récepteurs : carrée 
(b): Fonction CDF de l'erreur de géolocalisation pour des 

nombres de récepteurs différents 

Figure 2 Simulations de l'erreur de géolocalisation avec l'approche TDoA et un modèle de couche QP à hauteur fixe. (a) Distribution 

de l'erreur avec le nombre minimum de 4 récepteurs. (b) CDF de l'erreur pour différents nombres de récepteurs 

Pour démontrer la faisabilité d'un système de géolocalisation HF basé sur une procédure TDoA, des 

récepteurs ont été conçus et déployés sur différents sites français dans un réseau connecté. La conception du 

prototype des récepteurs et du réseau est expliquée dans le paragraphe qui suit. Pour plus de détails sur la 
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conception et la mise en œuvre des récepteurs, on se référera au Chapitre 4 de la thèse. Une première étude 

reliée aux propriétés des signaux capturés est aussi expliquée dans ce chapitre. 

Prototype des récepteurs et réseau associé 

L’équipement de réception se compose de matériels, de scripts et de logiciels. Le diagramme fonctionnel du 

système récepteur est illustré sur la Figure 3. L’équipement SDR Ettus USRP N200 est connecté au PC à 
l'aide d'un câble Ethernet. Il se compose d'un convertisseur analogique-numérique (ADC) à échantillonnage 

direct capable d'échantillonner jusqu’ à 100 MHz, couplé à un FPGA qui assure le sous-échantillonnage et la 

conversion de fréquence. Le facteur de décimation maximum qui peut être utilisé pour la réduction de la 

bande de fréquence étudiée est de 512, ce qui correspond à une bande d’observation minimale de 195,3125 

kHz. La carte fille Ettus LFRX peut accepter des signaux de DC à 30 MHz. Le boitier Ettus USRP N200 est 

capable de filtrer, et de transposer le signal en bande de base. L’antenne HF active est alimentée par un bloc 
d'alimentation de 12 V par un coupleur directionnel. Le kit GPSDO permet l’horodatage des échantillons 
avec l'heure GPS GMT et la synchronisation de l'horloge du FPGA et de l’ADC. La précision du signal est 
de ± 50 ns. Le kit GPSDO permet à plusieurs USRP de synchroniser leurs captures avec la même référence 

temporelle quelle que soit la localisation des récepteurs. 

 
Figure 3 Diagramme fonctionnel du récepteur 

La configuration matérielle est contrôlée par un ordinateur connecté par Ethernet. L'ordinateur se compose 

de plusieurs programmes qui sont utilisés pour planifier et capturer des données selon les besoins de 

l'utilisateur. Le schéma fonctionnel de la Figure 4 représente l’organisation de ces programmes. Les 
fichiers “Config” et “Start Stop” permettent à l'utilisateur de configurer l'heure de début et de fin pour la 
saisie des données, la durée de la capture, la fréquence centrale et le taux d'échantillonnage. 

L’ordonnancement des tâches est réalisé par un interpréteur Java. Il gère le lancement de scripts Python, qui 
assurent l’interface entre le matériel et le logiciel, selon le standard GNURadio. La capture génère deux 
fichiers : les fichiers DAT contiennent les échantillons complexes mesurés tandis que les fichiers HDR 

contiennent les métadonnées (base de temps, fréquence centrale, etc.). Le script de synchronisation fournit 

l'heure GPS à l'interpréteur de planification, ce qui permet de synchroniser régulièrement l'ordinateur avec 

l’horloge GPS pour s'assurer de la bonne exécution des travaux selon le calendrier programmé. 

 
Figure 4 Diagramme des logiciels pour l’enregistrement des données 
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Quatre récepteurs synchronisés, contrôlables à distance et capables de faire des captures de signaux HF ont 

été mis en œuvre et déployés sur quatre sites différents. Ces sites sont situés à Brest (Rx1), Bordeaux (Rx2), 

Grenoble (Rx3) et Lille (Rx4) pour constituer un réseau TDoA distribué au niveau national. Ce réseau est 

contrôlé par une machine centrale positionnée à Brest. Il permet une capture synchronisée de signaux HF 

d'émetteurs situés partout dans le monde. 

Afin d'évaluer le retard de signaux inconnus reçus par les récepteurs synchronisés du réseau, une nouvelle 

méthode nommée sondage inter-canal (cross-channel sounding) est maintenant proposée. Son principe et ses 

concepts sont expliqués dans le prochain paragraphe. Les équations mathématiques pour le sondage inter-

canal et la validation de ses concepts au travers de mesures expérimentales sont expliquées dans le Chapitre 

5 de la thèse. Des résultats expérimentaux préliminaires de géolocalisation HF sont aussi présentés dans ce 

chapitre.  

Principe et concepts du sondage inter-canal (Cross-channel sounding) 

Principe : Dans le cadre de la géolocalisation HF passive dans le domaine temporel, le temps d'émission et 

la forme du signal sont inconnus. Par conséquent, la durée de propagation ne peut pas être déterminée et 

donc la méthode ToA ne peut être utilisée. Par contre, la méthode TDoA peut être employée quand la 

différence de temps entre les réceptions à toutes les paires de récepteurs est connue.  

Considérons le signal reçu au récepteur 1 (Rx1) et récepteur 2 (Rx2) comme étant respectivement ݏଵሺݐሻ  et ݏଶሺݐሻ. Ces signaux partage la même origine qui est le signal émis ݁ሺݐሻ mais se sont propagés via différent 

canaux. Ces derniers sont caractérisés par les fonctions ℎଵሺ�ሻ and ℎଶሺ�ሻ respectivement pour la paire Tx-Rx1 

et Tx-Rx2. Dans la réalité, ces signaux sont corrompus par du bruit aux récepteurs Rx1 et Rx2 qui affecte les 

performances à la détection. Ces bruits sont principalement générés par l'électronique des récepteurs et les 

rayonnements électromagnétiques parasites capturés par l'antenne de réception. Pour clarifier. Pour 

simplifier, nous ferons l'hypothèse que le sondage inter-canal s'effectue sous la condition d'un niveau SNR 

relativement élevé, permettant ainsi de négliger par la suite les termes dus au bruit. Par conséquent, les 

signaux reçus en Rx1 et Rx2 s'écrivent :  

ሻݐଵሺݏ  = ሺ݁ ∗ ℎଵሻሺݐሻ ݏଶሺݐሻ = ሺ݁ ∗ ℎଶሻሺݐሻ (1)  

La durée de propagation de chaque signal est capturée par les réponses impulsionnelles ℎଵሺ�ሻ and ℎଶሺ�ሻ sur 

chaque trajet. La méthode TDoA requiert l'application d'une procédure similaire à celle du sondage inter-

canal classique pour retrouver cette information. Pour trouver les différences de durée de propagation des 

données récoltées à la réception, on peut évaluer la corrélation croisée ℎଵሺ�ሻ et ℎଶሺ�ሻ. Cette procédure peut 

s'apparenter au sondage inter-canal qui requiert la corrélation croisée des signaux reçus ݏଵሺݐሻ et ݏଶሺݐሻ, 
dénotée ܴ௦భ௦మሺݐሻ : 

 ܴ௦భ௦మሺݐሻ = ሺݏଵ ⋆ ሻݐ௦ሻሺݏ = (ሺ݁ ∗ ℎଵሻ ⋆ ሺ݁ ∗ ℎଶሻ)ሺݐሻ (2)  

L'équation (2) peut être simplifiée en utilisant les théorèmes de convolution et corrélation croisée : 

 ܴ௦భ௦మሺݐሻ = (ܴ௘௘ ∗ ܴℎభℎమ)ሺݐሻ (3)  

où ܴ௘௘ሺݐሻ est la fonction d'autocorrélation du signal émis, ܴℎభℎమሺݐሻ est la fonction d'intercorrélation entre les 

réponses impulsionnelles des canaux. Cette dernière donne une estimation de la différence de temps de 

propagation entre les deux chemins. De l'équation (3), on peut observer que la nature du signal émis joue un 

rôle important en sondage inter-canal pour cette estimation. Plus précisément, l'intercorrélation entre les 

signaux reçus sera proche de l'intercorrélation entre les réponses impulsionnelles des canaux pourvu que 

l'autocorrélation des signaux transmis soit proche d'une impulsion étroite centrée à l'origine avec un large 

niveau de SNR. 
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Concepts : Plusieurs complications peuvent surgir lors de la sélection le pic d'intercorrélation qui correspond 

au retard entre l'arrivée de signaux à deux récepteurs synchronisés distincts, dépendant de la nature de la 

réponse des canaux. Supposons que ces deux canaux soient idéaux, mono-chemins et pour lesquels la 

propagation se produit via la couche F de l'ionosphère. La fonction d'intercorrélation des réponses 

impulsionnelles est représentée à la Figure 5 (a). Dans le cas d'un canal mono-chemin, le retard entre les 

signaux reçus peut être facilement évalué si le signal transmis possède de bonnes propriétés 

d'autocorrélation. 

  
(a): Cas d'un canal mono-chemin idéal  (b): Cas d'un canal multi-chemin 

Figure 5 Fonction d'intercorrélation des réponses impulsionnelles de canaux. (a) Canal mono-chemin idéal.  

(b) Canal multi-chemin.  

Ensuite, supposons que les deux canaux soient à chemins multiples pour lesquels la propagation se produit 

via la réflexion de deux couches différentes de l'ionosphère (par exemple, un de la couche E et l'autre de la 

couche F). La fonction d'intercorrélation pour ce cas multi-chemin est représentée à la Figure 5 (b). On 

remarque que dans ce cas la réponse possède plusieurs pics. Par conséquent, il devient difficile de 

sélectionner celui qui donnera le retard entre signaux reçus par les différents récepteurs, de façon précise.  

Nous suggérons de sélectionner le pic avec le niveau le plus élevé. Dans l'exemple de la Figure 5 (b), cela 

correspond au délai de signaux réfléchis par la couche F pour les deux chemins de propagation. 

Une grande base de données de mesure a été collectée sur différentes phases, venant de différents radio-

émetteurs localisés en Europe. Des détails sur la campagne de mesures et leur analyse statistique pour 

évaluer la performance de localisation et l'impact de différents paramètres sont donnés dans le paragraphe 

suivant. Les détails sur la campagne de mesures et une première analyse des données capturées peuvent être 

trouvés dans le Chapitre 6 de la thèse. 

Campagne de mesures et analyse statistique 

Un total de 22194 HF signaux radios a été capturés par intervalles de 5 secondes par les 4 récepteurs du 

réseau. Ils concernent 13 émetteurs HF localisés sur trois continents (Europe : 10, Asie : 2, Afrique : 1). La 

Figure 6 montre le placement de tous les récepteurs et des 11 émetteurs. La plupart des émetteurs sont placés 

à l'est du réseau de récepteurs. Plus précisément, ceux à Moosbrunn (MOS), Galbeni (GAL) and Tiganesti 

(TIG) sont à l'est, ceux de Cerrik (CER) et Emirler (EMR) au sud-est et celui de Nauen (NAU) au nord-est 

du réseau. Toutes les données ont été capturées lors de deux campagnes de mesures sur une période de 9 

mois. 

Maintenant, pour estimer la localisation des émetteurs des données capturées, il est nécessaire d'identifier si 

le signal contient des informations utiles ou du bruit. Dans le dernier cas, les données ne sont pas traitées. 

Pour déterminer l'utilité du signal capturé, on l'analyse selon différents critères tels que le niveau de bruit et 

une estimation des TDoA durant la capture. Il peut arriver que le niveau de bruit, du SNR dépendent du 

récepteur ou de l'émetteur, de la fréquence ou même d'une combinaison de ces paramètres. Basé sur ces 

résultats, nous pouvons qualifier une mesure pour un traitement à suivre ou l'exclure. Dans le dernier cas, on 

débouche sur une réduction des données. 
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Figure 6 Situation géographique des 4 récepteurs déployés (points bleus) et des 11 émetteurs pour les campagnes de mesures (croix 

rouge). 

En général, il a été trouvé qu'il était difficile de prendre la décision de considérer un signal pour une 

géolocalisation seulement sur l'analyse du bruit et du niveau de SNR. La raison est que beaucoup de signaux 

capturés ont des bas niveaux de SNR. De plus, la largeur bande du signal émis est inconnue ce qui rend le 

calcul du niveau de SNR à différents endroits difficile. Ensuite, l'analyse des TDoA basée sur un algorithme 

de probabilité statistique, nous a permis de voir l'évolution des TDoA dans le temps (observés sur l'ensemble 

des mois de mesures) et de ne considérer une valeur de TDoA comme valide seulement si elle tombe dans un 

certain intervalle autour de la valeur la plus probable. C'est une validation basée sur la répétition de la valeur 

estimée du TDoA dans le temps. Toutes les données capturées ont été traitées en utilisant l'algorithme de 

probabilité statistique et environ 35% des mesures a été trouvé avec une valeur consistante pouvant être 

considérée. Le reste des n'a pas été traité. Notons aussi que les mesures d'émetteurs placés à des distances de 

plus de 3500 Km étaient trop affectées par le bruit pour être considérées.   

Les mesures sélectionnées étaient ensuite classées soit "valides" ou "invalides" sur la base de l'algorithme de 

sortie de la géolocalisation. La fonction CDF de l'erreur de géolocalisation en Km pour toutes les mesures 

validées de Cerrik, Nauen et Galbeni peuvent être vues respectivement dans la Figure 7 (a), (c) et (e). De 

façon similaire, la fonction CDF de l'erreur azimutale en degré pour toutes les mesures validées de Cerrik, 

Nauen et Galbeni sont illustrées respectivement dans la Figure 7 (b), (d) et (f). Les deux types d'erreur ont été 

calculés en prenant le récepteur de Bordeaux comme référence. Pour toutes le mesures validées de Cerrik, 

environ 10% des erreurs de géolocalisation est inférieur à 100 km tandis qu'environ 70% d'entre elles est 

inférieure à 5° en erreur azimutale. Dans le cas des mesures validées provenant de Nauen, environ 85% des 

erreurs de géolocalisation est inférieur à 100 Km, alors qu'environ 95% des erreurs azimutal est inférieur à 

2°. Enfin, de toutes les mesures validées provenant de Galbeni, environ 7.5% donne une erreur de 

géolocalisation inférieure à 100 Km et environ 85% à l'erreur azimutale plus petite que 5°. Bien que la 

plupart des erreurs de géolocalisation soit large, l'erreur azimutale calculée pour la plupart des émetteurs est 

assez faible. L'erreur de géolocalisation peut être réduite de façon substantielle en augmentant le nombre de 

récepteurs, comme nous l'avons déjà vu plus haut. 

A la fin de la thèse, le concept de résolution continue dans le temps des valeurs TDoA est expliqué et 

appliqué pour déterminer une surface de valeurs possibles de localisation plutôt qu'en estimer une seule. 

Cette surface prend la forme d'un hexagone irrégulier. Cette nouvelle approche peut résoudre les erreurs dues 

aux incertitudes sur les valeurs de TDoA (par exemple, l'identification difficile des différents pics due à la 

résolution temporelle limitée et l'erreur de quantification). L'utilisation de l'algorithme de résolution continue 

de valeurs, permet de déterminer les régions autour de la localisation réelle de l'émetteur. Il a été trouvé que 

la plupart des géolocalisations d'émetteurs estimée tombe dans la région déterminée avec l'algorithme 
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mentionné plus haut. On peut donc conclure que la dispersion des coordonnées GPS (autour de celles réelles 

de l'émetteur Tx) produit de larges erreurs de géolocalisation pour différents mesures qui sont dues au 

décalage aléatoire des valeurs TDoA calculées autour de la valeur réelle.  

  

(a) (b) 

  

(c) (d) 

  

(e) (f) 

Figure 7 Fonctions CDF des erreurs de géolocalisation et azimutales pour toutes les mesures validées de différents émetteurs. Le 

récepteur de Bordeaux est utilisé comme référence. (a) et (b) Cerrik. (c) et (d) Nauen. (e) et (f) Galbeni.   
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Conclusions 

Dans une première étape, l'algorithme de géolocalisation HF de méthodes dans le temps est présenté avec 

leur développement analytique. Concernant la géolocalisation HF passive, des résultats de simulation 

montrent qu'une disposition sur un carré des récepteurs donne des résultats de géolocalisation d'émetteurs 

avec la plus grande précision. Les simulations démontrent aussi que cette erreur est réduite de façon 

significative lorsque le nombre de récepteurs augmente.  

Pour étudier la faisabilité d'un système réel de géolocalisation HF basé sur la méthode TDoA, le minimum de 

4 récepteurs programmables et contrôlables à distance ont été mis en œuvre et déployés sur 4 différents sites 
en France pour former un système de réception pour la géolocalisation. Ce système est contrôlé par une 

station centrale située à Brest, dans les locaux d'IMT Atlantique. Par des mesures effectuées uniquement à 

Brest, les propriétés de corrélation des signaux ont été évaluées et il a été trouvé que des signaux d'émetteurs 

radios à modulation AM peuvent être utilisés pour une géolocalisation HF.  

Pour estimer le temps de retard entre signaux capturés par les récepteurs synchronisés, une nouvelle méthode 

appelée "sondage inter-canal" est ensuite présentée. L'analyse des données capturées en juin 2017 de 

différents émetteurs en Europe est ensuite présentée. Des premiers résultats de mesure, il a été trouvé que 

sous des conditions favorables, les émetteurs HF pouvaient être localisés avec des erreurs relatives de 0,1 à 

10 % par rapport à la position réelle. De plus, il a été observé que la direction azimutale des récepteurs 

pouvait être estimée avec une assez grande précision. Ces résultats préliminaires valident l'approche TDoA 

pour la géolocalisation HF d'émetteurs. 

Un total de 22194 mesures de signaux émis par différents émetteurs HF situés en Europe, Asie et Afrique a 

été effectué. Ces données ont été traitées ensuite par un algorithme TDoA basé sur une analyse de probabilité 

statistique, qui permet de sélectionner les captures pouvant être utilisées pour la géolocalisation HF. De cette 

sélection, environ 30% des mesures validées venant des émetteurs (CER, GAL, TIG, NAU, SMDG and 

EMR) ont débouché sur des erreurs de localisation en dessous de 100 Km. Plus particulièrement, environ 

75% des mesures validées de signaux venant de Nauen et SMDG ont conduit à des erreurs inférieures à 100 

Km. On doit noter que les mesures ont été effectuée par le nombre minimum de récepteurs requis par 

l'approche TDoA (c'est-à-dire 4) et pourtant 80% d'entre elles validées sur tous les récepteurs ont donné des 

erreurs azimutales sur la direction d'émission inférieures à 5°. En général, les erreurs de géolocalisation 

estimées sur les données validées des différents émetteurs sont plus larges que celles prévues par les 

premiers résultats. Cependant, la distribution des localisations estimées remplisse une région qui ressemble à 

une ellipse autour de la valeur réelle de l'emplacement de l'émetteur. Ces erreurs sont larges et dépendent de 

la configuration du réseau de récepteurs par rapport à la position de l'émetteur ainsi que de la sensibilité à la 

précision du temps de retard du système de géolocalisation TDoA. Elles peuvent être considérablement 

réduites en utilisant un nombre plus grand de récepteurs et en augmentant le temps de résolution du système 

de géolocalisation. Enfin, le concept de l'algorithme de résolution continue du TDoA est proposé. Il permet 

d'estimer une surface de localisations probables qu'une seule valeur. De cette façon, nous pouvons avoir une 

estimation grossière de la région qui contient l'émetteur détecté, sous la condition que l'estimation des 

valeurs TDoA soit assez précise. 
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  Introduction 

This chapter explains the major objectives of the thesis. Section 1.1 explains the research 

motivation behind the subject of the thesis and its importance in the human society. In particular, the 

importance of geolocation is mentioned. In section 1.2, different topics related to the thesis are described. 

Specifically, the difference between active and passive geolocation is explained along with different 

examples. Different research activities with regards to the thesis subject were identified before the 

commencement of the thesis and are listed in section 1.3. Finally, the thesis outline and contributions are 

explained in section 1.4.  

1.1 Context and research motivation 

In the early 20th century, Guglielmo Marconi demonstrated that long distance wireless transmission was 

possible using radio signals. For the purpose of investigation, the radio signal was emitted from the 

transmission site located in Poldhu, Cornwall and received by an antenna of about 150 m placed in St. 

John’s, Newfoundland. The distance of the transmission link was about 3500 km. In 1902, A. Kennelly and 
O. Heaviside suggested that an electronically conducting region in the atmosphere can explain the 

propagation of the signals at such a long distance [1]. Different experiments conducted by Edward Appleton 

between 1924 and 1927 led to the demonstration of existence of the ionosphere in the atmosphere. From 

theoretical perspective, it was later concluded that the ionized gases in the upper atmosphere are responsible 

for the refraction of signals in high frequency (HF) band (3-30 MHz). These refractions of the signals from 

the ionosphere enable long distance intercontinental communications which are not possible with other 

frequency bands.  

With all technological advancement in the last 50 years, long-range HF communications can cover large 

geographical areas using lightweight, portable and cost-effective equipment. However, to achieve faster, 

reliable, secure and high data rate communication, there is a need of large bandwidths in modern 

communication systems. These are achieved by transmitting signals in higher frequency bands (i.e. UHF and 

other upper bands). Nevertheless, the robustness, ease of deployment and unique long-range capability of HF 

communications still explain the use of this technology in many applications. 

The fact that long distance radio communication is possible using signals in the HF band makes it extremely 

viable for civil, humanitarian and military operations. Moreover, HF communication can also be used as a 

complement or fallback solution to satellite communication. In case of a natural disaster, HF communication 

systems can be rapidly deployed to convey information in the affected regions compared to other 

communication systems. Defense organizations all across the globe are largely interested in the HF band, 

with regards to the purpose of spectrum monitoring, surveillance and as back-up communication systems. 

These contexts might require the ability to find the location of the source of transmission, filtering valid 

signals from noise using advanced signal processing techniques and decoding information from the captured 

signals by identification of the signal type.  

The subject of this thesis is to primarily study the detection of HF radio transmitters using passive 

geolocation methods. This detection could be particularly used in finding the location of an intruder in 

https://en.wikipedia.org/wiki/Poldhu
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military operations or even locating personnel during an emergency search and rescue operation. In addition, 

the detection system could be used in locating jammers and unknown sources of noise as well.   

1.2 Related topics 

Geolocation refers to finding the actual geographic location of an object by analyzing the received 

electromagnetic communication signals. Geolocation can be further classified into the following two types: 

 Active geolocation 

 Passive geolocation 

Active geolocation: Active geolocation method consists of locating the source of the radio signal using a 

cooperative system i.e. source and the remote device communicates mono-directionally or bi-directionally. 

Radio navigation based on satellite (GPS, Galileo, GLONASS...) operates on the principle of active 

geolocation where the device to be localized (e.g. a cellular phone) uses a known signal transmitted by 

remote satellites. Similarly, ground based navigational systems (Decca, LORAN, Gee and Omega) which 

were operational until the last decade of the 20th century also worked on the principle of active geolocation. 

Another example of active localization is given by the indoor navigation systems based on fixed beacons. In 

the case of active geolocation, the source computes its own location with the help of the remote devices. 

Passive geolocation: Passive geolocation method consists of detecting and locating an object or the source of 

an electromagnetic signal using a non-intrusive system i.e. without the source/object being able to detect the 

localization process [2]. In the case of passive geolocation, the source (i.e. target) location is estimated by 

processing its signal captured by multiple receivers. Passive and active radars are examples of passive 

geolocation. Passive radars are receivers which just listen to RF transmissions (ex. broadcast signals) and can 

determine the presence of a target. With multiple passive radars separated in space, one can find the location 

of the RF source using different localization techniques. In the case of active radars, an emitted radio signal 

is reflected from an object. Once the reflected signal (i.e. echo) is received by the radar system, the range at 

which an object is located is found by multiplying the estimated time-of-flight (ToF) with the speed of the 

radio signal. 

Both active and passive geolocations could be achieved using different time and angular domain methods 

which are briefly explained in Chapter 2 (section 2.3).  

Interestingly, two recent online blogs dated 28th June and 11th July, 2018 presented some experimental results 

of locating transmitters from different frequency bands (VLF, LF, MF and HF) using the time difference of 

arrival (TDoA) method based on KiwiSDR modules. The experimentation is carried using multiple public 

KiwiSDR modules which are located all around the world, predominantly in Europe and Asia. These 

KiwiSDR modules are GPS-enabled which allows synchronization among the distributed devices and also 

provides information about its own location. TDoA based direction finding is incorporated with all KiwiSDR 

modules. Thus, using public KiwiSDR modules or the web interface of KiwiSDR, one can try to estimate the 

source location. Transmissions from VLF, LF and MF bands could be located with higher accuracy as the 

signals propagate mostly through ground waves. In the case of HF band, radio propagation is mainly possible 

through ground wave and skywaves. In the case of ground waves, the transmitter location could be estimated 

but with skywaves, the task of locating the signal source is more complex and difficult to handle. Currently, 

the KiwiSDR receiver network is successful in estimating the transmitter location based on the TDoA 

computed from ground waves. More details about these KiwiSDR modules and different direction finding 

results can be found on the online blogs [3][4]. One must also note that this work came up during the last 
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phase of this thesis, confirming the current interest for passive geolocation based on a network of remote 

receivers. As a specific feature, however, the research in this thesis is dedicated towards the detection of HF 

transmitters which are located in the range of 500-4000 km from the receiver setups and at such ranges, HF 

radio signals arrive at the reception sites through skywaves. 

1.3 Research goals 

The following research questions were formulated before the start of the thesis: 

 Analyzing the TDoA geolocation technique in order to propose improvements in its applications to 

ionospheric HF transmissions. 

 Parametric simulation studies taking into account variations in the structure of the ionosphere and 

evaluating the impact of the number of receivers and receiver positioning on the geolocation accuracy of 

the HF transmitters. 

 Development of multiple demonstrators based on software defined radio (SDR) modules which are 

capable of capturing HF radio signals synchronously. 

 Analysis of the collected experimental measurements to recognize the different parameters to be 

considered in a real-time operational TDoA based HF geolocation system.  

1.4 Thesis organization  

Following the introduction of Chapter 1 which includes the motivation and objectives for the thesis, there are 

five more chapters.  

Chapter 2 explains the current state of the art related to the thesis and the background necessary to 

understand the further chapters. In particular, the ionosphere, principles of HF radio propagation and various 

HF direction finding (DF) and HF geolocation techniques are explained in detail. The citations in this chapter 

serve as an extensive information center for HF radio propagation though skywaves and HF DF.  

Chapter 3 presents the time-domain HF geolocation algorithm along with simulation results. This HF 

geolocation algorithm could be used to estimate the location of the source of radio signals that propagate 

through non-line-of-sight (NLOS) mode (i.e. HF propagation through skywaves). It is different from the 

available localization algorithms in the literature which assume that signals propagate through line-of sight 

(LOS) mode. Simulation results provide a better understanding of the HF geolocation accuracy with respect 

to the number of receivers and the positioning of the receivers. 

Chapter 4 describes the design (hardware and software) of the developed HF receiver prototypes. These are 

designed using software defined radio (SDR) modules and deployed in different cities across France to form 

a nationwide HF receiver network. In addition, these prototypes are synchronized with the GPS clock and 

can be controlled from a remote location. The properties of HF radio signals captured using the deployed 

receiver network are evaluated and discussed in detail.  

Chapter 5 proposes a method termed as “cross-channel sounding” which is used to evaluate the propagation 

duration difference of an unknown signal captured by 2 distinct synchronized receivers. Different concepts 

related to propagation channels are also explained in the context of the cross-channel sounding output. These 

concepts are validated using experimental measurements and data available from different ionosondes 
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located all around Europe. Initial HF geolocation results from different HF transmitters are presented and 

discussed. 

Data are captured by the receiver network from different HF broadcasters around Europe in different 

measurement campaigns. Chapter 6 provides the statistical analysis of all measurements with respect to 

several parameters associated with the geolocation performance of the system. More specifically, 

investigation of measurements with regards to the received noise level, SNR level, TDoA accuracy, capture 

frequency, propagation conditions and geolocation errors in terms of distance are presented.  
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 Overview of HF Radio Propagation 

and HF Direction Finding 

This chapter provides an overview of HF radio propagation and different techniques present in the 

literature to perform HF geolocation. Firstly, the formation of the ionosphere along with its morphology and 

different ionospheric variations are explained briefly in section 2.1. In section 2.2, HF radio propagation and 

the various factors affecting it are described. Section 2.3 explains about the different HF geolocation 

methods which are further classified into angular domain and time-domain methods. The principle of time of 

arrival (ToA) and time difference of arrival (TDoA) methods are detailed. 

2.1 Ionosphere 

The ionosphere is a highly stratified medium which is formed when extreme ultraviolet (EUV) light from the 

sun ionizes the neutral atoms present in the Earth’s atmosphere, thus releasing free electrons. In the context 
of radio waves, the ionosphere can be seen as plasma with varying electron density which is present in the 

Earth’s atmosphere from a height of about 50 km to around 1000 km [5]. In the context of radio 

transmission, the ionosphere is one of the most important layers of the Earth’s atmosphere as it reflects HF 
radio waves and enables HF communication. 

 Sun and its appearance in different wavelengths 

The sun is a star located at the centre of the solar system having a radius of about 7105 km which is over 

100 times that of the Earth, and a  mass of 201030 kg which is over 300,000 times that of the Earth. The sun 

has a major impact on the ionosphere, as the ionospheric electron density is related to solar activity. In 

extreme cases, sudden ionospheric disturbances can disrupt HF communications. The structure of the sun 

and its appearances in different wavelengths are presented in Figure 2.2 [6]. 

The portion of the sun that is seen in white light is known as the photosphere. The photosphere is 500 km 

thick and has a temperature of about 6000 °C. The image of sun in white light is presented in (b) of Figure 

2.2. The small dark spots seen in the figure are known as sunspots. Sunspots are temporary and may occur in 

groups or by themselves. Sunspots normally have a temperature of around 4000 °C and since they are cooler 

than the surrounding photosphere they appear dark. The number of sunspots present on the surface of the sun 

at any time can be used to predict the sun effect on the ionosphere. Large sunspots and sunspot groups are 

visible through naked eyes. The sunspot number [5] is calculated by equation 2.1:   

 ܴ =  ሺͳͲ݃ + ݂ሻ 2.1 

where  R is the sunspot number, g is the number of sunspot groups, f is the number of individual spots. From 

equation 2.1, it is clear that a sunspot group is 10 times as important as that of an individual spot. Also, the 

sunspot number is a measure of magnetic field influence on the sun’s surface and it almost corresponds to 
the ionization of the ionosphere. The sunspot number is obtained from astronomical observations and the 

international sunspot number data is available online [7]. Also, the real-time sunspot number and the 12-

month mean running monthly sunspot number are available on the DIAS webserver [8][9]. The sunspot 

number varies (i.e. increases or decreases) with respect to time approximately every 11 years and it is 
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referred to as solar cycle. Solar maximum is the period in which there is highest solar activity during the 

solar cycle and the sunspot number is the highest. Solar minimum is the period of the 11-year cycle in which 

there is least solar activity. Figure 2.1 presents the international sunspot number for the last 13 years [7]. 

 
Figure 2.1 Sunspot number over the duration of last 13 years 
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Figure 2.2 Different portions of the sun (a) at different wavelengths, the sun seen (b) in white light, (c) in Hα light, and (d) in soft X-

rays  
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Hα lies in the red part of visible spectrum and has a wavelength of 656.3 nm. It corresponds to one of the 

spectral lines emitted by hydrogen. The portion of the sun that is seen in Hα is known as chromosphere. The 

part (c) of Figure 2.2 represents the sun in Hα light and the image was taken by NSO’s GONG (Global 
Oscillation Network Group) instrument at Mauna Loa. The chromosphere is about 3000 km thick and lies 

directly above the photosphere as seen in (a) of Figure 2.2. Some of the important features such as plages, 

sunspots, prominences and filaments can be seen at the Hα wavelength. Plages are irregular in shape and 

large bright areas sometimes associated with the sunspots. Sunspots are usually present in the sun’s lower 
atmosphere than the chromosphere and thus hidden by the overlying chromosphere. So sunspots which are 

seen in Hα are usually big spots. Plages emit huge amount of extreme ultraviolet (EUV) light which in turns 

leads to the formation of ionosphere and facilitate HF radio propagation. The region containing both plages 

and sunspots are known as active regions. Plages when observed using white light are known as faculae. A 

prominence is a large cloud of relatively cool gas which is suspended above the surface of the sun by 

magnetic fields which restrains it from falling down [10]. The cloud of gas appears bright when seen against 

a dark background and is known as prominence. The same cloud appears dark when seen against face of the 

sun as it is relatively cooler and is known as filament. Filaments are stable but sometimes it suddenly erupts 

and pushes solar matter into the space. When such cloud hits the surface of Earth, it can affect the earth’s 
magnetic field and the ionosphere. Synthesized real-time images of sun in white light and Hα wavelength are 

available online [11]. 

The portion of the sun that is seen at EUV and X-rays wavelengths is known as corona. The corona covers 

the chromosphere as seen in (a) of Figure 2.2. The image of the sun as seen in the soft X-ray range is 

presented in (d) of Figure 2.2. The corona can be easily seen at very short wavelengths. The temperature of 

the corona is about 2 million °C and therefore it emits huge amounts of energy at EUV and X-ray 

wavelengths. At these wavelengths, the cooler photosphere does not emit energy and the corona appears 

brighter. Sometimes the X-ray image of sun appears to be very bright which is short lived, sudden and this 

resembles a solar flare. The X-ray brightness of a flaring active region is often higher than the total X-ray 

brightness of the rest of the sun. The very dark regions that can be seen near the south poles in (d) represent 

the coronal holes. The corona being relatively cool, dark areas stretch towards the equator from either side of 

the poles and it results in the formation of coronal holes. Coronal holes affect the ionosphere as they are 

sources of charged particles. Coronal holes are normally located above the solar poles but sometimes may 

extend down to lower latitudes. 

 Formation of the ionosphere 

The ionosphere is a part of Earth′s atmosphere where ions exist. EUV light is highly energetic; when a 

bundle of EUV light from the sun hits any neutral atom in the atmosphere, energy is transferred from the 

EUV light to an electron in the neutral atom. Since the electron now has energy, it separates from the atom 

and moves around freely. The neutral atom is positively charged now and is known as a positive ion. Thus 

photo-ionization is a phenomenon in which a photon (bundle of EUV light) removes an electron from a 

neutral atom, leaving behind a positive ion. It is the free electrons present in the ionosphere which are 

responsible for the refraction (i.e. bent) of HF radio waves. The positive and negative ions are bulky, 

approximately over 20000 times heavier than electrons and thus, cannot respond to the oscillations that are 

produced by radio waves. 

Recombination is a phenomenon in which an electron and positive ion combine to form a neutral atom. 

Recombination is the reverse case of photo-ionization. In the higher regions of the ionosphere, electrons are 

mainly lost due to recombination. Attachment is a phenomenon in which electrons are again lost in the lower 

region of the ionosphere by combining to neutral atoms and thus forming negatively charged ions. Electron 
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density decreases by recombination and attachment process. However, the rate at which electron density 

decreases depends on the number of neutral molecules present at the altitude taken into consideration. As the 

altitude increases, the number of neutral molecules in the atmosphere decreases. Thus, recombination is less 

effective at higher altitudes. Recombination and attachment occur throughout the day in all the regions of the 

ionosphere whereas, photo-ionization occurs only when the sun is present during the day. The number of 

electrons present in the ionosphere is the difference between photo-ionization, recombination and attachment 

processes. The electron density is the greatest during the middle of the day as photoionization is also at the 

peak due to the sun. Electron density decreases from around sunset until the next morning when again the 

electron density starts increasing. As recombination is less effective at higher altitudes, the ionosphere can be 

used for HF communications during night also. The density of electrons in the ionosphere is the highest at 

some altitude because the density of neutral atmosphere decreases as the altitude increases and the intensity 

of EUV light from the sun increases with the altitude. Due to this opposing behavior between the neutral 

atmosphere and the intensity of EUV radiation from the sun, the electron density of a given ionospheric layer 

is a convex function of the altitude: first increasing from zero to a maximum electron density, then again 

decreasing down to zero. Since the atmosphere is composed of different gases present at different altitudes 

(such as nitrogen, oxygen etc.), the ionosphere consists of four different layers at different altitudes. 

 Morphology of the ionosphere 

The ionosphere is an upper portion of earth atmosphere extending from a height of about 50 km to 1000 km 

above the surface of the Earth. There are free electrons in the ionosphere generated due to photo-ionization 

which causes the HF radio waves to be refracted (bent) from different layers of the ionosphere back to the 

surface of the Earth. Figure 2.3 shows a typical variation of electron density with respect to the altitudes 

during the day and night in the ionosphere [12]. During the day time, ionosphere consists of 4 layers which 

are referred as D, E, F1 and F2 layers in the order of increasing altitude.  

The D layer is present in between 50 to 80 km above the surface of the Earth. The electron density is the 

lowest in the D layer of the ionosphere. It is mainly responsible for the attenuation of the HF radio waves due 

to the higher density of atmospheric particles. The absorption or the attenuation of the signal reduces as the 

frequency of the signal increases. 

The E layer lies from about 80 to 150 km above the surface of the Earth. The electron density in this layer is 

higher than the D layer and it refracts HF radio waves. There is another layer referred to as sporadic E (Es) 

layer which consists of a cloud of electrons from which it acts as a reflecting layer in the ionosphere and is 

formed in the E layer anytime during the day or night. Es is a temporary layer and is explained in detail in 

section 2.1.5.4.    

During the day time, the F region is split into F1 and F2 layer which lies from about 150 to 210 km and above 

210 km from the Earth’s surface, respectively. On the contrary, during the night time, only the F2 layer exists 

in the ionosphere which is available for HF communication. During the night time, recombination is higher 

than photo-ionization. Thus, other layers (i.e. D, E and F1) are depleted of free electrons and they completely 

disappear whereas the F2 layer still consists of free electrons which decrease over the course of the night. The 

F2 layer is sometimes referred as the F layer; it is the most important layer in the ionosphere in terms of HF 

radio propagation. The height ranges for F2 layer is also the highest which allows large communication paths. 

The electron density is also the highest in the F2 layer, thus allowing the reflection of the highest frequencies 

in the HF range. 

International Reference Ionosphere (IRI) provides monthly averages of the electron density, electron 

temperature, ion temperature, and ion composition in the ionospheric altitude range [13]. 
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Figure 2.3 Ionization distribution as a function of altitude in day and night ionosphere 

 Ionospheric parameters 

This section explains different parameters of the ionosphere, namely plasma frequency ሺ ே݂ሻ, critical 

frequency ሺ ௖݂ሻ and total electron content (TEC). The operation of the ionosonde used to generate an 

ionogram and different types of ionograms are also explained. 

 

The positive ions and the electrons present in the plasma oscillate to and fro in simple harmonic motion at an 

angular frequency ሺωሻ which is given by the following equation:  

 ωଶ = � e²ε଴ m 2.2 

where � is the electron density in electrons/m3, e is the electron charge in coulombs, ε଴ is free space 

permittivity in Farad/meter and m is the mass of an electron in kg. The plasma frequency in Hz is defined as 

follows:  

  ே݂ = ωʹ� 2.3 

After substituting all the atomic constants in equation 2.2, the plasma frequency is reduced to the following:  

 ே݂ଶ = ͺͲ.͸� 2.4 

Every layer in the ionosphere which reflects HF radio waves has a critical frequency. The critical frequency 

of a layer is defined as the maximum frequency which can be reflected from that layer at vertical incidence. 

The critical frequency of any particular layer is associated with the maximum electron density in that layer 

which is obtained from equation 2.4 and is approximately equal to the following equation: 

 ௖݂ ≈ ͻͳͲ−6√� 2.5 
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The critical frequency obtained from equation 2.5 has units of MHz, provided N has units of electrons/m3. 

There is a critical frequency for each layer denoted by f0E for the E layer, f0F1 for the F1 layer and f0F2 for the 

F2 layer. HF radio waves higher than the critical frequency of a specific layer will simply penetrate the layer. 

The critical frequency of the F2 layer (f0F2) is the highest since the electron density is the greatest in this 

layer. As it can reflect higher frequency, it is more suitable to long distance communication.  

 

The number of electrons present on the path between a transmitter and receiver is known as total electron 

content. It is measured in terms of electrons present per square metre. The total electron content in the 

ionosphere depends on factors like geography (latitude and longitude), season, solar cycle, local time and 

geomagnetic conditions. The radio wave passes through the ionosphere and the velocity of the radio waves 

decreases due to electrons present in the ionosphere. Thus, the radio wave propagating through the 

ionosphere experiences a delay. The total delay depends on the frequency of the radio wave and the TEC 

between the transmitter and receiver. The ionospheric slab thickness (τ) is defined as the ratio between the 
total electron content (TEC) and the F2 layer peak electron density ሺ�௠ܨଶሻ. Alternatively, τ is the depth of an 
idealized ionosphere which has the same electron content as the actual ionosphere but uniform electron 

density equal to the maximum electron density of the actual ionosphere [14]. TEC is expressed in terms of 

critical frequency of the F2 layer and ionospheric slab thickness (τ) which is given by the following equation: 

 TEC = ͳ.ʹͶͳͲ−6τሺf଴Fଶሻଶ 2.6 

where TEC is measured in TEC units (1 TECU = 1016 electrons/m2), f0F2 is the critical frequency of the F2 

layer in MHz and the slab thickness (τ) is expressed in meters. The analysis of TEC measurements and 

(f0F2)2 values demonstrates that there is high correlation between both ionospheric characteristics. In 

addition, correlation coefficients are normally greater than 0.8 when diurnal (median or daily) values are 

correlated [15]. 

 

In order to find the virtual height of the ionosphere, the most widely used equipment is an ionosonde. The 

virtual height is calculated by measuring the time difference between the vertically upward transmitted signal 

and the received signal, and multiplying it with the speed of light. The signal transmitted is a special signal 

so that it can be recognized at the receiver. An ionosonde generates an ionogram which is a plot of virtual 

height versus operating frequency. An ionosonde is a high-frequency radar which sends out pulses with short 

duration vertically into the ionosphere. If the frequency is high, the pulses are reflected from the higher 

layers of the ionosphere. The ionosonde captures the time difference between the transmission and reception 

of the pulses over a range of various frequencies. Then, knowing the speed of light, the virtual height is 

calculated and the ionogram is obtained. Radio waves reflected from the E layer in the ionosphere has 

shorter time delay as compared to the waves reflected from the F1 and F2 layers.  

There are mainly 3 different types of ionograms namely, 

 Vertical incidence (VI) ionograms in which the transmitting and receiving devices are situated at the 

same location. 

 Oblique incidence (OI) ionograms in which the transmitting and receiving devices are separated by 

long distances and the signal is received by the receiving device on the ground. 
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  Backscatter (BS) ionograms in which the transmitting and receiving devices are close to each other 

but the signals reach the receiving device after being scattered back from surface of the Earth or 

from the ionosphere. 

There are some sounders available for which, frequency measurements are quite accurate and use the 

advantages of digital techniques. The signals are basically combined using stable oscillators providing 

precise frequency measurements. The NOAA/HF sounder, the digisonde, the IPS-42 sounder and the chirp 

sounder can be used to obtain ionograms and different parameters related to the ionosphere [5]. 

The sounders operate in 3 different modes:  

 Ionogram (I) mode in which there is high frequency resolution at the cost of bad time resolution.  

 Kinesonde (K) mode in which there is high time resolution but only on a few radio frequencies.  

 Basic or intermediate (B) mode is a combination of both modes which has adequate frequency 

resolution and time resolution for an ionogram.  

In order to obtain the electron density profiles from the ionograms, accounting for the Earth’s magnetic field, 

one can use the Polynomial Analysis Program (POLAN) developed in 1985 by Titheridge [5]. 

Figure 2.4 shows an ionogram which is a plot of range (i.e. virtual height in km) versus frequency (MHz). 

Due to magnetoionic splitting, we have two possible waves: ordinary and extraordinary waves which can be 

seen in the ionogram. The foF2 and fxF2 represent the critical frequencies of the F2 layers in terms of ordinary 

and extraordinary waves, respectively. As seen in Figure 2.4, it is clear that extraordinary wave in the F2 

layer is reflected at higher frequency than the ordinary wave in the same layer, the reason being the presence 

of the magnetic field. The ordinary and extraordinary wave is further explained in section 2.2.3.1. 

 
Figure 2.4 Example of an ionogram captured by an ionospheric sounder 
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 Ionospheric variations 

The formation of the ionosphere is largely dependent on the sun. As mentioned before, it varies largely with 

time of the day, season, geographic location and solar activity of the sun. HF propagation conditions can be 

predicted with higher accuracy if the ionospheric variations are known. 

 

Diurnal variations of the ionosphere mainly depend on the sun. As the sun is present during the day time, it 

results in higher ionization and more electrons are produced. Figure 2.5 shows the diurnal variations of the E 

and F2 layers for the whole month of March 2016 at Chilton, United Kingdom. The data available for the 

ionosonde in Chilton [16] is downloaded and median critical frequencies are plotted over the course of 

different times in the day for the whole month. The critical frequency is the highest during noon for both 

layers. As seen in Figure 2.5, communication is only possible through the F2 layer during the night hours as 

the E layer disappears due to the loss of electrons by the process of recombination and attachment. The 

frequency for the F2 layer decreases gradually over the course of the night and is at minimum just before the 

sun rises. 

As already mentioned, the ionization in the ionosphere depends on the sun; hence the critical frequencies of 

different layers in the ionosphere during summer should be higher than those in winter. This is the case with 

the E layer of the ionosphere. Also, the critical frequency of the F2 layer at night during summer is higher 

than in winter. But the critical frequency of the F2 layer at mid latitudes at noon is higher in winter than in 

summer season. This is known as the seasonal anomaly. A model to obtain the ionospheric characteristics 

using long term ionospheric data and predicted sunspot number is explained in a report by ITU [17]. 

 
Figure 2.5 Example of diurnal variation of the E and F2 layers 

 

Figure 2.6 shows an example of the latitude variations of the E and F2 layer during day hemisphere (noon) 

and night hemisphere (midnight) between pole and equator at one particular longitude [18]. 
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Figure 2.6 Geographical variations with respect to the latitude 

As seen in Figure 2.6, frequencies supported at the equator are much higher than in other regions. The 

intensity of solar radiation decreases with increasing latitudes as it hits the atmosphere more obliquely as 

latitude increases. Thus, the critical frequencies for HF propagation decrease as latitude increases. The 

latitude variations are present in the F layer for the whole night due to action of upper atmospheric wind 

currents for the whole day. During the day hemisphere around the poles, reflection of HF radio waves is not 

possible using the E region. During the day hemisphere, the F2 layer has the highest critical frequency 

approximately 15-20° north and south of the equator. This is known as equatorial anomaly which is the result 

of fountain effect caused by interaction of electric currents and magnetic field near the equator. During the 

night hemisphere at around 60° latitude north and south of the equator, frequencies which can be used for HF 

propagation has the minimum value. This is known as mid-latitude trough. The ionosphere near the poles is 

very dynamic since they receive input energy from the solar winds which are quite variable. The frequencies 

near the equatorial anomaly and mid-latitude trough changes drastically, so for communication around the 

equator during the day and around 60° latitude in night, one must be aware of these characteristics. 

 

During solar maximum, there is a large amount of active regions on the surface of the sun which results in 

higher levels of solar activity. Thus, we have more photo-ionization resulting in larger number of electrons 

which allows the use of higher frequencies. Under the same condition, the critical frequency is the highest 

for the F2 layer, followed by the F1 and the E layer. Also, radio wave attenuation is lower if higher 

frequencies are used. On the other hand, during solar minimum, the level of solar activity is much lower 

which in turn reduces the photo-ionization. Thus, only lower frequencies of the HF band are reflected by the 

ionosphere. Sometimes, during solar maximum large solar flares occur. They emit radiations which ionize 

the D layer of the ionosphere and thus contribute to an absorption increase of the HF radio waves. The 

absorption of radio waves is a daytime phenomenon as the D layer disappears during the night. The whole 

process in which the HF radio waves are absorbed after the occurrence of a solar flare is known as short 

wave fadeout, which affects mostly the lower frequencies. During a fadeout, higher frequencies should be 

used for HF radio propagation. Sometime during a solar flare, high energy protons are released from the sun 

which moves down the Earth′s magnetic field lines, into the polar region. This again results in increased 

ionization in the D layer of polar region causing total absorption of the HF radio waves. This event is known 

as Polar Cap Absorption (PCA). 
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Sporadic E is a reflecting and temporary layer in the ionosphere and is highly unpredictable. It corresponds 

to the formation of a region made of cloud of electrons (high electron density) anytime during the day or 

night at heights of about 90 to 140 km. Sporadic E is very important with respect to HF propagation as it has 

a high electron density which is comparable to the electron density in the F2 region. It can reflect waves at 

frequencies which are meant for communication using the F2 region which might result in communication 

failure. Sometime, the sporadic E is highly transparent and it allows radio waves to pass through it. However, 

it may reflect the wave acting as a shield for the F2 layer. The signal does not reach the F layer or the 

receiver, leading to communication failure. If the sporadic E layer is partially transparent, the radio waves 

pass through the sporadic E layer and are reflected by the F layer. But sometime, the sporadic E layer itself 

reflects the waves. This results in partial transmission of the signal or fading. Figure 2.7 shows how the 

sporadic E may interrupt the communications which was meant to occur using the F layer provided the 

electron density of sporadic E is high enough to reflect the wave.  

 

 
Figure 2.7 Effect of sporadic E layer in the ionosphere  

As seen in Figure 2.7, the intended communication through the F layer is represented by reflection from the 

F layer in which the radio waves pass through the sporadic E layer that is transparent. But when the sporadic 

E layer is not transparent, it reflects the HF waves and the wave do not reach the intended receiver. Sporadic 

E in mid-latitudes and low latitudes is a daytime phenomenon and it is more dominant during the summer 

months. At higher latitudes it occurs mainly at night. 

The ionosphere is composed of several layers of varying electron density, which are produced by the 

interaction of the sun’s radiation with the atmospheric neutral gases. The different layers denoted by, D, E, 
F1 and F2 layers, are highly variable depending on the sun activity, the time and the location around the 

globe. The structure of the ionosphere can be estimated through sounding experiments using ionosondes. 

Well established models allow predicting the average ionospheric conditions on the basis of an estimated 

solar activity. Since the early times of radio transmission, the ionosphere has been used for propagating HF 

radio signals, mainly due to its ability to refract radio waves and therefore largely extending the 

communication distances. The principles of HF radio propagation are explained in section 2.2. 
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2.2 HF radio propagation 

In HF propagation, radio waves from the HF band are transmitted and received at some distant locations 

using the ground waves, direct or line-of-sight (LOS) waves and skywaves as presented in Figure 2.8. The 

different propagation modes are described below: 

Ground wave propagation: Propagation using the ground waves can be used for short distance 

communication and the waves travel along the ground surface. The range that can be covered using the 

ground waves over the land is approximately 100 km while it is about 300 km over sea. The ground range 

increases as the electrical conductivity and permittivity of the ground increases. The electrical conductivity 

and permittivity over the sea are higher than the ones of dry ground regions. Thus, one can communicate 

over longer distance over sea compared to using communication on the ground. Low frequencies provide 

communications in the range of 100-200 km. Furthermore, frequencies lower than 3 MHz are difficult to use 

considering the amount of man-made and atmospheric noise present during the day. The ground wave field 

strength can be calculated for frequencies between 10 kHz and 30 MHz as explained in the ITU report [19]. 

Direct or line-of-sight waves: Propagation from direct waves travels directly in line from the transmitter to 

the receiver (i.e. airborne station) as seen in Figure 2.8. This kind of wave may be affected by another wave 

which is reflected from the Earth surface, which results in interference at the receiver site. 

Skywaves: Propagation using skywaves are predominantly used for long distance communication as the radio 

signals are reflected back to the Earth from the ionosphere. Short-range communication (50-500 km) can 

also be achieved using skywaves where the radio signals are transmitted upwards with higher elevation 

angles (typical range between 70-90°). Due to such high elevation angles at which the radio signals are 

transmitted, this propagation phenomenon is referred as Near Vertical Incidence Skywave (NVIS). Antenna 

performance and the different propagation parameters to be considered for designing an optimized NVIS 

telecommunication system is explained briefly in a thesis carried out at University of Twente [20].  

Different phenomenon associated with skywaves is explained section 2.2.1. 

 
Figure 2.8 Different modes of HF propagation 
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 Skywave propagation 

HF radio waves transmitted from the source are reflected either by the E, F1 or F2 layer of the ionosphere and 

received by the receiver at distant locations. For propagation over long distances, the F2 layer is the most 

important as explained earlier. Figure 2.9 explains the different raypaths of skywaves with a fixed frequency 

and different elevation angles. 

As seen in Figure 2.9, the blue ray which has the lowest elevation angle is received very far away from the 

transmitter. The other blue ray which has a slightly greater elevation is received closer to the transmitter 

compared to the previous case. Thus, with the increase in elevation angle, ground range decreases until skip 

distance is achieved. This is represented by the yellow ray in Figure 2.9. The elevation angle increased 

further as compared to that of the yellow ray results in the increase of ground range. From Figure 2.9, it is 

also clear that a transmitter and receiver pair always have 2 raypaths for a specific frequency in all the layers 

of the ionosphere (i.e. 2 blue-red paths, each for a different ground range). The rays with higher elevation 

angles and higher reflection heights are known as high rays or Pedersen rays (red color rays) while the rays 

with lower elevation angles and lower reflection heights are known as low rays (blue color rays). The high 

rays are normally more attenuated than the low rays. The high or the low ray splits into ordinary and 

extraordinary waves when it hits the ionosphere because of magnetoionic splitting. The ordinary and 

extraordinary waves move independently through the ionosphere. 

The region between the transmitter and the skip distance is known as the skip zone. Propagation between 

transmitter and receiver in skip zones is not possible using skywave but still possible using the ground waves 

at a range of about 100 km in the skip zone. The extent of the skip zone depends upon the operating 

frequency of the transmitter and critical frequency of the reflecting layer. Skip zones increases as the 

operating frequency of the transmitter increases and the range varies with the ionospheric variations. Skip 

zones can be used for secure communications.  

Maximum Usable Frequency (MUF) is defined as the highest frequency at which skywaves can be reflected 

by the ionosphere when propagate obliquely. The highest frequency which can be reflected from the E layer 

and F layer is known as EMUF and FMUF respectively. If the transmitting frequency is greater than the 

FMUF, the skywaves penetrate the ionosphere and continue into space. 

 
Figure 2.9 Skywave paths for a fixed frequency wave with different elevation angles  
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MUF depends on the critical frequency of the ionosphere at the point of reflection and the geometry of the 

HF link. MUF can be calculated using the secant law [10] and is given by the following equation:  

  MUF =  ௖݂cos�଴ = ௖݂ sec�଴ 2.7 

where ௖݂  is the critical frequency of the HF link and �଴ is the angle of incidence of the wave. In the case of 

vertical incidence, the MUF is equal to the critical frequency of the ionosphere. As the angle of incidence 

grows larger, the value for MUF is much higher than the critical frequency of the ionosphere. 

Least usable frequency (LUF) can be defined w.r.t the receiver performance in terms of sensitivity. LUF can 

be determined by assuming the maximum tolerated channel attenuation for the system or the minimum 

signal-to-noise ratio (SNR) at the receiver, for a specified transmission power and specified received noise 

level. LUF of the HF link also depends on the efficiency of the antenna, transmitted power and the 

absorption the signal suffers while propagating through a specific layer in the ionosphere. Since the gain of 

the antenna generally decreases with frequency, a point will be reached where the signal arriving at the 

receiver cannot be detected above the background noise level. This corresponding frequency is known as 

LUF.  

 Oblique propagation 

Consider two waves, one of which is reflected with normal incidence and other is reflected by oblique 

incidence from the same height. As seen in Figure 2.10, the ray with frequency ( ௢݂) on the curved path “Tx-

B-Rx” is reflected from point B whereas the ray with frequency ሺ ௩݂ሻ on the path “Tx'-B'-Rx'” at normal 

incidence is reflected from same height represented by point B', along their real paths. Secant law relates the 

frequencies of waves reflected obliquely and vertically from the same height and is given by the following 

equation: 

  ௢݂ = ௩݂ sec�଴ 2.8 

where �଴ is the angle of incidence at the base of the ionosphere and ௩݂  is known as the equivalent vertical 

incidence frequency. Equation 2.8 also shows that the ionosphere can reflect waves at much higher 

frequencies with oblique propagation compared to vertical propagation. Furthermore, if straight line 

segments of the raypaths are extended, they meet at point A, as shown in Figure 2.10. Breit and Tuve’s 
theorem states that the time required by the radio wave to travel along the curved path “Tx-B-Rx” through 
the ionosphere is equal to the travel time along the triangular path “Tx–A–Rx” in vacuum [5]. The radio 

wave along the curved path is slowed down due to the varying electron density in the ionosphere whereas the 

radio wave along the triangular path is assumed to be travelling at the speed of light in vacuum.  

Martyn’s equivalent path theorem states that if ௢݂ and ௩݂ are the corresponding frequencies reflected from the 

same real height (i.e. B and B') at oblique and vertical incidence respectively, then the virtual height of 

reflection of ௩݂ is equal to the height of the equivalent triangular path for the oblique signal [5]. The 

ionosphere and the Earth are assumed to be flat. 

For a distance ሺܦሻ between Tx and Rx, a simple trigonometric calculation gives the following equation: 

 ℎ′ = ሺsec�଴ሻଶ√ʹܦ  ͳ 2.9 
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Figure 2.10 Equivalent waves reflected obliquely and vertically at same real height real (B and B') and at same virtual height (A and 

A'), assuming the ionosphere and the earth to be flat 

By combining equations 2.8 and 2.9, the virtual height ሺℎ′ሻ  can be expressed as follows: 

 

ℎ′ = ܦ
ʹ√( ௢݂݂௩)ଶ  ͳ 

2.10 

A transmission curve represents the relationship between ℎ′and the operating frequency of the signal 

(oblique frequency) for a fixed vertical frequency ሺ ௩݂ሻ and fixed transmission distance ሺܦሻ. In order to obtain 

the oblique frequency for a given vertical frequency, one should know the virtual height as function of 

vertical frequency and it can be obtained from an ionogram. When a transmission curve is superimposed on a 

ionogram, one can obtain the virtual heights for oblique propagation at a specific distance and operating 

frequency. Figure 2.11 represents a set of transmission curves for a distance equal to 2000 km at different 

operating frequencies varying from 10 to 22 MHz which are superimposed on an ionogram recorded on 21st 

June, 2017 at 14:10:02 UTC in Dourbes, Belgium by a group which is a part of the Royal Meteorological 

Institute of Belgium (RMI) [16]. The ionogram can be seen in Figure 2.12. 
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Figure 2.11 Transmission curves (blue color) for a distance of 2000 km at different operating frequencies superimposed on an 

ionogram (black color), assuming the ionosphere and the earth to be flat 

 
Figure 2.12 Ionogram recorded in Dourbes 

In Figure 2.11, the three sections of ionogram correspond to the reflections from the E, F1 and F2 layers. 

Consider a wave frequency of 12 MHz propagating over a distance of 2000 km and it could travel using 

different paths, two of which could be reflected from the F2 layer at different heights. The same transmission 

curve intersects the F1 layer at one more point (i.e. more than one transmission path possible). As explained 

earlier, the ray corresponding to the lower virtual height is known as low ray while the ray corresponding to 

the higher virtual height is known as high ray or Pedersen ray. To conclude, the wave operating at 12 MHz 

can propagate to a ground distance of 2000 km through 3 different paths (2 paths using the F2 layer and 1 

using the F1 layer). As the high rays are more attenuated than the low rays, it would always be better to select 

the frequency with the low ray for HF propagation. 

Note that the above analysis assumes that the structure of the ionospheric layers remains the same at the 

location where the ionosphere is sounded (leading to a vertical ionogram) and at the location where the wave 

is actually reflected from the ionosphere. Generally, an ionosonde is available only at a few known locations, 

and the structure of the ionosphere may vary at the mid-point of the propagation path. 
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The maximum-usable-frequency factor (M factor) for the F2 layer is defined as the ratio of the maximum 

usable frequency for the F2 layer to the critical frequency of that layer. The peak altitude of maximum 

electron density of the F2 layer ሺℎ௠ܨଶሻ  can be obtained from the M factor as explained in an ITU report 

[21]. 

 Propagation modes 

HF radio waves from the transmitter can reach the receiver through several paths. A propagation mode 

defines the path through which the radio waves travel from the transmitter to the receiver. In general, 

propagation modes are further classified into 3 different categories which are as follows: 

 Ordinary and extraordinary modes 

 High and low rays 

 Geometric propagation modes 

 Complex propagation modes 

The concept of high rays and low rays has been explained in detail in section 2.2.1. The other propagation 

modes will be detailed in the following sections. 

 

Appleton proved mathematically that an electromagnetic (EM) wave entering the ionosphere is split into two 

different characteristic waves under the influence of the magnetic field [5]. These two characteristic waves 

are referred to as ordinary (o-mode) and extraordinary (x-mode) waves which travels independently through 

the ionosphere and are elliptically polarized. An ordinary wave is present even in the absence of magnetic 

field but extraordinary waves are present only in the presence of magnetic field. Also, the extraordinary 

waves are more attenuated compared to the ordinary waves. Both these modes can be distinguished with 

respect to the polarization sense (direction of rotation) of the waves. The direction of rotation of an 

extraordinary wave is opposite to that of an ordinary wave. The polarization diversity property could be used 

at the reception end by capturing signals from two different antennas placed at right angles to each other and 

receive the signals from the two modes separately [22]. For a HF Multiple-Input Multiple-Output (MIMO) 

system, the diversity in transmitted polarizations could be used to increase the capacity gain of a long-range 

HF link [23]-[25].  

 

The hop length is the ground distance covered by a radio wave once it is reflected by the ionosphere and 

returned back to earth. To cover larger ground distances, radio waves should be reflected from the F2 layer of 

the ionosphere. Geometric propagation modes are classified as one hop mode, two hop mode and 

combination modes. In one hop mode there is one reflection from the ionosphere, in two hop modes there are 

two reflections from the ionosphere with a reflection from the ground in between the two reflections while in 

the combination modes there is reflection from both E and the F layers. 

Figure 2.13 (a) represents one hope modes namely 1E, 1Es and 1F with one reflection from their respective 

layers; Figure 2.13 (b) represents two hop modes namely 2E, 2Es, and 2F with two reflections from their 

respective layers; Figure 2.13 (c) represents the combination modes namely 1F1E, 1Es1F and F(Es)F. In 

1F1E mode, there is a reflection from the F2 layer and another one from the E layer. In 1Es1F mode, there is 

a reflection from the sporadic E layer and another one from the F2 layer. In F(Es)F mode, there are two 
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reflections from the F2 layer with a reflection in between from the sporadic E layer. The higher the number of 

hops, the lower is its signal strength as each reflection from the ground or any layer of the ionosphere results 

in loss of energy. Thus 1F mode will always benefit from lower loss than other higher order modes (2F, 3F 

and so on). The maximum usable frequencies of lower order propagation modes are higher than those of the 

higher order propagation modes.  

Note: In the case of multiple reflections from the same region (i.e. E or F), the reflection heights might not be 

equal as shown in Figure 2.13 (b) and (c). 

 
Figure 2.13 Different modes of ionospheric propagation 

 

There are some complex propagation modes such as chordal mode and ducted mode. They occur when the 

ionospheric layers tilt. In these modes, propagation of the HF radio waves in the ionosphere occurs in a 

guided manner. Ionospheric tilting is more likely to occur in equatorial anomaly, mid-latitude trough and 

near sunrise and sunset. When such modes occur, signals travel large distances with high signal strength.  

The signal strength is higher as there are no intermediate ground reflections and the absorption is very low. 

Ionospheric tilting near the equatorial anomaly results in chordal modes which travel large distances with 

good signal strength. Ducting in the E-F region of the ionosphere occurs when power is successively 

reflected from lower surface of the F layer and upper surface of the E layer. Ducting mostly occurs at 

equatorial ionosphere, near auroral zone and mid-latitude trough [5] [18]. Ionospheric guided propagation of 

the HF radio signals that does not involve ground reflection is explained in [26]. 
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 Factors affecting HF propagation 

There are various factors such as multipath interference, absorption, fading, noise etc. which acts as 

disturbances in HF propagation. 

 

Signals transmitted from the source can reach to the receiver through multiple paths. When two signals with 

slightly different signal strength and different phase arrive at the receiver simultaneously, they interfere with 

each other and it is known as multipath interference. The signals have different travel time as they propagate 

through different paths covering slightly different distances. Multipath interference can reduce the SNR and 

sometime there could be loss of information. If the signals arrive at the receiver in phase, then it results in 

constructive interference and the signal received has higher intensity. On the other hand, if they arrive at the 

receiver in opposite phase, this result in destructive interference and the total received signal is attenuated to 

a large extent. The phase change of each path results in several signal peaks and signal fades. This 

phenomenon is known as fast fading. Spatial selectivity depends on phase differences of multiple paths.  

In the case of narrowband signals, all transmitted signals undergo similar phase variations. Thus, the 

intensity of fading across the whole band is almost similar. This is referred to as flat fading. On the other 

hand, for wideband signals, different frequencies undergo different levels of fading. The received signal is 

attenuated and one observes frequency selective fading with the variation in the intensity of the total signal 

over the wide frequency band. The bandwidth over which the frequency components are similarly affected is 

known as coherence bandwidth. In flat fading, the coherence bandwidth of the channel is larger than the 

bandwidth of the signal whereas in frequency selective fading, the coherence bandwidth of the channel is 

smaller than the signal bandwidth. In the case of wideband signals, the presence of multiple paths is 

characterized by the delay spread in the time-domain and coherence bandwidth in the frequency domain. In 

HF propagation, the delay spread must be characterized, since it affects the Inter Symbol Interference (ISI). 

Smaller the delay spread, larger is the coherence bandwidth of the signal and lesser the ISI. Different 

expressions to model the HF propagations through skywaves for both narrow and wideband systems exist in 

the literature. The narrowband model proposed by Watterson is explained in [27] whereas the wideband 

model developed by Vogler and Hoffmeyer is detailed in [28]. In order to avoid multipath interference, the 

chosen frequency should be high (MUF) to propagate only the lowest order mode. 

 

Radio waves reflected from the E, F1 and F2 layers of the ionosphere are partially absorbed by the D layer 

when they pass through it on both ways. Absorption of the radio waves is the strongest where the number of 

neutral atoms is the highest and it is in the lower altitudes of the atmosphere. The largest absorption occurs in 

the D region of the ionosphere and it is relatively weak in the lower parts of the E region. Absorption 

occurring in the D region is known as non-deviative absorption as the ray passes without deviating through 

the D region. The rate at which the electrons rotate around the magnetic field lines is defined as gyro-

frequency. It depends on the weight and electric charge of electrons and also the strength of the magnetic 

field. If the operating frequency is slightly less than gyro-frequency, absorption varies inversely with the 

square of frequency. Thus, higher frequencies should be used to avoid absorption. The absorption of a radio 

wave also depends on its polarization. Absorption of an extraordinary wave is much higher than ordinary 

wave, since an extraordinary wave gives energy to the free electrons and speeds them up. The electrons 

having more energy travel in a circle with large radius. As a result, the occurrence of collision with a neutral 

atom and thus losing all their energy increase. When the frequency of extraordinary wave is equal to the 
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gyrofrequency, all wave energy is transferred to the neutral atom and extraordinary wave is completely 

absorbed [10]. 

 

Radio noise arises from internal and external sources. Internal or thermal noise is basically generated in the 

receiving system which is normally negligible with respect to the external noise for good quality receiver. 

External sources of noise are atmospheric noise, manmade noise and galactic noise. Atmospheric noise is 

generated by thunderstorms which are capable to emit radio waves. These emitted radio waves are similar to 

communication radio waves and can be received by all receivers. Since, atmospheric noise cannot be 

eliminated, it should always be considered when estimating the signal strength at the receiver. Atmospheric 

noise level decreases as frequency increases and has the largest contribution at lower altitudes. Galactic noise 

arises from our galaxy and is not as important as the atmospheric noise. Galactic noise only affects 

frequencies above f0F2. Manmade noise is caused by motor vehicle ignition systems, welding machines, 

electrical cables, power transmissions lines etc. To avoid manmade noise horizontally polarized antenna 

should be used, as most of the manmade noise tends to be vertically polarized. Data for external sources of 

noise over the radio frequency range is explained in a report by ITU [29]. 

 

Fading refers to the variation of received signal intensity due to changes over the propagation paths. If it is 

described by its depth, it can be shallow or deep and if described by the rate at which occurs, it can be fast or 

slow. Sometime in deep fading, the signal level at the receiver is below the noise level, resulting in loss of 

information. To ensure that the signal is not lost, adequate fading margin should be maintained for which the 

signal level is above the noise level. There are different types of fading such as multipath fading, polarization 

fading, skip fading (MUF fading) and absorption fading [10].  

Multipath fading normally occurs when the waves travel from the transmitter to receiver using several paths 

which have variations in amplitude and phase. Thus at the receiver when the rays combine, the resultant 

signal will fluctuate in intensity as the individual rays are in and out of phase. For instance, consider two 

propagation modes, both rays can interfere in such a way that they cancel out each other and no signal is 

detected at the receiver. Multipath fading is severe when 1F and 2F modes or 2E and 1F modes exist on the 

same trajectory because the ray paths will be nearly equal in length. When the difference between path 

lengths becomes equal to half a wavelength, the two signals would be out of phase and cancel out each other 

on a large extent. Polarization fading mainly occurs when there is change in polarization of the ordinary and 

extraordinary wave with respect to the polarization of the receiving antenna. Thus, due to polarization fading 

the receiving antenna receives only parts of the signals that match its polarization state. Polarization fading 

occurs when the total number of electrons changes along the propagation path. Skip or MUF fading normally 

occurs when the receiver is on the edge of the skip zone for propagation from the transmitter. Thus, the 

operating frequency is equal to the MUF of the HF link. However, due to variations in the ionosphere, MUF 

sometime falls below the operating frequency and the signal disappears. Absorption fading is due to non-

uniformity in the lower ionosphere. To cancel the effects of fading, different diversity techniques can be 

applied in which the signal is received using two or more paths and combined in the receiver in a way that 

the signal strength is increased. According to [5], fast ionospheric fading can be modelled using a Rayleigh 

distribution while slow ionospheric fading resemble a lognormal signal distribution.  
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 HF communication predictions 

The ionosphere is a highly dynamic medium and changes as a function of ionospheric variations as explained 

in section 2.1.5. It is not possible to use the same frequency for propagation at all times for a specific ground 

range. It is therefore essential to use specific frequency for reflection from the ionosphere which will result 

in successful communication at given time of the day on a specific HF link. All ionospheric and propagation 

factors should be taken into account to determine different parameters essential for HF communication using 

skywaves. Table 2.1 explains the different step that needs to be followed to predict HF parameters to ensure 

successful communication [10]. 

Step 1 Predict the solar activity of sun during the time for which the HF predictions needs to be calculated 

Step 2 Develop an ionospheric model from the predicted solar activity 

Step 3 
From the ionospheric model, calculate the propagation modes and the geometry of the HF link under 

consideration 

Step 4 Calculate MUF, LUF and the field strength. 

Table 2.1 HF communication prediction steps 

There are some online tools available namely GRAFEX [18], VOACAP (Voice of America Coverage 

Analysis Program) [30], and the Point to Point software (SATIS) [31] which helps in determining the HF 

propagation parameters like MUF, signal strength at the receiver, possible propagation modes, elevation 

angle, reliability of the HF link etc. It is also possible to calculate the skywave field strength at the receiver 

and the transmission losses for frequencies between 2-30 MHz [32]. A propagation model suitable for 

prediction of all relevant HF propagation parameters that are needed to characterize the HF channel is 

explained in [33]. 

HF communication over inter-continental distances is achieved through skywaves where radio signals are 

reflected from the ionospheric layers. Further, propagation through skywaves occurs via different 

propagation modes depending on the magnetic field, elevation angles, geometry of the link and ionospheric 

titling. Generally in the case of geometric modes, communication range of a two-hop propagation mode is 

larger than that of a one-hop mode. Different parameters such as interference, noise, absorption and fading 

affect skywave HF propagation. By taking account of these parameters and the ionospheric variations, one 

can establish a long-range HF communication link using the different software’s available online. Different 

methods of locating the source of HF radio signals are discussed in section 2.3. 

2.3 HF direction finding and geolocation 

Direction Finding (DF) refers to finding the direction of arrival (azimuth and elevation) of the incoming 

radio signals from a distinct source whereas geolocation technique refers to finding the location of the source 

of the radio waves. Direction finding systems generates bearing (also known as line of bearings or azimuth) 

which indicates the direction towards the source of signal. The bearing or the azimuth obtained from two or 

more spaced receivers can be combined to find the location of the source through triangulation. 

Geolocation methods are classified as active or passive as explained in section 1.2. A passive radiolocation 

system was designed by Timothy Hall in MIT using AM signal of opportunity (SOP). He determined the 

relative position vector estimates between a navigation receiver at known location and a freely moving rover 

which acted as a base station by multilateration. From observations of the carrier phases of signals received 

from AM broadcast stations, he found the horizontal components of the baseline with an error of about 10 

meter for baseline lengths up to about 35 kilometers [34][35]. He also showed the effect of how electrical 

conductors in the close proximity of the AM positioning system severely degrade its performance [36]. 

TDoA based navigation using SOP from the AM band (520 to 1710 kHz) shows that absolute navigation is 
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possible at the sub-meter level in the ideal case of high SNR, absence of multipaths and zero frequecny 

errors [37]. Another, TDoA based navigation system using National Television Systems Committee (NTSC) 

broadcast signals showed that navigation is possible with typical errors ranging between 10 and 40 meters. 

The most significant error was due to the multipath signals [38] [39]. 

 HF DF techniques 

HF DF is a radio direction finder which was initially used in the Second World War. There exist different 

methods which can be used to find the Direction of Arrival (DoA) of the radio signals and are explained in 

the following sections. 

 

Classical DF consists of 4 different methods, namely: 

 Maximum power method 

 Watson-Watt 

 Doppler-DF 

 Interferometer 

Table 2.2 illustrates different classical techniques along with its advantages, disadvantages and the parameter 

considered in each method to find the signal bearing (horizontal component (azimuth) of angle of arrival). 

Different ways to evaluate the DoA of the radio signal by deploying a large array of co-located antennas is 

explained in [40]. 

Method Bearing calculation Advantages Disadvantages 

Maximum Power Maximum signal strength 
Portable handheld antennas 

and receivers, low cost. 

Accuracy decreases as 

distance towards source 

increases. 

Watson-Watt Amplitude comparison 
Accuracy and sensitivity is 

high, fast response time. 

Accuracy depends on the 

omni-directionality of the 

radiation pattern, elevation 

angle cannot be measured. 

Doppler DF 
Frequency shift 

measurements 

Low cost, works with the 

source stationary or moving. 

Continuous wave signal 

required, does not work in 

case horizontally polarized 

signals 

Interferometer 
Phase measurements made on 

number of spaced antennas 

Very high accuracy, 

immunity to reflections and 

elevation angle can be 

measured 

Large antenna arrays 

required to obtain phase 

difference. 

Table 2.2 Advantages and disadvantages of different classical DF techniques 

Maximum Power: This technique involves the use of a directional antenna and a receiver which is rotated 

until the maximum signal strength based on amplitude of the received signal is obtained. The antenna scans 

all locations where the source could be present and multiple lines of bearing towards the signal source are 

obtained. Multiple lines are then plotted and used to triangulate the location of the source. Usually when the 
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distance to the source is reduced to about 100 meters, precise location can be obtained using this method. 

Owing to its simplicity, this method is often performed manually using handheld antennas. 

Watson-Watt: The method was first proposed in 1926 for direction finding in the HF band [41]. This method 

involves the use of 2 Adcock antenna pairs to perform amplitude comparison on the signal received from the 

source. The 2 Adcock antenna pairs (referred as North- South axis (N-S) and East-West axis (E-W)) are 

either made of monopole or the dipole antennas and are perpendicular to each other. As both antenna pairs 

are perpendicular, the radiation pattern has maximum sensitivity along the axis and nulls perpendicular to the 

axis. Thus due to the radiation pattern we have unique set of magnitude for each direction. The output signal 

at each antenna pair is the difference of the received signal at each antenna i.e. at every Adcock antenna pair 

we just have one output. These outputs are passed to the receiver where the bearing angle is calculated by the 

arctangent of the ratio of the N-S to E-W signals. The formulations of the bearing angle using the Watson-

Watt system and the Adcock array is explained in detail in [42]. 

Doppler DF: This method was first proposed in 1947 along with its advantages over Watson-Watt method 

[43]. It uses a single antenna which is physically rotated to form a circular trajectory. It is also possible to use 

a rotating multi-antenna circular array with each antenna sampled in succession. The bearing angle of the 

received signal from the source is estimated by Doppler shift of an antenna signal at different points on the 

circular trajectory (see Figure 2.14 [44]). Doppler shift is a physical effect in which the observed frequency 

increases when the source moves towards the observer whereas it decreases when the source moves away. In 

DF, as we move closer to the signal, the frequency will increase and the frequency shift can help to detect if 

we are aiming at the correct direction. 

 
Figure 2.14 DF using Doppler shift of an antenna rotating around a circle 

Consider an antenna mounted on rotating disk. As the disk rotates, the antenna moves closer and away from 

the transmitter. As seen in Figure 2.14, the antenna at point A and C is stationary with respect to the 

transmitter and so the Doppler shift is equal to 0. At positon B, the antenna is moving away from the 

transmitter and the Doppler shift decreases while at position D; the antenna is moving towards the 

transmitter and the Doppler shift increases. When we make continuous frequency shift measurements along 

the rotating disk, we obtain a Doppler sine-wave which shows 2 zero crossings (at point A and C) since the 

Doppler shift is equal to zero at this location. The second 0 crossing point is the closest to the transmitter 

(point A as seen in Figure 2.14). The frequency of the Doppler sine wave is equal to the antenna rotation 

frequency. Based on the measured Doppler shift and the spatial location of the receiving antenna, the AoA is 

computed. The accuracy of direction finding using Doppler method mainly depends upon the linearity of the 

demodulator [45] . 
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Interferometer: DF in the HF band using an interferometer was first explained around 1961 [46]. In an 

interferometer system, the DoA of the incoming signal is calculated from the phase measurements made on 

number of spaced antennas [47]. These antennas are placed in a circular pattern and one of the antennas 

serves as a reference channel. The phase difference of each antenna element is calculated for each reference 

angle (0 to 360°) with respect to the reference antenna. In correlative interferometry, the measured phase 

difference of the antenna is compared with reference phase difference of the antenna at each wave angle. The 

angle at which we obtain maximum correlation when comparing the reference and the measured phase 

difference yields the bearing or the azimuth angle. The accuracy of the bearing or azimuth angle can be 

increased if the number of antennas on the circular array is increased. An algorithm for DF based on the 

interferometer principle which can be used for high precision measurements in short duration of time is 

explained in [48].  

 

Beamforming is a signal processing technique used in an array of antennas for directional transmission and 

reception of the signal [49]. It is achieved by combining elements in phased array such that the signals 

experience constructive interference at some angle while destructive interference at other angles. A receive 

beamformer is used to estimate the DoA of the signal in presence of noise and interference. The output of the 

array of antennas in the receive beamformer are combined linearly using the spatial filter coefficients 

(weights) such that the signals from the desired direction passes through the beamformer undistorted while 

the signals from other directions are blocked.  

Beamforming is classified into conventional beamformer and adaptive beamformer. Conventional 

beamformer uses weights which are pre-calculated depending upon the location of antennas in space and 

wave direction while adaptive beamformer uses weights which are calculated as the function of the incoming 

data to optimize its performance. Adaptive beamformer have better resolution and high interference rejection 

capability than conventional beamformer. A survey of estimating DoA using different ways of beamforming 

is given in [50]. To obtain the DoA of the incident signal, the beam can be electronically steered by adjusting 

the delay and phase shift of the array of antennas. Figure 2.15 illustrates the principle of 2D beamforming 

using phase shifters [51].   

 
Figure 2.15 Beamforming using phase shifters 

The signal at the 2D beamforming output is given by: 

ሻݐሺݕ    = ∑݁௝�ሺ௜−ଵሻௗ[si୬�−si୬�బ]௖ ሻேݐሺݏ
௜=ଵ  2.11 

where �଴ is the incidence angle of the received signal, � is the steering angle for the beamformer, ݀ is the 

spacing between the antennas and c is the speed of light. The steering angle � is a function of the phase 
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difference which is controlled using the phase shifters. When both angles are equal ሺ� = �଴ሻ, the output at 

the beamformer is increased N times. Noise is not correlated, hence it is not increased and, thus, the overall 

SNR is increased N times. At steering angle other than �, the complex weights cancel out each other and the 

output for the beamformer is neither increased nor decreased.  

The beamformer explained is without any amplitude weight on the elements. Different ways of weighting the 

incoming signals exist [52] which are used to change the characteristics of the pattern of the equivalent 

steerable antenna. In order to evaluate the azimuth and elevation angle of the incoming signal, one can use 

the 3D beamformer which is explained briefly in [53]. HF DF using beamforming technique is explained in 

[54] along with experimental results. 

The spatial resolution is proportional to the overall array size. When the spacing between antenna elements is 

large, the antenna array generates grating lobes which are unintended beams of radiation while if the spacing 

is less, the overall array size decreases (for a fixed number of antenna elements). Two sources very close to 

each other cannot be distinguished with beamforming. Thus, DoA of only single source can be found at once 

whereas using superresolution algorithms, DoA of multiple sources can be found as explained further.   

 

Using superresolution methods, two signals from different sources close to each other can be resolved. They 

use an antenna array with multiple synchronous receivers. DF using superresolution method requires the 

knowledge of the array manifold. 

 
Figure 2.16 Array manifold for 3-antenna array 

Figure 2.16 explains the principle an array manifold for a 3-antenna array [55]. An array response is the 

magnitude of output which is the function of the incident angle of the wave. An array response vector is 

defined by the set of relative gains and phases at the antennas for a signal which arrives at the array from a 

specific direction. An array manifold is the curve or the locus of all the points of the array response vector in 

all directions. The array manifold characterizes the antenna array, the unknown signals received at the array 

is compared with the array calibration function to estimate the line of bearings (azimuth). Superresolution 

direction finding is possible using algorithms like MUSIC [56], ESPRIT [57], Root MUSIC [58], and SAGE 

[59]. The following paragraphs provide some details about the MUSIC and ESPIRIT algorithms. 

MUSIC (Multiple signal classification): It is a high resolution DoA subspace algorithm to estimate the 

number of incident plane waves on the antenna array and their angle of incidence. MUSIC algorithms deals 

with eigen decomposition of the covariance matrix into two different subspace matrices (noise subspace and 

signal subspace) which are orthogonal to each other. The signal subspace is composed of the eigenvectors 

associated with the arriving signal while the noise subspace is composed of eigenvectors associated with 
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noise. Due to orthogonality condition between the noise subspace eigenvectors and array steering vector, the 

Euclidean distance between them is zero for each angle of arrival. This distance is placed in the denominator 

of the pseudospectrum (Equation 2.12) and it yields sharp peaks at the angles of arrival. Thus, the DoA of 

multiple incident signals can be estimated by locating the peaks in the pseudospectrum given by: 

 ெܲ௨௦௜௖ሺθሻ   = ͳܾܽݏ [ܽሺ�ሻ�ܧேܧே�ܽሺ�ሻ] 2.12 

The term in the denominator represents the Euclidean distance, ܽሺ�ሻ represents the array steering vector and ܧே represents the noise subspace vector [60]. The peaks in the pseudospectrum become sharper if the array 

size is increased and resolution capability for two signals which are closely spaced decreases if the SNR 

decreases [61]. 

ESPRIT (Estimation of signal parameters via rotational invariance techniques): The ESPRIT algorithm is 

more robust with respect to the array imperfections than MUSIC. The computational complexity and the 

storage requirements are reduced drastically compared to MUSIC algorithm where the entire parameter 

space is searched to find the DoA of different signals from different sources. In the ESPRIT algorithm, the 

reduction is achieved in computational and storage costs since the array elements are placed in identical 

displacement forming matched pairs which are also known as doublets. The algorithm exploits the rotational 

invariance of the signal subspace created by two subarrays derived from the original array with a 

translational invariance structure. The algorithm to estimate the direction of arrival of different signals from 

different sources is explained in [57]. 

MUSIC and ESPRIT are high resolution algorithms which provide better spatial resolution compared to 

beamforming and are able to detect multiple sources placed very close to each other at once. The ESPRIT 

algorithm can be used if the number of sensors is larger than the number of sources to be detected and if 

computational power is limited. MUSIC algorithm can be used if there is less sensors than sources and 

computation power is high. Both MUSIC and ESPRIT algorithms face problems when uncorrelated and 

coherent signals exist together. An efficient DoA method is explained in [62] which estimates the angle of 

arrival for both uncorrelated and coherent signals separately. 

HF radio DF using MUSIC algorithm is experimentally validated by deploying a receiver system based on a 

heterogeneous circular array in [63]. There is a slight bias between the estimated azimuth and elevation 

angles when compared with the expected values. Results presented in [64][65] shows the performance of HF 

DF using the MUSIC algorithm. 

 HF geolocation methods 

HF geolocation refers to finding the geographic location of the source of the radio waves emitted in the HF 

band. HF geolocation can be achieved using angular-domain or time-domain methods. All HF DF techniques 

explained in the section 2.3.1 are angular-domain methods where the DoA of the incoming radio signal is 

estimated. Later, using the DoA’s from multiple receivers, the location of the HF source is found using the 

triangulation method which is explained further. HF geolocation is also possible using time of arrival (ToA) 

and time difference of arrival (TDoA) method. Time-domain methods uses the time information acquired 

from the signals received at multiple sites. 
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Triangulation is a method in which the location of the transmitter could be found by using two or more single 

antenna receivers or an array of antennas, placed at known locations. Figure 2.17 explains the concept of 

triangulation. 

 
Figure 2.17 Schematic of triangulation principle 

As seen in Figure 2.17, the two DF sites act as a receiver and are used to measure the DoA of a radio signal 

at the receiver. If the DF site consists of an array of antennas, then the DoA is computed by measuring the 

phase difference between the angles received at different antennas of the array. If the DF site is just a single 

directional antenna, then the orientation of the antenna which indicates the strongest signal gives us the 

direction of the transmitter. As we know the distance between the two DF site and the DoA of radio signal at 

both sites, a triangle could be constructed. The point where the two sides of the triangle intersects, gives us 

the location of the transmitter. The distance “d” as seen in Figure 2.17 is calculated as follows: 

 ݀ = � sinߙ sinߚsinሺߙ + ሻߚ  2.13 

where � is the length between both DF sites, α and β are the DoA’s at both DF sites, respectively. Results 

presented in [66] used triangulation method to compute the source location. 

 

SSL is an angular-domain method and it consists of a large antenna array at a single site. Moreover, it 

provides DoA in terms of the horizontal (azimuth) and vertical (elevation) component of the incoming radio 

signal. The azimuth and elevation angles measured at a single site are enough to find the location of the HF 

source [67]-[71]. The knowledge of the ionosphere along the skywave path is required. Range estimation 

using the SSL method is the application of the results obtained from secant law, Breit and Tuve’s theorem 
and Martyn’s equivalent path theorem which are explained earlier in section 2.2.2. Table 2.3 explains the 

different steps to calculate the range using the SSL method [10]. 

Step 1 Incoming signal at frequency f is observed to have an elevation angle of ߚ଴ 

Step 2 Equivalent vertical frequency (fv) is calculated using secant law 

Step 3 The virtual height is obtained from a vertical incidence ionogram at fv 

Step 4 Signal is assumed to travel a triangular path with elevation angle β and the reflection occurring at 

altitude equal to the virtual height 

Step 5 Range to the transmitter is calculated as {2h′/ tan  {଴ߚ 

 Table 2.3 Range estimation using SSL method 
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Using the SSL method, it is possible to locate a HF transmitter located about 2000 km away from the 

receiving system with an error of about 10% [72][73]. The drawback of SSL method lies in deploying a large 

antenna array to measure the DoA components and the need of an accurate ionospheric profile to estimate 

the height of ionospheric reflection. Due to the variable nature of the ionosphere, this ionospheric profile 

needs to be measured using an ionosonde. Using a prediction model may lead to a considerable error in 

location estimation. 

In the case of multipath HF propagation, passive HF geolocation is possible using SSL method as explained 

in [74]. Both paths are resolved using the MUSIC algorithm and the geolocation error is about 17% of the 

true range. Simulation results presented in [75] demonstrate that HF transmitter can be located with a higher 

accuracy by exploiting the real time ionospheric information available from the measured multiple elevation 

angles using a SSL setup. Another study showed that the HF source located about 1160 km away from the 

SSL setup could be estimated with an error of about 10 km by exploiting multipath HF propagation [70]. The 

transmitter location is estimated using a combination of TDoA and cone angle of arrival (CAoA) measured 

by a uniform linear array (ULA) along with the ionospheric information gathered by deploying an ionosonde 

near the receiver site. Though the obtained geolocation accuracy is very high, the requirement of setting up 

an ionosonde is not feasible in large scale practical applications. 

 

The ToA method calculates the distance between transmitter and receiver using the time the signal took to 

travel from the transmitter to the receiver. ToA is based on trilateration principle of distance measurement, 

where the measured time is multiplied by the speed of light to find the distance. In the ToA method, location 

estimates are determined by the point of intersection of circles (2D) or spheres (3D) where centers are the 

positions of the known receivers and radius of the circles are the estimated distances to the transmitter. 

Figure 2.18 illustrates Tx geolocation using the ToA method where the intersection of the circles denotes the 

Tx location. In the ToA method, there must be synchronization between the transmitter and all the receivers. 

Moreover, a minimum of three stations are required to locate the target using the ToA method [76]. Global 

Positioning System (GPS) is the most widely used navigation system which operates using the ToA method 

[77]. Note that all signals received follow the line-of-sight (LOS) path which is not the case for HF radio 

transmissions through skywaves. 

 
Figure 2.18 Geolocation using ToA method for 2D case  
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A preliminary study of HF geolocation for transmitters in the range of 1000-2000 km using time-domain 

method was investigated by our team. It showed that the Tx location could be estimated with an error in the 

order of 25 km under certain assumptions and without the explicit knowledge of the ionospheric reflection 

height [78]. Further in order to validate this concept and simulation results, an experimental campaign was 

carried out in France by deploying single antenna receivers over multiple locations. It showed that in 

favorable conditions, the Tx could be located with an error of 5 km using the ToA method [79].  

 

The TDoA method calculates the location using the time difference of arrival measured at pairs of 

transmission paths between transmitter and receivers. TDoA is based on the multilateration principle of 

distance measurement at receivers, where the measured time difference is multiplied by the speed of light to 

find the range difference. The TDoA method locates the target at intersections of hyperbolas (2D) or 

hyperboloids (3D) which are generated with the foci located at the known receiver locations. Figure 2.19 

represents the Tx geolocation using the TDoA method where the Tx lies at the intersection of the three 

hyperbolas. The obtained range differences are used to plot the hyperbolas. In TDoA method, 

synchronization is only required on the receiver ends. TDOA systems require at least three receivers for a 2D 

location problem and at least four receivers to estimate the 3D coordinates [76]. The LORAN-C (long range 

navigation) was the most widely used system for the purpose of navigation in the 1980’s which used the 
TDoA’s between different terminals to locate the position of the transmitter via multilateration [80]. 

Different mathematical approaches for finding the location of the target using the TDoA method are 

explained in [81][82], it is assumed that the signals propagate through LOS mode.  

 
Figure 2.19 Geolocation using TDoA method for 2D case 

HF radio transmissions over long distances propagate through skywaves (i.e. NLOS mode). Experiments 

performed in 1959 [83] showed that geolocation of VLF Tx based on TDoA method could lead to an 

accuracy of about 50 km for distances of about 5000 km. HF geolocation for radio signals propagation 

through skywaves is possible using ToA or TDoA measurements [78][79]. But due to the variability of the 

ionosphere, there are variations in the measured time. Experiments conducted to measure the time delay 

variations in HF propagation showed that the standard deviation of the mean arrival time is always greater 
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than 10 µs and more often it was around 25 to 50 µs [84]. Different layers in the ionosphere evolve at 

different times during the day and night; they are highly uncorrelated. Thus, due to the temporal variation in 

the formation of different layers in the ionosphere, different propagation modes can occur with equal 

probability at the same time. It also accounts for the variability of the measured arrival time [85][86]. The 

differential time delay errors introduced due to varying ionosphere can be reduced to a certain extent by 

using a prediction model which is explained in detail in [87]. There is a significant reduction in the positional 

estimate errors using a simple prediction model [88]. Another study of HF transmitter geolocation using a 

combination of TDoA and DoA methods [89], achieves good geolocation performance when information 

from multipaths are considered at different receivers. However, an antenna array is required at each receiving 

station and the simulation is performed assuming quite accurate TDoA measurements, which is far from 

realistic cases.  

This thesis aims to detect HF radio transmitters using passive geolocation techniques. In the context of 

passive geolocation, the signal transmission time is unknown and thus the ToA method cannot be used. But, 

passive geolocation can be achieved using the TDoA method. A study for passive location systems using 

TDoA method for LOS transmissions is explained briefly in [90]. Table 2.4 provides a summary of different 

HF geolocation methods along with its requirements. 

Geolocation Method 
Number of receiver 

setup 

Ionospheric  

model 
Antenna design 

Synchronization 

between Tx and Rx 

SSL 1 Required Antenna array  Not required 

ToA 

2 receivers – Location 

ambiguity  

3 receivers – Location 

exact 

Not required 
Single antenna 

receivers 
Required 

TDoA 
4 receivers – Location  

exact (3D) 
Not required 

Single antenna 

receivers 

Not required. 

Receivers must be 

synchronized 

Table 2.4 Comparison of different HF geolocation methods 

2.4 Conclusion 

First of all, this chapter explained the different phenomenon through which the ionosphere is formed. The 

ionosphere consists of different layers which have a varying electron density and are capable of reflecting 

HF radio signals. Moreover, the ionosphere is a highly dynamic medium which varies with respect to the 

solar activity and the geographic location.  

The principles of HF radio propagation through ground waves and skywaves are explained. Using ground 

waves, propagation can be established over short ranges (100-300 km) whereas using skywaves, long 

distance HF transmission is possible wherein the radio signals are reflected back to the Earth via different 

propagation modes. The various parameters (noise, absorption...) which needs to be considered while setting 

up a long-haul HF communication link are also discussed.  

Different angular and time-domain HF geolocation techniques are explained in detail along with the 

references to most of the work that have been carried out in this domain. Angular-domain methods estimate 

the position of the transmitter by measuring the DoA of the incoming signal. On the other hand, time-domain 
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methods estimate the transmitter position using the trilateration or multilateration principle. Time-domain HF 

geolocation techniques are more cost-effective than angular-domain methods.   

In the context of passive HF geolocation, the TDoA method is well suited. Chapter 3 explains the time-

domain HF geolocation algorithm along with its mathematical formulations. Using the HF ToA/TDoA 

algorithm and an ionospheric model, simulations are conducted to analyze the effect of the number of 

receiver and their positioning on the accuracy of HF geolocation systems. 
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 Time-Domain HF Geolocation: 

Algorithm and Simulation Results  

Chapter 2 outlined the theory of HF radio propagation and its geolocation in detail. This chapter 

outlines the time-domain HF geolocation algorithm and the obtained simulation results. In section 3.1, 

different models to approximate the electron density profile for the different layers of the ionosphere are 

explained. These models are also used to evaluate the ray-path parameters of the HF link in different 

simulation studies. In addition, an analysis of the Quasi-Parabolic (QP) model of the ionosphere is provided 

and the limitations of the model are emphasized. In section 3.2, the HF geolocation algorithm based on ToA 

and TDoA methods are described along with its mathematical equations. Finally, from simulation results the 

effects on the geolocation accuracy for both ToA and TDoA method when using a larger number of receivers 

and changing their position are discussed in section 3.3. Part of the work presented in this chapter has been 

published in [91]. 

3.1 Ionospheric layer models 

Ionospheric layer models are given by analytical expressions that are used to define the electron density 

profile for one or multiple layers of the ionosphere. These models can be differentiated as simple models, 

which represent a single layer of the ionosphere, and composite models, which represent several layers of the 

ionosphere. Moreover, these models are integrated as programs in computers to perform ray-tracing of radio 

signals propagating through the ionosphere. 

 Simple models 

There are many simple models namely square-root layer, linear layer, exponential layer, sech-squared layer, 

Chapman layer, parabolic layer and QP layer which defines the electron density profile of an ionospheric 

layer [5]. The expressions used to model the electron density profile for a linear ionospheric layer are 

explained in [92]. The analytical expressions to model the electron density profile using the exponential 

layer, sech-squared layer, Chapman layer are detailed in [93] along with their performances in different 

conditions. More specifically, the exponential layer is more suitable for modeling the electron density profile 

during the daytime whereas during the night-time, the sech-squared and Chapman layer provides better 

results. The parabolic and QP layer models are closer to the realistic ionospheric layer and are explained 

further in detail.  

 

As the name suggests, this model is defined by the equation of a parabola in electron density versus the 

height and is given by the following equation:  

 � = {�௠ [ͳ ݎ)  ௠ݕ௠ݎ  )ଶ] ௕ݎ               < ݎ < ௠ݎ + ݁ݎℎ݁ݓ݁ݏ݈݁                                     ௠Ͳݕ  3.1 
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where � is the electron density having maximum value equal to �௠, ݎ is the radial distance from the center 

of the Earth (comprising the Earth radius ݎ଴ and the height from the ground), ݎ௠ is the value of ݎ where the 

electron density is equal to �௠, ݎ௕ is the value of ݎ at the base of the layer, equal to ݎ௠  ௠ is theݕ ௠ andݕ 

layer semi-thickness [94]. 

The electron density profile calculated using the parabolic layer model for the F2 layer is illustrated in Figure 

3.1 with the following parameters: ௖݂ = 8 MHz, ℎ௠ = 300 km, ݕ௠ = 120 km. As seen in the Figure 3.1, the 

maximum electron density is at 300 km. 

 
Figure 3.1 Electron density profile of F2 layer of the ionosphere using QP and parabolic layer models 

 

The QP ionospheric layer model developed by Croft and Hoogasian is obtained by a slight modification of 

the parabolic layer model which is used to define the electron density profile of the ionosphere. The electron 

density profile of an ionospheric layer in the QP model [94] is defined as follows: 

 � = {  �௠ ቆͳ ݎ)  ௠ݕ௠ݎ  )ଶ ቀݎ௕ݎ ቁଶቇ , ௕ݎ < > ݎ ௠ݎ ( ௕ݎ௕ݎ  3.2         ݁ݎℎ݁ݓ݁ݏ݈݁                  ,                                        ௠) Ͳݕ 

The difference between the QP and parabolic layer is the precise variation of the electron density between 

the peak and the bottom of the layer. This modification allows the QP layer model to provide analytic 

expressions describing the ray-path parameters of oblique propagation considering the ionospheric medium. 

Figure 3.2 presents the ray path geometry for a QP layer model of the ionosphere. As seen in Figure 3.2, the 

QP model also accounts for the curvature of the Earth. 
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Figure 3.2 HF link geometry for a QP ionospheric layer 

Using the QP model, one can obtain the ground distance ሺܦሻ, group path distance ሺܲሻ and the phase path 

distance ሺܲ′ሻ between a Tx-Rx pair for a specific elevation angle ߚ଴ and operating frequency from the Tx. 

The ground distance measured along the earth’s surface is given by the following equation [94]: 

ܦ  = ଴ݎʹ {  
  ሺߛ ଴ሻߚ  ଴ݎ  cosߚ଴ʹ√ܥ ln ଶܤ  ͶܥܣͶܥ ቆsin ߛ + ௕ݎܥ√ +   {ቇଶܥ√ʹܤ

  
 3.3 

where ݎ଴ is the radius of earth, ߚ଴ is the elevation angle of the ray, ߛ is the angle of ray at the bottom of the 

ionosphere. The variables ܣ, ,ܤ  :can be obtained by the following equations ߛ and ܥ

 
ܣ = ͳ  ͳܨଶ + ( ௠)ଶݕܨ௕ݎ

 
3.4 

 
ܤ ௠ଶݕଶܨ௕ଶݎ௠ݎʹ  =  

3.5 

 
ܥ = ଶ(௠ݕܨ௠ݎ௕ݎ) ଴ଶݎ  cosଶ  ଴ߚ

3.6 

 cos ߛ = ௕ݎ଴ݎ cosߚ଴ 3.7 

 ଴
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where ܨ is the ratio of the operating frequency ሺ݂ሻ to the critical frequency ሺ ௖݂ሻ. The group path is obtained 

by multiplying the signal transmission time with the speed of light ሺܿሻ in the QP layer model and is 

expressed as follows:  

 ܲ = ʹ ௕ݎ} sin ߛ ଴ݎ  sinߚ଴  + ͳܣ ௕ݎ ] sin ߛ ܣ√Ͷܤ  ln ଶܤ  Ͷݎܣʹ)ܥܣ௕ + ܤ + ௕ݎʹ  ଶ]} 3.8(ߛsinܣ√

Finally, the phase path distance is obtained by multiplying the wavefront transit time with the speed of light. 

It can be calculated using the following equation in the case of a QP layer model. 

 ܲ′ = ʹ{  
଴ݎ    sinߚ଴  + Ͷܤ [  

  ͳ√ܣ ln ଶܤ  ͶܥܣͶ ቀݎܣ௕ + ܤʹ + ௕ݎܣ√ sin ቁଶߛ + ܥ√௠ݎ ln ଶܤ  ͶܥܣͶܥ ቆsinߛ + ௕ݎܥ√ +   [ቇଶܥ√ʹܤ
  
}  
  

 3.9 

The QP layer model of the ionosphere is a monolayer model. It provides the ray path parameters considering 

reflection only from a specific layer in the ionosphere; it is one of the limitations of this model. Also the 

effect of magnetic field is not included while deriving the analytical expressions of the ray-path parameters. 

Figure 3.3 illustrates the ground distance ܦ against the ray elevation angle ߚ଴, plotted using the QP model 

for different values of ܨ. The curves are obtained from the analytical expression of equation 3.3, where we 

fixed the following parameters: ௖݂ = 8 MHz, ℎ௠ = 300 km, ݕ௠ = 100 km. These values correspond to a 

typical F layer of the ionosphere. One first observes that the maximum ground distance is obtained for ߚ଴ =Ͳ°, independently from the value of F. Thus, ܦሺߚ଴ = Ͳ°ሻ is the maximum distance at which a transmitter-

receiver link could be established using one-hop propagation through a single ionospheric layer following a 

QP model. In this example representative of a typical F layer, the maximum ground distance for a one-hop 

transmission reads approximately 3200 km. Note that a ray elevation angle ߚ଴= 0° corresponds to a direction 

of departure tangential to the Earth curvature. While this situation is coherent with the QP model, where the 

Earth takes the theoretical shape of a sphere, it may not be realizable in practice. In a practical HF setup, the 

farthest one-hop link would be achieved with a departure angle pointing slightly over the horizon. 

 
Figure 3.3 Plots of ground distances at different values of F using QP layer model 
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The second observation from Figure 3.3 is that the ground distance ܦ decreases as the elevation angle ߚ଴ 

increasingly departs from 0°. When the operational frequency is lower than the critical frequency, i.e. when 

parameter  ܨ takes values lower than 1, the ground distance ܦ decreases down to 0 for a vertical incidence 

 In contrast, skip distance occurs when the critical frequency of a layer is lower than the .(଴= 90°ߚ)

operational frequency of the signal [95]. The skip distance can be found by calculating the minimum value of 

the ground distance for the curves represented by ܨ > ͳ. As explained earlier in section 2.2.1 and seen in 

Figure 3.3, the ground distance starts increasing again with increasing ߚ଴ after the skip distance is reached; it 

is due to high rays (or Pedersen rays) whereas, the ground distance before the skip distance is achieved is due 

to low rays. Skip distance is a point where both the high and the low rays of a signal coincide. Note that the 

concept of skip distance is only related to ground distance and not to the group path distance. Finally, one 

observes that for each value of  ܨ, there exist a maximum value of ߚ଴ beyond which the HF ray is not 

refracted towards Earth anymore but is diverted towards higher altitudes. 

Figure 3.4 represents the group path ܲ as a function of the elevation angle ߚ଴, plotted using the QP layer 

model for different values of ܨ. The curves are obtained from the analytical expression of equation 3:5, with 

the same layer parameters as used in Figure 3.3. At first, a similar behavior with respect to the elevation 

angle is observed for the group path distance as for the ground distance. There exists a maximum group path 

distance obtained at an elevation angle ߚ଴ = Ͳ°, which is not dependant on the parameter  ܨ. In addition, the 

group path distance is initially decreasing while ߚ଴ take increasing values above 0°. 

 
Figure 3.4 Plots of group path distances at different values of F using QP layer model 

A surprising behavior is observed, however, when considering the values taken by the group path distance at 

higher elevation angles. Take for instance the case of vertical incidence (ߚ଴= 90°): while this incidence does 

not allow one-hop transmission for values of ܨ > ͳ, transmission is possible when the operational frequency 

is lower than or equal to the critical frequency (ܨ ൑ ͳሻ. However, the group path distance increases with 

increasing ܨ, and eventually takes an infinite value for 1=ܨ. This can be explained by considering the 

refractive index and the group velocity within the ionosphere, as explained in the following paragraphs. 

The QP layer model considers the refractive index of the ionospheric medium while deriving the analytical 

expressions for the ray path parameters. The refractive index ሺ�ሻ is defined by neglecting the earth’s 
magnetic field and the electron collisions in the QP layer model. It is expressed by the following equation: 
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 �ଶ = ͳ  ( ே݂݂)ଶ
 3.10 

The electron density varies with the altitude in the ionosphere. For � = �௠, the plasma frequency is equal to 

the critical frequency of the ionospheric layer leading to the least refractive index at the height of maximum 

electron density. Thus, the refractive index varies with the altitude in an ionospheric layer. In the case of 

ionospheric propagation, the group velocity is given by the following equation [96]:  

௚ݒ  = ܿ� 3.11 

In addition, by substituting the value of � from equation 3.10, equation 3.11  can be expressed as: 

௚ݒ  = ܿ√ͳ  ( ே݂݂)ଶ
 3.12 

From equation 3.12, it is clear that the group path velocity will be equal to zero at the height of electron 

density resulting in � = �௠, provided both the operating and critical frequencies are the same. This 

condition results in infinite travel time of the radio signal. As mentioned earlier, the group path distance 

corresponds to group travel time multiplied with the speed of light leading to an infinite group path distance. 

This case is a singularity inherent to the theoretical QP model and does not occur in practical conditions in 

the ionosphere. Due to similar considerations on the varying group velocity, the elevation angle ߚ଴ at which 

the group path distance reaches a minimum for a given value of ܨ > ͳ does not coincide with the elevation 

angle providing the minimum value of the ground distance. However, the curved shape of the graphs on 

Figure 3.4 still results from the existence of both low and high rays. 

As another example of the simple ionospheric model, the electron density profile model that assumes a 

quasi-linear ionospheric layer and the analytical expressions to compute the different ray path parameters are 

explained in [97]. Recently, two errors in the analytical expressions were corrected and published as errata 

[98].  

 Composite models  

These models estimate the electron density profile of two or more layers of the ionosphere at the same time. 

A two-parabola is the simplest composite model where one parabola represents the electron density profile of 

the E layer while the other parabola represents the profile for the F2 layer and is explained in [99]. Another 

model representing the variation of electron density in the E, F1 and F2 layers of the ionosphere was proposed 

by Dudeney in 1978 [100]. Also, equations to obtain the different ray path parameters for a multisegment QP 

ionosphere are explained in detail in [101]. 

Based on the different models differentiated as simple and complex, the electron density profile along the 

propagation path can be evaluated. The QP model of the ionosphere provides analytical expressions to 

compute the ground range and group path for a radio signal propagating through the ionosphere by a one-hop 

mode. The principles of time-domain HF geolocation algorithm along with their mathematical description 

are explained in section 3.2.  

3.2 HF geolocation algorithm  

The proposed HF geolocation algorithm to find an estimate of the transmitter’s geographic location without 

any knowledge of the ionospheric reflection height along the propagation path is explained. 
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 HF geolocation principle and assumptions 

In order to develop an HF geolocation algorithm that could be independent from the knowledge of the 

ionospheric parameters, the problem complexity is reduced by making 3 assumptions, namely the 

assumptions of one-hop transmission, of uniform ionosphere with negligible apogee height variation and of 

flat Earth. 

For geolocation of HF transmitters in the range of 500-3000 km, one can assume a one-hop transmission. 

This assumption is practicable, since at distances between 500 and 3000 km, the one-hop mode is the most 

probable geometrical propagation mode. Propagation may even occur with multi-hop modes, but propagation 

through 1E and 1F mode will be the least attenuated; thus can be considered as the main contributions of the 

received signals.  

The ionospheric variations at mid-latitudes are negligible when compared to the variations at poles and 

equator. In addition, the ionospheric variations over Europe are very low. Hence, we assume a uniform 

ionosphere with negligible apogee height variation for all the HF paths. Figure 3.5 (a) and (b) represents the 

calculated median monthly critical frequencies for E and F2 layer of the ionosphere using the ionograms 

recorded every day with an interval of 10-15 minutes in March, 2016 at Pruhonice, Czech Republic and 

Chilton, United Kingdom, respectively. These recorded data from different ionosondes are available online 

[16]. It can be observed that the median monthly critical frequencies at different hours of a day for E and F2 

layers are approximately the same at both locations which are far away from each other. Also, results 

presented in [102] show that the quiet time ionospheric TEC (section 2.1.4.2) over Europe are mostly 

similar. 

(a) (b) 

 Figure 3.5 Estimated median critical frequencies for E and F2 layer of the ionosphere using all measured ionospheric parameters in 

March, 2016 at 2 different ionosondes in Europe, particularly at Pruhonice in Czech Republic (a) and at Chilton in England (b) 

Figure 3.6 presents the group paths for ground ranges corresponding to one-hop HF links by assuming the 

Earth to be flat and spherical. The group paths corresponding to their ground ranges are computed using a 

specular reflection model with a reflection height of 250 km. It can be observed that the difference between 

the group paths with flat and spherical Earth increases as the ground range increases. At ground range of 

about 2000 km, the group path error by assuming the Earth to be flat is around 35 km. Hence, the third 

assumption of flat Earth will result in error if the transmitter is located far away from the receiver network. 

A detailed study on the geolocation error due to the assumption of flat Earth is explained in Appendix D.   
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Figure 3.6 Plot of ground range versus group path for the case of flat and spherical Earth 

Under the assumption of one-hop transmission, the signal reaches the destination via a single reflection from 

the ionospheric layer. Figure 3.7 represents HF geolocation geometry considering a uniform and single layer 

ionosphere. The transmitter is located at point Tx and the receivers are located at point Rx1 and Rx2. As per 

the Breit and Tuve’s theorem which is explained earlier, the group path between Rx1 and Tx represented by 

the red curved path is equal to the black triangular path Rx1-I1-Tx in vacuum and the same applies for Rx2 

and Tx. 

Due to the varying refractive index in the ionosphere, the signals propagate along a curved path. The apogee 

height for the group path length is indicated by ℎ௔. An equivalent height ℎ௘௤௨ corresponding to the reflection 

height of a path with same group delay can be defined assuming the signals are reflected via specular 

reflection from a flat ionosphere. The ionosphere is assumed to be uniform; in addition we neglect the 

variation of the apogee height for different Rx-Tx links with similar elevation angles. Thus, the reflection 

height is assumed to be identical for all the considered paths and equal to ℎ௘௤௨. The Earth is considered to be 

flat by neglecting its curvature. The effect of the Earth’s magnetic field is also ignored. Results presented in 

[103] showed that the geolocation errors calculated using the angle of arrival (AoA) method by neglecting 

the earth’s magnetic field are generally smaller at mid-latitudes which is the region of interest for our study. 

 
Figure 3.7 Geometry of the HF localization principle assuming uniform single layer ionosphere 

Due to electromagnetic image theory, the length of propagation path between Rx1-Tx is equal to Rx1-I1-Tx'; 

similarly the propagation path between Rx2-Tx is equal to Rx2-I2-Tx'. The geolocation process consists in 
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finding the coordinates of Tx' situated at a height of  ʹℎ௘௤௨ vertically above the location of the transmitter on 

the flat earth surface. If the propagation time between the transmitter and different receivers are known, the 

coordinates of Tx' can be found by trilateration. When the transmission time is unknown, the coordinates of 

Tx' can be found by multilateration using time TDoA between different receivers. 

The geometrical problem of identifying the intersection of three spheres or three hyperboles requires solving 

systems of quadratic equations which need linearization to be solved analytically. A mathematical approach 

to obtain the location of Tx' is explained further for the ToA and TDoA case, which is based on the 

developments in [81]. 

 Mathematical approach: ToA 

Let the receivers ሺRxiሻ be located at position �� = ሺݔ௜, ௜ݕ , ௜ሻ where  iݖ  = ͳ,ʹ,͵. . ݊; the transmitter on the flat 

earth surface is located at position �૙ = ሺݔ଴, ,଴ݕ  ଴ሻ. The coordinates of point Tx' which is located  ʹℎ௘௤௨ݖ

vertically above the location of the transmitter on the flat Earth surface are represented by position �૙′ =ሺݔ଴, ,଴ݕ   :଴′ is given by the following equationݖ ଴′ሻ whereݖ

′଴ݖ  = ଴ݖ + ʹℎ௘௤௨ 3.13 

The length of propagation path (group path) between a transmitter and a specific receiver via a single 

reflection from the ionosphere (one hop) can be evaluated as follows:  

 ௜ܲ = ܿሺݐ௜ ଴ሻݐ  = ‖�૙′  ��‖ 3.14 

where ݐ௜ is the signal arrival time at the ith receiver, ݐ଴ is the signal transmit time, ܿ is the speed of light, ௜ܲ is 

the propagation path length between the transmitter and the ith receiver; ‖ ‖ represents the norm.  

Using three receivers, a system of three quadratic equations with three unknowns are obtained. In order to 

linearize this problem, squaring equation 3.14 results in the following: 

 ௜ܲଶ = ‖�૙′  ��‖ଶ = ܿଶሺݐ௜  ଴ሻଶ 3.15ݐ 

Using equation 3.14, the group path lengths from a transmitter to different receivers can be evaluated. 

Computing the difference between equation 3.15 at i = ͳ ሺRxଵሻ and equation 3.15 at i = ʹ ሺRxଶሻ , one 

obtains the following equation: 

 ଶܲଶ  ଵܲଶ = ‖�૙′  �૛‖ଶ  ‖�૙′  �૚‖ଶ  = ܿଶ [ሺݐଶ ଴ሻଶݐ     ሺݐଵ  ଴ሻଶ] 3.16ݐ 

After further simplification, equation 3.16 can be written as follows: 

 ʹሺ�૛  �૚ሻ⊤�૙′ = ሺ‖�૛‖ଶ  ‖�૚‖ଶሻ   ܿଶ [ሺݐଶ ଴ሻଶݐ     ሺݐଵ  ଴ሻଶ] 3.17ݐ 

where ⊤ represents the transpose operator. 

Similarly by evaluating the difference between receiver pairs 2-3 and 1-3; one obtains two more equations 

which are similar to equation 3.17. Hence we obtain a system of three linear equations with three unknowns 

of the following form: 

 {ܽଵଵݔ଴ + ܽଵଶݕ଴ + ܽଵ ݖ଴′ = ܾଵܽଶଵݔ଴ + ܽଶଶݕ଴ + ܽଶ ݖ଴′ = ܾଶܽ ଵݔ଴ + ܽ ଶݕ଴ + ′଴ݖ  ܽ = ܾ  3.18 
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The constants of first row of equation 3.18 are obtained by comparing it with equation 3.17, which is as 

follows: 

 
ܽଵଵ = ʹሺݔଶ ଵሻ ; ܽଵଶݔ  = ʹሺݕଶ ; ଵሻݕ   ܽଵ = ʹሺݖଶ ଵሻܾଵݖ  ଶଶݔ = ଵଶݔ  + ଶଶݕ ଵଶݕ  + ଶଶݖ ଵଶݖ   ܿଶ [ሺݐଶ ଴ሻଶݐ     ሺݐଵ  ଴ሻଶ] 3.19ݐ 

Likewise the constants of other two rows of equation 3.18 can be obtained from other two equations 

computed considering different receiver pairs as explained earlier. 

The system of equation 3.18 is of rank 2 where the 3rd equation can be obtained as a linear combination of 

the 1st and 2nd equation, respectively. However, the number of unknowns can be reduced by assuming that all 

receivers are situated on the flat Earth surface. So one can consider ݖଵ ଶݖ  = = = ݖ  =  ܽ = ଴ ; this results in ܽଵ = ܽଶݖ Ͳ and the system to solve is reduced to: 

 {ܽଵଵݔ଴ + ܽଵଶݕ଴ = ܾଵܽଶଵݔ଴ + ܽଶଶݕ଴ = ܾଶ 3.20 

The transmitter coordinates ሺݔ଴,  ଴′ can beݖ ଴ሻ can be obtained by solving equation 3.20. The value ofݕ

obtained by substituting ሺݔ଴,  ଴ሻ in equation 3.15. Finally, the equivalent height ℎ௘௤௨ can be obtained byݕ

resolving equation 3.15.  

Note: Equation 3.20 can be realized in the following form: 

 ሺݔ଴, ⊤଴ሻݕ =  ଵ۰ 3.21−ۯ

where ۯ = [ܽଵଵ ܽଵଶܽଶଵ ܽଶଶ] and ۰ =  [ܾଵܾଶ]. 
In the case of � receivers where � > �is a ሺ ۯ ,͵  ͳሻ x 2 matrix, ۰ is a vector of �  ͳ elements, and the 

system is solved using the pseudo inverse ۯ+ of matrix ۯ: 

 ሺݔ଴, ⊤଴ሻݕ =  3.22 ۰+ۯ

The pseudo inverse can be calculated using the following equation: 

+ۯ  =  3.23 �ۯ૚−[ۯ�ۯ]

where ۯ� is the conjugate transpose (also known as Hermitian transpose) of matrix ۯ. 

It is interesting to observe that adding more receivers leads in an increase in the algorithm accuracy. Indeed, 

using the pseudo-inverse operator leads to a solution that is optimum in the least square sense, thus averaging 

out possible errors linked with a particular receiver.  

 Mathematical approach: TDoA 

In the case of TDoA, the transmission time ݐ଴ is unknown. Equation 3.17 can be written in the following 

form: 

 
 ʹሺ�૛    �૚ሻ⊤�૙′ݐଶ ଵݐ  + ʹܿଶݐ଴ = ሺݐଵ + ଶሻܿଶݐ  ሺ‖�૛‖ଶ  ‖�૚‖ଶሻݐଶ ଵݐ   3.24 

As all the receivers are situated on the earth surface, one can consider ݖଵ ଶݖ  = = = ݖ   ଴.  Afterݖ

simplification, the equation 3.24 can be expressed as follows:  
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 ʹ(�૛ሺ௫,௬ሻ    �૚ሺ௫,௬ሻ)⊤�૙ሺ௫,௬ሻ′ݐଶ ଵݐ  + ʹܿଶݐ଴ = ሺݐଵ + ଶሻܿଶݐ  ቀ‖�૛ሺ௫,௬ሻ‖ଶ  ‖�૚ሺ௫,௬ሻ‖ଶቁݐଶ ଵݐ   3.25 

Furthermore, in the case of TDoA, time delays between different receivers are calculated with regards to a 

reference receiver. So with 3 receivers, one can obtain two linear equations with 3 unknowns (the ݔ and ݕ 

coordinates of point �૙′, and the transmit time ݐ଴). Thus, to obtain the 3 unknowns, a 4th receiver is used. 

Then, by considering the reference receiver as Rxଵ, the above equation can be generalized as follows for the 

three receiver pairs (1-2, 1-3 and 1-4): 

 
 ʹ(��ሺ௫,௬ሻ    �૚ሺ௫,௬ሻ)⊤�૙ሺ௫,௬ሻ′ݐ௜ ଵݐ  + ʹܿଶሺݐ଴ ଵሻݐ  = ሺݐ௜ ଵሻܿଶݐ   ቀ‖��ሺ௫,௬ሻ‖ଶ  ‖�૚ሺ௫,௬ሻ‖ଶቁݐ௜ ଵݐ   3.26 

As a result, a linear system of three independent equations with three unknowns is obtained with 4 receivers:  

 {ܽଵଵݔ଴ + ܽଵଶݕ଴ + ܽଵ ∆ = ܾଵܽଶଵݔ଴ + ܽଶଶݕ଴ + ܽଶ ∆ = ܾଶܽ ଵݔ଴ + ܽ ଶݕ଴ + ܽ  ∆ = ܾ  3.27 

where ∆ =  ሺݐ଴  ଵሻ. Constants of 1st row of equation 3.27 for receiver pair 1-2 are obtained from equationݐ 

3.26 and are given by:  

 

ܽଵଵ =   ʹሺݔଶ ଶݐଵሻݔ  ଵݐ   ;  ܽଵଶ =  ʹሺݕଶ ଶݐଵሻݕ  ଵݐ   ;  ܽଵ = ʹܿଶ ܾଵ = ܿଶሺݐଶ ଵሻݐ   ሺݔଶଶ ଶݐଵଶሻݔ  ଵݐ    ሺݕଶଶ ଶݐଵଶሻݕ  ଵݐ    3.28 

From equation 3.26 and the above expressions, it can be seen that the geolocation algorithm based on TDoA 

is dependent on the reference receiver (as most of the constants of equation 3.27 will vary with the value of ݐଵ as Rxଵ is considered the reference receiver). From receiver pairs 1-3 and 1-4, constants of the other rows 

of equations 3.27 can be found in a similar manner. 

 

The transmitter coordinates (ݔ଴,  ଴) and ∆ can be obtained by doing a simple matrix inversion operation asݕ

follows: 

 ሺݔ଴, ,଴ݕ ∆ሻ⊤ =  ଵ۰ 3.29−ۯ

where ۯ = [ܽଵଵ ܽଵଶ ܽଵ ܽଶଵ ܽଶଶ ܽଶ ܽ ଵ ܽ ଶ ܽ  ]  and ۰ = [ܾଵܾଶܾ ]. 
As for the ToA algorithm, in the case of � receivers where � > Ͷ, ۯ is a ሺ�  ͳሻ x 3 matrix, ۰ is a vector of �  ͳ elements, and the system is solved using the pseudo inverse ۯ+ of matrix ۯ: 

 ሺݔ଴, ,଴ݕ ∆ሻ⊤ =  3.30 ۰+ۯ

As in the ToA procedure, using the pseudo-inverse computation for a large number of receivers allows a 

better algorithm output accuracy. The paragraphs below discuss the possible outputs of the algorithm and 

their interpretation. 
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Time causality: The parameter ∆ =  ሺݐ଴ ଵݐ ଵሻ obtained has to be negative asݐ  >  ଴ in any time referenceݐ

frame. If ∆ is not negative, it means that the algorithm output is not causal and the measured TDoA’s are 
erroneous. This could be a cause of rejection of the geolocation result. Further, if the geolocation algorithm 

leads to causal output (i.e. where  ∆ =  ሺݐ଴  ଵሻ is negative), one can compute the propagation durations ofݐ 

the signals at each receiver. Propagation durations the signals took to travel from the transmitter to the 

different receivers correspond to the values ݐଵ ଶݐ ,଴ݐ   ଴. They can be evaluated fromݐ  ݐ ଴ andݐ  ݐ ,଴ݐ 

the TDoA’s and the algorithm output as follows: 

 
ଵݐ ଴ݐ  =  ∆  

3.31 

 
ଶݐ ଴ݐ  =  ∆ + ሺݐଶ  ଵሻ  3.32ݐ 

 
଴ݐ  ݐ =  ∆ + ሺݐ  ݐଵሻ  3.33 

଴ݐ  ݐ  =  ∆ + ሺݐ  ݐଵሻ  3.34 

If the four propagation durations are all greater than zero, the algorithm output is causal. If one of these 

values is negative, then the algorithm output is not causal and the measured TDoA’s are erroneous. Again, 
this could be a cause of rejection of the geolocation result.  

Distance physicality: If all obtained propagation durations are causal (i.e. greater than 0), then the group 

paths for the different HF links between the Tx and different receivers can be computed. The obtained 

propagation durations are multiplied with the speed of light to obtain different group paths for the different 

HF links. As the receiver locations are known and from the estimated Tx coordinates (i.e. ݔ଴,  ଴), groundݕ

distances can be calculated.  

In the case of HF radio signals propagating using skywaves through the ionosphere, the group path distance 

is always greater than the corresponding ground distance. The calculated group paths and the corresponding 

ground distances are compared to determine whether the geolocation result is acceptable or not. If all group 

paths are not greater than the corresponding ground distances, the geolocation result is rejected as the 

obtained distances are not physical in realistic scenarios.  

Geolocation validity: If the algorithm output is fully causal (i.e. transmission time is earlier than any of the 

reception times) and the algorithm output is physical (i.e. all the obtained group paths are greater than the 

corresponding ground distances), then the geolocation algorithm output is said to be valid. For all other 

cases, the geolocation algorithm output is said to be invalid.  

Ionospheric reflection height: If the geolocation output is valid, one can compute the ionospheric reflection 

height of the radio signals. Equation 3.15 can be used to evaluate the ionospheric reflection height, assuming 

a flat earth surface, and is given by the following equation:  

 ℎ௘௤௨ = ͳʹ√ܿଶሺݐ௜ ଴ሻଶݐ    ሺሺݔ௜ ଴ሻଶݔ  + ሺݕ௜  ଴ሻଶሻ 3.35ݕ 

From the estimated ionospheric reflection height, one can identify the layer from which the reflection occurs. 

If the obtained height is between 60 and 120 km, it can be said that the reflection occurs via the E layer of 

the ionosphere. Alternately, if the obtained height is between 150 and 350 km, the reflection occurs via the F 

layer of the ionosphere. In case the reflection height is computed for an invalid geolocation case, it will result 

in a complex height which again is due to the erroneous measured TDoA’s. 
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The HF geolocation algorithm provides an estimate of the transmitter location independent from the 

knowledge of the ionospheric profile along the propagation path. Based on the algorithm outputs, the 

geolocation can be classified as valid and invalid. Using the analytical expressions of the QP layer model 

explained in section 3.1.1.2 and the HF geolocation algorithm, simulations are done to evaluate the 

geolocation performance with respect of different parameters and presented in section 3.3. 

3.3 Simulation results and analysis 

This section presents the simulation results and their analysis in detail. The simulations are conducted using 

the HF geolocation algorithm and the QP layer model of the ionosphere explained in sections 3.2 and 3.1.1.2, 

respectively. The QP layer model is used to compute the ray path parameters. The effect of the receiver 

location and the number of receivers on the geolocation accuracy for both ToA and TDoA methods are 

discussed. 

 Receiver positioning 

In the case of LOS propagation, the receiver placements relative to the source location have an impact on the 

localization accuracy when estimated using the ToA and TDoA methods [104]. The effect of different 

receiver location configurations for HF source geolocation using different time-domain methods are 

explained in the following section. It must be noted that the HF radio signals arrive at the receivers through 

NLOS mode (i.e. propagation using skywaves). 

 

Simulations are done to evaluate the effect of different receiver placement configurations on the HF source 

geolocation accuracy. Figure 3.8 shows the locations of all 10000 transmitters on a square grid of side 4000 

km. Figure 3.9 represents the geolocation errors and their corresponding cumulative distributive functions 

(CDF’s) in locating these transmitters for different receiver configurations. The minimum number of 

receivers (i.e. three) required by the ToA method are used to locate the transmitter and their position are 

marked by “+” green symbols in (a), (c) and (e) of Figure 3.9. It is considered that the electron density 

profile in the ionosphere follows a QP layer model and the radio signals arrive at the receivers through one-

hop propagation mode. The group path distances between the different receivers and all transmitters on the 

square grid are calculated using the analytical expression of the QP layer model. More precisely, for each 

considered Tx-Rx link, the elevation angle ߚ଴ is first deduced from the ground distance ܦ using equation 3.3, 

and the group path distance ܲ is then computed from the elevation angle ߚ଴ using equation 3.8. The 

propagation durations for the different HF links on the grid are found by dividing the obtained group path 

distances with the speed of light. 

The values used to define the QP layer model in all the simulations for receiver positioning study are: ܨ =Ͳ.ͺ, ݎ௠ = ͵ͲͲ km, and ݕ௠ = ͳͲͲ km, which represents a transmission at a frequency below the ionospheric 

critical frequency in a typical F layer. The height of maximum ionization ݎ௠ and the layer semi-thickness ݕ௠ 

are assumed to be fixed, thus leading to a uniform ionosphere. The HF transmitter coordinates can be found 

at the intersection of spheres using the ToA geolocation algorithm explained in section 3.2.2. Finally, the 

geolocation error is evaluated by computing the difference between the true location and the estimated 

location. All the geolocation errors greater than 100 km are represented by the black color.  

Note that the proposed geolocation algorithm is exact in the sense that it exactly retrieves the Tx location 

provided the simulated Tx-Rx links meets the underlying assumptions of one-hop transmission, of uniform 

ionosphere with negligible apogee height variation and of flat Earth. In other words, if one used a simplistic 
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model of the ionosphere represented by a mere specular reflection at a fixed height, the geolocation error 

would be zero for any simulated Tx-Rx link. The QP model as used in the following study is a more realistic 

model of the ionosphere that departs from the ideal conditions assumed by the algorithm. More precisely, the 

QP model still considers a one-hop transmission and a uniform ionosphere over the grid of possible 

transmitter locations. However, the QP model renders different ray apogee heights for transmission paths 

with different elevation angles, and accounts for the Earth curvature. Thus, the geolocation error observed in 

the simulations below can be interpreted as the direct effects of infringing the assumptions of negligible 

apogee height variation and flat Earth.  

 
Figure 3.8 Location of all transmitters on the square grid  

(a): Straight line (b): Geolocation error CDF plot for (a) 
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(c): Smaller equilateral triangle (d): Geolocation error CDF plot for (c) 

(e): Larger equilateral triangle (f): Geolocation error CDF plot for (e) 

Figure 3.9 Geolocation errors and CDF’s obtained using ToA method assuming a QP layer for different receiver configurations, 

receivers placed on a straight line in (a), at vertices of an equilateral triangle of 260-km side in (c), and at vertices of a larger 

equilateral triangle with 625-km side in (e) while their corresponding CDF’s can be seen in (b), (d) and (f), respectively 

Case 1: The three receivers are placed in a straight line equidistant from each other as seen in (a) of Figure 

3.9. The distance between all neighboring receivers are 450 km. This is the maximum distance at which the 

receivers can be placed further apart from each other for this square grid of 4000 km. Any further increase in 

the distance among the receivers leads to a condition where one of the receivers is beyond the radio horizon 

for one or more Tx’s placed on the square grid. Thus the signal will be received only by 2 receivers and the 

algorithm will not be able to estimate the Tx coordinates. In Figure 3.9 (a), it can be observed that the 

geolocation error is very large across the whole grid except along the horizontal axis of the square grid. One 

of the reasons for the higher geolocation error is the large variation of the equivalent height between the 

transmitter and different receivers when they are placed in a straight line. Another reason for the higher 

geolocation error is geometric dilution of precision (GDOP). It affects the localization accuracy w.r.t the 

receiver-transmitter geometry, for localization based on ToA and TDoA methods [104].  

Case 2: The three receivers are placed in a manner that it forms an equilateral triangle as seen in (c) of 

Figure 3.9. The length of each side of the equilateral triangle is about 260 km. This receiver configuration 

can also be interpreted as three receivers placed uniformly along the circumference of a circle with radius of 

150 km. As seen in (c) of Figure 3.9, one can observe very large geolocation error for Tx located at distances 

less than 500 km from a receiver. Again, the reason for higher geolocation errors is the large variation of the 
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equivalent height between the transmitter and different receivers when they are placed close to each other. 

Also, at such short distances, the assumption of one-hop propagation in a QP layer ionosphere does not seem 

to be valid. However, for Tx in the range of 650-1250 km from the center of the grid, the observed 

geolocation error is very small (i.e. less than 30 km). Finally, as the Tx station moves away from the origin 

of the square grid, the geolocation error increases up to about 50 km when the Tx station is located 2000 km 

away from the origin. 

Case 3: Again, the three receivers are placed in a manner that it would form an equilateral triangle as seen in 

(e) of Figure 3.9 but the length of each side of the equilateral triangle is about 625 km. Moreover, this 

receiver configuration can be interpreted as three receivers uniformly placed along the circumference of a 

circle with radius of 360 km. In this case, the length of each side is increased to see if the geolocation error 

changes for Tx which are very close around the center of the grid. Moreover, this is the maximum distance at 

which the receivers can be placed apart from each other for this configuration of receiver placement. As seen 

in (e) of Figure 3.9, one can see that the geolocation error is reduced to some extent around the origin of the 

grid. Errors when Tx is very close to the receiver locations are still higher due to large variations in 

equivalent height difference. The geolocation errors for Tx’s in the range of 600-2000 km from the origin are 

similar to the pervious case.  

Table 3.1 provides the summary of geolocation errors obtained for all transmitters on the square grid using 

the ToA method for different receiver configurations. It is also clear that the receivers must not be placed in 

a straight line as it is largely affected by GDOP. An equilateral triangle with maximum possible lengths 

between the receivers implied that the receivers fall within the radio horizon of the Tx, results in better 

geolocation accuracy. 

Receiver configuration Geolocation error ൑ 90 km 

Straight line 4% 

Equilateral triangle (side length: ≈ 260 km) 96% 

Equilateral triangle (side length: ≈ 625 km) 99% 

Table 3.1 Geolocation accuracy evaluated using ToA method for different receiver configurations 

 

An optimal receiver distribution for locating the Tx using 4 station TDoA system is explained in [105] by 

presenting the positioning errors and GDOP maps across a square grid for 8 different receiver configurations, 

assuming that signals arrive through LOS mode. This study showed that the receivers placed to resemble a 

Y-shape have the largest coverage and the localization accuracy is high as well. In order to study the effect 

of different receiver configurations on geolocation accuracy for HF radio signals propagating through the 

ionosphere (skywave mode, i.e. NLOS case), simulations were done to evaluate the geolocation accuracy 

using the TDoA method. 

Figure 3.10 represents the geolocation error in estimating the location of the transmitters on a square grid 

with a length of 4000 km for different receiver configurations. The location is estimated using the minimum 

number of required receivers (i.e. 4) by the TDoA method. Using the QP layer model, the propagation 

durations are evaluated as explained in the previous section. The TDoA’s are calculated from the obtained 

propagation durations. The HF transmitter coordinates can be found by the intersection of three hyperboloids 

using the TDoA geolocation algorithm explained in section 3.2.3. The geolocation algorithm based on TDoA 

is dependent on the reference receiver. Thus, the Tx coordinates are calculated considering each receiver as 

the reference receiver. The final location is obtained by computing the mean of the Tx coordinates obtained 

from each reference receiver. Finally, the plotted geolocation errors are the difference between the true 
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locations and the estimated final locations. All geolocation errors greater than 100 km are represented by 

black color.  

(a): Straight line  (b): Isosceles triangle 

(c): Square (d): Rectangle 

(e): Circle (f): Y-shape 

Figure 3.10 Geolocation errors obtained using TDoA method assuming a QP layer for different receiver configurations, receivers 

configurations resembles approximately a straight line as seen in (a), isosceles triangle in (b), square in (c), rectangle in (d), circle in 

(e) and y-shape in (f) 
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The coverage area and the geolocation accuracy are higher when the receivers are placed further away from 

each other. Thus, the receivers are placed at maximum distance from each other across the square grid for all 

the following receiver configurations such that the farthest Rx from the farthest Tx (evaluated from the 

origin) lies within the radio horizon of the Tx.  If any one of the Rx lies beyond the radio horizon of the Tx, 

it cannot receive the signal. In such a case, the Tx location cannot be estimated using the TDoA method. 

Case 1: The four receivers are approximately placed in a straight line as seen in (a) of Figure 3.10. If they are 

placed in an accurate straight line, the Tx location cannot be estimated as the matrix to be solved becomes 

singular (equation 3.28). The distance between all neighboring receivers is about 235 km. As seen in (a) of 

Figure 3.10, the observed geolocation error is greater than 100 km almost across the whole grid. The 

geolocation error is large due to the variation of the equivalent height as a function of the Tx-Rx distance and 

the geometry of the receivers’ w.r.t the Tx location on the grid. For most of the transmitters on the grid, the 

hyperbolic line of positions (LOP’s) generated due to this receiver configuration would be almost parallel 
when the exact value of TDoA’s are known. A slight error in the TDoA’s are obtained from the assumption 
of the QP layer ionosphere whereas the geolocation algorithm assumes a specular reflection from the 

ionosphere. As a result, the geolocation error is larger across the whole area [106].  

Case 2: The four receivers are placed in a way that it represents an isosceles triangle, which can be seen in 

(b) of Figure 3.10. The length of two sides of the triangle is about 445 km and while the length of the last 

side is about 495 km. The Tx’s located above the receivers at distances in the range of 900-2000 km and at 

an angle in the range of ± 15° from the origin could be geo-located with an error of less than 10 km. For the 

Tx’s located below the receivers at distances in the range of 600-2000 km and at an angle in the range of ± 

45° from the origin could be estimated with an error less than 30 km. For Tx’s placed on either side of the 
receivers, the geolocation error was found to be greater than 100 km. 

Case 3: In this case, the four receivers are placed such that the receiver configuration looks like a square, as 

seen in (c) of Figure 3.10. The length of each side of the square formed by the receivers is approximately 490 

km. The artifact seen along both axes of the grid in (c) of Figure 3.10 is due to the approximate symmetry 

formed due to the receiver configuration. The observed geolocation error is greater than 100 km when Tx is 

located at distances less than 650 km from a Rx station. As explained earlier, this error is mainly due to 

variation in the equivalent height difference. The Tx located at distances in the range of 1100-2000 km from 

the origin could be estimated with an error of about 25-50 km. When Tx is far away from the origin, it could 

be located with a better geolocation accuracy than when it is closer to the origin of the square grid.  

Case 4: As seen in (d) of Figure 3.10, the receivers are placed such that it resembles a rectangle. The 

approximate length and the width of the rectangle are 660 and 330 km respectively. One can observe that the 

geolocation error along the x axis of the grid is greater than 100 km for distances less than 1200 km from the 

origin whereas the geolocation error along the y axis of the grid is greater than 100 km for distances less than 

800 km from the origin. The transmitter located further away from the origin could be estimated with 

geolocation error of about 30-70 km.  

Case 5: The four receivers are placed at a distance of about 360 km from the origin at angles of about 30°, 

120°, 210° and 300° from the origin, respectively. The receiver configuration resembles a circle with a radius 

of about 360 km as seen in (e) of Figure 3.10. The geolocation errors for the Tx located at distances less than 

1000 km from the origin is greater than 100 km. As the Tx location moves further away from the origin, the 

geolocation error decreases down to 50 km when the Tx is situated at 2000 km from the origin.  For Tx 

located in the range of about 2500 km from the origin, the geolocation error is further reduced down to about 

20 km.  
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Case 6: In this case, the four receivers are placed such that the receiver configuration looks like a y-shape, as 

seen in (f) of Figure 3.10. This configuration is similar to an isosceles triangle except that one of the 

receivers is placed within the triangle at the origin of the grid. The length of two sides is approximately equal 

to 350 km and the length of the other side is about 250 km. As observed in (f) of Figure 3.10, the geolocation 

error for most of the Tx positions at an angle in the range of ± 45° from the origin on either sides of the 

receivers is within 20-60 km. The geolocation errors for the Tx locations at an angle in the range of ± 45° 

from the origin and located above the receivers is in the range of 50-80 km except for a few positions located 

very close to the receivers. The geolocation errors for the Tx positions at an angle in the range of ± 15°from 

the origin located below the receivers are higher than 100 km for most cases. 

Table 3.2 summarizes the estimated geolocation errors using the TDoA method for different receiver 

configurations. Using the y-shape receiver distribution, 88% of the geolocation errors across the whole grid 

are less than 90 km. Square, rectangular and circular receiver distribution provides almost 80% of the 

geolocation errors less than 90 km. If the Tx to be located is along the north-south direction, the receivers 

must be distributed as an isosceles triangle whereas if the Tx to be located is along the east-west direction, 

the receivers must be distributed to resemble a y-shape form. From the geolocation error plots obtained using 

triangular, rectangular and Y-shape distribution for the TDoA method, it can be said that when the receivers 

are elongated along the x-direction (horizontal) the geolocation accuracy is better in the y-direction 

(direction) and vice-versa.  

Receiver distribution Geolocation error ൑ 90 km 

≈ Straight line 0.14% 

≈ Isosceles triangle 66% 

≈ Square 80% 

≈ Rectangle 80% 

≈ Circle 80% 

≈ Y-shape 88% 

Table 3.2 Percentage of a given geolocation accuracy evaluated using TDoA method for different receiver configurations 

In case the Tx location is unknown, the square distribution is the best as the geolocation accuracy is uniform 

in all the directions w.r.t the distance from the origin. In square distribution, one can say that the errors are 

very high when the Tx is very close to the receiver. But in realistic scenario, it is difficult to receive the 

signals through skywaves via a reflection from the ionosphere when the receiver is located very close to the 

transmitter. If signals arrive at one of the receiver through ground waves and other receiver through 

skywaves, the HF geolocation algorithm may fail.  

 Number of receivers 

This section explains the effect of increasing number of receivers on the geolocation accuracy of HF 

transmitters located far away from all the receivers. The geographic location of the HF transmitter is 

estimated using the ToA and TDoA method. 

 

In order to study the effect of more number of receivers on geolocation accuracy, simulations are done using 

different number of receivers (i.e. 3, 4, 5 and 6) respectively. It is assumed that the electron density profile 

along the ionosphere is similar to a QP layer model. The QP layer model is defined by the following 

values ܨ = Ͳ.ͺ, ݕ௠ = ͳͲͲ km. The propagation durations are obtained as explained earlier in section 3.3.1.1. 

From the known receiver locations and the obtained propagation duration, the geographic location of the Tx 
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is estimated using the ToA geolocation algorithm. The value of parameter ݎ௠ used to define the height of 

maximum ionization in the QP layer model is assumed to be fixed or varying as per the Gaussian distribution 

or varying as a linear gradient along the latitude and longitude of the square grid. This allows the model to 

render either a uniform ionosphere, or a non-uniform ionosphere with random variation or linear gradient. 

The obtained geolocation errors for the different cases are explained further. 

Case 1: In this case, the height of maximum ionization for the QP layer model is assumed to be fixed at 300 

km. Figure 3.11 represents the geolocation error in locating Tx positions all across the square grid of length 

4000 km using 4 receivers by the ToA method. The 4 receivers are placed in a manner that it resembles an 

equilateral triangle with the 3 receivers on the vertices of the triangle and the last receiver at the center of the 

triangle. The length of each side in the triangle is about 1515 km. The receiver placement also resembles a 

circular configuration where the radius of the circle is 875 km.  

 
Figure 3.11 Geolocation error obtained using ToA method with 4 receivers assuming a QP layer with a fixed height 

The receivers are placed at a maximum distance from the origin of the grid as it results in better geolocation 

accuracy. Any further increase in the receiver distance from the origin leads to insufficient values of 

propagation durations required to locate the Tx. This condition arises due to the fact that two receivers are 

beyond the radio horizon of the Tx located at the farthest distance from the center of the grid. From Figure 

3.11, it can be observed that the geolocation error close to the receivers is reduced by a large extent when 

compared to geolocation done using the minimum number of receivers required by the ToA method. 

Moreover, all the Tx positions could be located with an error less than about 70 km across the whole grid. 

 
Figure 3.12 CDF of geolocation error obtained using ToA method for different number of receivers assuming a fixed height QP layer 
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Figure 3.12 presents the CDF of geolocation error in locating Tx positions on a square grid of 4000 km using 

different number of receivers. The QP layer is defined using a fixed height of 300 km and geolocation is 

achieved using ToA method. For the 3-Rx curve, the receivers are placed as seen in (e) of Figure 3.9 while 

for the 4-Rx curve, the four receivers are placed as seen in Figure 3.11. For 5-Rx curve, the five receivers are 

placed such that the radius of the circle is 1450 km with the 4 receivers placed uniformly at angles of 45°, 

135°, 225° and 315° respectively from the center of the circle (also center of the grid) where the last receiver 

is placed. Again here, this is the maximum distance at which the receivers can be placed from the origin. 

Finally, for the 6-Rx curve, the six receivers are placed resulting in circle with radius of 1950 km with the 5 

receivers placed uniformly at an angle of 72° degree between two neighboring receivers while the sixth 

receiver is placed at the center of the grid. Here in this case, the distance of the receivers from the origin can 

be increased further. Larger the number of distributed receivers, larger would be the coverage area. Also, 

only the receivers which are within the radio horizon (i.e. receives the signal) of the Tx are considered while 

evaluating the Tx position. From Figure 3.12, it is clear that the geolocation accuracy increases as the 

number of receivers used for the purpose of geolocation increases. With 3 receivers, 60% of the geolocation 

errors are less than 50 km whereas with 6 receivers, 60% of the errors are less than 30 km. 

Case 2: In this case, the height of maximum ionization to define the QP layer is varied as Gaussian 

distribution with a mean of 300 km and a variance of 20 km across the square grid. Figure 3.13 shows the 

geolocation error in locating Tx positions all over the grid using four receivers. The manner in which the 

receivers are placed is similar to previous case except that the length of each side is about 1470 km. As 

compared to the case where the QP layer is defined with fixed height, the maximum distance at which the 

receivers can be placed is reduced due to the varying height of maximum ionization across the grid. As 

expected, the geolocation accuracy is slightly smaller than compared to the previous case. The geolocation 

errors for Tx locations distant up to 1200 km from the origin of the grid is in the range of 0-30 km except for 

a few cases where the Tx locations are very close to the receivers. For Tx locations beyond 1200 km, errors 

fall in the range of 40-70 km. 

 
Figure 3.13 Geolocation error obtained using ToA method with 4 receivers assuming a QP layer with variable height following a 

gaussian distribution 

Figure 3.14 presents the CDF of geolocation error in locating Tx positions on a square grid of 4000 km for 

different number of receivers. The height of maximum ionization is varied as per a Gaussian distribution 

with mean of 300 km and a variance of 20 km across the grid. Thus, for each HF link (depending on Tx-Rx 

position), the ionospheric profile is not the same which is the worst possible scenario considering the 
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coverage area for a one-hop propagation mode. The Tx coordinates are found using the ToA method. For the 

3-Rx curve, the receivers are placed in the same manner as seen in (e) of Figure 3.9 but the distance from the 

origin up to each receiver is 350 km. The decrease again in the maximum distance at which a receiver can be 

placed is due to the varying height. For the 4-Rx curve, the four receivers are placed as seen in Figure 3.13. 

For 5-Rx and 6-Rx curves, the receivers are placed as explained in the previous case. From Figure 3.14, it is 

again clear that the geolocation accuracy increases with the number of receivers. 

 
Figure 3.14 CDF of geolocation error obtained using ToA method for different number of receivers assuming a QP layer with 

variable height following a gaussian distribution 

Case 3: The height of maximum ionization to define the QP layer is varied as a linear gradient of 20 km 

along both the x and the y directions of the grid. Figure 3.15 presents the Tx geolocation error using four 

receivers. The manner in which the receivers are placed is similar to the first case except that the length of 

each side is about 1210 km. Any further increase in the receivers distance from the origin, leads to only 2 

receivers being able to receive the signals and thus geolocation cannot be achieved. As expected, the 

geolocation accuracy is slightly smaller than compared to the previous case. The geolocation errors are 

slightly above to the one’s obtained assuming a fixed height QP layer. Almost, all the Tx positions on the 

gridd could be successfully located with an error less than 70 km.  

 
Figure 3.15 Geolocation error obtained using ToA method with 4 receivers assuming a QP layer with variable height following a 

linear gradient across x and y direction of the square grid 
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Figure 3.16 CDF of geolocation error obtained using ToA method for different number of receivers assuming a QP layer with 

variable height following a linear gradient across both x and y direction of the square grid 

Figure 3.16 presents the CDF of geolocation error in locating Tx positions on a square grid of 4000 km for 

minimum and more number of receivers. The height of maximum ionization is varied as linear gradient of 20 

km across the x and y direction of the grid, which is a possibility in realistic scenarios. The Tx coordinates 

are found using the ToA method. For the 3-Rx curve, the receivers are placed in a manner as seen in (e) of 

Figure 3.9 while for the 4-Rx curve, the four receivers are placed as seen in Figure 3.15. For 5-Rx curve, the 

receivers are placed as explained in case 1 but the radius of the circle is reduced to 1275 km which is the 

maximum distance at which the receivers can be placed from the origin. Finally, for the 6-Rx curves, the 

receivers are placed as explained in case 1 of this section. From Figure 3.16, it can be observed that for a QP 

layer modelled with a height varying as a linear gradient, the geolocation error decreases as the number of 

receivers increases. Using 6 receivers, 100% of the geolocation errors are less than 60 km. 

Number of receivers Three Four Five Six 

Height of maximum ionization 

fixed 
63% 76% 85% 97% 

Height of maximum ionization 

varying as per gaussian  

distribution 

60% 74% 84% 96% 

Height of maximum ionization 

varying as per linear gradient 

across latitude and longitude 

63% 70% 82% 97% 

Table 3.3 Geolocation errors less than 50 km obtained using ToA method for different number of receivers assuming a QP layer with 

a fixed, gaussian distributed and linear gradient height of maximum ionization 

The percentage of geolocation errors less than 50 km obtained using the ToA method with minimum and a 

larger number of receivers and different assumptions on the height of maximum ionization to model the QP 

layer are provided in Table 3.3. It is evident that as the number of receivers increases, the geolocation 

accuracy improves by a large extent. For example, when the height is varied as a Gaussian distribution the 

geolocation accuracy (error less than 50 km) improves by 36% when the number of receivers is doubled 

from three to six. From the above table, one can see that the geolocation accuracy does not change by a large 

extent for the different cases of the height of maximum ionization in the ionosphere. 
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In this section, the geolocation errors obtained using TDoA method for different number of receivers (i.e. 4, 

5, 7 and 9) is described. The values used to define the QP model are same as explained in the previous 

section.  The propagation duration differences for the signals received at reference and other receivers are 

obtained as explained earlier in section 3.3.1.2. From the obtained TDoA’s, the geographic location of the 
transmitter is found using the TDoA geolocation algorithm.  

Case 1: In this case, the height of maximum ionization for the QP layer model is assumed to be fixed at 300 

km. Figure 3.17 represents geolocation error calculated for each Tx location on the square grid using five 

receivers by the TDoA method. The 5 receivers are placed in a manner that it resembles a square with the 4 

receivers on the vertices of the square and the last receiver at the center of the grid. The 4 receivers are at 

distance of about 1400 km from the origin of the grid and placed at angles of about 45°, 135°, 225° and 315° 

respectively. This is the maximum distance at which the receivers can be kept away from the origin 

considering the square grid of 4000 km. From Figure 3.17, it can be observed that the geolocation error for 

Tx positions across the whole grid is less than about 40 km. Most of the Tx positions at distances less than 

about 1800 km from the origin could be geolocated with an error smaller than 20 km. Comparing this result 

with the geolocation error plot obtained using 4 receivers (Figure 3.10 (c)) shows a significant improvement 

in the geolocation accuracy. Thus, with the use of an additional receiver and placing it in an optimum 

position improves the geolocation accuracy significantly. 

 
Figure 3.17 Geolocation error obtained using TDoA method with 5 receivers assuming a QP layer with a fixed height 

Figure 3.18 presents the CDF of geolocation error in locating Tx positions on a square grid of 4000 km using 

different number of receivers. The QP layer is defined using a fixed height of maximum ionization. For the 

4-Rx curve, the receivers are placed as seen in (c) of Figure 3.10 while for the 5-Rx curve, the five receivers 

are placed as seen in Figure 3.17. For 7-Rx curve, the five receivers are placed similar to the 5-Rx 

configuration but at a distance of about 1450 km from the origin whereas the other 2 receivers are placed 

along the positive and negative x-axis such that all 7 receivers resemble to a square configuration. This 

represents the maximum distance at which the receivers can be placed from the origin. For the 9-Rx curve, 

the receivers are placed similar to the seven receiver configuration and the additional 2 receivers are placed 

along the positive and negative y-axis of the grid. In this configuration, the receivers can be placed further 

away from the origin. From Figure 3.18, it is evident that about 13% of the geolocation error is less than 40 

km using four receivers whereas 100% of the geolocation error is less than 40 km using five receivers. The 

gain in terms of geolocation accuracy is high at the expense of just an additional receiver. Furthermore, as 
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the number of receivers is increased, the geolocation accuracy is slightly improved but in a less significant 

manner.  

 
Figure 3.18 CDF of geolocation error obtained using TDoA method for different number of receivers assuming a QP layer with a 

fixed height 

Case 2: The height of maximum ionization of QP layer is varied as Gaussian distribution with a mean of 300 

km and a variance of 20 km across the square grid. Figure 3.19 shows the geolocation error in locating Tx 

positions on the square gird. The manner in which the five receivers are placed is similar to the previous case 

but the distance of the four receivers from the origin is about 1325 km. This is the maximum distance at 

which the receivers can be placed from the origin such that the geolocation errors can be calculated across 

the whole grid. As expected, the geolocation accuracy is slightly smaller than compared to the previous case 

of uniform ionosphere with 5 receivers. The geolocation errors for Tx positions located far away from the 

origin of the grid is higher than for those located closer to the origin of the grid. 

 
Figure 3.19 Geolocation error obtained using TDoA method with 5 receivers assuming a QP layer with variable height following a 

gaussian distribution 

Figure 3.20 presents the CDF of geolocation error in locating Tx positions on a square grid of 4000 km with 

different number of receivers. For the 4-Rx curve, the receivers are placed in the same manner as seen in (c) 

of Figure 3.10 but the distance from the origin up to each receiver is about 325 km. This decrease in the 
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maximum distance at which the receiver can be placed is due to the varying height. For the 5-Rx curve, the 

five receivers are placed as seen in Figure 3.19. For 7-Rx and 9-Rx curves, the receivers are placed as 

explained in the previous case except that the 4 receivers along the vertices of the square are placed at about 

1400 km from the origin of the square grid. From Figure 3.20, it is again clear that the geolocation accuracy 

increases with the number of receivers. Also, the geolocation errors are larger for a similar number of 

receivers when compared to a QP layer with fixed height of maximum ionization. It can be also seen that 

about 25% of geolocation error is less than 100 km using four receivers. This is significantly improved using 

five receivers for which all the geolocation errors are less than about 65 km. 

 
Figure 3.20 CDF of geolocation error obtained using TDoA method for different number of receivers assuming a QP layer with 

variable height following a gaussian distribution 

Case 3: The height of maximum ionization of the QP layer is varied as a linear gradient of 20 km along both 

the x and the y direction of the grid. Figure 3.21 presents the geolocation error obtained by TDoA method in 

locating the Tx positions using five receivers. The manner in which the receivers are placed is similar to the 

first case of this section except that the distance of the receivers from the origin is about 1260 km. It is the 

maximum distance at which the receivers can be placed to achieve Tx geolocations all across the grid. The 

geolocation errors are smaller compared to the ones obtained for height varying as Gaussian distribution. The 

geolocation error for all Tx positions on the grid is less than 30 km. 

 
Figure 3.21 Geolocation error obtained using TDoA method with 5 receivers assuming a QP layer with variable height following a 

linear gradient across both x and y direction of the square grid 
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Figure 3.22 presents the CDF of geolocation error in locating Tx positons on a square grid of 4000 km for 

minimum and more number of receivers. The height of maximum ionization is varied as linear gradient of 20 

km across the x and y direction of the grid. For the 4-Rx curve, the receivers are placed in the same manner 

as seen in (c) of Figure 3.10 but the distance from the origin up to each receiver is about 260 km. This 

decrease in the maximum distance at which the receiver can be placed is due to the varying height. For the 5-

Rx curve, the five receivers are placed as seen in Figure 3.21. For 7-Rx and 9-Rx curves, the receivers are 

placed as explained in the case 1 of this section except that the four receivers along the vertices of the square 

are placed at about 1280 km from the origin of the square grid. From the CDF curves, it is clear that the 

geolocation accuracy increases with the number of receivers. About 80% of the geolocation errors are below 

than 100 km using 4 receivers whereas 100% of the geolocation errors are smaller than 30 km using five 

receivers. In the case of five receivers, the median geolocation error is reduced by almost 85% compared to 

the median geolocation error obtained using four receivers. The geolocation accuracy is slightly larger using 

nine receivers when compared to the accuracy with seven receivers. 

 
Figure 3.22 CDF of geolocation error obtained using TDoA method for different number of receivers assuming a QP layer with 

variable height following a linear gradient across both x and y direction of the square grid 

Table 3.4 summarizes the percentage of geolocation error less than 20 km obtained using the TDoA method 

with minimum and larger number of receivers. It can be observed that the improvement in geolocation 

accuracy is significantly higher with five receivers when compared to that with 4 receivers. It is also 

important to place the receivers as far away from each other as it results in higher coverage area and the 

errors due to GDOP are also reduced to a certain extent. Also, with further increase in the number of 

receivers, the geolocation accuracy is further improved. 

Number of receivers Four Five Seven Nine 

Height of maximum ionization fixed 0.5% 84% 97% 99.5% 

Height of maximum ionization 

varying as per gaussian  

distribution 

4.5% 75% 84% 86% 

Height of maximum ionization 

varying as per linear gradient across 

latitude and longitude 

0.5% 93% 97% 97% 

Table 3.4 Geolocation errors less than 20 km obtained using TDoA method for different number of receivers assuming a QP layer 

with a fixed, gaussian distributed and linear gradient height of maximum ionization  
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From Table 3.3 and Table 3.4, it is also clear that the geolocation accuracy is significantly improved by using 

one additional receiver in the TDoA method whereas the gain in terms of geolocation accuracy is not that 

high using one additional receiver in the ToA method. 

3.4 Conclusion 

This chapter starts with explaining different ionospheric models which are used to model the electron density 

profile for a single or multi-layer ionosphere. A brief analysis of the QP layer model along with its 

limitations is explained in detail. The analytical expressions of the QP layer model allow us to obtain ray 

path parameters which in turn are used to obtain the ToA and TDoA’s between different HF links. For the 
purpose of simulation, the QP model is used to simulate different HF links and obtain the propagation 

durations. Later, the principle of HF geolocation using ToA and TDoA methods are explained along with its 

mathematical formulations. The geolocation algorithm assumes a uniform ionosphere with negligible 

variation of the ray apogee height, a flat earth and one-hop propagation mode. Using the geolocation 

algorithm, one can locate the position of the transmitter even without the knowledge of the ionospheric 

profile. Analyses of the geolocation algorithm outputs are provided which can be further used to define 

whether an estimated location is valid or invalid based on distance physicality and time causality for the case 

of passive geolocation.  

Finally, different simulation studies are presented which shows the effect of receiver positioning and the 

number of receivers on the geolocation accuracy of a transmitter for both ToA and TDoA methods. For 

geolocation achieved by the ToA method with minimum number of receivers used, the receivers placed in a 

circular configuration at maximum distance from each other results in the best geolocation accuracy. For the 

TDoA method with minimum number of receivers used, the receiver placed in an approximately square 

distribution leads to higher geolocation accuracy compared to other receiver configurations in the case of 

passive geolocation. Simulations results also demonstrate that increasing the number of receivers leads to a 

considerable improvement in the geolocation accuracy using time domain HF geolocation methods. 

In order to verify the simulation study of HF geolocation based on TDoA method, multiple receivers were 

designed and deployed across different cities in France. Chapter 4 explains the complete design of the 

receiver prototype and the deployed HF receiver network. Using the HF receiver network, experimental 

measurements are made and analyzed to evaluate the feasibility of broadcast signals in HF geolocation.  
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 HF Geolocation Receiver 

Chapter 3 explained the principle, concepts and mathematical description of time-domain HF 

geolocation algorithms along with simulation results. In order to study the feasibility of a practical HF 

geolocation system based on TDoA and validate the simulation results, multiple remotely controllable HF 

receivers are designed with the ability of synchronously capturing the HF radio signals. First of all, the 

receiver design is explained in this chapter. In section 4.1, the hardware required to assemble the receiver 

setup is presented in detail. Then, section 4.2 explains the software development thoroughly. The software 

part allows us to capture the HF signals synchronously according to the user requirement. Section 4.3 

describes an operational country wide TDoA receiver network set up in France to perform measurements and 

gather experimental data. Different parameters and properties of the captured signals are evaluated using 

different single processing techniques and then discussed in Section 4.4. These studies are done to verify the 

potential of the captured broadcast signals in HF geolocation and to find the optimum capture parameters. 

Simulation results explaining the impact of received SNR on the source geolocation accuracy are also 

discussed in detail. Part of the work presented in this chapter has been published in [107].  

4.1 HF receiver hardware 

The primary objective, while designing the receiver, was to make it as compact as possible and to reduce its 

complexity such that its operation could be handled very easily. The different hardware components used to 

assemble the receiver setup are explained in detail in the following section.  

 Software defined radio (SDR) 

Communications through data, voice, video etc. is growing exponentially. Thus, modifying radio devices 

easily and cost-effectively has become a business critical issue. SDR technology brings the flexibility, cost 

efficiency and power to drive communications forward, with wide-reaching benefits realized by service 

providers and product developers through to end users. The Wireless Innovation Forum, working in 

collaboration with the Institute of Electrical and Electronic Engineers (IEEE) P1900.1 group, has worked to 

establish a definition of SDR that provides consistency and a clear overview of the technology and its 

associated benefits. It is defined as “Radio in which some or all of the physical layer functions are software 

defined [108].” 

USRP N210 and LFRX daughterboard: Figure 4.1 presents the picture of the USRP N210 SDR module and 

the LFRX daughterboard used for assembling the receiver setup [109][110]. The Universal Software Radio 

Peripheral (USRP) is a flexible SDR module which allows normal computers to function as large bandwidth 

software radios. They are designed and commercialized by Ettus Research (part of the National Instrument 

group) and widely used by researchers.  

The USRP N200/N210 consists of a direct sampling 14-bit analog to digital converter (ADC) capable of 

sampling up to 100 MHz and is coupled to an FPGA which performs downsampling and frequency 

conversion. The maximum decimation factor with the USRP N200/N210 is 512, thus the received signal can 

be downsampled down to 195.3125 kHz. The USRP N200/N210 streaming capability is limited up to 50 

MHz to and from the host computer due to the Gigabit Ethernet connection interface. To receive/capture the 
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radio samples, a RF frontend is fitted in the USRP box as per the needs of the user. In our receiver setup, 

LFRX daughterboard is used to receive signals from 0 to 30 MHz. The LFRX daughterboard amplifies the 

received signals while the USRP N200/N210 does the filtering and transposes the signal to baseband. More 

information about the URSP N200/N210 module and LFRX daughterboard can be found in [109] and [110], 

respectively. 

 
Figure 4.1 USRP N210 SDR box (left) and LFRX daughterboard (right)  

GPS discipline oscillator (GPSDO) and GPS antenna: Figure 4.2 illustrates the picture of the GPSDO kit 

and GPS antenna for the USRP N-series modules [111][112]. The USRP N200/N210 contains a GPSDO 

which timestamps the samples with GPS time and synchronizes the clock of both FPGA and ADC. The 

GPSDO allows multiple USRP’s to synchronize their capture with the same clock, irrespective of their 

locations. The GPSDO is locked to the global GPS standards from the GPS signals are captured by the GPS 

antenna. It provides time synchronization within 50 ns of the global GPS standards. In order to switch from 

the external 10 MHz reference clock within the USRP N200/N210 to GPSDO’s reference clock, one needs to 
move the jumper on the USRP’s motherboard as explained in [111]. In order to achieve synchronization 

among multiple USRP’s, it is extremely important that all the USRP’s are set to GPSDO’s reference clock. 

 
Figure 4.2 GPSDO kit (left) and GPS antenna (right) for USRP N200/N210  

More details about the technical specifications of the GPSDO and GPS antenna module can be found in 

[111] and [112], respectively. 

 Receiving antenna and filter 

The RF frontend of the Ettus USRP N-series is connected to an active receiving antenna via a low-pass filter 

(LPF) which passes signals from DC to 32 MHz. Unwanted high frequency signals which act as interferers 

are filtered out. The active receiving antenna setup [113] and the LPF [114] can be seen in Figure 4.3 and 

Figure 4.4, respectively. 

The BCL 1-KA active receiving antenna is mainly suitable for receiving broadcast radio signals within the 

frequecny range of 10 kHz-110 MHz. Furthermore, the antenna consists of a high-capacitance element which 

is combined with an amplifier and placed in the antenna mount. The antenna is fed with DC-power through 

the coaxial cable by means of the junction box as seen in Figure 4.3. The junction box isolates the DC and 
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RF signals and is fed with a 12 V DC power supply. More details about the mechanical and technical 

specifications about the active receiving antenna are available online [113]. 

 
Figure 4.3 Active receiving antenna 

The signals received by the active antenna are then passed to the BLP-30+ LPF to filter the undesired 

captured signals. Moreover, the insertion loss (IL) due to the LPF is 0.1 dB for signals within the HF band. 

For more specifications, one can refer to the dataset of BLP-30+ LPF [114]. 

 
Figure 4.4 Coaxial low-pass filter 

 Power supply 

A single output switch-mode power supply unit from Radiospares (RS) is used to supply 12 V DC to the 

junction box such that it can receive the radio signals. The power supply unit can be seen in Figure 4.5. The 

power supply belongs to the EES18B 15W to 18W series. This power supply is selected as it is very 

compact, lightweight and cost efficient. Moreover, the value of ripple and noise is about 80mV Pk-Pk. The 

overall specifications of this power supply unit are available online [115].  

 
Figure 4.5 12 V DC power supply 
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 Computer system 

As the receiver setups had to be installed in different cities, DEL PowerEdge R230 rack servers were used as 

it is powerful and efficient. Moreover, this server has 2 ethernet ports which are required to avoid additional 

external hardware. One ethernet connection is required for the PC to communicate with the USRP module 

while the other connection is required to obtain remote connectivity of the server at the centralized location.  

The rack box selected was a 2U panel such that USRP module can be fitted in one panel and the server in 

another panel, as seen in Figure 4.6. Moreover, this rack box can be closed from both sides which make it 

portable. Thus, the system can be easily transported from one location to another. On the server, Ubuntu 

Desktop 14.04 server version was installed as it is a free open-source software.  

 
Figure 4.6 Server and USRP N210 module placed within the box  

 Assembled hardware schematic and prototype 

Figure 4.7 presents the assembled hardware schematic on the left along with its prototype resemblance on the 

right. The functionality of each hardware component is explained in the previous sections. Considering the 

receiver designed in terms of hardware, the whole system is quite compact and cost efficient when compared 

to a large setup of an SSL system. Lastly, the whole receiver setup can be controlled from a remote location 

and its functionality is explained in section 4.2.1.3. 

 

 
 

Figure 4.7 Hardware schematic (left) and prototype (right) of the receiver setup 

4.2 HF receiver software 

This section explains in detail the different programs written to capture the HF radio signals synchronously 

on all receivers. The parameters to capture the signals are defined by the user. Finally, the tool used to 
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control the receiver setup remotely is also explained. Part of the receiver software used in the prototype was 

developed by 2 students at IMT Atlantique as a part of their project studies. 

 Software development 

The host machine (i.e. server in our case) can detect the USRP modules only when the UHD interface 

(primary driver for all Ettus research products) is installed in the computer. It is freely available in the 

Ubuntu software center under the GNURadio package and can be installed with ease. Once this installation is 

done, the host machine and the USRP module are connected and the connection is established through the 

ethernet port. 

GNURadio is a free and open source software development toolkit that provides signal processing blocks to 

implement software radios. It does all the signal processing and application can be written to transmit or 

receive data with radio hardware or create simulation based applications. The application can be written in 

C++ or python programming languages. GNURadio supports all Ettus research USRP modules [116].  

The host machine consists of several programs that are used to schedule and capture data as per user 

requirements. Figure 4.8 illustrates the connections among these programs in the computer.  

 
Figure 4.8 Software schematic for capturing signals using the receiver setup 

 

In order to capture the radio signal, the user must specify the parameters of the capture in the “Config file” 
and “start stop file.” In the “Config file” the following parameters are required:  

 Capture start time in GMT0 time zone. Format of the time being in “HH:MM:SS”. For example, a 
capture time set as “11:10:00” will start a capture at 11:10 AM GMT0 which will be equivalent to a 

capture at 12:10 PM in France during winter time (Time zone is GMT+1). 

 Capture duration in seconds. 
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 Operational frequency of the HF transmitter in Hz. 

 Sampling rate in Hz. 

Below is an example of a capture in the config file:  

 10:30:00;10;13665000;200000; 

In this example, the radio signal at 13.665 MHz will be captured and sampled at rate of 200 kHz from 

10:30:00 AM UT (universal time, GMT0) for duration of 10 seconds. 

The “start stop file” allows the user to schedule non-redundant captures. By default, when no “start stop file” 
is specified, the Java scheduler is programmed in a way that it will load the “config file” in a pile and will 

schedule every task until everything is done. The config file is reloaded every 24 hours. 

 
Figure 4.9 24-hour cyclic reloading of the “config file” 

Figure 4.9 illustrates how the “config file” is reloaded every time the pile is empty. Note that the program 
will initiate the first capture at the start time of the first line, move on to the next task until it reaches the last 

line and perform the last capture. The program will immediately reload the “config file” when the last task is 

completed and the capture will again start on the next day at the start time of the first task. Thus, it is 

necessary to write every task in a chronological order, from start to end of the day.  

 

The two Python scripts (i.e. the capture and time synchronizing) acts as interfaces between the hardware and 

the software. They work with GNURadio objects to perform tasks. As seen in Figure 4.8, the capture script 

takes the user defined parameters stated in the “Config file” from the Java scheduling interpreter. Later, the 

script generates two files (one DAT file and another HDR file) which contains data (i.e. samples) generated 

by the Ettus USRP N200/N210.  

The DAT and HDR files created by the program have a structured name. They contain the identification 

number of the Ettus USRP which can be from 001 to 999, the day and the time of the capture. It is necessary 

to number the USRP at different locations with a unique number. It provides an easier classification of the 

captured data from different sites based on the USRP number. Below is an example of a DAT and its 

corresponding HDR filename:  

 001_12-02-2017_22-30-00.dat 

 001_12-02-2017_22-30-00.dat.hdr 

001 represents the Ettus USRP number followed by the capture date and time. The DAT files contain the 

complex samples (i.e. IQ data) of each capture. The RF samples are arranged in complex 32 bits, leading to a 

size of 2 x 32 bits = 64 bits per sample. Thus, a 10-second 200 kHz capture will have the following file size: 
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ʹ × ݈݁݌݉ܽݏ/ݏݐܾ݅ ʹ͵ × ͳͲ ݏ × ʹͲͲ,ͲͲͲ ݏ/ݏ݈݁݌݉ܽݏͺ ܾ݅݁ݐݕܾ/ݏݐ = ͳ͸ MB 

The HDR files contain the metadata corresponding to their respective DAT files. Metadata are associated 

parameters used to operate on the samples, such as the center frequency, sample rate and the absolute 

timestamp. HDR files can be used with the GNURadio software. More information regarding its usage with 

GNURadio is available online [117].  

Time synchronizing python script: When this script is invoked, it asks for the GPS time from the Ettus USRP 

module. It then prints out the result in a comprehensible way to the scheduling interpreter. This allows 

synchronizing the computer time with the GPS time and captures are initiated according to the schedule. In 

order to ensure that all captures are executed as per the schedule, the synchronization is performed regularly 

during the run-time of the program. 

As mentioned earlier, the capture script takes the start time parameter provided by the user. The script does 

not wait to run the USRP command by itself. Once it is called, it runs directly and captures the incoming 

samples from the USRP module. Further when the first sample at the start time of the capture is detected, the 

script starts saving the samples into the DAT and HDR files. It ensures that all samples from beginning to 

end are saved. This way of saving captured samples causes some trouble if the script is called too early or 

after the capture start time. When the time between execution and start time is too long, the script may 

encounter a buffer overflow while waiting. Also if the start time is found to be in the past when executing the 

script, it prints an error. All of these issues are resolved by the Java scheduling interpreter. When a task (i.e. a 

capture) is requested, the scheduler waits until it reaches a time window and then calls the script, as 

illustrated in Figure 4.10. 

 
Figure 4.10 Call window before the capture start time 

The scheduler calls the script at the right time and prevents the overflow of the incoming samples. In order to 

ensure that the start time is not in the past, the call window ends a few seconds before the start time. The 

scheduler waits between each capture to fall into the call window and executes all captures accordingly to the 

schedule. The wait time of 10-seconds between each check ensures that the program is idle between captures 

and falls within the available window.  

The Java scheduling algorithm flowchart can be seen in Figure 4.11. The whole software is developed in a 

way that it could be executed with just two commands. One command is to call the python time 

synchronizing script which synchronizes the computer time with the GPS time and captures are carried out 

as per the schedule. The other command is to run the java scheduling interpreter which launches the python 

capture script and data received from the USRP as per the user defined parameters. 
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Figure 4.11 Java scheduler algorithm flowchart 

 

In order to control the whole receiver setup remotely, TeamViewer is installed in all host machines. The 

TeamViewer is configured in a way that the system at remote location can be accessed with full control from 
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the centralized location after successfully passing through an authentication process. Files can be uploaded 

and downloaded from both machines with ease through TeamViewer. The only disadvantage is the time 

taken for the transfer of large files from a remote location which has a low-rate internet connection.  

Remotely controllable HF receiver is designed using different hardware, scripts and software that run 

together to capture the HF radio signals synchronously as per user requirements. The primary component of 

the HF receiver setup is the Ettus USRP N210/N220 module which consists of GPSDO. The GPSDO allows 

multiple USRPs to synchronize their captures irrespective of its location using GPS signals. The whole 

receiver setup is quite compact, cost-efficient and can be operated with ease. In order to assess the feasibility 

of a practical HF geolocation system based on TDoA, only four receivers are built and deployed across 

different sites in France. From simulation results (section 3.3.2), it was seen that the geolocation accuracy is 

quite high with 5 receivers but only 4 receivers were built. Reasons for this choice are explained in the next 

paragraph. 

At the beginning of thesis, we planned to study the feasibility of HF geolocation using the minimum number 

of receivers required by the TDoA method (i.e. 4). Considering the time it could take to build 4 receiver 

prototypes and later deploy them at different locations for experimental validation, the receiver components 

were ordered very early. It is only later, within the course of the thesis, that simulations were performed to 

evaluate the impact of the number of receivers on geolocation accuracy and it was observed that with 5 

receivers, the geolocation accuracy was far better than with 4 receivers. Therefore, considering the time left 

in the thesis, building a 5th receiver and deploying was not feasible, due to the delay required to order the 

receiver components. In addition, finding a 5th location where someone was willing to host our receiver setup 

was not obvious. Hence, as the objective was to validate the method, it was decided to go ahead with the 

initial plan of using 4 receivers.  

The different locations along with its descriptions at which the receivers are deployed are explained in 

section 4.3.  

4.3 Operational TDoA receiver network 

Four remotely controllable receivers capable of synchronously capturing the HF radio signals are developed 

and deployed in four different cities across France. The different sites at which these receivers are deployed 

to setup a countrywide operational TDoA receiver network are explained in section 4.3.1. This operational 

countrywide TDoA receiver network allows a synchronous capture of HF broadcast signals on all receivers 

from different transmitters located around Europe. The transmitter locations and their distances from each 

receiver in the network are summarized in section 4.3.2. 

 Site selection and description 

The receiver prototype is deployed in four different cities in France, namely Rx1 in Brest, Rx2 in Bordeaux, 

Rx3 in Grenoble, and Rx4 in Lille. The receivers are placed sufficiently far away from each other such that 

the post-processing of the received signals results in non-zero TDoA values, enabling an estimation of the 

geographic location of the HF transmitter. The great circle distance between any two receiver’s locations is 

always greater than 490 km. When two receivers are placed too close to each other, the obtained TDoA value 

would be almost equal to zero. This is due to the fact that the radio signals travel through the skywaves via a 

reflection from the ionosphere and the distance travelled is almost the same. Thus, the geographic location of 

the transmitter cannot be accurately estimated. 
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Receiver in Brest: Figure 4.12 presents the picture of the antenna deployed over the top of a building in the 

campus of IMT Atlantique. The exact GPS location of the installed antenna is 48.359275° N and 4.568937° 

W. The other components of the receiver setup are placed in a room which is just below the deployed 

antenna. As seen in Figure 4.16, this receiver setup in Brest is controlled using a central machine via Internet 

(TeamViewer). 

 
Figure 4.12 Antenna installed at the measurement location in Brest 

Receiver in Bordeaux: Figure 4.13 depicts the picture of the antenna deployed in Bordeaux. The GPS 

location of the installed antenna is 44.818989° N and 0.587827° W. As seen in Figure 4.16 , the receiver 

setup in Bordeaux is controlled from the central machine located in Brest. 

 
Figure 4.13 Antenna installed in Bordeaux 

Receiver in Grenoble: Figure 4.14 shows the picture of the deployed antenna at the IUT1 (Institut 

Universitaire de Technologie) campus located in Grenoble. We thank the Electrical Engineering department 

in IUT1 of the University Grenoble Alps for their help in installing the receiver setup and hosting it. The 

exact GPS location of the installed antenna is 45.198946° N, 5.776244° E. The other components of the 

receiver setup are placed in a room which is located just below the deployed antenna. Again, this receiver 

setup is also controlled via the central machine which is located in Brest. 

 
Figure 4.14 Antenna deployed in Grenoble 
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Receiver in Lille: Figure 4.15 depicts the picture of the antenna deployed at the top of a building in the 

campus of the University of Lille 1. We thank the Atmospheric Optics Laboratory in University of Lille 1 for 

their help in installing the receiver setup and hosting it. The exact GPS coordinates of the installed antenna in 

Lille is 50.611293° N and 3.140469° E. This receiver setup is also controlled from the central machine 

located in Brest.  

 
Figure 4.15 Antenna installed at the measurement site in Lille 

The locations of all receivers are selected such that the effect of noise due to the surrounding environment is 

minimal on the captured radio signals. 

 
Figure 4.16 Receivers controlled via a centralized machine  

 HF broadcast transmitters 

HF radio broadcast signals are captured simultaneously by all receivers in network from different HF 

transmitters located around Europe. Details about the transmitting frequency and timings for different HF 

broadcasters around the globe are available online [118]. To obtain sufficiently high SNR levels, we 

preferably captured signals from transmitters that emit with very high power (≈ between 50 – 1000 kW). 

These signals broadcasted with very high power are mainly amplitude modulated audio signals which could 

be used to verify that the transmitter is operational by listening to the demodulated message signal at the 

Internet

Rx1: Brest Rx2: Bordeaux Rx3: Grenoble Rx4: Lille

CM: Brest

CM: Central machine

Rx: Receiver



HF Geolocation Receiver 

74 

reception end. No other information of the transmitted broadcast signals are known. Hence, the transmitted 

broadcasts are similar to unknown HF signals and are a type of signal of opportunity (SOP). These 

opportunistic HF radio signals can be used to collect the information about the state of the ionosphere and its 

variation [119]. As the properties of these signals are unknown, they lie within the context of passive HF 

geolocation.  

The geographic location of all HF transmitters and deployed receivers can be seen in Figure 4.17. The 

ground ranges between the different transmitters and receivers are summarized in Table 4.1 and are within 

the theoretical range of propagation paths possible using one-hop propagation mode. 

 
Figure 4.17 GPS coordinates of HF receivers and transmitter sites 

Tx site – Country 

(GPS coordinates) 

Tx- Rx1 (Brest) 

(km) 

Tx- Rx2 (Bordeaux) 

(km) 

Tx- Rx3 (Grenoble) 

(km) 

Tx- Rx4 (Lille) 

(km) 

Nauen – Germany 

(52.648°N, 12.908°E) 
1321 1314 978 711 

Santa Maria di Galeria 

(SMDG) – Italy 

(42.04°N, 12.32°E) 

1494 1086 633 1183 

Cerrik – Albania 

(41.014°N, 19.993°E) 
2095 1724 1242 1680 

Galbeni – Romania 

(46.75°N, 26.86°E) 
2348 2128 1633 1785 

Moosbrunn – Austria 

(48°N, 16.46°E) 
1555 1351 873 1007 

Emirler – Turkey 

(39.40°N, 32.85°E) 
3125 2803 2306 2623 

Tiganesti – Romania 

(44.75°N, 26.11°E) 
2364 2098 1596 1830 

Table 4.1 Great circle distance for different HF links 
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TDoA based HF receiver network is setup by deploying HF receivers across different cities in France. The 

whole receiver network is controlled from a central machine in Brest. HF broadcast signals can be captured 

synchronously on all receivers from different HF broadcast transmitters located around Europe as per user 

requirements. The properties of HF broadcast signals captured in Brest are evaluated using different signal 

processing methods and are discussed in section 4.4  

4.4 Signal processing 

Before deploying the receivers in different cities across France, several studies were performed with all 

receiver setups in Brest. As seen in Figure 4.18, the four antennas of the receiver setups capturing the HF 

broadcast signals were placed very close to each other. The four receivers will be further referred as Rx1, 

Rx2, Rx3 and Rx4 in this section. The correlation properties of the signals were evaluated by synchronously 

capturing signals on Rx1 and Rx2. Furthermore, the impact of different capture data lengths on the 

autocorrelation property of the broadcast signal was studied by capturing signals on the 4 receivers.  

 
Figure 4.18 Antennas deployed in Brest prior to the actual deployment of the receiver setups in different cities  

Figure 4.19 represents the captured HF radio broadcast signal at Rx1 in Brest from the transmitter located in 

Galbeni on 9th March, 2017 at 15:11 UTC. The signal is captured for a duration of 10 seconds and sampled at 

a rate of 200 kHz. The data is received in the form of complex samples (IQ data) from the USRP module. 

The information lies in the magnitude envelope, as the HF broadcast signals are amplitude modulated. When 

demodulated, it was found that message samples correspond to audio. A significant peak of about 65 dB 

from the noise floor can be seen at the carrier frequency of the transmitter (15.130 MHz) along with the side 

lobes on either side of the peak, corresponding to amplitude modulation (Figure 4.19 (b)).  

Ant. 1 Ant. 4
Ant. 2

Ant. 3
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(a) (b) 

Figure 4.19 Representation of the captured HF radio signal at Brest from Galbeni, Romania in time domain (a) and power spectrum 

(b) 

Apart from the high power signal at the center frequency, several other signals with higher power were also 

captured, which is evident from the power spectrum shown in Figure 4.19 (b). The capture of these signals is 

not intended, but is due to simultaneous transmissions at near operating frequencies for a given time during a 

day. In order to use the captured signal for HF geolocation, it is necessary to filter out the unnecessary part of 

the signal. The correlation properties of the captured broadcast signals are evaluated to verify its feasibility 

for the purpose of HF geolocation and are discussed in following subsection. 

 Correlation properties of the captured signal 

In order to measure the TDoA between signals received at distinct receivers, it is imperative that the 

autocorrelation properties of the transmitted signal are good, i.e. autocorrelation function represents a 

distinguishable peak with a high SNR. If the peak is not distinguishable, then TDoA cannot be calculated; 

thus geolocation cannot be performed. A study from the Air Force Institute of Technology in USA analyzed 

the potential of using AM and FM signals in a TDoA based navigation system by evaluating its correlation 

properties. Simulation results demonstrated that FM signals exhibits distinct autocorrelation peaks whereas 

AM signals yielded limited potential for navigation [120].  

For evaluating the correlation properties of the broadcast signals, many signals were captured in Brest. As an 

example, HF radio broadcast signals captured simultaneously by Rx1 and Rx2 in Brest on 5th May, 2017 at 

08:36 UTC from the transmitter located in Cerrik, Albania is considered. The transmitter in Cerrik was 

broadcasting at 13.710 MHz during that time. The signal was captured for 10 seconds and sampled at the rate 

of 200 kHz. The antennas of both receivers (i.e. Rx1 and Rx2) were placed about one meter apart from each 

other as seen in Figure 4.18. The captured broadcasts were speech signals on which the autocorrelation and 

cross-correlation were calculated. The captured broadcast signals were post-processed and the dataset on 

which the correlations are computed can be seen in Figure 4.20. 

Note: Speech signals corresponds to voice (e.g. news broadcasts) whereas audio signals corresponds to 

music (e.g. songs)   
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 Figure 4.20 Schematic explaining the dataset on which autocorrelation and cross-correlation is evaluated 

Autocorrelation is a way to identify the degree of similarity between a signal and its delayed version. It is 

also referred to as lagged or serial correlation. The autocorrelation (ܴ௦௦ሺݐሻ) of the received signal (ݏሺݐሻ) is 

calculated as follows: 

 ܴ௦௦ሺݐሻ = ∫ ݐሺݏሺ�ሻݏ̅ + �ሻ݀� ≡ ሺݏ ⋆ ∞ሻݐሻሺݏ
−∞  4.1 

where     ̅ denotes the complex conjugate, ⋆ denotes the cross-correlation operator and � represents the delay. 

The received complex samples (IQ data) at the receiver in Brest are filtered in the frequency domain to 

remove undesired parts of the spectrum. As most of the HF broadcasts are transmitted over a 10 kHz band, 

only signals within this bandwidth around the carrier frequency of the transmitter are used. The rest is 

filtered out, i.e. only 5 kHz of the signal on either side of the transmitter frequency is kept and the remaining 

part of the spectrum is initialized to zero. After filtering, the signal is transformed back to the time domain 

and demodulated to obtain the message signal samples. Figure 4.21 shows the autocorrelation of captured 

speech signal which has a peak centered at zero with a signal-to-noise ratio (SNR) of about 10 dB. The 

message signal samples used to evaluate the autocorrelation was an audible speech signal with negligible 

level of noise. Thus, it can be assumed that the peak observed in Figure 4.21 is due to speech samples and 

not noise. However, to assess the autocorrelation properties of the received signal independently from the 

received noise, two similar signals with different noise must be analyzed. This was performed by cross-

correlating the signals received by two separate receivers. 

Receiver 1 at 

Brest

Receiver 2 at 

Brest

HF transmitter 

Speech samples 

(S1)

Speech samples 

(S2)

Filtering Filtering

Autocorrelation 

(S1)
Cross-correlation 

(S1, S2)
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Figure 4.21 Autocorrelation of the captured speech signal in Brest 

As seen before, autocorrelation is the cross-correlation of the signal with itself as seen in equation 4.1 and it 

results in a peak at a lag of zero. On the other hand, cross-correlation is a method of estimating the degree in 

which two series are correlated as a function of the shift of one relative to the other. The cross-correlation ܴ௦భ௦మሺݐሻ between two received signals ݏଵሺݐሻ and ݏଶሺݐሻ is given by the following equation:  

 ܴ௦భ௦మሺݐሻ =   ∫ ͳ̅̅ݏ ̅ሺ�ሻݏʹሺݐ + �ሻ݀�∞ ∞ ≡ ሺݏͳ ⋆  ሻ 4.2ݐሻሺʹݏ

Figure 4.22 presents the cross-correlation between two speech signal samples which are captured at the same 

time in Brest using two different receivers. The speech signal samples are obtained by filtering and 

demodulating the captured signals in the same way as described above while evaluating the autocorrelation 

of a captured signal. The cross-correlation peak is about 6 dB in terms of SNR and is easily distinguishable 

from the other samples as illustrated in Figure 4.22 (a). As seen in Figure 4.22 (b), there is a cross correlation 

peak exactly at 0 μsec (i.e. TDoA is equal to zero). This is due to the fact that both receivers are placed only 

1 meter apart from each other. The TDoA resolution is limited to 5 μsec in our study as all the captured 
signals are sampled at the rate of 200 kHz. This sampling rate corresponds to a distance resolution of 1.5 km. 

In order to have a better distance resolution, the sampling rate needs to be increased which further leads to 

larger data size. If the data is sampled at the rate of 100 MHz, the distance resolution would be equal to 3 m 

but the data size of a 10 second capture will be 8 GB. Thus, one must note that TDoA based geolocation is 

performed with a granularity limited by the sampling rate of the signal and the signal bandwidth. At first, the 

signal of interest itself has a limited bandwidth; when captured the spectrum around the signal is polluted by 

unwanted jammers (other HF signals). Secondly, one has to distinguish between cases of single and multiple 

peaks in the correlation plots corresponding to the time delay. If one assumes that there is a single peak, then 

it is possible to reach a precision in the time-domain that is smaller than the inverse of the signal bandwidth. 

This is called super-resolution and is feasible by analyzing the phase of the received signal. However, if one 

assumes that the output signal is composed of several peaks, then the goal is to be able to discriminate 

among these peaks. In this case, the time-domain resolution is directly linked to the useful signal bandwidth, 

and it is not possible to increase this resolution by numerically increasing the sampling rate.   



HF Geolocation Receiver 

79 

(a) (b) 

Figure 4.22 Cross-correlation of the captured speech signals in Brest represented over the full time scale in (a) and within a certain 

time range in (b)   

For the example of the captured speech signal, the autocorrelation and cross-correlation resulted in a SNR of 

about 10 dB and 6 dB, respectively. The peaks obtained in auto and cross-correlation plots are easily 

distinguishable which shows the feasibility of using AM broadcast signals from HF band for the purpose of 

HF geolocation. As an example, the correlation properties of an audio broadcast signal captured 

simultaneously from Galbeni by two different receiver setups in Brest is presented in Appendix C; the 

autocorrelation and cross-correlation resulted in SNR of about 15 dB. The impact of different data capture 

durations on the cross-correlation of the captured signals are discussed in section 4.4.2. 

 Capture data length analysis 

In order to understand the effect of different capture data lengths (i.e. different capture durations) on the 

signal’s cross-correlation characteristic, multiple HF broadcast signals were captured simultaneously 

between 13:38-13:41 UTC on 11th May, 2017 by the 4 receivers in Brest from the transmitter located in 

Galbeni. The signals were captured for durations of 3, 5, 10 and 15 seconds with a one-minute interval 

between start times of two captures. The transmitter in Galbeni was broadcasting at a frequency of 15.130 

MHz during the capture timings. The cross-correlation between the captured signals at different receivers is 

evaluated as explained in section 4.4.1. 

It must be noted that for any stationary signals, the variance of the estimator deceases as the length of the 

signal increases. Thus, signals with longer data lengths would lead to better correlation properties. But for 

signals with longer data lengths, the required computational time is larger. Thus, it is necessary to find an 

optimum capture duration length which leads to a peak in the correlation function and also the computational 

time is not very large. 

Figure 4.23 represents six cross-correlation plots obtained with a signal captured simultaneously by all four 

receivers for a duration of 5-second from the transmitter in Galbeni. Each plot represents the cross-

correlation for a specific receiver pair. All cross-correlation plots have approximately the same SNR with the 

peak centered at zero. All the message signal samples used to compute the cross-correlation were audible 

music signals with negligible amount of noise. 

The SNR is calculated using a sliding window method. The length of the sliding window was set equal to 0.1 

msec. The minimum value for 1 cycle of windowing was saved in a vector. The total number of cycles for 

which the windowing is performed is dependent on the length of the cross-correlation output. Finally, the 
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noise level was selected to be the maximum value obtained from the vector which contained the minimum 

value obtained from each cycle of windowing. The obtained noise level is represented using a red line in 

Figure 4.23. The SNR was calculated by subtracting maximum signal value from the obtained noise level.   

(a) (b) 

(c) (d) 

(e) (f) 

Figure 4.23 Cross-correlation between broadcast signals captured at all receivers in Brest with a duration of 5-second, for Rx1-Rx2 in 

(a), Rx1-Rx3 in (b), Rx1-Rx4 in (c), Rx2-Rx3 in (d), Rx2-Rx4 in (e) and Rx3-Rx4 in (f) 
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Table 4.2 presents the summary of the cross-correlation peaks in terms of SNR for captured broadcast signals 

by 4 receivers in Brest with different capture durations. It can be observed that signals with a capture length 

of 5 seconds results in the highest SNR. Further, as the capture duration increases, the cross-correlation peak 

SNR decreases which is contrary to the characteristics of stationary signals. From the obtained SNR values, 

it is clear that the signals captured for durations of 10 and 15 seconds contains more noise samples compared 

to the signals captured for 5 seconds. It seems that the signal is apparently not stationary for capture 

durations greater than 5 seconds. 

       Capture time and 

duration 

Receiver pairs 
13:38 (3 sec) 13:39 (5 sec) 13:40 (10 sec) 13:41 (15 sec) 

Rx1 - Rx2 8.2 dB 17.7 dB 14.9 dB 6.8 dB 

Rx1 - Rx2 8.1 dB 17.9 dB 15.8 dB 6.9 dB 

Rx1 - Rx3 8.5 dB 17.8 dB 15.7 dB 13.1 dB 

Rx2 - Rx3 8.3 dB 17.2 dB 15.5 dB 7.9 dB 

Rx2 - Rx4 8.5 dB 18.8 dB 15.5 dB 13.1 dB 

Rx3 - Rx4 8.3 dB 18.3 dB 15.8 dB 7.4 dB 

Table 4.2 Cross-correlation in terms of SNR for broadcast signals captured simultaneously by all 4 receivers in Brest with different 

durations  

Despite the fact that signals captured by all receivers in Brest have the same propagation path, the cross-

correlation output in terms of SNR is slightly variable for each receiver pair having different capture 

durations of 3, 5 and 10 seconds. For signals captured with 15-second duration, the variation in the SNR is 

larger. It is mainly due the different noises captured by the receiver setups. 

 SNR impact on HF source geolocation accuracy 

HF broadcast signals are amplitude modulated and transmitted over long distances through skywaves. In our 

case, the information content is dependent on the SNR of the captured signals at the receivers. If the SNR of 

the captured signal is high, the sound quality of the audible broadcast signal is also better. In general, the 

receptions of HF broadcasts are classified using a standard five grade subjective aural assessment of quality 

and impairment scale [121]. The sound quality is said to be excellent when the audio/speech is audible to all 

users and the noise is imperceptible whereas the sound quality is said to be bad when only noise is audible. 

The required SNR at the receiver for standard minimum acceptable quality for a HF broadcast of 8 kHz 

bandwidth is 33 dB [122]. As per an ITU report, 30 dB RF SNR is an acceptable value at the receiver for a 

HF broadcast of 3-kHz bandwidth [123].  

In general, localization accuracy mainly depends on the SNR of the captured signal at multiple reception 

sites. As explained in section 4.4.1, the TDoA’s between signals received by multiple synchronized receivers 

can be estimated by computing the cross-correlation. In order to estimate the TDoA’s accurately by cross-

correlation, it is imperative that the received signal has a high SNR. If the SNR is low, there will be a shift in 

the cross-correlation peak due to the noisy data and the obtained time delay will not be accurate, thereby 

resulting in large geolocation error. In order to evaluate the effect of the received SNR on the geolocation 

accuracy, simulations are done by emulating realistic scenarios of HF broadcast transmission through one-

hop propagation mode.  

 

Let us assume that the transmitted broadcast signal is amplitude modulated; it is represented by ݁ሺݐሻ. The 

four receivers are placed at known locations far away from each other. Hence, the signal travels through four 

different propagation paths and the travel time for the signal to reach the respective receiver are also 
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different. The signal received on all receivers will contain the original transmitted signal and the noise 

captured by the respective receivers. This noise mainly comes from the receiver circuitry and different 

radiated electromagnetic (EM) noise captured by the antenna at the receiver side. Mathematically, the 

received signal (ݏiሺݐሻ) on each receiver ሺRxiሻ can be expressed as follows: 

ሻݐiሺݏ  = ݁ሺݐ  �iሻ + ݊iሺݐሻ 4.3 

where �௜ and ݊iሺݐሻ is the time taken by the signal to travel from the transmitter to Rxi and the noise captured 

on Rxi, respectively. Since all receivers are synchronized, the TDoA can be estimated by cross-correlating 

the signal received at the reference receiver with the signals received at other three receivers. From the 

obtained TDoA’s and the known positions of the receivers, the geographic location of the HF transmitter can 

be estimated using time-domain HF geolocation algorithm explained in section 3.2.3. 

 

For the purpose of simulation, four receivers are placed in a way that they approximately form a square and 

the transmitter is placed at a maximum distance of around 1900 km from one of the receivers. The 

positioning of the receivers and the transmitter in the xy-coordinates can be seen in Figure 4.24. It is 

assumed that the HF broadcast signals arrive at the receiver through a 1F propagation mode and the 

corresponding virtual reflection height is 250 km. From the one-hop HF propagation path geometry, the 

group paths and the corresponding propagation durations for all four Rx’s-Tx pairs are computed. The four 

received signals are modelled using samples of captured audio and speech broadcast signals received in Brest 

which had an extremely low level of noise.   

 
Figure 4.24 Receiver and transmitter placements 

The signal received at the reference receiver is modelled using the data set for the audio signal and mixing it 

with additive white Gaussian noise (AWGN) with a specific SNR. The signals received at the other three 

receivers consist of the delayed version of the audio samples along with AWGN with the same SNR level as 

for the reference receiver. The amount of delay on signals received at the other three receivers is equivalent 

to the evaluated propagation durations from one-hop propagation mode. Furthermore, the modelled received 

signals with specific values of SNR are cross-correlated to obtain the TDoA and, consequently, the 

geolocation error is evaluated. If the cross-correlation peak is obtained at exactly the same shift that was used 

to model the signal, the time delay is assumed equal to the one-hop propagation model to obtain a better 

resolution in terms of the geolocation error. The geolocation error was also evaluated in the case of a speech 
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signal. The captured speech signal was also modelled in a similar way as explained above for the audio 

signal. 

 

Geolocation error for audio datasets of fixed length: Two HF broadcast audio signals of ten seconds 

captured in Brest are used as dataset. Both the signals are split into ten datasets of one second each resulting 

in 20 different datasets of audio signals with fixed length. The geolocation error was evaluated for each 

audio dataset in the same way as explained in section 4.4.3.2.  Figure 4.25 (a) presents the geolocation error 

as a function of the SNR for twenty different audio datasets whereas (b) presents the mean geolocation error 

of all the different datasets of fixed length. For each dataset, the geolocation error is evaluated several times 

for each SNR value. Then, the average value of the geolocation error is computed and plotted separately as 

seen in Figure 4.25 (a). Finally, the mean of the geolocation error is calculated from the average geolocation 

errors of all datasets. From the simulation results, it is observed that the geolocation error varies largely until 

the error is zero with respect to the SNR; it is mainly due to the quantization error. The geolocation 

algorithm is based on TDoA which works on multilateration principle; a wrong estimate of the TDoA results 

in a large geolocation error. The least geolocation error is achieved at different SNR values for different 

datasets. As seen in (a) of Figure 4.25, the received SNR which gives the least geolocation error lies in the 

range of about 6.5 to 8.5 dB. It shows that the variation in the received SNR which gives the least 

geolocation error depends on the type of received audio signals.  

(a) (b) 

Figure 4.25 Geolocation error as a function of SNR for different audio signals of fixed length plotted in (a) and mean geolocation 

error of the 20 audio signals plotted in (b)   

Geolocation error for audio datasets of varying lengths: In order to see the effect of varying audio data 

length on geolocation error, one of the audio signals captured in Brest was further divided into five datasets 

ranging from length of one second to five seconds. Figure 4.26 (a) represents the geolocation error as a 

function of SNR for audio signals of varying lengths whereas (b) represents the corresponding smoothed 

data. The smoothed data is obtained by using a moving average filter which replaces the data point by 

computing the average of neighboring data points defined within the interval. It can be observed that as the 

length of the datasets is increased, the required SNR to obtain the least geolocation error is also reduced. For 

audio datasets of 5 seconds, accurate TDoA could be estimated when the SNR of the received signal was 

about 3.5 dB. This is due to the higher similarity among the data sets from different receivers. Due to higher 

correlation among the datasets, the cross-correlation outputs yields exact time delays which in turn results in 

higher geolocation accuracy. 
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(a) (b) 

Figure 4.26 Geolocation error as a function of SNR for audio signals of varying lengths, true data plotted in (a) and data plotted after 

smoothing in (b) 

Geolocation error for speech datasets of fixed lengths: In order to model the received signals, two HF 

broadcast speech signals of 5-second length captured in Brest are used. Both captured speech signals are split 

into datasets of one second each. The signal modelling and the geolocation error computation are done as 

explained in section 4.4.3.2. Figure 4.27 (a) represents geolocation error for different speech signals of 1-

second length as a function of SNR whereas (b) represents the mean geolocation error of all the 10 different 

speech datasets. From the simulation results, it can be seen that the least geolocation error is achieved at 

different SNR values for different speech datasets. The received SNR which gives the least geolocation error 

for most of the datasets lies within 5.5 dB to 9.5 dB. This variation in the received SNR shows that the 

geolocation error is dependent on the type of received speech signals, similar to the case of audio signals. In 

the case of speech signals, the variation in the range of SNR which gives the least geolocation error is high 

compared to the audio dataset case. This is mainly due to the structure of one second speech data set which 

consists of several blank samples, thereby affecting the cross-correlation output. It must be noted that the 

variation in the geolocation error for different speech signals of fixed length is higher compared to the 

different audio signals of fixed length.  

(a) (b) 

Figure 4.27 Geolocation error as a function of SNR for different speech signals of fixed length plotted in (a) and mean geolocation 

error of all 10 speech signals plotted in (b) 
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Geolocation error for speech datasets of varying lengths: To study the effect of varying speech data lengths 

on geolocation accuracy, a 5-second captured speech signal is split into five datasets with length ranging 

from one second to five seconds. Figure 4.28 (a) represents the geolocation error as a function of required 

SNR for speech signal of varying lengths and (b) represents the corresponding smoothed data output. It is 

clear that as the length of the signal is increased, the required SNR to obtain the least geolocation error is 

reduced. For speech datasets of 2 seconds or more, it is observed that the geolocation error is the least when 

the received signal’s SNR is about 4 dB. The geolocation error for 5-second speech dataset is equal to zero 

when the SNR is about 3.5 dB. 

(a) (b) 

Figure 4.28 Geolocation error as a function of SNR for speech signals of varying lengths, true data plotted in (a) and data plotted 

after smoothing in (b) 

4.5 Conclusion 

In this chapter, a programmable and remotely controllable receiver developed to capture HF radio signals is 

described. This receiver offers multiple configuration possibilities as per the requirements of the user. For 

example, the user can program the start time of acquisition, capture frequency, sampling frequency and the 

capture duration. Four receiver prototypes are built and synchronized using the GPSDO kit which can be 

inserted within the USRP N210/N200 module. Hence, all the receivers are synchronized with the same clock 

through the GPS signals irrespective of their locations.  In order to evaluate the performance of a practical 

HF TDoA based geolocation system, these receivers are deployed across different cities in France resulting 

in a countrywide TDoA receiver network. This receiver network is controlled through a central machine in 

Brest. 

The correlation properties of the captured HF broadcast audio/speech signals are evaluated to verify its 

feasibility in the purpose of HF geolocation. The autocorrelation of the captured analog speech and audio 

signals in Brest resulted in an SNR of about 10 dB and 15 dB, respectively. The cross-correlation among two 

speech and audio signals resulted in peaks which were 6 dB and 15 dB, respectively in terms of SNR. Also, 

the obtained time delays were equal to zero, thereby validating the use of broadcast signals for the purpose of 

HF geolocation. The impact of data length on the cross-correlation properties of the captured signals in Brest 

showed that signals captured with 5-second duration resulted in a higher SNR when compared to signals 

captured with duration of 10 and 15 seconds, which could be due to the stationarity of the signal that 

degrades for durations larger than 5 seconds. 
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The impact of received SNR on the accuracy of a HF geolocation system is explained. The received signals 

are modelled using captured signals and assuming a one-hop propagation mode. The SNR to obtain the best 

geolocation accuracy varies for audio and speech signals of fixed length of one second. Simulation results 

demonstrate that the required SNR to achieve the least geolocation error decreases with increase of the data 

lengths of captured signals. The SNR of the received signal which resulted in the least geolocation error was 

arbitrarily low for both speech and audio datasets (see (a) of Figure 4.25 and Figure 4.27). Using larger 

amount of datasets in simulation, a statistical range could be obtained for a considered geolocation accuracy.  

As explained, the autocorrelation property of the transmitted signal plays an important role in HF 

geolocation. Chapter 5 explains the principle and concepts of a new method termed as “cross-channel 

sounding” which is used to evaluate the time delay of an unknown signal received by multiple synchronized 

distributed receivers. The mathematical equations for cross-channel sounding show the importance of the 

nature of the transmitted signals in the estimation of the time delay. Using the TDoA receiver network setup, 

multiple HF broadcast signals are captured from different transmitters across Europe and the preliminary 

experimental HF geolocation results are presented.  
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 Cross-Channel Sounding Concepts 

and Preliminary Experimental Geolocation 

Results 

Chapter 4 explained the HF receiver prototype design along with its hardware and software 

descriptions. In addition, characteristics of the captured signals were evaluated using different signal 

processing techniques and discussed in detail. This chapter explains the principle of a method termed as 

“cross-channel sounding” along with its concepts. This method is used to evaluate the TDoA of an unknown 

signal received by two distinct synchronized receivers. Section 5.1 explains the principle and different 

methods of classical channel sounding. In section 5.2, the principle and concepts of the proposed “cross-

channel sounding” method is explained in detail. More importantly, the effect of single and multipath 

channels on the cross-channel sounding output is explained and illustrated with different figures. In section 

5.3, different measurement examples are analyzed to characterize the propagation channel of the signals 

received at different receiver sites using the cross-channel sounding concepts. The channel characterization 

(i.e. single, multipath or combination of single and multipath channels) based on the cross-channel sounding 

output is further validated using the ionospheric profile knowledge along the considered HF propagation 

path. In section 5.4, some experimental geolocation results for data captured from different HF transmitters 

during the first series of measurement in July, 2017 are presented and discussed in detail. Part of the work 

presented in this chapter has been published in [124]-[128].  

5.1 Channel sounding 

Channel sounding provides information about the propagation channel behavior and different parameters 

associated with the transmitted and the received signal. The information obtained about the characteristics of 

the channel helps in improving the overall performance of HF communication systems. Vogler and 

Hoffmeyer proposed different models for wideband HF ionospheric channels which are explained in [129]-

[131]. Experimental results presented in [132] shows distortion in range for HF signals propagating through 

disturbed ionosphere in polar and equatorial regions. Different HF channel parameters measured at high and 

mid-latitudes during the last decade of the 20th century are presented in [133]-[135]. More recent channel 

sounding results obtained in several phases (phase 1: 2006/07, phase 2: 2009/10 and phase 3: 2014) over the 

ionospheric HF radio link from Antarctica to Spain are explained in [136]-[138]. The distance of the HF link 

is approximately 12700 km. From the obtained results, the final physical layer was designed for the long-

haul HF link, which characterizes the data throughput design as low during the daytime and high during the 

nighttime. Another study done to evaluate HF radio channels using passive sounding over the Black sea 

region for distances up to 600 km is explained in [139]. 

 Channel representation 

The received signal ݏሺݐሻ is related to the transmitted signal ݁ሺݐሻ through the time-variant channel impulse 

response (CIR) ℎሺݐ, �ሻ by the following filtering operation [140] : 
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ሻݐሺݏ  = ∫ ݁ሺݐ  �ሻℎሺݐ, �ሻ݀�∞
−∞  5.1 

Note that in the expression ℎሺݐ, �ሻ, the variable ݐ is used to represent the variations of the function with time, 

while the variable � indicates the delay domain. During the geolocation process, ionospheric variations are 

negligible. Thus, it is considered that the channel does not vary with time and the CIR can be represented 

as ℎሺ�ሻ. Equation 5.1 can be rewritten as:  

ሻݐሺݏ  = ∫ ݁ሺݐ  �ሻℎሺ�ሻ݀�∞
−∞ ≡ ሺ݁ ∗ ℎሻሺݐሻ 5.2 

where * denotes the convolution operator. 

 Principle 

In the case of time-domain geolocation, one of the main issues is to get access to the CIR between the 

transmitter and the receiver to estimate the propagation duration of the signal. For instance, in the simple 

case of single path ideal channel, the CIR ℎሺ�ሻ is composed of a single Dirac pulse which represents the 

delay corresponding to the time of flight of the signal (Figure 5.1). The distance travelled between the 

transmitter and the receiver can be obtained by multiplying the time of flight with the speed of the 

electromagnetic wave. 

The main issue lies in the fact that the CIR cannot be accessed directly, but only by observing a received 

signal ݏሺݐሻ which is obtained after transmitting a signal ݁ሺݐሻ through the channel ℎሺ�ሻ. In other terms, the 

transmitted signal needs to be wisely selected in order to accommodate for an easy resolution of equation 

5.2. Different methods of channel sounding (frequency-domain and time-domain techniques) have been 

proposed to solve this problem [140] and are explained in section 5.1.3 and 5.1.4, respectively. 

 
Figure 5.1 Representation of a CIR in the case of a single path ideal channel 

 Frequency domain channel sounding 

In frequency domain channel sounding, the transmitted and the received signals are observed on a wide band 

of frequencies. It is mainly done using a vector network analyzer (VNA) which is capable of sweeping a very 

wide frequency band. For measurements, there is a requirement of very good phase synchronization between 

the transmitter and the receiver which is achieved by connecting cables between the transmitter and the 

receiver. Thus, it is not applicable for distinct HF links. In addition, the narrow bandwidths of HF signals 

limit the use of frequency-domain channel sounding techniques. 

Delayτ1

h(τ)
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 Time domain channel sounding 

In time domain channel sounding techniques, the simplest method consists of using a short pulse Πሺݐሻ as the 

transmitted signal ݁ሺݐሻ. It is referred as the pulsed technique. The received signal ݏሺݐሻ can be expressed as 

follows:  

ሻݐሺݏ  = ሺΠ ∗ ℎሻሺݐሻ 5.3 

The received signal ݏሺݐሻ is an approximation of the CIR ℎሺ�ሻ, provided that the transmitted signal is short 

enough. The advantage of using short pulses as transmitted signal is its low acquisition duration which can 

be used to obtain the CIR in real time. However, the disadvantages of this technique are as follows: 

 Signal acquisition requires a very fast sampling rate 

 SNR is low leading to a strong impact of measurement noise 

 Requirement of perfect synchronization between the transmitter and the receiver 

A practical way to increase the SNR is to use the technique of correlation sounding. The cross-correlation 

between the transmitted and the received signal is denoted by ܴ௘௦ሺݐሻ and is calculated as follows:  

 ܴ௘ݏሺݐሻ =   ∫ ݁̅ሺ�ሻݏሺݐ + �ሻ݀�∞
−∞ ≡ ሺ݁ ⋆  ሻ 5.4ݐሻሺݏ

where     ̅ denotes the complex conjugate, ⋆ denotes the cross-correlation operator.  

From equation 5.2 and 5.4, the cross-correlation is reduced to the following:   

 ܴ௘ݏሺݐሻ =   (݁ ⋆  ሺ݁ ∗ ℎሻ)ሺݐሻ 5.5 

As per the definition of cross-correlation theorem [141], equation 5.5 can be expressed as a product of two 

Fourier transforms:  

 ℱ[(݁ ⋆ ሺ݁ ∗ ℎሻ)] =  [ℱሺ݁ሻ][ℱሺ݁ ∗ ℎሻ] 5.6 

where ℱ represents the Fourier transform. Now, as per the definition of convolution theorem [142], equation 

5.6 can be written as follows: 

 ℱ[(݁ ⋆ ሺ݁ ∗ ℎሻ)] =  [ℱሺ݁ሻ][ℱሺ݁ሻ][ℱሺℎሻ] 5.7 

After further simplification and taking the inverse Fourier transform of equation 5.7, one obtains the 

following:  

 [(݁ ⋆ ሺ݁ ∗ ℎሻ)] = [(ሺ݁ ⋆ ݁ሻ ∗ ℎ)] 5.8 

Substituting equation 5.8 in equation 5.5, the cross-correlation can be rewritten as: 

 ܴ௘ݏሺݐሻ =   (ሺ݁ ⋆ ݁ሻ ∗ ℎ)ሺݐሻ = ሺܴ௘௘ ∗ ℎሻሺݐሻ 5.9 

If the input signal is similar to a white noise, its autocorrelation function tends to a Dirac impulse. In this 

case, the identification problem is similar to the one occurring in the pulsed technique. In practical 

implementation, channel sounders use maximum length pseudo-noise (PN) sequences which are also called 
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m-sequences.  It corresponds to a good approximation of colored noise with zero mean and limited 

bandwidth. The SNR is increased due to the autocorrelation properties of the PN sequences. 

 

In order to study the concept of HF geolocation using the ToA method, an experimental campaign was setup 

by our team in IMT Atlantique before the start of the thesis which involved HF radio transmissions. The 

receiver and the transmitter were designed using a SDR module (different from the setup developed in this 

thesis) operating in the HF band. In order to obtain the propagation durations of signals, the transmitter and 

the receivers were synchronized using GPS disciplined oscillators (GPSDO). The transmitter and the 

receiver setup were controlled using an ethernet connected laptop.  

The experimental campaign involved one transmitter station which was deployed in Brest and 4 receiver 

stations, which were deployed in Paris, Poitiers, Strasbourg and Toulouse. The ionospheric channels were 

regularly sounded at 3 different frequencies in the HF band: 6.40 MHz, 8.06 MHz and 9.95 MHz. The 

transmitted signals consisted of a PN sequence with programmable length and chirp duration. At the 

receiving end, the signals were correlated with transmitted signals to obtain the CIR. For each HF link, the 

CIR was computed throughout the day at the rate of 1 measurement every 30 minutes which allowed 

observing the effect of daily ionospheric variations. Details about the equipment and signal processing are 

explained briefly in [79]. Different propagation modes and the propagation durations of the signals received 

at different sites were evaluated from the CIR.  

 
Figure 5.2 Example of CIR measured on different HF links (Brest-Paris, Brest-Poitiers and Brest-Toulouse) using correlation 

sounding on 10th March, 2015 at 10h00, frequency 8.06 MHz 

Figure 5.2 presents a measurement example of the CIR obtained in Paris, Poitiers and Toulouse, respectively, 

on 10th March, 2015 at 10h00. The channel is sounded at a frequency of 8.06 MHz. According to the 

principles of ionospheric propagation, the presence of E layer produces signal reflections at a virtual height 
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in the range of 80-150 km. Similarly, the F layer corresponds to signal reflections at a virtual height in the 

range of 180-300 km. As the Tx and Rx locations are known, it is possible to compute the range of travel 

times for each receiver corresponding to one hop modes via the E layer. This range is represented with the 

black dashed lines on Figure 5.2. Similarly, the range of propagation durations corresponding to one hop 

mode via the F layer is represented with the red dashed lines. For all the HF links (Brest-Paris, Brest-Poitiers 

and Brest-Toulouse), a single propagation path via the F layer is observable. It corresponds to one-hop 

propagation mode. 

HF communications through skywaves is a real challenge due to the non-stationary behaviour of the 

ionosphere. Using HF channel sounding, the propagation channel can be characterized and different 

parameters (i.e. carrier frequency, signal bandwidth, etc.) can be estimated to overcome channel 

impairments; thereby ensuring the availability of the HF link. In the case of the passive geolocation, the 

transmitted signal is unknown. Thus, channel sounding cannot be used. In order to obtain the TDoA between 

signals received by multiple receivers, a technique named as cross-channel sounding is explained in section 

5.2 along with its mathematical description. 

5.2 Cross-channel sounding 

Cross-channel sounding is a technique used to evaluate the propagation duration differences of an unknown 

signal received by multiple synchronized distributed receivers. 

 Principle 

In the framework of passive time-domain HF geolocation, the signal transmission time and transmitted signal 

are unknown. Thus, the duration of propagation cannot be calculated and the classical ToA method cannot be 

used. The TDoA method can be employed, for which only the time difference between reception instants at 

any pair of receivers is required.  

Let the signals received at receiver 1 (Rx1) and receiver 2 (Rx2) be ݏଵሺݐሻ  and ݏଶሺݐሻ, respectively. These 

signals share the same origin which is the transmitted signal ݁ሺݐሻ but have different propagation channels ℎଵሺ�ሻ and ℎଶሺ�ሻ between the Tx-Rx1 pair and Tx-Rx2 pair, respectively. Assuming that both the propagation 

channels do not vary with time, the received signals are expressed as follows: 

ሻݐଵሺݏ  = ሺ݁ ∗ ℎଵሻሺݐሻ 

ሻݐଶሺݏ  = ሺ݁ ∗ ℎଶሻሺݐሻ 5.10 

In practice, the received signals contain some noises ݊ଵሺݐሻ and ݊ଶሺݐሻ captured by the Rx1 and Rx2, 

respectively. These noises are mainly generated from the receiver circuitry and different radiated 

electromagnetic noise captured by the antenna at the receiver end. In general, these noises will affect the 

signal detection performance. The received signals at Rx1 and Rx2 can be now written as follows: 

ሻݐଵሺݏ  = ሺ݁ ∗ ℎଵሻሺݐሻ + ݊ͳሺݐሻ 

ሻݐଶሺݏ  = ሺ݁ ∗ ℎଶሻሺݐሻ + ݊ʹሺݐሻ 5.11 

The duration of propagation of each signal path is captured by the CIRs ℎଵሺ�ሻ and ℎଶሺ�ሻ. The TDoA method 

requires a way to retrieve this information in a way similar to what is done in classical channel sounding. In 

order to find the difference of the propagation durations from the available data which are just the received 

signals, one can evaluate the cross-correlation between the CIRs ℎଵሺ�ሻ and ℎଶሺ�ሻ, a technique that is named 

as “cross-channel sounding.” 
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 Mathematical description 

Cross-channel sounding requires to compute the cross-correlation of the received signals ݏଵሺݐሻ and ݏଶሺݐሻ and 

is denoted by ܴ௦భ௦మሺݐሻ. It is calculated as follows: 

 ܴ௦భ௦మሺݐሻ = ሺݏଵ ⋆ ሻݐଶሻሺݏ =  [(ሺ݁ ∗ ℎଵሻ + ݊ଵ) ⋆ ሺሺ݁ ∗ ℎଶሻ + ݊ଶሻ]ሺݐሻ 5.12 

After applying the distributive property of cross-correlation, equation 5.12 is expressed as: 

 ܴ௦భ௦మሺݐሻ = {[ሺ݁ ∗ ℎଵሻ ⋆ ሺ݁ ∗ ℎଶሻ] + [ሺ݁ ∗ ℎଵሻ ⋆ ݊ଶ] + [݊ଵ ⋆ ሺ݁ ∗ ℎଶሻ] + [ሺ݊ଵ ⋆ ݊ଶሻ]}ሺݐሻ 5.13 

As per the convolution and cross-correlation theorem, the 1st term of equation 5.13 can be simplified further 

yielding: 

 ܴ௦భ௦మሺݐሻ = {[ሺ݁ ⋆ ݁ሻ ∗ ሺℎଵ ⋆ ℎଶሻ] + [ሺ݁ ∗ ℎଵሻ ⋆ ݊ଶ] + [݊ଵ ⋆ ሺ݁ ∗ ℎଶሻ] + [ሺ݊ଵ ⋆ ݊ଶሻ]}ሺݐሻ 5.14 

After further simplifications, equation 5.14 is reduced to the following: 

 ܴ௦భ௦మሺݐሻ = (ܴ௘௘ ∗ ܴℎభℎమ)ሺݐሻ + ܴ௦భ௡మሺݐሻ + ܴ௡భ௦మሺݐሻ + ܴ௡భ௡మሺݐሻ 5.15 

where ܴ௘௘ is the autocorrelation of the transmitted signal, ܴℎభℎమ is the cross-correlation between the 2 

CIRs ( ℎଵሺ�ሻ and ℎଶሺ�ሻ), ܴ௦భ௡మ is the cross-correlation between the signal received at Rx1 without any noise 

and the noise received at Rx2, ܴ௡భ௦మ is the cross-correlation between the noise received at Rx1 and the signal 

received at Rx2 without any noise and ܴ௡భ௡మ is the cross-correlation between the noises received at Rx1 and 

Rx2, respectively. 

The resolution of the cross-correlation peak mainly depends on the SNR of the received signals and the 

correlation between the different noises and received signals. Assuming that signals and noise received at 

both receivers are uncorrelated, the cross-correlation of the terms involving noises and received signals 

(i.e. ܴ௦భ௡మ, ܴ௡భ௦మ, ܴ௡భ௡మ) in equation 5.15 should be small and thus, would reduce the resolution of the cross-

correlation peak by a small extent. Therefore, one can neglect the cross-correlation of the terms involving 

noises and the received signals. Now, the cross-correlation of the received signal is given by the following 

equation: 

 ܴ௦భ௦మሺݐሻ = (ܴ௘௘ ∗ ܴℎభℎమ)ሺݐሻ 5.16 

A similarity can be observed between equation 5.16 related to cross-channel sounding and equation 5.9 

related to correlation based channel sounding. It also explains that the nature of the transmitted signal plays 

an important role in cross-channel sounding for the estimation of propagation duration differences. More 

specifically, the cross-correlation output for the received signals will be close to the cross-correlation of the 

CIRs, provided that the auto correlation of the transmitted signals resembles a narrow, zero-centered peak 

with a large SNR. 

For an optimal signal, such as an m-sequence or any signal with low internal correlation, the autocorrelation 

will resemble a narrow, zero-centered peak, with a large SNR. In such case, the output cross-correlation ܴ௦భ௦మሺݐሻ will be close to the cross-correlation of the two CIRs ܴℎభℎమሺݐሻ. Practically, for a random signal such 

as AM modulated radio broadcast signals, longer sequences would lead to better autocorrelation properties. 

In any case, the transmitted signal being the unknown signal that needs to be located, there will be no way to 

improve its properties for cross-channel sounding in the framework of passive time-domain geolocation. 
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Different issues may arise while selecting the cross-correlation peak which corresponds to the time delay 

between the signals received at two distinct synchronized receivers depending on the nature of both CIRs. 

These may contain a single peak or multiple peaks depending on the propagation path of the transmitted 

signals. The effect of the propagation channels on the CIR is briefly explained in section 5.2.3 and 5.2.4. 

 Single path channels 

Let us assume that both channels are single ideal path, where the ionospheric propagation occurs via the F 

layer of the ionosphere. The output of the CIRs cross-correlation of the received signals having different 

single path channels is represented in Figure 5.3. In ℎଵሺ�ሻ, �ଵ corresponds to the propagation duration of the 

signal from the transmitter to Rx1 via a reflection from the F layer of the ionosphere. Similarly, �ଶ 

corresponds to the propagation duration of the signal from the transmitter to Rx2. In the case of single path 

channels, the time delay between the signals received at different receivers can be obtained with ease provide 

that the transmitted signal has a higher correlation. 

 
Figure 5.3 Output of the CIRs cross-correlation for single path ideal channels  

 Multipath channels 

Let’s assume that both channels are multipath channels where ionospheric propagation occurs via different 
layers of the ionosphere (e.g. one through the E and the other through F layer). The output of the CIRs cross-

correlation of the received signals having different multipath channel is represented in Figure 5.4. In ℎଵሺ�ሻ, �ଵ and �ଶ correspond to the propagation durations of the signal from the transmitter to Rx1 via a reflection 

from the E and the F layer, respectively. Similarly, �  and �  correspond to the propagation duration of the 

signal from the transmitter to Rx2 via a reflection from the E and F layer, respectively. Due to multipath 

channels, when the CIRs are cross-correlated, it results in multiple peaks. These peaks have varying 

intensities depending on the power at which the signals reflected from different layers are received.  

Different peaks corresponding to different time delays in Figure 5.4 are expressed as follows: 

 

�ଵ  �ଶ Delay difference

ܴℎభℎమ �

ℎଵ � ℎଶ �

Delay
�ଶ�ଵ Delay
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 �ଵ = �ଵ  �  �ଵ = �ଵ  �  �ଶ = �ଶ  �  �ଶ = �ଶ  �  

5.17 

Due to multiple peaks, it becomes difficult to select the peak which provides the most accurate time delay 

between the received signals by different receivers. For practical purpose, one can select the peak with the 

strongest signal level in the cross-correlation output. In the example of Figure 5.4, it corresponds to the time 

delay ሺ�ଶ ሻ between the signals reflected via the F layer for both propagation paths.  

In the case of multipath channels, TDoA estimation is complex when multiple peaks illustrating different 

paths with different intensities are very close to each other. Thus, in order to distinguish between multiple 

peaks which are very close to each other, the system resolution must be very high. It can be achieved by 

sampling the received signals at a higher rate. However, in the case of multiple propagation paths, the 

minimum resolution is limited by the useful signal bandwidth. 

 
Figure 5.4 Output of the CIRs cross-correlation for multipath channels 

Cross-channel sounding method is a way of obtaining the time delay between signals received by distinct 

synchronized receivers. The time delay is obtained by cross-correlating the received signals as long as the 

autocorrelation of the transmitted signal is equivalent to a large peak centred at the origin. The time delays 

estimated for different captures using cross-channel sounding method are explained in section 5.3.   

5.3 TDoA estimation and identification of propagation modes 

HF radio signals were captured from different HF broadcast transmitters (section 4.3.2) located around 

Europe using the receiver network explained in section 4.3. All the signals were captured for duration of 5 

seconds and sampled at the rate of 200 kHz.  

Signal processing: The captured data files were post-processed and data was retrieved in the form of 

complex samples (IQ data). To eliminate other interfering signals captured with the signal of interest 

Delay

ℎଵ � ℎଶ �

�ଶ�ଵ � � 

Delay difference

ܴℎభℎమ �

�ଵ �ଵ �ଶ �ଶ 

Delay
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(intended capture), the captured signal was filtered in the frequency domain. The bandwidth of the captured 

spectrum was 200 kHz, out of which only 5 kHz of signal on either side of the carrier frequency of the 

broadcast transmitter was kept and the rest was filtered out. The signal was transformed back to time domain 

and received signal’s average power was calculated. Then, the transformed signal was demodulated to obtain 

the message signal samples. Finally, the TDoA between the signals received on two distinct distributed 

synchronized receivers were computed using the cross-channel sounding method (i.e. by cross-correlating 

two received message signals). 

In order to compare the estimated TDoA values obtained from measurements, theoretical TDoA values are 

computed assuming a one-hop propagation mode for all received signals.  

Theoretical TDoA computation: The GPS locations of the HF broadcast transmitters and the receivers were 

transformed to x and y coordinates using the azimuthal equidistant projection [143] considering the receiver 

in Brest as the origin of the coordinate system. The virtual reflection height at the midpoint of the one-hop 

propagation path can be found if the ionospheric profile is known at that location, which is practically not the 

case. Digital ionograms which gives an estimate of the different ionospheric parameters are recorded every 

day at different locations around Europe and are available online [16]. At mid-latitudes, the ionospheric 

variations are not very high. Thus, one can use the ionograms available from the closest location of the 

midpoint of the one-hop propagation path to calculate the virtual reflection height. The ionogram recorded in 

Dourbes (Belgium) with respect to the capture times of the radio signal was used. Using the secant’s law and 

the known distance between the transmitter and the receiver, the vertical incidence digital ionogram was 

converted to an oblique incidence ionogram [5]. An approximate virtual reflection height corresponding to 

carrier frequency of the transmitter was obtained. From the known transmitter and receiver locations and the 

estimated approximate virtual reflection height, the group paths were computed using the geometry of one-

hop propagation mode. Knowing the speed of a radio wave, the signal travel time was calculated for both 

propagation paths and the corresponding theoretical TDoA between two receivers was obtained. 

Some measurement examples characterizing the different propagation modes based on the TDoA estimate 

obtained from cross-channel sounding are discussed in the following sections (section 5.3.1 to section 5.3.3). 

 Case 1: Single path channels 

Figure 5.5 represents the TDoA estimate for a HF broadcast signal captured simultaneously in Brest and 

Bordeaux on 21st of July at 19:13 UTC. The HF broadcast transmitter located in Nauen, Germany was 

transmitting radio signals at a frequency of 11.790 MHz. As seen in Figure 5.5, there is only a single peak in 

the cross-correlation output which implies that the radio signals arrived at the different receivers through 

single path channels (i.e. 1E or 1F mode). This example resembles to the case of two single path channels as 

explained in section 5.2.3 and illustrated in Figure 5.3. The TDoA corresponding to the cross-correlation 

peak is equal to 20 μs.  
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Figure 5.5 Cross-channel sounding output for HF broadcast signals received simultaneously in Brest and Bordeaux from HF 

transmitter site in Nauen, Germany 

In order to verify the propagation modes of the received signals, virtual reflection heights along different HF 

propagation paths are estimated using data available from ionograms as explained earlier. The estimated 

virtual reflection heights and the corresponding theoretical TDoA value are listed in Table 5.1. From Table 

5.1, one can clearly observe that the radio signals received in Brest and Bordeaux propagated through a 

single path channel (1Es propagation mode). The received signals were reflected from Es layer at a virtual 

height of about 110 km and the corresponding theoretical TDoA value is equal to 17 μs. 

Ionosonde 

location 

Ionogram 

capture date & 

time (UTC) 

HF link 

Estimated 

virtual reflection 

height 

(km) 

Ionospheric 

reflection layer 

 

Theoretical 

TDoA 

(μs) 

Dourbes 
21/07/2017 

19:15:02 

Nauen - Brest 110 Es 

17 (Es, Es) Nauen - 

Bordeaux 
110 Es 

Table 5.1 Details of ionospheric conditions and the estimated theoretical TDoA for an example of single path channels 

 Case 2: Combination of single and multipath channels 

Figure 5.6 shows the TDoA estimate for a HF broadcast signal captured synchronously in Brest and 

Grenoble on 18th of July at 20:13 UTC. The broadcast transmitter is located in Moosbrunn, Austria and was 

emitting at a frequency of 11.880 MHz. As seen in Figure 5.6, there are 2 peaks with different amplitudes in 

the cross-correlation output. This implies that the radio signals arrived at one of the receiver through single 

path channel whereas, on the other receivers, through multipath channel. Table 5.2 provides the estimates of 

virtual reflection heights for different HF links computed by transforming digital ionograms to oblique 

ionograms. From Table 5.2, it can be said that the propagation path is a mix of 1Es and 1F2 modes for the 

signal received in Brest whereas it is 1Es mode for the signal received in Grenoble. The TDoA corresponding 

to the maximum peak is 2.27 ms which is consistent with 1Es propagation mode for signals received on both 

receivers. The other peak obtained at 2.505 ms corresponds to the signal received in Brest and Grenoble 

through 1F2 and 1Es mode, respectively. The time delays corresponding to these peaks are approximately 

equivalent to the theoretical TDoA’s listed in Table 5.2. 
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Figure 5.6 Cross-channel sounding output for HF broadcast signals received simultaneously in Brest and Grenoble from HF 

transmitter site in Moosbrunn, Austria  

Ionosonde 

location 

Ionogram 

capture date & 

time (UTC) 

HF link 

Estimated 

virtual reflection 

height 

(km) 

Ionospheric 

reflection layer 

 

Theoretical 

TDoA 

(ms) 

Dourbes 
18/07/2017 

20:10:02 

Moosbrunn - 

Brest 
105, 260 Es, F2 

2.2308 (Es, Es) 
2.4659 (F2, Es) Moosbrunn - 

Grenoble 
105 Es 

Table 5.2 Details of ionospheric conditions and the estimated theoretical TDoA values for an example of single and multipath 

channels 

 Case 3: Multipath channels 

Figure 5.7 shows the TDoA estimate for a HF broadcast signal captured simultaneously in Brest and Lille on 

13th of July at 11:46 UTC. The broadcast transmitter is located in Romania and was transmitting at a 

frequency of 15.130 MHz. As seen in Figure 5.7, there are multiple peaks in the cross-correlation output 

which implies that the radio signals arrived at both receivers through multipath channels. It can be further 

interpreted that the received signal at both receivers, consists of signals reflected from E and F layers of the 

ionosphere. This example resembles the multipath channel case explained in section 5.2.4 and depicted in 

Figure 5.4. The different amplitudes, with which signals are received for different propagation modes, 

translate in different amplitudes for the cross-correlation peaks.  
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Figure 5.7 Cross-channel sounding output for HF broadcast signals received simultaneously in Brest and Lille from HF transmitter 

site in Galbeni, Romania 

In order to check the validity of multipath channels, data from ionosonde in Dourbes were processed to see 

the possible propagation paths for the experimental HF links. The estimated virtual reflection heights 

possible along the two different HF links are summarized in Table 5.3. It can be seen that the propagation 

path is a mix of 1E and 1F1 modes for the signal received in Brest and reflected at virtual heights of about 95 

and 260 km, respectively. Similarly, the propagation path is a mix of 1E and 1F1 modes for the signal 

received in Lille and reflected at virtual heights of about 95 and 210 km, respectively. The maximum peak 

corresponds to a time delay of 1.86 ms which is approximately equal to the theoretical TDoA obtained from 

a virtual height of 95 km (i.e. from the E layer) for both propagation paths. It can also be interpreted that 

signals reflected from the E layer are received with higher amplitudes at both receivers. The other peaks in 

the cross-correlation outputs correspond to time delays obtained by different combinations of the propagation 

paths. 

Ionosonde 

location 

Ionogram 

capture date & 

time (UTC) 

HF link 

Estimated virtual 

reflection height 

(km) 

Ionospheric 

reflection layer 

 

Theoretical TDoA 

(ms) 

Dourbes 
13/07/2017 

11:45:02 

Galbeni - Brest 95, 260 E, F1 1.8694 (E, E) 
1.9045 (F1, F1) 

1.7405 (E, F1) 

2.0334 (F1, E) Galbeni - Lille 95, 210 E, F1 

Table 5.3 Details of ionospheric conditions and the estimated theoretical TDoA for an example of multipath channels 

Table 5.4 provides the summary of the measured TDoA and the corresponding theoretical TDoA values for 

different cases of HF propagation channels. 
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HF transmitter 

site 
Capture date 

Capture start 

time 

(UTC) 

Measured TDoA 
Theoretical  

TDoA 

TDoA error 

(μs) 

Nauen 21/07/2017 19:13:00 20 μs 17 μs 3 

Moosbrunn 18/07/2017 20:13:00 2.27 ms 2.2308 ms 39.2  

Galbeni 13/07/2017 11:46 :00 1.86 ms 1.8694 ms 9.4 

Table 5.4 Summary of TDoA’s obtained from measurements and simulations 

It can be concluded that the TDoA estimates can be obtained from cross-channel sounding method (section 

5.3.1 – section 5.3.3). In order to find the geographic location of a HF transmitter, a minimum of 3 TDoA 

estimates are required. Using our receiver network, HF radio signals are captured from different transmitters 

and processed to obtain the TDoA estimates. Experimental geolocation results of different HF transmitters 

are presented in section 5.4.  

5.4 Preliminary geolocation results 

In the first experimental measurement campaign, all HF radio signals were captured for 5-second duration 

with a one-minute interval between start times of two captures from the same transmitter site. Using 

azimuthal equidistant projection system, the GPS coordinates of HF transmitters and all receivers in the 

network were converted into a rectangular coordinate system. Coordinates of the selected reference receiver 

were used as the origin of the coordinate system. Details of the captures analysed from different HF 

transmitters over several days are summarized in Table 5.5. 

Date Transmitter site 
Capture frequency 

(MHz) 
Capture time (UTC) Capture count 

17-07-17 Galbeni 15.130 13:15-13:18 4 

18-07-17 
Santa Maria di 

Galeria (SMDG) 
15.570 16:11-16:20 10 

21-07-17 Nauen 11.790 19:11-19:20 10 

26-07-17 Cerrik 11.885, 13.710 08:16-08:20 5 

27-07-17 Moosbrunn 11.880 20:11-20:15 5 

Table 5.5 Summary of HF radio signals captured from different transmitters 

Reference receiver selection criteria: The geolocation algorithm used to estimate the geographic location of 

the HF transmitter is dependent on the reference receiver, as explained in section 3.2.3. The received signal 

average powers were calculated for all receivers and the receiver with the highest signal average power was 

considered as the reference receiver. Using the cross-channel sounding technique, the message signal 

samples from the reference receiver were cross-correlated with the message signal samples from the other 

three receivers to obtain three TDoA estimates. Finally, the transmitter location was estimated using the 

obtained TDoA values by solving a system based on quadratic equations (section 3.2.3). Some of these 

captured data from different HF transmitters are analyzed and discussed in section 5.4.1 to section 5.4.4. 
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 Example: Favorable propagation conditions 

A HF radio signal which was captured synchronously by the four receivers on 21st July at 19:19 UTC from 

Nauen is studied. The received signals on all receivers were demodulated and the message signal was 

extracted as explained earlier. The signal received in Grenoble was considered as the reference signal on 

account of the received signal power. Figure 5.8 (a) presents the HF radio signal captured in Grenoble from 

Nauen.  

The propagation duration differences calculated using the cross-channel sounding method between the 

signals received in Brest-Grenoble, Bordeaux-Grenoble and Lille-Grenoble can be seen in (b), (c) and (d) of 

Figure 5.8, respectively. As seen in the three TDoA plots, there is a single cross-correlation peak which 

corresponds to one-hop propagation mode for signals received by both receivers. Using the obtained TDoA 

estimates, the HF transmitter site was located with an error as small as 2.2 km. This corresponds to a relative 

error of about 0.17% calculated with respect to the maximum ground range among the four possible HF 

links. Figure 5.12 presents the actual and estimated geographic location of the HF transmitter in Nauen. 

(a) (b) 

(c) (d) 

Figure 5.8 HF signal captured in Grenoble from Nauen on 21st July, 2017 at 19:19 UTC (a); TDoA estimates for HF signals captured 

in Brest-Grenoble (b), Bordeaux-Grenoble (c) and Lille-Grenoble (d) 
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 Example: Moderate propagation conditions 

This example provides the analysis of a HF signal captured from the HF transmitter located in SMDG by all 

receivers in the network on 18th July at 16:12 UTC. Based on the received signal strengths at different 

receivers, the signal captured in Grenoble was considered as the reference signal. Figure 5.9 (a) represents 

the power spectrum of the HF signal captured in Grenoble.  

The message signal samples extracted after demodulation were cross-correlated and three TDoA estimates 

were obtained. These estimates corresponding to the cross-correlation peak between the signals captured in 

Brest-Grenoble, Bordeaux-Grenoble and Lille-Grenoble are presented in Figure 5.9 (b), (c) and (d) 

respectively. Using the geolocation algorithm, the transmitter coordinates were estimated and the geolocation 

error was about 81.50 km.  This error seems moderate and is equivalent to a relative error of about 5.45%. 

The actual and estimated transmitter location can be seen in Figure 5.12. 

(a) (b) 

(c) (d) 

Figure 5.9 Power spectrum of HF signal captured in Grenoble from SMDG on 18th July at 16:12 UTC (a); TDoA estimates for HF 

signals captured in Brest-Grenoble (b), Bordeaux-Grenoble (c) and Lille-Grenoble (d) 

 Example: Geometric dilution of precision 

In this example, data captured from Moosbrunn on 27th July at 20:12 UTC are analyzed. The signal received 

in Grenoble was considered as the reference signal based on the received signal intensity. Using the known 

receiver positions and the TDoA estimates, the geographic location of the transmitter was estimated, and is 
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presented in Figure 5.12. The geolocation error is large, about 292 km which corresponds to a relative error 

of 18.8%. 

Localization based on TDoA estimations suffers from an error caused by long ranges from the receiver’s 
baseline. The baseline refers to the distance between the receivers. The geometric solution for localization of 

HF transmitter in Moosbrunn and Galbeni based on TDoA method are illustrated in Figure 5.10 (a) and (b), 

respectively. TDoA based systems locate the target by using multilateration principle at intersection of 

hyperbolas in the 2D case (and of hyperboloids in the 3D case). In the following illustrative example, as the 

receiver and transmitter locations were known, the TDoA estimates were computed assuming the receiver in 

Brest as the reference. Using the obtained TDoA’s, the hyperbolas were plotted using different receiver pairs 

and considering the locations of the receivers as the foci of the hyperbola. As seen in Figure 5.10 (a) and (b), 

the hyperbolic line of positions (LOPs) generated from the receiver pair of Brest-Bordeaux and Brest-

Grenoble were nearly parallel for the transmitter located in Moosbrunn and Galbeni, respectively. As the 

TDoA values were exact, the location of the transmitter was found without any error. A small error in TDoA 

due to noise or small measurement errors will result in shift of the hyperbolic LOPs thereby resulting in large 

geolocation error. This is referred to as Geometric Dilution of Precision (GDOP). The GDOP gets worse 

when the transmitters are farther away from receiver baselines [106], which can be seen from the geolocation 

errors obtained for the HF transmitter in Galbeni. This example explains a case where a slight error in the 

estimated TDoA’s leads to a large geolocation error. 

(a) (b) 

Figure 5.10 Geometric localization for HF transmitter situated in Moosbrunn (a) and Galbeni (b) using the TDoA method 

 Example: Effect of multipath propagation 

This example investigates data captured from the HF transmitter located in Cerrik on 26th July at 08:17 UTC. 

The signal received in Lille was considered as the reference signal considering the received signal intensity 

on different receivers. By cross-correlating the reference signal with the signal received by other receivers, 

estimates of TDoA’s were obtained. Figure 5.11 presents the cross-correlation output for the signals captured 

in Bordeaux and Lille. As seen in Figure 5.11, there are two peaks separated by 265 μsec in cross-correlation 

output with different amplitudes. This implies that the signal was received at least at one of the receivers 

through multipath channels. The time delay corresponding to the maximum power was selected as the TDoA 

estimate and the transmitter coordinates were estimated using the geolocation algorithm. The geolocation 

error was about 152 km corresponding to a relative error of about 7.2%. The true and the estimated 

geographic location of the transmitter can be seen in Figure 5.12. 
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Figure 5.11 TDoA estimate for HF signal captured in Bordeaux and Lille from Cerrik on 26th July at 08:17 UTC 

 
Figure 5.12 Estimated and true geographic location of HF transmitters for different measurement examples 

 Analysis of azimuthal vs. range error 

Table 5.6 provides the summary of the geolocation error for 4 different captured signals from the HF 

transmitter in Galbeni on 17th July between 13:15-13:18 UTC. The minimum geolocation error of 93.95 km 

corresponds to a relative error of about 4% computed with respect to the maximum ground range among the 

four possible HF paths whereas the maximum geolocation error of 1173 km corresponds to a relative error of 

about 49.9% and it is mainly due to GDOP as explained in section 5.4.3. The obtained azimuth errors for all 

the captured signals are also listed in Table 5.6. It can be observed that the accuracy of direction of 

localization in terms of azimuth angle is very high when compared to the geolocation errors. 
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Data capture time 

(UTC) 

Reference receiver 

location 
Error (km) Relative error (%) Azimuth error (°) 

13:15 Bordeaux 93.95 (minimum) 3.99 1.34 

13:16 Lille 536.13 22.81 3.39 

13:17 Lille 1173 49.90 5.30 

13:18 Bordeaux 880.59 37.46 -0.63 

Table 5.6 Geolocation and azimuth errors for HF radio signals captured from Galbeni, Romania on 17th July, 2017 

The summary of geolocation and azimuth errors for 10 different captured signals from the HF transmitter in 

SMDG on 18th July between 16:11-16:20 UTC is provided in Table 5.7. For all ten captures, the received 

signal in Grenoble was selected as the reference signal as it was received with the highest SNR. The 

minimum geolocation error of 43.25 km corresponds to a relative error of about 2.89% whereas the 

maximum geolocation error of 95.90 km corresponds to a relative error of about 6.42%. The minimum and 

maximum errors were obtained within an interval of 1 minute. This rapid fluctuation in the geolocation 

accuracy is due to the fast variations of the ionosphere which leads to variable results in a very short period. 

In order to reduce this effect, one can consider averaging the obtained results within a certain time interval. 

From the obtained azimuth errors, it can be said that the direction of localization accuracy in terms of 

azimuth direction is very high. 

Data capture time 

(UTC) 

Reference receiver 

location 
Error (km) Relative error (%) Azimuth error (°) 

16:11 Grenoble 81.50 5.45 -0.04 

16:12 Grenoble 81.50 5.45 -0.04 

16:13 Grenoble 81.50 5.45 -0.04 

16:14 Grenoble 81.50 5.45 -0.04 

16:15 Grenoble 57.38 3.84 0.27 

16:16 Grenoble 85.87 5.74 0.17 

16:17 Grenoble 57.38 3.84 0.27 

16:18 Grenoble 71.23 4.76 0.02 

16:19 Grenoble 95.90 6.42 -0.28 

16:20 Grenoble 43.25 (minimum) 2.89 0.12 

Table 5.7 Geolocation and azimuth errors for HF radio signals captured from SMDG, Italy on 18th July, 2017 

Table 5.8 provides the summary of the geolocation and azimuth errors for 10 different captured signals from 

the HF transmitter in Nauen on 21st July between 19:11-19:20 UTC. For all ten captures, the received signal 

in Grenoble was selected as the reference receiver on the basis of received signal intensity. The minimum 

geolocation error of 2.2 km corresponds to a relative error of about 0.17% whereas the maximum 

geolocation error of 70.64 km corresponds to a relative error of about 5.34%. From the calculated azimuth 

errors, it can be again said the algorithm output in terms of azimuth direction of localization is very high for 

HF signals captured from Nauen.  
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Data capture time 

(UTC) 

Reference receiver 

location 
Error (km) Relative error (%) Azimuth error (°) 

19:11 Grenoble 70.64 5.34 -1.64 

19:12 Grenoble 26.93 2.03 -0.46 

19:13 Grenoble 41.03 3.10 -0.86 

19:14 Grenoble 64.24 4.85 -1.47 

19:15 Grenoble 31.88 2.41 -0.82 

19:16 Grenoble 58.67 4.43 -1.54 

19:17 Grenoble 2.69  0.20 -0.09 

19:18 Grenoble 14.62 1.10 0.30 

19:19 Grenoble 2.22 (minimum) 0.17 0.03 

19:20 Grenoble 19.69 1.49 0.66 

Table 5.8 Geolocation and azimuth errors for HF radio signals captured from Nauen, Germany on 21st July, 2017 

The geolocation and azimuth errors for 5 different captured signals from the HF transmitter in Cerrik on 26th 

July between 08:16-08:20 UTC are listed Table 5.9. The minimum geolocation error of 152.73 km 

corresponds to a relative error of about 7.28% whereas the maximum geolocation error of 507.53 km 

corresponds to a relative error of about 24.21%. It is observed that the accuracy in terms of azimuth direction 

of localization is very high when compared to the geolocation errors. 

Data capture time 

(UTC) 

Reference receiver 

location 
Error (km) Relative error (%) Azimuth error (°) 

08:16 Lille 363.61 17.34 -3.88 

08:17 Lille 152.73 (minimum) 7.28 -1.27 

08:18 Grenoble 291.37 13.90 0.96 

08:19 Lille 507.53 24.21 -5.90 

08:20 Grenoble 449.31 21.43 2.29 

Table 5.9 Geolocation and azimuth errors for HF radio signals captured from Cerrik, Albania on 26th July, 2017 

Table 5.10 provides the summary of the geolocation and azimuth errors for 5 different captured signals from 

the HF transmitter in Moosbrunn on 27th July between 20:11-20:15 UTC. For all five captures, the received 

signal in Grenoble was selected as the reference receiver on the basis of received signal intensity. In general, 

the geolocation errors are large due to the effect of GDOP as explained in section 5.4.3. Figure 5.13 presents 

the estimated geographic locations for the data captured from Moosbrunn.  
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Figure 5.13 Estimated geographic locations for data captured from Moosbrunn on 27th July, 2017  

Data capture time 

(UTC) 

Reference receiver 

location 
Error (km) Relative error (%) Azimuth error (°) 

20:11 Grenoble 305.42 19.63 13.12 

20:12 Grenoble 291.96 18.76 12.45 

20:13 Grenoble 137.06 (minimum) 8.81  -0.04 

20:14 Grenoble 407.48 26.19 -4.05 

20:15 Grenoble 466.90 30.01 23.34 

Table 5.10 Geolocation and azimuth errors for HF radio signals captured from Moosbrunn, Austria on 27th July, 2017 

5.5 Conclusion 

In this chapter, the principle and different methods of classical channel sounding are explained along with its 

advantages and drawbacks. Correlation sounding technique results in a higher SNR if the transmitted signal 

has better autocorrelation properties. 

A new method termed as cross-channel sounding used to estimate the TDoA between signals received at 

multiple receivers is proposed and explained. The TDoA estimate can be obtained with a higher accuracy 

depending on the correlation properties of the transmitted signal. Using different measurement examples, the 

feasibility of using cross-channel sounding to obtain the TDoA between HF radio signals received at 

multiple receivers is demonstrated. From the cross-channel sounding output, the propagation channels 

through which signals arrive at the receptions sites can be identified. Further, in order to identify the specific 

propagation modes along each HF link, one must be aware of the ionospheric profile along the propagation 

path. In the case of single path channels, the estimation of the TDoA is easier, as there is only a single peak 

in the cross-channel sounding output. But, for multi-path channels, the multiple peaks in the cross-channel 

sounding make the estimation of the most accurate TDoA more difficult. In such cases, the TDoA 

corresponding to the peak with maximum amplitude can be selected. In the future, advanced algorithms 

taking into account several detected peaks in the cross-correlation output could be devised.  
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Some of the captured data using the receiver network from different HF stations located around Europe on 

different days in July, 2017 are analyzed in detail. The TDoA estimates are obtained using the cross-

correlation method. From the known receiver positions and estimated TDoA’s, the transmitter location is 

estimated using the geolocation algorithm. Geolocation performance is presented and discussed for the 

analyzed HF signals captured from different transmitters at different times of different days. 

In favorable conditions, the minimum geolocation errors for all the HF transmitters considered are less than 

10%. Considering the coverage area for one-hop HF propagation mode in km, these errors are small and 

acceptable. These geolocation errors can be further reduced by capturing data on more than the minimum 

number of required receivers in the TDoA method. In most of the cases, the algorithm output in terms of 

azimuth direction of localization was approximately correct. From the analysis of geolocation results, it can 

be concluded that HF geolocation is possible using the TDoA method.  

After the preliminary measurement presented in this chapter, a large database of measurement was collected 

in different phases from different HF radio broadcast transmitters located around Europe. The details of the 

measurement campaign are presented in Chapter 6 along with the statistical analysis done to evaluate the 

geolocation performance with respect to different system parameters. In particular, the impact of the received 

SNR, TDoA accuracy, Tx-Rx distance and frequency were investigated, with the aim of improving the 

geolocation accuracy. 
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 Large Scale Measurement Campaign: 

Statistical Analysis 

The principle and concepts of cross-channel sounding along with preliminary geolocation results 

are discussed in detail in Chapter 5. The statistical analysis for all data captured from the HF receiver 

network is explained in this chapter. Based on the analysis of measurement results, the geolocation 

performance is evaluated with respect to different parameters. Section 6.1 provides details about the different 

measurement campaigns conducted during the thesis. In section 6.2, different measurement criteria are 

discussed with the aim of considering or discarding a measurement. In particular, data reduction is achieved 

based on the analysis of the estimated TDoA’s. Measurements left after data reductions are classified as valid 

and invalid based on the HF geolocation algorithm output. The geolocation statistics based on the algorithm 

output for measurements from different transmitters is provided in section 6.3. The analysis of valid 

measurements with respect to the propagation conditions, estimated reflection heights and the geolocation 

errors are explained in section 6.4. In section 6.5, the concept of continuous resolution of the TDoA 

algorithm is explained for which the estimated output represents a region rather than a location estimate. 

6.1 Data set details 

A total of 22194 HF radio signals were captured for a span of 5 seconds by the 4 receivers in the network 

from 13 different HF broadcasters located in 3 different continents (Europe: 10, Asia: 2, Africa: 1). Figure 

6.1 represents the geographic location of all the receivers and 11 broadcast transmitters (located in Europe 

and Africa). Most of the transmitters are generally located to the east of the network. Specifically, the 

transmitters in Moosbrunn, Galbeni and Tiganesti are located at the east, the transmitters in SMDG, Cerrik 

and Emirler are located at the south east; the transmitter in Nauen is located at the north east of the network. 

 
Figure 6.1 Actual geographic location of all receivers and 11 broadcast transmitters 
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The GPS coordinates of all 13 broadcast transmitters are listed in Table 6.1. All data were captured in 2 

different measurement campaigns over a period of about 9 months. Details of the capture from different HF 

transmitters during measurement campaign 1 and 2 are explained in section 6.1.1 and section 6.1.2, 

respectively. 

Transmitter site Country Latitude Longitude 

Nauen (NAU) Germany 52.65°N 12.91°E 

SMDG Italy 42.04°N 12.32°E 

Issoudun (ISN) France 46.94°N 1.91°E 

Nador (NAD) Morocco 35.04°N 2.91°W 

Cerrik (CER) Albania 41.01°N 19.99°E 

Galbeni (GAL) Romania 46.75°N 26.86°E 

Moosbrunn (MOS) Austria 48°N 16.46°E 

Emirler (EMR) Turkey 39.40°N 32.85°E 

Tiganesti (TIG) Romania 44.75°N 26.11°E 

Riyadh (RIY) Saudi Arabia 24.83°N 46.87°E 

Kashi-Saibagh (KAS) China 39.36°N 75.75°E 

Noblejas (NOB) Spain 39.95°N 3.45°W 

Woofferton (WOF) United Kingdom 52.32°N 2.72°W 

Table 6.1 GPS coordinates of HF broadcast transmitters 

 Measurement campaign 1 

During measurement campaign 1, data were captured in 2 different phases. In the first phase, data were 

captured for some days in July, 2017 whereas during the second phase, data were captured from 19th 

September, 2017 to 13th November, 2017. The capture details (i.e. capture date, capture timings, capture 

frequency, HF transmitter site and the number of measurements) for all measurements during the first phase 

and second phase are summarized in Table 6.2 and in Table 6.5 to Table 6.5, respectively. It must be noted 

that the measurement schedule is constrained by the HF broadcast schedule, where each transmitter is 

emitting in a given timeslot and a given frequency on a daily basis. The High Frequency Co-ordination 

Conference (HFCC) publishes this schedule twice a year (summer and winter) as the whole broadcast is 

subject to seasonal changes [144]. The broadcasting schedule can also be found on several online resources 

[118][145]. As the captures were made in different seasons, we needed to adapt the measurement schedule to 

the forecast broadcast schedule. Also each line in the following tables corresponds to measurements possibly 

repeated over several days (period indicated in the ‘Date’ column). 

Note: While scheduling the captures, the interval between two consecutive captures was 1 minute in most of 

the cases. Some radio signals were captured at 2 different frequencies from the same HF transmitter and the 

interval between 2 captures was either 1 minute or 20 seconds. So, captures from the same HF transmitter 

with 2 different frequencies having an interval of 20 seconds are represented as “20_sec_alt” whereas the 

captures having an interval of 1 minute are represented as “alt” in tables from Table 6.2 to Table 6.6. (*) in 

tables from Table 6.3 and Table 6.6 indicates that data capture were missing on some timings at specific 

dates within the mentioned date range.  
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The missing data captures were mainly due to the improper functioning of the receiver setup at remote sites. 

Issues were mainly observed with the received GPS timestamps which were incorrect and sometimes the 

servers were also not responding. To resolve these issues, both server and SDR box were restarted.  

Transmitter site Date 
Capture frequency 

(MHz) 
Capture time (UTC) Capture count 

Galbeni 

13/07 
15.130 

11:45-11:47 

13:15-13:17 9 

11.950 13:18-13:20 

17/07 
15.130 13:15-13:18 

8 
11.950 13:19-13:22 

18/07 

15.130 13:30-13:40 

31 
11.950 

13:41-13:50 

16:41-16:50 

21/07 11.950 16:41-16:50 10 

25/07 – 27/07 

11.650 & 15.400 10:16-10:21 (alt) 18 

11.950 & 15130 13:11-13:20 (alt) 30 

11950 16:41-16:45 15 

Cerrik 

13/07 13.665 
11:48-11:50 

12:02-12:04 
6 

17/07 13.665 12:40-12:45 6 

18/07 
13.710 07:55-07:59 

12 
13.665 11:15-11:21 

25/07 – 27/07 
11.855 & 13.710 08:15-08:21 (alt) 21 

13.665 11:21-11:25 15 

28/07 11.855 & 13.710 08:15-08:21 (alt) 7 

Emirler 

13/07 13.635 11:51-11:53 3 

18/07 
13.635 

07:50-07:54 

10:35-10:39 15 

9.460 17:16-17:20 

21/07 9.460 17:16-17:20 5 

25/07 – 27/07 
15.450 & 9.840 13:04-13:09 (alt) 18 

9.460 17:16-17:20 15 

SMDG 

13/07 15.570 
16:15-16:17 

16:20-16:22 
6 

17/07 15.570 16:13-16:17 5 

18/07 & 21/07 15.570 16:11-16:20 20 

25/07 – 27/07 15.570 16:11-16:15 15 

Nauen 

13/07 11.790 19:11-19:13 3 

17/07 11.790 19:13-19:17 5 

18/07 & 21/07 11.790 19:11-19:20 20 

25/07 – 27/07 11.790 19:13-19:18 18 

Moosbrunn 

13/07 11.880 20:11-20:13 3 

17/07 11.880 20:13-20:17 5 

18/07 & 21/07 11.880 20:11-20:20 20 

25/07 – 27/07 11.880 20:11-20:15 15 

Tiganesti 

13/07 13.660 17:20-17:22 3 

18/07 15.130 10:30-10:34 5 

18/07 & 21/07 13.660 17:11-17:15 10 

25/07 – 27/07 13.660 17:11-17:15 15 

Woofferton 25/07 – 27/07 3.955 20:16-20:21 18 

Nador 18/07 & 21/07 9.575 18:16-18:20 10 

Issoudun 13/07 

15.300 12:12-12:14 

8 13.740 12:15-12:16 

13.680 14:40-14:42 

Table 6.2 Details of capture schedule from different HF transmitters during first phase of measurement campaign 1 
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Transmitter site Date 
Capture frequency 

(MHz) 
Capture time (UTC) Capture count 

Emirler 

19/09 

13.635 08:28-08:30 

16 
9.460 

17:16-17:20 

19:11-19:24 

21:21-21:24 

20/09 – 30/10 (*) 

11.980 
04:15-04:18 

05:15-05:18 

1508 

 

13.635 

08:28-08:31 

10:28-10:31 

11:26-11:29 

15.450 & 9.840 
13:04-13:05:40 

(20_sec_alt) 

9.840 15:04-15:07 

9.460 

17:16-17:20 

19:21-19:24 

20:41-20:44 

31/10 

11.980 
04:15-04:18 

05:15-05:18 

19 13.635 08:28-08:31 

11.815 16:04-16:07 

6.050 19:41-19:43 

1/11 – 13/11 (*) 

9.700 
04:15-04:18 

05:15-05:18 

432 
15.350 

08:28-08:31 

09:28-09:31 

10:28-10:31 

11:26-11:29 

11.815 
15:04-15:07 

16:04-16:07 

6.050 19:41-19:43 

Cerrik 

19/09 11.855 & 13.710 
08:21-08:22:40 

(20_sec_alt) 
6 

20/09 – 30/10 (*) 

11.855 & 13.710 
07:15-07:20 (alt) 

08:21-08:26 (alt) 

899 
13.665 11:21-11:25 

9.480 
18:21-18:23 

18:41-18:43 

5.970 18:44-18:46 

31/10 

11.855 & 13.710 
07:15-07:20 (alt) 

08:21-08:26 (alt) 

22 7.360 18:41-18:43 

5.970 18:44-18:46 

7.285 21:21-21:24 

1/11 – 13/11 (*) 

11.855 & 11.785 
07:15-07:20 (alt) 

08:21-08:26 (alt) 

336 
13.665 11:21-11:25 

7.360 18:41-18:43 

5.970 18:44-18:46 

7.285 21:21-21:24 

Table 6.3 Details of capture schedule from different HF transmitters during second phase of measurement campaign 1 
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Transmitter site Date 
Capture frequency 

(MHz) 
Capture time (UTC) Capture count 

SMDG 

19/09 – 20/09 15.570 16:11-16:15 10 

21/09 – 30/10 (*) 

11.625 
06:15-06:16 

06:45-06:46 

807 

13.765 
06:17-06:18 

06:47-06:48 

15.570 
16:11-16:15 

17:06-17:09 

7.360 
20:17-20:18 

20:47-20:48 

9.670 
20:19-20:20 

20:49-20:50 

31/10 

11.625 

06:15-06:16 

06:45-06:46 

17:16-17:18 

28 
13.765 

06:17-06:18 

06:47-06:48 

16:11-16:15 

17:06-17:09 

7.365 
20:17-20:18 

20:47-20:48 

9.660 
20:19-20:20 

20:49-20:50 

1/11 – 12/11 (*) 

13.765 
16:11-16:15 

17:06-17:09 

240 

11.625 17:16-17:18 

7.365 
20:17-20:18 

20:47-20:48 

9.660 
20:19-20:20 

20:49-20:50 

Nauen 

19/09 – 21/09 11.790 19:13-19:18 18 

22/09  – 30/10 (*) 
11.790 19:13-19:18 

285 
9.610 20:05-20:07 

31/10 

9.535 19:13-19:18 

12 7.205 19:35-19:37 

9.515 20:05-20:07 

01/11 – 13/11 (*) 

11.980 07:35-07:38 

248 

15.160 08:05-08:08 

9.535 19:13-19:18 

7.205 19:35-19:37 

9.515 20:05-20:07 

Nador 
19/09 9.575 

18:21-18:24 

18:31-18:34 14 

20/09 – 21/09 9.575 18:21-18:23 

Noblejas 

19/09 
15.390 18:41-18:43 

6 
17.715 18:44-18:46 

20/09 – 21/09 

15.390 18:41-18:42 

16 
15.520 18:43-18:44 

17.715 18:45-18:46 

17.855 18:47-18:48 

Table 6.4 Details of capture schedule from different HF transmitters during second phase of measurement campaign 1 (Continued) 
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Transmitter site Date 
Capture frequency 

(MHz) 
Capture time (UTC) Capture count 

Galbeni 

19/09 

11.950 16:41-16:43 

9 11.975 17:41-17:43 

9.500 19:01-19:03 

20/09  – 30/10 (*) 

11.650 & 15.400 
10:32-10:32:40 

(20_sec_alt) 

1215 
11.950 & 15.130 

13:11-13:14, 13:21-

13:24 (20_sec_alt) 

11.950 16:41-16:43 

11.975 17:41-17:43 

9.500 19:01-19:03 

31/10 7.375 19:03-19:05 3 

01/11 – 13/11 (*) 

7.360 06:15-06:18 

280 

15.255 11:12-11:15 

11.975 15:14-15:19 

9.810 15:20-15:25 

7.375 19:03-19:05 

Tiganesti 

19/09 – 30/10 (*) 
9.500 16:31-16:33 

245 
11.810 17:11-17:14 

31/10 
7.230 17:11-17:14 

8 
7.235 19:21-19:24 

01/11 – 12/11 (*) 

15.430 11:36-11:39 

144 7.230 17:11-17:14 

7.235 19:21-19:24 

Riyadh 

19/09 

17.490 08:24-08:25 

18 

17.650 08:26-08:27 

15.380 08:31-08:35 

15.435 16:44-16:46 

11.820 
18:11-18:13 

20:11-20:13 

20/09  – 13/11 (*) 

15.380 07:21-07:24 

1426 

15.490 10:21-10:24 

17.895 14:21-14:22 

17.705 14:23-14:24 

15.435 16:44-16:46 

11.820 18:11-18:13 

9.555 
18:31-18:33 

21:11-21-13 

11.915 19:31-19:33 

11.930 20:31-20:33 

Kashi-Saibagh 

20/09 & 21/09 15.410 14:31-14:34 8 

22/09 – 30/10 (*) 
13.670 13:31-13:34 

256 
15.410 14:31-14:34 

01/11 – 12/11 
15.205 12:15-12:18 

96 
13.670 13:31-13:34 

Moosbrunn 

19/09 – 20/09 11.880 20:11-20:15 10 

21/09 – 30/10 (*) 

15.145 08:15-08:18 

729 
15.490 

12:15-12:18 

15:15-15:18 

11.880 
20:11-20:15 

21:15-21:19 

31/10 – 13/11 (*) 

15.145 08:15-08:18 

186 9.770 20:11-20:15 

11.980 21:15-21:19 

Table 6.5 Details of capture schedule from different HF transmitters during second phase of measurement campaign 1 (Continued) 
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As seen from Table 6.2 to Table 6.5, only a few radio signals were captured from the HF transmitters located 

in Nador, Issoudun, Noblejas and Woofferton. These captured signals, when demodulated, were found to be 

noise. Due to the different propagation characteristics, signals were not received at the reception sites. For 

instance, the transmitter in Issoudun is very close to all receivers in the network; thus, signals could not be 

received on all receivers through skywaves. For the transmitter in Woofferton, the transmitting frequency is 

too low for the signals to be propagated via the ionosphere and received, by all receivers. The transmitter in 

Nador had stopped broadcasting HF radio signals while broadcast signals from Noblejas were not intended to 

be propagated towards France. Thus, signals captured from these 4 transmitters would not be considered for 

the HF geolocation study. 

 Measurement campaign 2 

In measurement campaign 2, data were again captured in 2 different phases. During the first phase, data were 

captured between 14th January, 2018 and 12th February, 2018, whereas in the second phase, data were 

captured between 19th February, 2018 and 24th March, 2018. Capture details of all measurements during the 

campaign 2 were identical to the data captured from 1st November to 13th November (see Table 6.5 to Table 

6.5) except for a few measurements where capture frequencies were changed and new measurements were 

added as listed in Table 6.6. Overall, 12191 measurements were made on 4 receivers during the measurement 

campaign 2. 

Transmitter site Date 
Capture frequency 

(MHz) 
Capture time (UTC) 

SMDG 
14/01 – 12/02 (*) 

19/02 – 24/03 (*) 
7.365 

20:19-20:20 

20:49-20:50 

Cerrik 
14/01 – 12/02 (*) 

19/02 – 24/03 (*) 
7.285 21:25:00 

Table 6.6 Details of changed capture frequency and new capture during measurement campaign 2 

Data captured from the transmitter located in Riyadh and Kashi-Saibagh are approximately at a distance of 

about 5200 and 6200 km, respectively from the receiver setup located in Brest. Due to the ground ranges, 

signals arrive at receiver network through a multi-hop propagation mode or a mix of different propagation 

modes. Hence, it does not satisfy our assumption of one-hop propagation mode and, consequently, signals 

captured from Riyadh and Kashi-Saibagh was not used in the HF geolocation study. However, these signals 

could be used in the future for the analysis of the ionospheric medium, in particular for analysis of diurnal 

ionospheric variations. 

A large amount of data was captured on 4 receivers in the network from different HF broadcast transmitters 

located around Europe and Asia. Now, in order to estimate the transmitter location by using the captured 

data, it needs to be identified whether the captured signals consist of some useful information content or if it 

is noise. If the captured signal is just noise, the captured data need not be processed further. The 

identification of the usefulness of the captured signal can be achieved by analyzing them over different 

measurement qualification metrics which are discussed in the section 6.2. 

6.2 Measurement qualification metrics and data reduction 

Different means of qualifying a measurement include computing the noise and SNR level of the captured 

signal. It may happen that the noise and the SNR level are dependent either on the transmitter or on the 

receiver or on the broadcast frequency or even on a combination of these parameters. Based on the previous 

outputs, one can qualify a measurement for further processing or exclude it in which case this would result in 
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data reduction. The measured noise and SNR level for data captured at different receivers from different 

transmitters are explained in section 6.2.1 and section 6.2.2, respectively. 

 Noise analysis  

In order to compute the noise level of the captured signal, the retrieved complex samples (IQ data) were 

transformed to the frequency domain. Out of the available 200-kHz bandwidth, data representing only 30 

kHz of the spectrum was used to calculate the noise floor level (i.e. 15 kHz on either side of the capture 

frequency was used); this was mainly done to reduce the processing time required for the calculation of the 

noise floor. Finally, the noise floor level was calculated using the sliding window method. The sliding 

window length was equivalent to the number of samples corresponding to 1 kHz of the spectrum. One must 

note that the capture frequency is the central frequency of the 200-kHz bandwidth.  

The obtained noise floor levels for all HF broadcast signals captured during the measurement campaigns in 

Brest, Bordeaux, Grenoble and Lille as a function of their corresponding capture frequencies can be seen in 

(a), (b), (c) and (d) of Figure 6.2, respectively. It can be observed that the level of the noise floor generally 

decreases with the increasing frequency of the different transmitters. In addition, the noise level for all 

captured signals varies with location of the reception sites. For example, most of the signals captured at 

around 7.5 MHz in Brest, Bordeaux, Grenoble and Lille has a noise level of about -20 to -5 dBV, -15 to 0 

dBV, -5 to 5 dBV and -2 to 2 dBV, respectively.  

Table 6.7 provides details of the frequency range of 7 discrete bands out of the available 14 bands for 

broadcasting over short wave frequency range (2.3 – 26.1 MHz) [145]. The total number of captures 

corresponding to the different bands is summarized in Table 6.7. 

Figure 6.3 represents the CDF’s of the noise floor for all the signals captured in Grenoble with regards to 

different broadcasting frequency bands. From the per-frequency band CDF curves, it can be again observed 

that the noise floor level decreases with the increase in the broadcast frequency. Unexpectedly, this effect 

was not observed with the data captured at the other 3 receivers. This observation could be explained by the 

influence of unbalanced surrounding noise environment considering the different receiver locations. Thus, 

one can say that the noise level of the received signals depends on the receiver site. 

Frequency range 

(MHz) 
Band (m) Capture count 

5.9 - 6.2 49 552 

7.2 - 7.45 41 2643 

9.4 - 9.9 31 4461 

11.6 - 12.1 25 6033 

13.57 - 13.87 22 2572 

15.1 - 15.8 19 5460 

17.48 - 17.9 16 455 

Table 6.7 Shortwave broadcasting bands and the number of captures from each frequency band during both measurement campaigns 
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(a) (b) 

(c) (d) 

Figure 6.2 Plots representing estimated noise floor as a function of the capture frequency for all signals received in Brest (a), 

Bordeaux (b), Grenoble (c), Lille (d) 

 
Figure 6.3 Noise floor for all signals captured in Grenoble w.r.t different frequency bands 
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 SNR analysis 

The signal level was calculated using the retrieved samples corresponding to the signal of interest in the 

frequency domain. The captured signals being broadcast signals from different transmitters, the actual signal 

bandwidth was unknown and different for each transmitter as well.  While computing the signal level, it was 

assumed that the signal was received within the bandwidth of 10 kHz. The data samples corresponding to 

only 5-kHz band on either side of the center frequency was considered when evaluating the signal level. 

Finally, the 95 percentile value of the samples in the considered 10-kHz band was assumed to be the signal 

level and the corresponding SNR was evaluated. 

Figure 6.4 (a), (b), (c) and (d) represents the CDF curves of the estimated SNR values for signals captured 

from different transmitters in Brest, Bordeaux, Grenoble and Lille respectively. It must be noted that the 

number of captures from each transmitter location is different. The strings in all legend boxes of Figure 6.4 

corresponds to the transmitter location (i.e. EMR: Emirler, CER: Cerrik, NAU: Nauen, SMDG: Santa di 

Maria Galeria, KAS: Kashi-Saibagh, MOS: Moosbrunn, TIG: Tiganesti, GAL: Galbeni and RIY: Riyadh). 

From Figure 6.4, it can be observed that the estimated SNR at each receiver site is different w.r.t the 

transmitter site. Also, signals captured from Galbeni, Tiganesti and Cerrik have a higher SNR at all receiver 

locations except in Lille. It can also be seen that SNR level in general is very low for many captured signals. 

(a) (b) 

(c) (d) 

Figure 6.4 Estimated SNR for signals captured in Brest (a), Bordeaux (b), Grenoble (c) and Lille (d) from different HF transmitters 

assuming a signal bandwidth of 10 kHz 
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The signal level was computed assuming that signal of interest is present in a 10-kHz band, which may not 

be true in all cases as different broadcasters use different bandwidths while transmitting the signal. If the 

signal of interest lies within a smaller bandwidth, the obtained signal level using the method explained above 

will give incorrect results. Thus, the signal level is also computed assuming that the signal is received in a 5 

and 3 kHz band.  

The CDF curves of the calculated SNR for 3 different signal bandwidths of 10, 5 and 3 kHz for all signals 

captured in Bordeaux from Cerrik, Galbeni and Tiganesti can be seen in Figure 6.5. As expected, one can 

observe that the median SNR increases about 4.5 dB when the assumed signal bandwidth decreases from 10 

kHz to 5 kHz and then to 3 kHz.  

 
Figure 6.5 CDF curves for estimated SNR at different signal bandwidths of 10, 5 and 3 kHz for of all captured signals in Bordeaux 

from 3 different HF transmitters (CER, GAL & TIG) 

In general from noise and SNR analysis, one cannot decide whether a signal can be considered to estimate 

the location of the transmitter as many of the captured signals have a low SNR. Moreover, the transmitted 

signal bandwidth is unknown, which further complicates the calculation of the received SNR at different 

locations. Another metric that can be used to qualify a measurement could be by analyzing the estimated 

TDoA’s of the collected measurements over the capture time.  

The analysis of the estimated TDoA’s for signals captured at different receivers from different transmitters 

are explained briefly in section 6.2.3. Also the TDoA estimates are evaluated assuming that the signal is 

received with a bandwidth of 10 kHz. 

 TDoA analysis using statistical likelihood algorithm 

Let us assume that there is an unknown transmitter which is static and it is broadcasting HF radio signals. 

These radio signals propagate through skywaves and are received by multiple distributed synchronized 

receivers. The TDoA estimates between the signals captured by 2 synchronized receivers would be 

approximately the same for different signals captured over different times of a day/month/year, provided that 

the propagation mode is the same (i.e. 1E, 1F …) and signals are received with low noise levels. For 

instance, one could look at the distribution of the observed TDoA’s over time (over all measurements 
months), and consider a TDoA output as valid if it is within a given range around the most probable value. It 

is a kind of validation by repetition of the TDoA estimate over time.  
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This approach is only valid for fixed targets, but could be refined for moving targets as long as the accurate 

TDoA variation can be evaluated over time and with sufficient efficiency to separate the actual TDoA from 

noisy ones. 

Using all the estimated TDoA’s for a specific receiver pair, the empirical TDoA probability distribution 

function (PDF) can be computed. The peak of the PDF will represent the most likely TDoA value w.r.t. all 

measurements. Later, by selecting a time range on either side of the peak, one can decide on the 

measurement qualification. If the TDoA estimate lies within the specific time range, the measurement can be 

considered for further processing and if the TDoA estimate lies beyond the specified time range, the 

measurement can be rejected. If the PDF represents a random curve without any peak, it means that 

estimated TDoA’s are highly scattered, which cannot be true. In such cases, all the measurements have to be 
rejected.  

A time range of ± 0.25 msec on either side of the peak is selected to consider or discard a measurement 

based on the geometry of the HF receiver network and different ionospheric layers. For transmitters located 

in one-hop range, the difference between the TDoA’s obtained for signals propagating through different 

propagation modes would lie in the range of  ± 0.25 msec in most cases. 

The TDoA estimates for all measurements (1860 signals) from Nauen in Bordeaux-Grenoble and Bordeaux-

Lille can be seen in (a) and (b) of Figure 6.6, respectively. The blue curves in Figure 6.6 represent their 

corresponding PDF’s. From Figure 6.6 (a), it can be observed that the PDF curve represents a peak for the 

estimated TDoA’s between Bordeaux and Grenoble at about 1.15 msec (i.e. it is the most likely TDoA 

estimate from all measurements). On the contrary, it can be seen that PDF curve is random for the estimated 

TDoA’s between Bordeaux and Lille as the TDoA values are highly scattered; when compared to the 

estimated TDoA’s between Bordeaux and Grenoble, it implies that the data captured in Lille are likely to be 

noisy. The measurements were performed using the minimum number of receivers (i.e. 4) required for HF 

geolocation using the TDoA method; thus, it was imperative that radio signals were captured on all receivers 

to find the location of the transmitter. 

(a) (b) 

Figure 6.6 Plots representing the TDoA estimates between all signals received at BOR-GRE (a) and BOR-LIL (b) from Nauen along 

with their corresponding likelihood functions  

A similar analysis was done using TDoA estimates obtained from measurements collected from Nauen and 

classified across different months as per the capture time. It was found that estimated TDoA’s from 
measurements made in July from Nauen had a high degree of similarity and led to measurement 
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qualification. This can actually be observed on Figure 6.5 (b), as the measurements collected in the month of 

July corresponds to captures 1 to 46 at the left hand side of the figure. Thus, these measurements were used 

to perform HF geolocation. Concerning the other months of the measurement campaign, most of the data 

captured in Lille from Nauen were found to be noisy and, consequently, had to be rejected. 

Figure 6.7 (a) and (b) represents the TDoA estimates for all measurements (2641 signals) from SMDG 

between the signals captured in Brest-Bordeaux and Brest-Lille, respectively. The blue curves in Figure 6.7 

represent their corresponding PDF’s. It can be seen that the PDF curve for Brest-Bordeaux represent a 

normal distribution whereas the other PDF curve for Brest-Lille is random which implies that signals 

captured in Lille are likely to be noisy. Due to the absence of the peak in the PDF plot (Brest-Lille), a 

selection criterion for considering a measurement could not be applied. Thus, the same analysis was done 

using the estimated TDoA’s by classifying measurements across different months as per the capture schedule 

from SMDG. It was found that estimated TDoA’s which involved signals captured in Grenoble or Lille as 

receiver were scattered for all months except for July. As a result, measurements performed in July from 

SMDG only were used for estimating the location of the transmitter. The rest of the data was rejected. 

(a) (b) 

Figure 6.7 Plots representing the TDoA estimates between all signals received at BRE-BOR (a) and BRE-LIL (b) from SMDG along 

with their corresponding likelihood functions  

The estimated TDoA’s for all signals (number of measurements: 4228) captured during the measurement 

campaign in Brest-Bordeaux and Grenoble-Lille from Emirler can be seen in (a) and (b) of Figure 6.8, 

respectively along with corresponding PDF plot represented by the blue curve. For many measurements, 

TDoA estimates (Brest-Bordeaux, Grenoble-Lille) looks repetitive with time over a certain range around the 

PDF peak. The PDF curves over TDoA estimates from both Brest-Bordeaux and Grenoble-Lille data 

collections represent a normal distribution. One can clearly identify a peak which implies that captured data 

have a quite high SNR at all receivers. It can also be noticed that the dispersion of the TDoA values around 

the peak of the PDF seems larger for Emirler’s data than for the ones from Nauen and SMDG. Measurements 

were further rejected if the estimated TDoA was found to be beyond the selected range around the peak of 

the PDF.  
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(a) (b) 

Figure 6.8 Plots representing the TDoA estimates between all signals received at BRE-BOR (a) and GRE-LIL (b) from Emirler along 

with their corresponding likelihood functions   

For all data captured from Emirler, a large PDF peak was obtained through which a selection criterion could 

be applied very easily for selecting or rejecting any measurement. But, this was not the case for the data 

captured from Nauen and SMDG during the whole measurement campaign. Thus, TDoA estimates from 

Nauen and SMDG were analysed by classifying measurements made during different months. One can also 

classify a measurement over estimated TDoA’s from data captured over a course of a day or within an hour 

or within a span of a few minutes from an unknown transmitter. Then, using the statistical likelihood 

algorithm, measurements can be accepted or rejected. Statistics related to the number of measurements 

considered and rejected from different transmitters using the statistical likelihood algorithm are summarized 

in section 6.3. 

6.3 Data reduction statistics 

Using four receivers in the network, a maximum of 6 different TDoA combinations can be obtained for a 

measurement. Using all measurements from a transmitter, the most likely value was computed for each 

combination of TDoA’s as explained in section 6.2.3. TDoA’s within the range of 0.25 msec on either side 
of the most likely value was considered for each of the 6 combinations of the TDoA’s and the output for 

each measurement was stored by setting 6 different flags to different digits (0:TDoA not within the selection 

range, 1: TDoA within the selection range). Based on the values of these 6 different flags, a measurement 

was considered as consistent if at least one receiver could be used as a reference with 3 valid TDoA 

evaluations. Otherwise, the measurement was considered as inconsistent regarding the TDoA measurements 

and rejected. For example, if the TDoA flags involving Brest and other receivers were set to 1, a 

measurement was selected for further processing. If all 6 TDoA flags were set to 1 for a measurement, any 

receiver could be used as reference to estimate the position of the transmitter.  

The measurements selected were processed further using the HF geolocation algorithm based on the TDoA 

method (section 3.2.3). The output of the algorithm was either valid or invalid based on the principles of 

distance physicality and time causality as explained in section 3.2.3.1. The columns labelled ‘Consistent 
TDoA’ (Table 6.8 - Table 6.14) specify the measurements that could be selected w.r.t a reference receiver. 

Among them, the number of measurements leading to a valid or invalid geolocation is detailed. The 

corresponding percentages are calculated with regards to the total number of measurements from the 

transmitter. As a complement, the column ‘Inconsistent TDoA’ provides the number of measurements 
rejected due to a lack of coherent TDoA computation. 
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The number of selected measurements from Emirler by TDoA analysis and their corresponding algorithm 

output (i.e. valid or invalid) is provided in Table 6.8. It can be observed that around 32% of the 

measurements from Emirler were selected. Around 11% of all measurements resulted in a valid output. 

Reference receiver Measurement count 
Consistent TDoA 

Inconsistent TDoA 
Valid geolocation Invalid geolocation 

Brest 4228 413 (9.77%) 957 (22.63%) 2858 (67.60%) 

Bordeaux 4228 480 (11.35%) 898 (21.24%) 2850 (67.41%) 

Grenoble 4228 464 (10.97%) 897 (21.22%) 2867 (67.81%) 

Lille 4228 466 (11.02%) 910 (21.52%) 2852 (67.46%) 

Table 6.8 Statistics for all measurements from Emirler based on the TDoA analysis and algorithm output 

Table 6.9 summarizes the statistics of all the measurements from Cerrik based on TDoA analysis and 

algorithm output. It can be seen that around 55% of measurements were rejected. Considering all 

measurements, around 33% lead to a valid geolocation output. In addition, the percentage of valid 

geolocation output from selected measurements with respect to different reference receivers is approximately 

similar. In general, selected measurements from Cerrik lead to a larger number of valid geolocation cases 

when compared to selected ones from Emirler.   

Reference receiver Measurement count 
Consistent TDoA 

Inconsistent TDoA 
Valid geolocation Invalid geolocation 

Brest 3081 1032 (33.50%) 342 (11.23%) 1707 (55.27%) 

Bordeaux 3081 1070 (34.73%) 327(10.61%) 1684 (54.66%) 

Grenoble 3081 1027 (33.33%) 233 (7.56%) 1821 (59.11%) 

Lille 3081 978 (31.74%) 351 (11.39%) 1752 (56.86%) 

Table 6.9 Statistics for all measurements from Cerrik based on the TDoA analysis and algorithm output 

Table 6.10 provides statistic details for all measurements from Galbeni in terms of selected measurements 

and algorithm output (i.e. number of valid and invalid cases). In terms of percentage, the number of 

measurements selected from Galbeni is around 48% which is the highest when compared to measurements 

from Emirler and Cerrik. Among all measurements, around 17% lead to valid geolocation output while 

around 30% lead to an invalid geolocation output. 

Reference receiver Measurement count 
Consistent TDoA 

Inconsistent TDoA 
Valid geolocation Invalid geolocation 

Brest 3085 517 (16.76%) 950 (30.79%) 1618 (52.45%) 

Bordeaux 3085 518 (16.79%) 983 (31.86%) 1584 (51.35%) 

Grenoble 3085 544 (17.63%) 916 (29.69%) 1625 (52.67%) 

Lille 3085 540 (17.50%) 881 (28.56%) 1664 (53.94%) 

Table 6.10 Statistics for all measurements from Galbeni based on the TDoA analysis and algorithm output 

Details about the data reduction statistics for data captured from Tiganesti are provided in Table 6.11. The 

number of selected measurement is around 25% of overall data captured from Tiganesti and it is the lowest 
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when compared to measurements from Emirler, Cerrik and Galbeni. Around 11% of all measurements from 

Tiganesti resulted in a valid geolocation output. 

Reference receiver Measurement count 
Consistent TDoA 

Inconsistent TDoA 
Valid geolocation Invalid geolocation 

Brest 1186 132 (11.13%) 175 (14.76%) 879 (74.11%) 

Bordeaux 1186 144 (12.14%) 171 (14.42%) 871 (73.44%) 

Grenoble 1186 127 (10.71%) 147 (12.39%) 912 (76.90%) 

Lille 1186 122 (10.29%) 150 (12.65%) 914 (77.06%) 

Table 6.11 Statistics for all measurements from Tiganesti based on the TDoA analysis and algorithm output 

When measurements from Nauen were processed using pdf output of all the captures over different months, 

about 99.5% of them were rejected due to an inconsistent TDoA case. It was mainly due to the noisy signals 

received in Lille as explained earlier in section 6.2.3. The inconsistent TDoA case decreased down to 95% 

when the same measurements were processed using the pdf output obtained with the captures specifically 

made in July. Table 6.12 summarizes the data reduction statistics of all measurements from Nauen based on 

pdf output of the TDoA analysis done the captures made in July. It can be observed that if only the consistent 

TDoA cases are considered, around 85% of the measurements lead to a valid geolocation output. When only 

measurements made in July were processed based on its TDoA analyses, about 18% of them were rejected.  

Reference receiver Measurement count 
Consistent TDoA 

Inconsistent TDoA 
Valid geolocation Invalid geolocation 

Brest 1860 78 (4.19%) 13 (0.70%) 1769 (95.11%) 

Bordeaux 1860 91 (4.89%) 15 (0.81%) 1754 (94.30%) 

Grenoble 1860 89 (4.78%) 5 (0.27%) 1766 (94.95%) 

Lille 1860 68 (3.66%) 11 (0.59%) 1781 (95.75 %) 

Table 6.12 Statistics for all measurements from Nauen based on the TDoA analysis and algorithm output 

All measurements from SMDG when processed using the output of TDoA analysis over all the captures 

resulted in rejection of about 99.6% of the measurements. Statistics for selected and discarded measurements 

made from SMDG during both measurement campaigns are provided in Table 6.13; the measurements are 

filtered based on the pdf output of TDoA analysis done specifically with the captures made in July. Around 

98% of all measurements are discarded due to incorrect TDoA values. Out of the selected measurements, 

around 1.5% of them resulted in a valid geolocation output. Finally, when only measurements made in July 

are processed using the pdf output, only about 22% of them were rejected. 

Reference receiver Measurement count 
Consistent TDoA 

Inconsistent TDoA 
Valid geolocation Invalid geolocation 

Brest 2641 48 (1.82%) 7 (0.26%) 2586 (97.92%) 

Bordeaux 2641 46 (1.74%) 22 (0.83%) 2573 (97.43%) 

Grenoble 2641 29 (1.10%) 3 (0.11%) 2609 (98.79%) 

Lille 2641 28 (1.06%) 3 (0.11%) 2610 (98.83%) 

Table 6.13 Statistics for all measurements from SMDG based on the TDoA analysis and algorithm output 
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Measurements from Moosbrunn are also processed using the pdf output obtained with all captures and it 

resulted in rejection of about 98.6% of the measurements. The number of selected measurements from 

Moosbrunn by TDoA analysis and their corresponding algorithm output (i.e. valid or invalid) with respect to 

different reference receivers are listed in Table 6.14; data reduction is achieved using output of TDoA 

analysis for the measurements made in July, similar to the Nauen and SMDG case. Around 97% of all 

measurements are rejected considering Brest, Grenoble and Lille as the reference. Considering Bordeaux as 

the reference receiver, around 94% of total measurements while around 2% lead to a valid output. 

Reference receiver Measurement count 
Consistent TDoA 

Inconsistent TDoA 
Valid geolocation Invalid geolocation 

Brest 1842 3 (0.16%) 35 (1.9%) 1804 (97.94%) 

Bordeaux 1842 42 (2.28%) 60 (3.26%) 1740 (94.46%) 

Grenoble 1842 7 (0.38%) 51 (2.77%) 1784 (96.85%) 

Lille 1842 5 (0.27%) 50 (2.71%) 1787 (97.01%) 

Table 6.14 Statistics for all measurements from Moosbrunn based on the TDoA analysis and algorithm output 

Geolocation algorithm outputs (i.e. valid or invalid) for all selected measurements from Cerrik and Galbeni 

over the course of different months are represented in the form of bar charts in (a) and (b) of Figure 6.9, 

respectively. The geolocation output was evaluated using the receiver in Bordeaux as the reference. From 

both bar charts, it can be observed that at least one valid algorithm output is obtained in all capture months. 

Hence, the capture in different months does not affect the algorithm validity.   

(a) (b) 

Figure 6.9 Bar chart representing valid and invalid algorithm output for all the signals captured in different months from Cerrik in (a) 

and Galbeni in (b) assuming the receiver in Bordeaux as the reference  

For all measurements (except for the measurements from Woofferton), the geolocation validity output is 

calculated assuming that the receiver in Bordeaux is the reference. The algorithm output in terms of validity 

is presented in Figure 6.10 with regards to the different frequency bands stated in Table 6.7. From Figure 

6.10, it can be concluded that the frequency band has no impact on the algorithm validity. 

Note: Out of 22194 measurements, the capture time of only one single capture was not synchronized on all 

receivers. This was due to the fluctuation of the GPS signals which yields an accuracy of about ±50 ns. 
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Figure 6.10 Bar chart representing algorithm validity with regards to different capture frequency bands assuming the receiver in 

Bordeaux as the reference 

Table 6.15 provides detail of the unprocessed, selected and discarded measurements. Signals which are too 

noisy and captured from transmitters located beyond one-hop range are not processed. Data reduction is 

achieved using TDoA analysis and later measurements are classified as valid and invalid based on the 

geolocation algorithm output. The analyses of these valid measurements in terms of different parameters are 

explained in section 6.4.  

Total number of 

measurements 

Measurements unprocessed TDoA analysis 

Noisy  

(ISN, NAD, NOB, 

WOF) 

Inadequate distance 

(RIY, KAS) 

Consistent TDoA Inconsistent TDoA 

(Discarded 

measurements) 
Valid (at 

least 1 Rx) 
Invalid 

22194 72 (0.32%) 4198 (18.92%) 
3054 

(13.76%) 

3165 

(14.26%) 
11705 (52.74%) 

Table 6.15 Number of qualified, rejected and unprocessed measurements 

6.4 Valid measurements statistical analysis 

Valid measurements are analyzed considering the ionospheric conditions for captures from SMDG and 

Nauen during July, 2017. Further, valid measurements from Emirler, Cerrik, Galbeni and Tiganesti are 

analyzed in relation to the estimated reflection heights, effect of the received SNR, geolocation errors and the 

distribution of the estimated geographic location of the transmitters. The number of measurements from 

Moosbrunn resulting in a valid output (Table 6.14) are too less. It may be due to GDOP effect (section 5.4.3) 

and a large number of signals captured in Lille are noisy.  

 Geolocation in the case of sporadic E conditions 

Measurements were made over 7 different days in July, 2017 from SMDG using the HF receiver network. 

For other measurements made over different months, the signal received in Grenoble was mainly noise. It 

implies that HF propagation through skywaves was not possible over the HF link between SMDG and 

Grenoble. In order to evaluate this implication, the ground ranges at which communication can occur via a 

reflection in the F layer ( ௖݂ = ͻ MHz,  ℎ௠ = ʹͺͲ km, ௠ݕ = ͺͲ km) is computed using the analytical 

equation of the QP layer model. Figure 6.11 represents the ground ranges for 2 different HF links (SMDG-
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Grenoble, Nauen-Lille) at which communication is possible at the data capture frequencies from SMDG and 

Nauen in July. It can be observed that the skip distance for HF signals emitting at 15.570 MHz is about 1065 

km which is greater than the ground distance between Grenoble and SMDG (≈ 630 km). Thus, HF signals 

transmitted from SMDG are not received in Grenoble at most times.  

 
Figure 6.11 Skip distance computed using QP layer model at operational frequencies of the transmitter in SMDG and Nauen  

During 3 different days of measurements in July, signals were received on all the receivers. Although the 

receiver in Grenoble lies within the skip distance, signals were received. Thus, the ionospheric conditions 

during these particular 3 days were checked from ionograms recorded in Rome specific to the nearest capture 

start times. An example of the ionogram captured in Rome on 18th July at 16:00 UTC [16] can be seen in 

Figure 6.12 (a). It can be observed that the Es layer was present and the critical frequency was 8 MHz. The 

critical frequencies of the Es layer obtained from the ionosondes data in Rome for the 3 days are listed in 

Table 6.16. Due to the presence of Es layer which is capable of reflecting signals at higher frequencies, the 

signal was received in Grenoble. The Es layer was also present on other days of measurements in July from 

SMDG, but the critical frequency was not high enough to establish a link between Grenoble and SMDG.  

Figure 6.13 (a) presents the estimated locations obtained assuming Brest as reference location for all 20 

measurements made during the 3 days. The maximum geolocation error in terms of distance was about 158 

km whereas the minimum geolocation error was about 18 km.  

  
(a) (b) 

Figure 6.12 Ionograms recorded in Rome (a) and Dourbes (b) on 18th July at 16:00 UTC and 19:15:02 UTC, respectively 
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Capture date foEs (MHz) 

18/07/2017 8 

25/07/2017 5.25 

27/07/2017 4.95 

Table 6.16 Critical frequency of the sporadic E layer measured by the ionosonde located in Rome at 16:00 hours (UTC) [16] 

Measurements made from Nauen only in July are analyzed, as most of the other signals captured in Lille 

during other measurement months were noisy. From Figure 6.11, it can be seen that the skip distance for HF 

signals emitting at a frequency of 11.790 MHz is about 665 km which is larger than the ground range 

between Nauen and Lille (≈ 700 km). As the receiver in Lille lies within the skip range of the transmitter in 

Nauen, signals are not received in many instances.  

Out of the 7 different days over which measurements were made in July, signals were received successfully 

over 5 different days. For these 5 days, the ionograms in Dourbes were checked respectively to the closest 

capture start times and presence of Es layer was confirmed. An example of the ionogram captured in Dourbes 

at 19:15:02 UTC on 18th July can be seen in Figure 6.12 (b). The critical frequencies of the Es layer obtained 

from the ionosondes data in Dourbes for the 5 days are listed in Table 6.17. The signal received in Lille was 

due to the presence Es layer and the evaluated TDoA’s were valid. Figure 6.13 (b) presents estimated 

locations obtained assuming Brest as reference location for 36 measurements which resulted in a valid output 

out of the 38 measurements made during the 5 days (Table 6.17). The maximum geolocation error in terms 

of distance was about 140 km whereas the minimum geolocation error was about 7 km.   

Capture date foEs (MHz) 

18/07/2017 5.40 

21/07/2017 3 

25/07/2017 3.15 

26/07/2017 3.55 

27/07/2017 3.90 

Table 6.17 Critical frequency of the sporadic E layer measured by the ionosonde located in Dourbes at 19:15:02 (UTC) [16] 

The presence of Es layer facilitated the propagation over 2 different HF links (SMDG-Grenoble, Nauen-

Lille), thereby resulting in a measurement which could be used as the signals were successfully received on 

all 4 sites. In general, the maximum relative geolocation errors were about 10% corresponding to the 

maximum ground range among the 4 possible HF links.   

(a) (b) 

Figure 6.13 Estimated and actual geographic locations for all valid measurements from SMDG (a) and Nauen (b) in July, 2017  
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 PDF of estimated reflection heights 

Figure 6.14 (a), (b), (c) and (d) presents the PDF of the estimated reflection heights for all valid algorithm 

outputs obtained for the signals captured from Emirler, Cerrik, Tiganesti and Galbeni, respectively. The 

reflection heights are calculated assuming each receiver as reference. For data captured from Emirler, it can 

be observed that the maximum PDF peak for the estimated reflection heights lies in the range of about 160-

190 km for different reference receiver sites. Similarly, for data captured from Cerrik, Tiganesti and Galbeni 

the maximum peak for estimated reflection heights lies in the range of 190-200 km, 180-220 km and 160-

200 km, respectively. From all the PDF plots, it can be seen that a large number of estimated reflection 

heights lies within the range of 50-400 km which corresponds to the region between the E and F2 layer of the 

ionosphere. Some of the estimated reflection heights are too high which might be due to the assumptions 

made in the HF geolocation algorithm. For instance, it is assumed that the signal is received via a one-hop 

while in reality it was received through multi-hop modes. The assumption of negligible apogee height 

variation for different HF links may not hold true in some of the cases. In particular, for valid measurements 

which resulted in an unrealistic reflection height (i.e. estimated reflection height greater than 400 km), one 

can discard the geolocation result. 

(a) (b) 

(c) (d) 

Figure 6.14 PDF curves representing the obtained reflection heights for all valid measurements from Emirler in (a), Cerrik in (b), 

Tiganesti in (c) and Galbeni in (d), considering each receiver as reference 
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 Geolocation error vs estimated reflection height  

Figure 6.15 (a), (b), (c) and (d) represent the scatter plots of the geolocation error in terms of distance with 

regards to the estimated reflection heights for all valid measurements obtained from Emirler, Cerrik, 

Tiganesti and Galbeni, respectively. The geolocation output (i.e. geolocation error and reflection height) was 

calculated assuming the receiver in Bordeaux as the reference. From all scatter plots, a general trend that can 

be observed is that higher the estimated reflection height, higher is the geolocation error. As explained in 

section 6.4.2, the geolocation errors obtained with large reflection height could be discarded. In spite of this 

condition, one can say that some of the geolocation errors are also very large (in the range of 1000 km) when 

the estimated reflection heights lay within the altitude of the ionospheric layers. A discussion on the possible 

reasons for large geolocation errors is given in section 6.4.5. 

(a) (b) 

(c) (d) 

Figure 6.15 Scatter plots of obtained geolocation errors as a function of estimated reflection heights for all valid measurements from 

Emirler in (a), Cerrik in (b), Tiganesti in (c) and Galbeni in (d), considering the receiver in Bordeaux as the reference 

 Geolocation error vs received SNR 

Figure 6.16 (a), (b), (c) and (d)  provide the scatter plots of the geolocation error in terms of distance with 

regards to the minimum SNR for all valid measurements obtained from Emirler, Cerrik, Tiganesti and 

Galbeni, respectively. The geolocation error was computed assuming Bordeaux as the reference location. 

The minimum SNR for a valid measurement corresponds to the least value out of the received SNR at 4 



Large Scale Measurement Campaign: Statistical Analysis 

131 

different receiver locations. In general, signals received with higher SNR should result in better geolocation 

accuracy. But from all scatter plots, it can be seen that signals received with a high or low SNR can lead to 

both high and low geolocation errors. Thus, it can be concluded that the received SNR cannot be used as a 

criterion for considering or discarding a geolocation result. 

(a) (b) 

(c) (d) 

Figure 6.16 Scatter plots of the obtained geolocation errors vs the minimum SNR (least out of the signals received at 4 locations) for 

all valid measurements from Emirler in (a), Cerrik in (b), Tiganesti in (c) and Galbeni in (d), considering the receiver in Bordeaux as 

the reference 

 Estimated transmitters location in terms of GPS coordinates 

The actual and estimated geographic location of all the valid measurements resulting in a reflection height 

between 50 and 350 km from Emirler, Cerrik, Tiganesti and Galbeni are presented in (a), (b), (c) and (d) of 

Figure 6.17, respectively. The geographic location and reflection height were evaluated considering the 

receiver in Bordeaux as the reference. The estimated geographic locations are dispersed around the true 

location in way that it follows a continuous elliptical locus and the actual transmitter location lies within that 

locus. This elliptical shape arises due to the fact that the location of the transmitter is calculated using the 

TDoA method. 

Geolocation based on TDoA principle is highly sensitive to the time resolution. Higher the time resolution 

better is the geolocation accuracy. The time resolution used in our measurements was equal to 5 μsec which 

provided a low resolution in the distance domain and was one of the reasons for large geolocation errors. In 
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addition, a small error in a TDoA estimate corresponds to a large distance error. Lastly, the geolocation 

algorithm assumed that all signals arrive through one-hop propagation mode and a uniform ionosphere which 

might not be true for all captured signals. 

(a) (b) 

(c) (d) 

Figure 6.17 Estimated and actual geographic locations for all valid measurements with an estimated reflection height between 50 and 

350 km from Emirler (a), Cerrik (b), Tiganesti (c) and Galbeni (d), assuming the receiver in Bordeaux as the reference 

 Estimated geolocation and azimuth errors  

The CDF’s of the geolocation error (km) and azimuth error (°) for all valid measurements from Emirler, 

Cerrik, Nauen, SMDG, Tiganesti, Galbeni can be seen in (a), (b), (c), (d), (e), (f) of Figure 6.18 and Figure 

6.19, respectively. The geolocation and azimuth errors were computed assuming the receiver in Bordeaux as 

the reference. From Figure 6.18 (a), it can be observed that about 5% of the geolocation errors are less than 

100 km for all valid measurements from Emirler. Also, around 65% of the valid measurements from Emirler 

had an azimuth error less than 5° (Figure 6.19 (a)). It must be noted that the distance between Brest and 

Emirler is about 3125 km. For the valid measurements from Cerrik, about 10% of the geolocation errors are 

less than 100 km (Figure 6.18 (b)) whereas about 70% of the azimuth errors are less than 5° (Figure 6.19 

(b)). In the case of valid measurements from Nauen, about 85% geolocation errors are less than 100 km as 

seen in Figure 6.18 (c), while about 95% of the azimuth errors are less than 2° (Figure 6.19 (c)). For the 

SMDG case, about 65% of the geolocation errors are less than 100 km whereas around 90% of the azimuth 

errors are less than 5° (Figure 6.19 (d)). From all valid measurements from Tiganesti, around 7.5% of the 
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geolocation errors less than 100 km and about 80% of the azimuth errors are less than 5° (Figure 6.19 (e)). 

Finally, out of all the valid measurements from Galbeni, about 7.5% have a geolocation error less than 100 

km and about 85% have an azimuth error less than 5° (Figure 6.19 (f)).   

(a) (b) 

(c) (d) 

(e) (f) 

Figure 6.18 CDF’s of geolocation errors for all valid measurements from Emirler (a), Cerrik (b), Nauen (c), SMDG (d), Tiganesti (e) 
and Galbeni (f), considering the receiver in Bordeaux as the reference 
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(a) (b) 

(c) (d) 

(e) (f) 

Figure 6.19 CDF’s of absolute azimuth errors for all valid measurements from Emirler (a), Cerrik (b), Nauen (c), SMDG (d), 

Tiganesti (e) and Galbeni (f), considering the receiver in Bordeaux as the reference 

The analysis of the geolocation errors based on the captures made from Emirler, Cerrik, Tiganesti and 

Galbeni over different months and different frequency bands revealed no correlation among them. There was 

no specific month or frequency band at which the geolocation accuracy was better compared to the others. 

The measurements made from Nauen and SMDG in July resulted in higher geolocation accuracy when 
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compared to the measurements made during other months (section 6.4.1). Even though most of the 

geolocation errors are large, the computed azimuth errors from most of the transmitter estimates provide an 

approximately accurate direction in which the transmitter lies. The geolocation errors can be drastically 

reduced by capturing signals on more number of receivers as explained in sections 3.2 and 3.3.2. 

A fixed resolution of the TDoA algorithm (i.e. 3 TDoA’s for 3 different receiver pairs) generates a single 
estimate of the transmitter location. The output of the algorithm can be represented in terms of area by 

switching from a fixed resolution TDoA to a continuous resolution TDoA where time differences lie within a 

time range for each receiver pairs. The concept of switching from a fixed resolution TDoA to a continuous 

resolution TDoA is further explained in detail in section 6.5.  

6.5 Propagating TDoA uncertainty on geolocation output 

TDoA estimates are obtained by evaluating the maximum of the cross-correlation between 2 measured 

signals on synchronized receivers. If signals arrive at both receivers through multiple modes, the ability to 

differentiate between the different peaks in the cross-correlation depends on the time resolution of the 

measurement setup.  

Assuming that the transmitted signals has good autocorrelation properties and it resembles a narrow peak 

which is centered at zero with large amplitude, as illustrated in Figure 6.20 (a). Also, the cross-correlation 

between 2 different CIR’s represents 3 different peaks with varying intensities, as seen in Figure 6.20 (b). 

The peak corresponding to �ଵ and �ଶ is equal to the time delay of the signals received on both receivers 

through 1E mode and 1F mode respectively, whereas, the peak corresponding to �  corresponds to the time 

delay of the signals received through 1E mode on one receiver and 1F mode on the other receiver. Generally, 

the peaks resembling the combination of E-E and F-F modes lie very close to each other in the range of 

about 5-50 μsec. The convolution between the autocorrelation of the transmitted signal and cross-correlation 

between the 2 CIR’s is equal to the cross-correlation between signals captured at 2 different receivers. From 

Figure 6.20 (c), it can be seen that the peak corresponding to �ଵ cannot be identified due to the limited useful 

signal bandwidth. 

Even if one assumes a perfect ionosphere, there would be a certain quantization error in the measurement 

setup depending upon the location of the receiver and the transmitter. In the case of our measurement setup, 

the maximum quantization error would be ± 2.5 μs as the system time resolution is equal to 5 μs. 

Due to the above problems, one can consider moving from a fixed resolution of TDoA algorithm (leading to 

a single output) to a continuous resolution, where the TDoA’s lay in a period from t1 to t2 for each receiver 

pair. As a result, the output of the algorithm would represent an area rather than an estimated location. In this 

way, the error due to quantization and the inability to identify different peaks very close to each other in the 

cross-correlation output (i.e. error due to resolution in the correlation peak) could be accounted. 
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Figure 6.20 Effect of time resolution on the estimation of TDoA 

 Fixed resolution TDoA and continuous resolution TDoA 

Fixed resolution TDoA refers to finding a single estimate of the transmitter location from 3 TDoA estimates 

whereas continuous resolution TDoA refers to finding a geolocation area by considering a certain range 

around the TDoA estimates of the different receiver pairs. Figure 6.21 illustrates the geolocation area 

computed by selecting a time range for the continuous ToA case. In 2D ToA, the location of the transmitter 

is found at the intersection of the circles. If ݐ is the time required by the signal to travel from the transmitter 

to the receiver, one can consider a time range from ݐଵ to ݐଶ, where ݐଵ = ݐ ଶݐ and ݐ∆  = ݐ +  Using these .ݐ∆

time ranges and the known receiver location, two concentric circles can be computed for each receiver. 

Later, the intersection between different concentric circles for different receivers results in a region which 

has a shape similar to a square segment rather than a point, as illustrated in Figure 6.21. This segment when 

projected on the ground plane will represent an area with the highest and the lowest corners within it. The 

actual transmitter (Tx) also lies within the area on the ground plane. 

 
Figure 6.21 Geolocation output in terms of region computed over a certain time range 
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Similarly for the 3D TDoA case, if ݐ is the time delay corresponding to the maximum peak of the cross-

correlation output, one can consider a time range from ݐଵ to ݐଶ, where ݐଵ = ݐ ଶݐ and ݐ∆  = ݐ +  which ,ݐ∆

would allow for a resolution error in the correlation peak. From the time ranges for each receiver pair, one 

obtains an output volume which resembles a cube, where each face is a section of a hyperboloid. The 8 

corners of the cube correspond to 8 specific solution of the TDoA algorithm, obtained by considering ݐଵ or ݐଶ 

for each of the three receiver pairs. 

In order to find the location of the possible transmitter outputs on the ground, one must project the volume of 

the cube on a plane where z = 0. In general, independently of the orientation of the cube in space, the 

projection on the ground plane will be a hexagon, as illustrated in Figure 6.22Indeed, from the 8 estimated 

transmitter locations, the corners with the highest and lowest z values will be projected inside the ground 

surface. Therefore, they can be discarded when computing the contour of the projected surface. This 

hexagonal area will be the output of the TDoA algorithm using a set of TDoA ranges as input instead of 

three fixed TDoA’s. This output is generated at the precision of the system resolution.  

 
Figure 6.22 Rotated cube and its projection on a ground plane (z = 0) forming a hexagon  

Figure 6.23 (a), (b), (c) and (d) represents the estimated geolocation area around the transmitters located in 

Emirler, Galbeni, Cerrik and Tiganesti, respectively. For each transmitter location, the geolocation region is 

computed by assuming a continuous resolution on the time delays. At first, time delays for different HF links 

are computed assuming one-hop propagation mode geometry. It is assumed that all the signals are reflected 

from a virtual height of about 300 km. Then, by setting ∆0.25 = ݐ μs, the different time ranges for each 

receiver pair is computed. Finally, different estimates of the transmitter location are found using the HF 

TDoA geolocation algorithm using Brest as the reference location. Based on the estimated reflection heights, 

2 outputs are eliminated and the rest are connected to find a geolocation area. From all plots in Figure 6.23, it 

can be observed that the geolocation region represents an irregular hexagon (length of sides not equal) and 

the exact transmitter location lies within the hexagonal region. The hexagon is irregular as the volume 

obtained from the algorithm output is not delimited by parallel planes, but by section of hyperboloids. 

Depending on the alignment between the transmitter and the receiver pairs, the output volume can be more 

or less elongated. 
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(a) (b) 

(c) (d) 

Figure 6.23 Diagrams of estimated regions around different transmitters ((a): Emirler, (b): Galbeni, (c): Cerrik, (d): Tiganesti) 

obtained from TDoA algorithm assuming a continuous resolution 

 Measurement examples assuming a continuous resolution TDoA 

Figure 6.24 (a) illustrates the estimated geolocation region using the concept of continuous resolution TDoA 

for a measurement example captured from Galbeni on 6th October, 2017 at 17:43 UTC at a frequency of 

11.975 MHz. Based on the received signal strength, the receiver in Bordeaux was selected as the reference. 

Time ranges were computed for each receiver pair based on the estimated TDoA values. Finally, from the 

time ranges, the geolocation region was computed. It can be seen that the transmitter lies within the 

estimated region.  

Figure 6.24 (b) presents the estimated geolocation region using computed time ranges for a measurement 

captured from Cerrik on 10th November, 2017 at 18:41 UTC at a frequency of 7.360 MHz. Based on the 

received signal strength, the receiver in Bordeaux was selected as the reference. Again in this example, it can 

be seen that the actual transmitter location lies inside the estimated region which validates the concept of 

continuous resolution TDoA algorithm output. 

In general, from other measurements it was observed that the shapes of estimated regions were elliptical, 

similar to the estimated transmitter location using a fixed resolution (Figure 6.17). Using continuous 

resolution TDoA concept, one can say that the transmitter lies within the estimated region or within the 
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proximity of the estimated region. Also, the percentage at which one can say that the transmitter lies within 

the estimated region depends on the accuracy at which the TDoA’s are estimated.  

(a) (b) 

Figure 6.24 Different measurement example from Galbeni and Cerrik representing the estimated region by considering a range 

around the estimated TDoA’s in (a) and (b), respectively 

The estimated GPS coordinates of all valid measurements having a reflection height between 50 and 350 km 

from Galbeni and Cerrik are superimposed on their corresponding theoretical regions evaluated using the 

continuous resolution TDoA concept and presented in (a) and (c) of Figure 6.25, respectively. The reflection 

height is assumed to be 350 km and the receiver in Bordeaux is used as the reference while computing the 

theoretical region. The principle of finding the theoretical region is explained in section 6.5.1. Figure 6.25 (b) 

and (d) represents the dispersed GPS coordinates which lies within or very close to the estimated region of 

Galbeni and Cerrik, respectively. It can be observed that some of the estimated GPS coordinates lie within 

the estimated region and many of them lie in the close proximity of the estimated region. For the estimated 

coordinates which lies within the hexagonal region, the dispersion is due to the low resolution of the signals 

On the other hand, for estimated coordinates which lie around the hexagonal region, the dispersion is due to 

errors in the estimated TDoA. In order to improve the performance of the system, one can consider applying 

the algorithm to signals with larger bandwidth or using an additional receiver. 

(a) (b): Limit on x-y axis of (a) 
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(c) (d): Limit on x-y axis of (c)  

Figure 6.25 Estimated geographic locations for all valid measurements with an estimated reflection height between 50 and 350 km 

from Galbeni (a) and Cerrik (c) superimposed on a theoretical hexagon obtained from a continuous TDoA resolution algorithm 

In order to further analyze the largely dispersed GPS coordinates presented in (a) and (c) of Figure 6.25, the 

theoretical hexagon is computed at values of ∆ݐ greater than 0.25 μs. In particular, the estimated region 

around the transmitter in Galbeni presented in (a) of Figure 6.26 is computed using ∆ݐ = ͳͲ μs whereas the 

estimated region around the transmitter in Cerrik is computed using ∆ݐ = ͷͲ μs (Figure 6.26 (b)). The values 

of ∆ݐ which will result in a valid geolocation region is dependent on the transmitter position with respect to 

the receiver network. All the valid measurements from Galbeni and Cerrik having an estimated reflection 

height between 50 and 350 km are superimposed on their corresponding hexagons, as presented in (a) and 

(b) of Figure 6.26, respectively. It can be observed that most of the estimated geographic locations for both 

cases lie within the theoretical estimated region. It allows us to deduce that that the wide spread GPS 

coordinates of all valid measurements are due to errors in the range of 10-50 μs  in the computed TDoA’s. It 

must also be noted that the value of ∆ݐ selected to compute the theoretical region is not very high, thereby 

explaining the geolocation estimate sensitivity with respect to the TDoA values. 

(a) (b) 

Figure 6.26 Estimated geographic locations for all valid measurements with an estimated reflection height between 50 and 350 km 

from Galbeni (a) and Cerrik (b) superimposed on a theoretical hexagon obtained using ∆ݐ equal to 10 μs and 50 μs, respectively  
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6.6 Conclusion 

In this chapter, analyses of all data captured during the different measurement campaign are presented. At 

first, all details (transmitter site, capture start time and duration, capture frequency, capture count) of the 

measurement campaigns are provided. A large number of signals (22194) were captured by 4 synchronized 

receivers from different broadcasters located around Europe and Asia. This provided a global database of 

measurements that can be further post-processed to study the performance of a HF geolocation system and 

identify different parameters that needs to be considered to improve the overall performance of the system. 

Overall, the measurement campaign also allowed validating the use of a remotely controlled nation-wide 

measurement network.  

As a first result, data captured on all receivers from different transmitters were analyzed with respect to the 

received noise level and SNR. It was found that the noise level decreases as the transmitter frequency 

increases. The calculated noise levels were varying at all the receiver site which was mainly due to the 

different surrounding external environments at different sites. Thus, it can be concluded that the noise level 

is highly dependent on the receiver location. Signals captured from Galbeni, Cerrik and Tiganesti were 

received with a higher SNR on all receiver sites except Lille where most of signals were received with a low 

SNR. The SNR could not be used as a measurement qualification metric as the transmitted signal bandwidth 

is unknown. In a second step, data reduction was achieved by exploiting the assumed coherence of collected 

measurements over time. Using the PDF, the most likely TDoA value was computed over several 

measurements and then by selecting a range around the most probable value, the measurements were either 

selected or discarded. 

The geolocation statistics based on the geolocation algorithm output for data captured from Cerrik, Galbeni, 

Tiganesti and Emirler was provided. Out of all selected measurements (after data reduction) from Cerrik, 

around 80% of the measurements lead to valid algorithm output. It was also seen that the frequency band has 

no impact on the HF algorithm output validity (i.e. valid or invalid output). 

The analysis of valid measurements made from Nauen and SMDG in July, 2017 showed the effect of 

sporadic E layer in geolocation. Due to the presence of Es layer, signals were successfully received in Lille 

from Nauen and in Grenoble from SMDG during different days in July, 2017 which otherwise was not 

possible as the receivers were within the skip range from the transmitters. In favorable propagation 

conditions, geolocation errors were less than about 10% for all valid measurements from Nauen and SMDG 

during the month of July, 2017. The analysis for all valid measurements also showed that the geolocation 

errors are larger when the estimated reflection heights were greater than the real ionospheric reflection 

height. The geolocation errors for the valid measurements were large even when the estimated SNR was 

high. Thus, it can be concluded that received SNR cannot be used to decide on the validity of the geolocation 

estimate.  

About 7.5% of the valid measurements from Cerrik, Galbeni, Tiganesti and Emirler resulted in a geolocation 

error less than 100 km, but the geolocation accuracy in terms of azimuth direction was quite high. About 

75% of valid measurements from Cerrik, Galbeni, Tiganesti and Emirler resulted in an azimuth error less 

than ±5°. In general, the geolocation error was higher but it could be reduced drastically by deploying 

additional receivers. In addition, the signals could be sampled at a higher rate which would improve the 

precision of the estimated TDoA and in turn, improve the accuracy of the geolocation estimate.   

The concept of continuous time resolution of the TDoA algorithm is explained and used to find a geolocation 

area instead of estimating a single location. Using one-hop propagation mode geometry, the geolocation 

areas around different transmitters are presented. The actual transmitter lies within the estimated region 
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which is an irregular hexagon. Using 2 different measurement examples from different transmitters, the 

geolocation area is plotted using the continuous time resolution approach and the transmitter lies within the 

computed region. Thus to conclude, this approach could resolve the errors due to TDoA uncertainties (i.e. 

identification of different peaks due to limited time resolution and quantization errors).   

Finally, using continuous time resolution TDoA algorithm, the theoretical regions around the actual 

transmitter location are computed at different values of ∆ݐ and it is seen that most of the estimated 

transmitter coordinates lies within the evaluated region. It allow us to conclude that the dispersed GPS 

coordinates (around the actual Tx location) leading to large geolocation errors are due to the homogenous 

random shift in the three computed TDoA’s around the exact value  
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Conclusion 

Interest in HF geolocation has been present for decades, particularly in the context of civil and military 

operations. This is mainly due to the unique characteristic of radio signals from the HF band which can be 

used to establish communication over long ranges. These radio signals propagate using skywaves with single 

or multiple reflections within the earth-ionosphere waveguide. The ionosphere and the principles of HF radio 

propagations are presented in Chapter 2. HF geolocation can be achieved using angular domain and time-

domain methods. In angular domain methods, there is a requirement of large antenna arrays at one or 

multiple sites along with knowledge of the ionospheric profile along the propagation path. On the other hand, 

with time-domain methods, the location of the HF transmitter can be estimated using distributed single 

antenna receiver setups. With the specifications of passive HF geolocation (i.e. signal transmission time and 

propagation channels unknown), the TDoA method is best suited for it as there is only a requirement of 

synchronization among multiple receivers. The research presented is a complete study involving theoretical 

aspects, simulation results, signal processing aspects and experimental aspects with the aim of evaluating the 

performance of a passive HF geolocation system. 

As a first step, the HF geolocation algorithm for time-domain methods is presented along with their 

respective analytical expressions (Chapter 3). The algorithm assumes a one-hop transmission, uniform 

ionosphere with a negligible variation in the apogee height and a flat Earth. Using the geolocation algorithm, 

the location of the transmitter could be evaluated without the knowledge of the ionospheric profile. Based on 

the outputs of the geolocation algorithm, the estimated location of the transmitter could be referred as valid 

or invalid. In order to evaluate the geolocation accuracy of time-domain methods with respect to the number 

of receivers and the positioning of receivers, the QP model of the ionosphere is used. This model provides 

analytical expressions for ray path parameters (i.e. ground range, group path and so on…) for a given HF 
link. Based on the QP model, the propagation times are evaluated; they serve as inputs to the time domain 

HF geolocation algorithm. In relation to passive HF geolocation, simulation results show that the receivers 

placed in an approximately square distribution results in the highest geolocation accuracy. Simulation results 

also demonstrate that the geolocation error is significantly reduced by increasing the number of receivers. 

In order to validate the simulation results and the concept of HF geolocation based on TDoA, four remotely 

controllable and programmable receivers are designed using USRP N200/N210 to capture HF radio signals 

synchronously. The receiver design consists of both hardware and software which are explained in detail 

(Chapter 4). The software part allows the users to capture HF radio signals as per their requirements. All 

receivers are synchronized using GPSDO kit, thereby capturing the radio signals synchronously independent 

of the receiver locations. The four receivers are deployed in different cities in France: Brest, Bordeaux, 

Grenoble and Lille forming a TDoA receiver network. The whole receiver network is controlled through a 

central machine in Brest. Using measurements made only in Brest, the correlation properties and the impact 

of capture data length on the correlation properties are evaluated. It is observed that autocorrelation/cross-

correlation of the captured analog speech and audio signals resulted in an SNR of about 10 dB and 15 dB, 

respectively. These estimated values allow us to conclude that HF broadcast signals could be used for 

geolocation purpose. It is also noticed that signals captured with a 5-second duration results in a higher SNR 

of the cross-correlation output, compared to signals captured for 10 and 15 seconds, underlying the 

importance of the signal stationarity on the TDoA evaluation. The effect of the received SNR on the HF 

geolocation accuracy is also presented in Chapter 4. From simulation results, it can be observed that the 

geolocation error is arbitrarily low when the received SNR is sufficiently high. 

In order to estimate the time delay between signals captured at multiple synchronized receivers, a new 

method termed as cross-channel sounding is presented in Chapter 5 along with its concepts. Based on the 
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mathematical description of cross-channel sounding, it is observed that the autocorrelation of the transmitted 

signal must be equivalent to a large peak centered at zero to obtain the time delay. But, in the case of passive 

HF geolocation, the transmitted signal is unknown and its properties cannot be altered. From cross-channel 

sounding output, the signal propagation paths at different receivers can be identified with regards to the 

different peaks. It is seen that there is a single peak in the cross-channel sounding output when signals arrive 

at receivers through single path channels; multiple peaks when signals arrive through multi-path channels. 

However, in the case of multi-path channels, the minimum resolution is limited by the useful signal 

bandwidth. Analyses of the data captured in July 2017 from different transmitters located around Europe are 

also presented in Chapter 5. From preliminary measurement results, it is seen that in favorable conditions, 

the HF transmitters could be located with a relative error in the range of about 0.1 to 10% of the actual 

ground range. In addition, it is also observed that the geolocation output for most cases in terms of azimuthal 

direction is highly accurate. The analysis of the preliminary measurements validates the concept of HF 

geolocation using the TDoA method. 

A total of 22194 measurements were made from different HF transmitters located in Europe, Asia and 

Africa. Details of these measurements made using the HF receiver network and the statistical analysis of 

these measurements over different parameters are presented in Chapter 6. A first observation is made with 

the received noise and SNR level of the signal captured at each receiver from different transmitters with the 

objective of selecting or discarding a measurement. It is noticed that the received noise level decreases as 

transmitter’s broadcast frequency increases. It is also observed that the noise level is also dependent on the 

receiver location. From the SNR analysis, it is observed that signals from some transmitters (specifically 

Cerrik, Galbeni and Tiganesti) are received with a higher SNR in Brest, Bordeaux and Grenoble, as 

compared to Lille. In general, due to the unknown signal bandwidth and the reception of signals with low 

SNR prevented us to select SNR as a metric for measurement qualification. As a next step, an algorithm to 

consider or discard a measurement is proposed based on the TDoA analysis. The algorithm exploits the 

coherence of collected measurements over time (i.e. repetition of the estimated TDoA’s over time). The 
measurements are processed using this algorithm and discarded if it failed to satisfy the requirements of the 

algorithm. We could select about 35% of the measurements processed using TDoA analysis for further post-

processing and evaluating the geolocation performance. For some transmitters with a high signal quality on 

all HF links, such as Cerrik and Galbeni, this percentage of data selection increased up to 45% and 48%, 

respectively.  

After data selection, the geolocation performance of the TDoA algorithm over the large scale measurement is 

studied. Out of all the selected measurements, about 49% of the data resulted in a valid geolocation output. 

About 30% of valid measurements (CER, GAL, TIG, NAU, SMDG and EMR) led to a geolocation error 

below 100 km. More precisely, about 75% of valid measurements from Nauen and SMDG led to a 

geolocation error less than 100 km. One must note that the experiment was performed with a minimum 

number of receivers (i.e. 4) and still about 80% of the valid measurements (CER, GAL, TIG, NAU, SMDG 

and EMR) resulted in an azimuth error less than 5°. In general, the estimated geolocation errors for all valid 

measurements from different transmitters are larger than expected from the preliminary results but the 

distribution of the estimated geographic locations are found to resemble an ellipse around the actual 

transmitter location. These errors are high due to GDOP and the sensitivity on time delay accuracy for TDoA 

based geolocation systems. These errors can be reduced to a great extent by using more receivers to capture 

data (as explained in sections 3.2 and 3.3.2) and increasing the time resolution of geolocation system. 

Finally, a concept of continuous time resolution of the TDoA algorithm is proposed which can be used to 

find a geolocation area rather than producing a single location estimate (Chapter 6). In this way, one can 

have a rough estimate about the region in which the transmitter lies provided the estimated TDoA’s are 
accurate enough.  
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Overall, the results of our study could serve as a reference for implementing a practical HF geolocation 

system or even for future studies concerning passive HF geolocation. For instance, the geolocation algorithm 

could be easily modified to consider HF radio transmissions from ground waves and locate the transmission 

source. This could be then validated using our HF receiver network and performance of the system could be 

studied. Similarly, this approach could be used to study geolocation of signals emitted from VLF to MF 

bands where transmission occurs through lower regions of the ionosphere and ground waves. 
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Future work 

In the continuity of this work, several lines of research have been highlighted.  

At first, the proposed geolocation algorithm is based on certain assumptions. The analytical expressions for 

the geolocation algorithm can be reformulated by taking into account the Earth curvature instead of assuming 

it to be flat. Even with the assumption of a uniform ionosphere, the difference in the reflection heights for 

different paths with different elevation angles needs to be investigated and could be accounted for in the 

algorithm. The proposed modifications would lead to an algorithm which is closer to the realistic scenarios 

and the obtained results are expected to be more accurate.  

The deployed HF receiver network consists of only the minimum number of required receivers (i.e. 4) to 

perform HF geolocation using the TDoA method. The network could be enlarged by adding more receivers 

in the network and later evaluate the performance of the geolocation system. From simulation results with 

minimum and more number of receivers, it can be predicted that the geolocation accuracy would improve. 

Moreover, the number of qualified measurements would also be higher (i.e. more the number of receivers, 

higher is the probability of the signal being captured by at least the minimum number of receivers i.e. 4). The 

time resolution of the geolocation system can be improved further by capturing data with a higher sampling 

rate and thereby reducing the TDoA errors. It would also improve the geolocation accuracy to some extent. 

In this thesis, signals were mainly captured from broadcast HF transmitters. As an extension, HF digital 

signals could be captured from different beacon locations and their correlations properties could be evaluated 

to assess the feasibility of using such signals for the purpose of HF geolocation.  

The TDoA is evaluated by selecting the peak of the cross-channel sounding output with the highest intensity. 

The different peaks correspond to different propagation modes and advanced algorithms considering the 

different peaks can be developed. In general, the geolocation accuracy would be higher if TDoA’s 
correspond to the same propagation modes irrespective of the signals intensities with which they are 

received. The impact of the received signal SNR on the cross-channel sounding can also be assessed and can 

be used to define a certain threshold for considering or rejecting a measurement based on the TDoA output.  

Lots of data can be captured from several known transmitters (i.e. their signal type are known) located in 

different directions from the receiver network. The obtained geolocation errors can be classified with regards 

to different direction from a reference point. If the geolocation errors are coherent over the capture times or 

frequencies, a correction model can be devised each for a certain direction based on obtained errors. This 

correction model can be used on a geolocation estimate obtained for an unknown transmitter. In this way, 

one could refine the results based on the correction model. 

The low complexity of each single SDR receiver could allow for the deployment of several tens or hundreds 

of such receivers in a region of the size of Europe. An estimate of the transmitter could be found with a high 

accuracy provided the signals are captured by 5 to 6 receivers. In addition, a geolocation area can be found 

based on the concept of continuous time resolution of the TDoA algorithm. Once a region is established, one 

can utilize the cooperation with existing open geolocation networks such as KiwiSDR to find another 

estimate of the transmitter. This estimate of the transmitter might be very close to the actual transmitter 

location as it is a multi-step process. The optimization and performance of such massive TDoA geolocation 

network opens a new field of research in cooperative localization.  
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Appendix A: Minimum number of receivers required for HF 

geolocation using the TDoA method 

In the TDoA case, the transmission time ݐ଴ is unknown. Equation 3.24 in the scalar form for the receiver pair 

(1-2) is expressed as follows: 

 ͳݐଶ ଵݐ  ሺݔଶଶ ଵଶሻݔ  ଶݐʹ  ଵݐ  ሺݔଶ ଴ݔଵሻݔ  + ͳݐଶ ଵݐ  ሺݕଶଶ ଵଶሻݕ  ଶݐʹ  ଵݐ  ሺݕଶ + ଴ݕଵሻݕ  ͳݐଶ ଵݐ  ሺݖଶଶ ଵଶሻݖ  ଶݐʹ  ଵݐ  ሺݖଶ ଴ݖଵሻݖ  = ሺݐଶ + ଵሻܿଶݐ  ଴ܿଶݐʹ 

(1)  

Similarly, using other 2 possible pairs of receivers (2-3 and 3-1), one obtains a system of three equations. In 

order to remove the unknown ݐ଴, one computes the difference of the three equations in a pairwise manner. 

For instance, using the first and second equation and then using second and third equation, one 

obtains equation (2) and equation (3), respectively.  

 ͳݐଶ ଵݐ  ሺݔଶଶ ଵଶሻݔ   ͳݐ  ݐଶ ሺݔ ଶ ଶଶሻݔ   ( ଶݐʹ ଵݐ  ሺݔଶ ଵሻݔ  ଶݐ  ݐʹ  ሺݔ  ݔଶሻ)ݔ଴ 

+ ͳݐଶ ଵݐ  ሺݕଶଶ ଵଶሻݕ   ͳݐ  ݐଶ ሺݕ ଶ ଶଶሻݕ   ( ଶݐʹ ଵݐ  ሺݕଶ ଵሻݕ  ଶݐ  ݐʹ  ሺݕ  ݕଶሻ)  ଴ݕ

+ ͳݐଶ ଵݐ  ሺݖଶଶ ଵଶሻݖ   ͳݐ  ݐଶ ሺݖ ଶ ଶଶሻݖ   ( ଶݐʹ ଵݐ  ሺݖଶ ଵሻݖ  ଶݐ  ݐʹ  ሺݖ  ݖଶሻ) = ଴ݖ ሺݐଵ  ሻܿଶ ݐ 

(2)  

 

 ͳݐ  ݐଶ ሺݔ ଶ ଶଶሻݔ   ͳݐଵ ଵଶݔሺ ݐ  ଶሻ ݔ   ( ଶݐ  ݐʹ ሺݔ  ݔଶሻ ଵݐʹ  ଵݔሺ ݐ   ଴ݔ(ሻ ݔ 

+ ͳݐ  ݐଶ ሺݕ ଶ ଶଶሻݕ   ͳݐଵ ଵଶݕሺ ݐ  ଶሻ ݕ   ( ଶݐ  ݐʹ ሺݕ  ݕଶሻ ଵݐʹ  ଵݕሺ ݐ  (ሻ ݕ   ଴ݕ

+ ͳݐ  ݐଶ ሺݖ ଶ ଶଶሻݖ   ͳݐଵ ଵଶݖሺ ݐ  ଶሻ ݖ   ( ଶݐ  ݐʹ ሺݖ  ݖଶሻ ଵݐʹ  ଵݖሺ ݐ  (ሻ ݖ  = ଴ݖ ሺݐଶ  ଵሻܿଶݐ 

(3)  

Since the earth is assumed to be flat, the z-coordinate for all the receivers are equal. Thus, we have 2 linear 

equations with 2 unknowns (ݔ଴ and ݕ଴), similar to a system of equations with 2 unknowns (Equation 3.20). 

Comparing equation (2) and (3) with equation 3.20, the different constants are computed and are as follows: 

 ܽଵଵ = ( ଶݐʹ ଵݐ  ሺݔଶ ଵሻݔ  ଶݐ  ݐʹ  ሺݔ  ݔଶሻ) 

ܽଵଶ = ( ଶݐʹ ଵݐ  ሺݕଶ ଵሻݕ  ଶݐ  ݐʹ  ሺݕ  ݕଶሻ) 

ܽଶଵ = ( ଶݐ  ݐʹ ሺݔ  ݔଶሻ ଵݐʹ  ଵݔሺ ݐ   (ሻ ݔ 

ܽଶଶ = ( ଶݐ  ݐʹ ሺݕ  ݕଶሻ ଵݐʹ  ଵݕሺ ݐ   (ሻ ݕ 

(4)  
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ܾଵ = ͳݐଶ ଵݐ  ሺݔଶଶ ଵଶሻݔ   ͳݐ  ݐଶ ሺݔ ଶ ଶଶሻݔ  + ͳݐଶ ଵݐ  ሺݕଶଶ ଶݐ  ݐଵଶሻ ͳݕ  ሺݕ ଶ ଶଶሻݕ   ሺݐଵ  ሻܿଶ ݐ 

ܾଶ = ͳݐ  ݐଶ ሺݔ ଶ ଶଶሻݔ   ͳݐଵ ଵଶݔሺ ݐ  ଶሻ ݔ  + ͳݐ  ݐଶ ሺݕ ଶ ଵݐଶଶሻ ͳݕ  ଵଶݕሺ ݐ  ଶሻ ݕ    ሺݐଶ  ଵሻܿଶݐ 

Check: The matrix is of the form Ax = B, where x resembles the unknown coordinates of the transmitter. To 

calculate x vector, A should be a non-singular matrix (i.e. |A| ≠ 0). However, after calculation, it is found 

that the determinant of A is equal to zero, which implies that the matrix A is neither non-singular nor full 

rank. 

In addition, if equations (2) and (3) are dependent on each other, then equation (3) can be expressed in terms 

of equation (2) multiplied by some constant term (α). For a system of 2 unknown equations, the different 

constants of an equation can be expressed in terms of α with regards to the constants of other equations. 

These constants can be expressed as follows: 

 ܽଶଵ = ଵଵ ܽଶଶܽ ߙ  = ଵଶ ܾଶܽ ߙ  = ߙ ଵܾ ߙ  = ௔మభ௔భభ ௔మమ௔భమ  ܾଶ ܽଵଵ ݎ݋  =  ܾଵܽଶଵ   ݎ݋   ܾଶ ܽଵଶ =  ܾଵܽଶଶ 

(5)  

Now, if one can prove that ܾଶ ܽଵଵ =  ܾଵܽଶଵ, then equations (2) and (3) would be dependent on each other. 

Proof:  ܾଶܽଵଵ = ܾଵܽଶଵ 

The multiplications of constants on the RHS results in the following: 

 ܾଵܽଶଵ = { ( ͳݐଶ ଵݐ  ሺݔଶଶ ଵଶሻݔ   ͳݐ  ݐଶ ሺݔ ଶ ଶଶሻݔ  + ͳݐଶ ଵݐ  ሺݕଶଶ ଵଶሻݕ 
 ͳݐ  ݐଶ ሺݕ ଶ ଶଶሻݕ    (ሺݐଵ )((ሻܿଶ ݐ  ଶݐ  ݐʹ ሺݔ  ݔଶሻ
ଵݐʹ  ଵݔሺ ݐ   {(ሻ ݔ 

(6)  

After simplification, equation (6) can be expressed as follows: 

 

ܾଵܽଶଵ = ʹሺݐଶ ଵݐଵሻሺݐ  ଶሻଶݐ  ݐሻሺ ݐ  {  
  ሺݔଵݐଶ ଵݐଶݔ   ݐଶݔ + ݐଵݔ  ଵݐ ݔ + ଶሻݐ ݔ  
( 
ଵݐଶଶݔ   ݐଶଶݔ + ݐଵଶݔ  ଶݐଵଶݔ  ଵݐଶ ݔ + ଶݐଶ ݔ   ଵݐଶଶݕ   ݐଶଶݕ + ݐଵଶݕ  ଶݐଵଶݕ + ଵݐଶ ݕ + ଶݐଶ ݕ   ଶଶܿଶݐଵݐ+ ଶܿଶ ݐଵݐ   ଶܿଶ ݐଶݐ + ଵଶܿଶݐଶݐ   ଵଶܿଶݐ ݐ + ଶଶܿଶݐ ݐ   ) 

 
}  
  

 (7)  

Similar to equation (6), the multiplications of constants on LHS gives the following: 
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 ܾଶܽଵଵ = { ( ͳݐ  ݐଶ ሺݔ ଶ ଶଶሻݔ   ͳݐଵ ଵଶݔሺ ݐ  ଶሻ ݔ  + ͳݐ  ݐଶ ሺݕ ଶ ଶଶሻݕ 
 ͳݐଵ ଵଶݕሺ ݐ  ଶሻ ݕ   (ሺݐଶ )((ଵሻܿଶݐ  ଶݐʹ ଵݐ  ሺݔଶ ଵሻݔ 
ଶݐ  ݐʹ  ሺݔ  ݔଶሻ)} 

(8)  

After simplification, equation (8) can be expressed as follows: 

 

ܾଶܽଵଵ = ʹሺݐଶ ଵݐଵሻሺݐ  ଶሻଶݐ  ݐሻሺ ݐ  {  
  ሺݔଵݐଶ ଵݐଶݔ   ݐଶݔ + ݐଵݔ  ଵݐ ݔ + ଶሻݐ ݔ  
( 
ଵݐଶଶݔ   ݐଶଶݔ + ݐଵଶݔ  ଶݐଵଶݔ  ଵݐଶ ݔ + ଶݐଶ ݔ   ଵݐଶଶݕ   ݐଶଶݕ + ݐଵଶݕ  ଶݐଵଶݕ + ଵݐଶ ݕ + ଶݐଶ ݕ   ଶଶܿଶݐଵݐ+ ଶܿଶ ݐଵݐ   ଶܿଶ ݐଶݐ + ଵଶܿଶݐଶݐ   ଵଶܿଶݐ ݐ + ଶଶܿଶݐ ݐ   ) 

 
}  
  

 (9)  

Since equation (7) is equal to equation (9), it is clear that equation (3) can be expressed in terms of equation 

(2) multiplied by a constant term (i.e. both equations are dependent on each other). Thus, the coordinates of 

the unknown transmitter cannot be found by 3 receivers using the TDOA principle. Hence, a minimum of 4 

receivers are required to compute the transmitter location using the TDoA method. 
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Appendix B: Processing of AM signal within SDR module 

Amplitude modulation: In amplitude modulation, the amplitude of the carrier wave (i.e. a high frequency 

wave) is varied in accordance with the message signal while the phase ሺφሻ of the carrier signal is assumed to 

be zero. The carrier signal ܿሺݐሻ can be seen in Fig. 1 (a) and is represented mathematically as follows: 

 ܿሺݐሻ = ௖ܣ  cosሺʹ� ௖݂ݐሻ (1)  

where  ܣ௖ is the amplitude of the carrier signal,  ௖݂ is the frequency of the carrier signal. The message 

bearing signal (i.e. baseband signal) ݉ሺݐሻ can be seen in Fig. 1 (b) and is represented mathematically as 

follows: 

 ݉ሺݐሻ = ௠ܣ  sinሺʹ� ௠݂ݐሻ (2)  

where  ܣ௠ is the amplitude of the message signal, ௠݂ is the modulating frequency of the signal. The message 

signal is sometimes also referred to as modulation signal. The carrier frequency ௖݂ is much higher than the 

highest frequency component of the message signal. 

(a) (b) 

Fig. 1 Representation of carrier signal in (a) and message signal in (b) 

Now as per the definition of amplitude modulation, the amplitude of carrier wave will be varied in 

proportion to the amplitude of the modulating signal that contains information and has to be transmitted. An 

amplitude modulated signal ݁ሺݐሻ when transmitted over the air is given by the following equation:  

 ݁ሺݐሻ = ௖(ͳܣ + ݇௔݉ሺݐሻ) cosሺʹ� ௖݂ݐሻ (3)  

where ݇௔ is the amplitude sensitivity of the modulator and is always positive. As seen in equation (3), a dc 

component is added to the message signal before multiplying it by the carrier signal. This is done so that the 

modulated carrier can be easily removed and the message content can be obtained at the reception end using 

a simple envelope detector. The envelope of the AM signal is given by the following equation: 

 ݁ሺݐሻ௘௡௩௘௟௢௣௘ = ௖│ͳܣ + ݇௔݉ሺݐሻ│ (4)  

Radio broadcasters using AM to transmit voice signals, the envelope has the following form:  

 ݁ሺݐሻ௘௡௩௘௟௢௣௘ = ௖[ͳܣ + ݇௔݉ሺݐሻ]  ൒ Ͳ ∀ (5) ݐ  
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where ∀ denotes ‘for all’. If the envelope is positive for all values of time, then the message signal can be 

easily recovered from the envelope using an envelope detector which is a non-coherent demodulator. The 

message signal extracted would be within a scale factor and a constant offset which can be further removed 

by processing the signal. Equation (3) can be rewritten in the following form: 

 ݁ሺݐሻ = ௖ሺͳܣ + � sinሺʹ� ௠݂ݐሻሻ cosሺʹ� ௖݂ݐሻ (6)  

where � = ݇௔ܣ௠; known as the modulation index. It is also defined as the ratio of the peak value of double 

side band term ሺ݇௔ܣ௠ܣ௖ሻ to the peak of the carrier ሺܣ௖ሻ. When the value of � = ͳ, we have 100% 

modulation and the signal received at the reception end has a high SNR value. Fig. 2 represents an AM 

signal with modulation index being equal to 1. When the value of modulation index ሺ� > ͳሻ, we have over 

modulation and it results in envelope distortion [146]. 

 
Fig. 2 Representation of AM signal with modulation index being equal to 1 

Equation (6) is further simplified and is written as follows: 

 ݁ሺݐሻ = ௖ܣ cosሺʹ� ௖݂ݐሻ+ቆ(�ܣ௖ʹ ) ሺsin[ʹ�ሺ ௖݂ + ௠݂ሻݐ] + sin[ʹ�ሺ ௖݂  ௠݂ሻݐ]ሻ ቇ (7)  

As seen in equation (7), the modulated wave transmitted has 3 main components, the carrier signal as it is 

and two sidebands at ሺ ௖݂  ௠݂ሻ and ሺ ௖݂ + ௠݂ሻ which contains the information content of the message signal. 

Complex representation of AM signal: The AM signal could be represented as a real part of the complex 

signal as follows: 

 ݁ሺݐሻ = ܴ݁[ܽሺݐሻ݁௝�݁௝ଶ�௙� ] =   (8) [ �ሻ݁௝ଶ�௙ݐሺݏ̃]ܴ݁

where ܽሺݐሻ = ௖(ͳܣ + ݇௔݉ሺݐሻ) is the baseband amplitude, � is the initial phase of the carrier wave and can 

be assumed to zero or constant in case of AM. The complex envelope can be defined as follows:  

 
݁̃ሺݐሻ = ܽሺݐሻ݁௝� =  ܽሺݐሻ cos � + ݆ܽሺݐሻ sin � = �ሺݐሻ + ݆ܳሺݐሻ �ሺݐሻ =  ܽሺݐሻ cos � , ܳሺݐሻ = ܽሺݐሻ sin� 

(9)  
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The �ሺݐሻ represents the inline phase component whereas ܳሺݐሻ represents the quadrature phase component of 

the AM signal. From equation (9), it can also be said that ݁̃ሺݐሻ is a real valued signal when the phase of the 

carrier wave is zero or constant which is generally the case in AM signals. If the signal is real valued, then 

the spectrum for the negative frequencies would be a mirrored replica of the spectrum of the positive 

frequencies. The magnitude of the complex envelope yields ܽሺݐሻ, and is not dependent on the phase of the 

carrier signal and thus not depend on any frequency offset and is given as follows: 

 ܽሺݐሻ = |݁̃ሺݐሻ| = |�ሺݐሻ + ܳሺݐሻ| (10)  

To conclude, the message signal ݉ሺݐሻ could be recovered from ܽሺݐሻ regardless of the phase or any 

frequency offset in the carrier signal by just taking the magnitude of the complex envelope. In our case, we 

have the complex samples (i.e. IQ data) available from the USRP. 

Signal processing within SDR box: In our experiments, we capture short wave radio broadcasts (AM signals) 

through an antenna designed for HF reception. The captured signal is fed to the USRP N210/N220 through 

the RF frontend. The LFRX daughterboard is used which includes hardware for 2 analog RF frontend and 

provides direct access to the ADC inputs of the USRP.  In our application, a single RF frontend is used 

which receives real mode signals from DC to 30 MHz. The daughterboard has a unit gain operational 

amplifier configured with a low-pass filter which removes anything which is not from the HF band. If both 

analog RF frontends are used together, the board is capable of accepting quadrature (IQ) mode signal. The 

LFRX daughterboard just amplifies the signal and passes it to the ADC. The FPGA consists of the ADC and 

digital signal processing (DSP) blocks. The real mode signals are now sampled by the ADC at 100 MS/s and 

the digital samples are passed to the DSP blocks for further processing. The USRP hardware driver (UHD) 

automatically sets the sub-device specification, if not mentioned by the user, and it is used to establish the 

routing of ADC samples to the digital signal processing (DSP) blocks within the FPGA [147]. The unused 

ADC channel is filled with null samples in our case since we just accept real mode signals on one analog RF 

frontend. The receiver DSP block consists of a digital down converter (DDC) and a decimator. The DDC has 

two inputs: I and Q; the digital samples from the ADC serves as the input to the DDC. The complex input 

signal is multiplied with a constant frequency exponential signal (normally the center frequency specified by 

the user) generated by numerically controlled oscillator (NCO) based on CORDIC algorithm [148]. The 

resulting signal is the complex baseband signal but centered on zero.  Finally, the signal is decimated as per 

the decimation factor provided by the user (As we specify the sampling frequency to be 200 KHz, the 

decimation factor is 500). The complex samples are then fed to the PC through the Ethernet port. 

DDC: The DDC consists of complex multiplier which results in complex baseband signal. The complex 

baseband signal is then passed through a cascaded configuration of 4 stage CIC filter and 31 tap half-band 

filters which results in the down sampling of the baseband signal as per the sampling frequency specified by 

the user. CIC filters are high performance filters and it uses only adders and delays while the half-band filters 

are used for spectral shaping and rejection of signals which are out of band [148]. 

Mathematical description explaining processing within SDR box: The Ettus box in our setup is designed to 

accept real mode signal and thus the signal received "ݏሺݐሻ" by the RF frontend is similar to equation (8) and 

is as follows: 

ሻݐሺݏ  = ܽሺݐሻ݁௝�݁௝ଶ�௙�  (11)  

The received signal passes through the RF frontend and is amplified by the LFRX daughterboard. The 

amplified signal is then passed to the ADC where it is sampled at 100 MS/s. The digital samples are passed 

to the DDC where they are multiplied with a complex sinusoid signal to transform the real signal to complex 

baseband signal. The multiplying term is ݁−௝ଶ�௙�  where ௖݂ is the center frequency at which we want to 



Appendix B: Processing of AM signal within SDR module 

156 

capture the samples. Thus, the real mode signal is converted to complex baseband signal ݔሺݐሻ and it has the 

following form: 

ሻݐሺݔ  = = �ሻ݁−௝ଶ�௙ݐሺݏ ܽሺݐሻ݁௝�݁−௝ଶ�௙� ݁௝ଶ�௙�  (12)  

It can be further simplified and written as: 

ሻݐሺݔ  = ܽሺݐሻ݁௝� = �ሺݐሻ + ݆ܳሺݐሻ where, �ሺݐሻ = ܽሺݐሻ cos� , ܳሺݐሻ = ܽሺݐሻ sin� (13)  

The complex samples are further decimated according to the decimation factor and then the samples are 

transferred to the PC through the Ethernet port. The decimator could be treated as a low-pass filter followed 

by down sampling, since the LPF first removes the unwanted band of the spectrum and the decimator then 

despreads the samples. The complex baseband spectrum is no more symmetric about zero which was the 

case for real mode signal ݏሺݐሻ. The AM broadcast signal with center frequency (also known as carrier 

frequency) ሺ ௖݂ሻ will appear at 0 Hz after the down conversion. Moreover, the complex baseband signal is 

limited by the sampling frequency. The maximum decimation factor which is possible in USRP N210 is 512. 

It is also possible to tune other signals by simply multiplying the complex signal ሺ�ሺݐሻ + ݆ܳሺݐሻ) by a 

complex sinusoidal signal having the frequency at which one wants to receive the signal. Correspondingly, 

that frequency will now appear at 0 Hz. 

The output of USRP is always a complex-baseband signal irrespective of the input signal (real mode or 

quadrature mode signals). In our receiver setup, if one requests to capture a signal with center frequency of 

10 MHz and with a sampling rate of 200 kHz, the DDC will down-convert the incoming 10 MHz signal 

down to the baseband, decimate it (it will appear as 0 Hz) and the complex-baseband signal will then be 

represented from -100 kHz to +100 kHz (9.9 MHz to 10.1 MHz). 
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Appendix C: Autocorrelation and cross-correlation of captured audio 

signal 

HF radio broadcast signals captured simultaneously by multiple receivers in Brest on 2nd May, 2017 at 14:45 

UTC from the transmitter located in Galbeni, Romania was found to be an audio signal. The transmitter in 

Galbeni was broadcasting at 15.130 MHz during that time. The signal was captured for 10 seconds at all 

receivers and sampled at the rate of 200 kHz. The antennas of the receivers were placed about one meter 

apart from each other. The autocorrelation and cross-correlation of the captured audio signals are calculated 

as explained in section 4.4.1 and presented in (a) and (b) of Fig. 3, respectively. As seen in Fig. 3 (a) and (b), 

the autocorrelation and cross-correlation peak is about 15 dB in terms of SNR which again validates the 

feasibility of using broadcast signals for the purpose of geolocation. Moreover, the estimated time delay 

obtained from the cross-correlation between the 2 signals is equal to zero and is exact considering the 

distance between the reception sites.  

(a) (b) 

Fig. 3 Autocorrelation and cross-correlation of captured audio signals in Brest from Galbeni represented in (a) and (b), respectively 
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Appendix D: Study of geolocation error due to flat Earth assumption 

The ToA/TDoA geolocation algorithm explained in section 3.2 assumes a flat Earth with a uniform, specular 

and fixed height ionosphere. It is necessary to compute the error made when considering a uniform, specular 

and fixed height ionosphere but on a realistic curved Earth, in 2D. 

Relationship between ground range ܦ and group path distance ܲ in a uniform, specular and fixed height 

ionosphere in a curved Earth configuration: Fig. 4 illustrates the geometry of the raypath on a curved Earth 

in a uniform, specular and fixed height ionosphere. The point R represents the receiver location while the 

point T represents the transmitter location.  

 
Fig. 4 Geometry of the raypath on a curved Earth for a one-hop HF link  

The ground distance ܦ is equal to the curved distance between point R and T. It can be calculated using the 

following equation: 

ܦ  = ݎʹ × � (1)  

where � is in radians. The distance between the raypath RM is half the distance of group path (i.e. ܲ/ʹ). 

Using the law of cosines, one can compute RM as follows: 

 RMଶ = ORଶ + OMଶ  ʹ cos� × OR × OM (2)  

Substituting the values of RM and �, the above equation is reduced to the following: 

 ܲ = ʹ ଶݎ] + ሺݎ + ℎሻଶ  ʹ cos ( (ݎܦʹ ݎሺݎ + ℎሻ]ଵ/ଶ (3)  

Note: Take-off angle  = ORM̂  �ଶ. Radio-horizon is defined as  = Ͳ, thus, ORM̂ = �ଶ. 

Consequently, at radio horizon OMଶ = ORଶ + RMଶ. By injecting this expression in equation (2), one obtains 

the following: 

 cos θ୫ax = ݎݎ + ℎ (4)  

By substituting equation (4) in equation (1), the maximum ground distance and consequently the maximum 

group path is given by the following equation: 

R

T

M

O

θ
r

h

θ
 

r

r hO

R

M

(a)

(b)

r: Earth radius

h: Fixed reflection height
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௠௔௫ܦ  = ݎʹ cos ͳ ቀ ݎݎ + ℎቁ , ௠ܲ௔௫ = ʹ[ሺݎ + ℎሻଶ   ଶ]ଵ/ଶ (5)ݎ 

Applying the ToA algorithm in the case of a flat Earth (2D case): Fig. 5 represent the raypath geometry for 2 

different HF links with a specular reflection from a fixed height ionosphere. 

 
Fig. 5 Raypath geometry for 2 HF links assuming a flat Earth 

As seen in Fig. 5, RଵT′ = Pଵ; RଶT′ = Pଶ. T′ lies at the intersection of two circles with centers Rଵ and Rଶ 

and radii Pଵ and Pଶ, respectively. ሺݔT′̂ ,  :T′̂ሻ is the solution of the following system (equations of circles)ݖ

̂′Tݔ)  Rభ)ଶݔ  + ̂′Tݖ) T)ଶݖ  = Pͳଶ (6)  

̂′Tݔ)  Rమ)ଶݔ  + ̂′Tݖ) T)ଶݖ  = Pʹଶ (7)  

Subtracting the above 2 equations (i.e. equation (6) – equation (7)) and after simplification, it leads to the 

following: 

T̂ݔ  = ̂′Tݔ = Rభݔ + ʹRమݔ  ͳʹ(ݔRభ (Rమݔ  ሺPͳଶ  Pʹଶሻ (8)  

Replace Pଵ and Pଶ by their expressions from equation (3), where Dଵ = Tݔ Rభ and Dଶݔ  = Tݔ  Tݔ Rమ. Noteݔ 

is the actual location on the curved Earth whereas ݔT̂ is the estimated location as per the algorithm output. 

T̂ݔ  Rభݔ  + ʹRమݔ = Ͷݎሺݎ + ℎሻ [cos ቀݔT ݎʹRభݔ  ቁ  cos ቀݔT ݎʹʹRݔ  ቁ] ͳ(ݔRభ   Rమ) (9)ݔ 

Using one of the trigonometric sum to product identities, the above equation after simplification can be 

expressed as: 

T̂ݔ  Rభݔ  + ʹRమݔ = ʹሺݎ + ℎሻ sinቆ ͳʹݎ Tݔ) Rభݔ  + ʹRమݔ )ቇ sinc ቀݔRభ ݎRమͶݔ  ቁ (10)  

where ݔT̂  ௫Rభ+௫Rమଶ  is the estimated distance to the center of the network; ݔT  ௫Rభ+௫Rమଶ  is the actual distance 

to the center of the network. Without the loss of generality, we can set the center of the receiver network at 

the origin, i.e. 
௫Rభ+௫Rమଶ = Ͳ. Equation (10) can be expressed as: 

T̂ݔ  = ʹሺݎ + ℎሻ sin ቀݔTʹݎቁ sinc ቀݔRభ ݎRమͶݔ  ቁ (11)  

భ ݔ మ ݔ

M1 M2

R1 R2 T

T′

ℎ 

2ℎ ݖT′̂

T̂ݔ = T′̂0ݔ
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Equation (11) allows estimating the relationship between the real distance (to the center of the network) ݔT 

and the estimated distance ݔT̂. The error due to neglecting the earth curvature is the difference between the 

estimated and the real distance. It can be found for any ݔT and realistic values of ℎ and distance ݔRభ  .Rమݔ 

Inversely, from the algorithm output ݔT̂ and taking an average value of ℎ, a more accurate value of ݔT can be 

computed. 

Note: If ݔRభ Rమ is small, sincݔ  ቀ௫Rభ−௫Rమ ௥ ቁ ≅ ͳ, if 
௫Tଶ௥ is small, sin ቀ௫Tଶ௥ቁ ≅ ௫Tଶ௥. If both are small, ݔT̂ ≅ ௥+ℎ௥  .Tݔ

Study of the output ݖT′̂: 

 

Fig. 6 Principle of estimated reflection height from the geolocation algorithm w.r.t the origin  

Using the Pythagoras theorem, the group path P଴ can be expressed as follows: 

 P଴ଶ = ͳʹ (Pଵଶ + Pଶଶ)  ቀݔRమ ʹRభݔ  ቁଶ
 (12)  

After simplification, the above equation can be rewritten as: 

 P଴ଶ = Ͷሺݎଶ + ሺݎ + ℎሻଶሻ  ͺݎሺݎ + ℎሻ cosቌݔT Rభݔ  + ݎʹʹRమݔ ቍ cos ቀݔRమ ݎRభͶݔ  ቁ  ቀݔRమ ʹRభݔ  ቁଶ
 (13)  

 We selected the origin such that 
௫Rభ+௫Rమଶ = Ͳ, hence the above equation can be expressed as: 

 P଴ଶ = Ͷሺݎଶ + ሺݎ + ℎሻଶሻ  ͺݎሺݎ + ℎሻ cos ቀݔTʹݎቁ cos ቀݔRమ ݎRభͶݔ  ቁ  ቀݔRమ ʹRభݔ  ቁଶ
 (14)  

Now using Pythagoras theorem, 

T′̂ଶݖ  = P଴ଶ T̂ଶݔ 
 (15)  

Substituting equation (11) and (14) in (15), we get the following: 

 
T′̂ଶݖ = Ͷሺݎଶ + ሺݎ + ℎሻଶሻ  ͺݎሺݎ + ℎሻ cos ቀݔTʹݎቁ cos ቀݔRమ ݎRభͶݔ  ቁ  ቀݔRమ ʹRభݔ  ቁଶ

  Ͷሺݎ + ℎሻଶ sinଶ ቀݔTʹݎቁ sincଶ ቀݔRభ ݎRమͶݔ  ቁ 

(16)  

భ ݔ మ0 ݔ T̂ݔ

̂′Tݖ

ଵܲ ଶܲ଴ܲ
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The above equation is the exact expression and the output ionospheric height is computed as: ℎ =  ௭T′̂ଶ . If we 

assume ݔRమ Rభ is small, we have cosݔ  ቀ௫Rమ−௫Rభ ௥ ቁ ≅ ͳ, sincଶ ቀ௫Rభ−௫Rమ ௥ ቁ ≅ ͳ and ቀ௫Rమ−௫Rభଶ ቁ negligible with 

respect to the other terms, then: 

T′̂ଶݖ  = (ሺݎ + ℎሻ cos ቀ௫Tଶ௥ቁ ଶ(ݎ 
4 (17)  

 ℎ = ʹ̂′Tݖ  = ሺݎ + ℎሻ cos ቀݔTʹݎቁ   (18) ݎ 

Note that at radio horizon, ݔT = ݎʹ cos−ଵ ቀ ௥௥+ℎቁ, thus ℎ = Ͳ. On the contrary, for ݔT = Ͳ, ℎ = ℎ. Therefore, 

depending on transmitter distance, the estimated height h  decreases from true height h down to zero. In 

addition, if term ቀxRమ−xRభଶ ቁଶ
 is not negligible, the output value of zT′̂ଶ can become negative, especially when xT increases towards the radio horizon, which can lead to a complex value of ℎ . 

The error between the estimated (algorithm output) and real transmitter distance by neglecting the Earth 

curvature for different values of distance between two receivers (0, 100, 200, 300 km) are evaluated using 

equation (11) and can be seen in (a), (b), (c) and (d) of Fig. 7, respectively. Each curve on a plot corresponds 

to a specific true reflection height presented with a specific color in the legend box. In all the plots, the real 

transmitter distance starts at 0 and stops at the corresponding radio horizon which varies with the reflection 

height and the known distance between the receivers. From all the plots of Fig. 7, it can be observed that the 

error increases with the distance of the transmitter. There is a steady increase in the error with the increase in 

the reflection height. Lastly, the effect of distance between the receivers on the error is not significant. 

Fig. 8 illustrates the error between the estimated and true reflection heights. The estimated reflection heights 

are calculated using equation (16) for different true reflection heights ranging from 80 to 300 km with an 

interval of 20 km between 2 consecutive heights. The plots (a), (b), (c) and (d) of Fig. 8 corresponds to 

distance between receivers of 0, 100, 200 and 300 km, respectively. When the distance between the receivers 

is 0, the estimated reflection height varies from true reflection height at a real distance of 0 down to 0 at the 

radio horizon (Fig. 8 (a)), as explained earlier.  

From the estimated distance and height (algorithm outputs), one can obtain the corresponding true height and 

distance from different plots similar to Fig. 7 and Fig. 8. Specifically, from the known average receiver 

distance, one can find different value pairs (true distance, true height) which correspond to the estimated 

distance (Fig. 7). Then, one can find different values pairs (true distance, true height) which correspond to 

the estimated height (Fig. 8). Two different curves can be plotted from the different value pairs of the 

estimated height and estimated distance and the point where these two curves intersects would give a new 

estimate of true height and distance. As these obtained estimates have accounted for the earth curvature, it 

would have better geolocation accuracy. 
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(a) (b) 

(c) (d) 

Fig. 7 Error between the estimated and true transmitter distances due to the assumption of flat Earth for different values of distance 

between 2 receivers 

(a) (b) 
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(c) (d) 

Fig. 8 Error between estimated and true heights at different transmitter ranges 
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Titre : Détection d'émetteurs radio HF par des techniques de géolocalisation passive 
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Résumé : La transmission radioélectrique à longue distance dans la bande HF permet de couvrir de 
vastes zones géographiques à l’aide d’infrastructures légères et mobiles. Elle est donc bien adaptée 
pour établir des communications lors d’opérations militaires ou pour le déploiement rapide d'un réseau 
de communication agile lors d'opérations humanitaires. Dans ce contexte, il est important de pouvoir 
localiser les émetteurs inconnus par l’analyse des signaux électromagnétiques de communication. 
L’objectif de la thèse est de développer une technique de géolocalisation alternative et 
complémentaire, intitulée Time Difference of Arrival (TDoA), qui a rarement été étudiée dans le cas de 
la propagation ionosphérique. Dans un premier temps, l'algorithme de géolocalisation HF basé sur la 
technique TDoA est adapté et optimisé par des simulations paramétriques. Les résultats de simulation 
montrent que l'augmentation du nombre de récepteurs entraîne une amélioration significative de la 
précision de géolocalisation. Afin d'étudier la faisabilité de mise en œuvre d'un système de 
géolocalisation HF basé sur la technique TDoA, plusieurs récepteurs HF pilotable à distance ont été 
développés à partir de modules de radio logicielle, et un réseau national de récepteurs a été déployé 
en France. Un concept original de sondage de canal croisé est proposé et décrit mathématiquement. Il 
permet d’évaluer les différences de durée de propagation entre les signaux reçus sur deux récepteurs 
synchronisés distincts. Les résultats expérimentaux collectés montrent qu'il est possible de localiser les 
émetteurs HF dans des conditions favorables avec une erreur de géolocalisation relative comprise 
entre 0,1 et 10% de la distance réelle au sol. Les données collectées lors de la campagne de mesure 
sont analysées de manière statistique afin d’évaluer la performance de l'algorithme de géolocalisation 
et de définir les paramètres les plus pertinents à prendre en compte pour déployer cette technique 
dans une approche opérationnelle. 
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Abstract : Long-range radio transmission in the HF band can cover large geographical areas using 
light and mobile equipment. It is therefore well suited for communications during military operations or 
for the rapid deployment of an agile communication network during humanitarian operations. In this 
context, it is important to determine the geographic location of the transmitters by analyzing the 
electromagnetic communication signals. The aim of the thesis is to develop an alternative, 
complementary geolocation technique, entitled Time Difference of Arrival (TDoA) that has rarely been 
studied in the case of ionospheric propagation. As a first step, HF geolocation algorithm based on 
TDoA is setup and analyzed by parametric software simulations. Simulation results demonstrate that 
increasing the number of receivers leads to a significant improvement in the geolocation accuracy. In 
order to study the feasibility of a practical HF geolocation system based on TDoA, multiple remotely 
controllable HF receivers are designed using software defined radio (SDR) modules and a country 
wide operational receiver network is deployed in France. A concept of cross-channel sounding along 
with its mathematical description is proposed to evaluate the propagation duration differences between 
the signals captured by two distinct receivers. Preliminary experimental results show that it is possible 
to locate the HF transmitters under favorable conditions with a relative geolocation error ranging from 
about 0.1 to 10% of the actual ground distance. Data captured during the large scale measurement 
campaign are analyzed statistically to evaluate the performance of the geolocation algorithm and 
define parameters that could be considered in an operational approach.  
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