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1. INTRODUCTION

1.1. From the importance to deal with beams and plates in vibration

As explains Sathyamoorthy [1] in the preface of his monography: “Various types of thin-walled structural components are commonly found in spacecrafts, missiles, aircrafts, land-based vehicles, underwater vessels and structures, chemical processing equipment and modern housing. These structures are usually built up of beams, plates, ad shell-type structural elements. Since these structural components are important in so many of these modern structures, engineers and designers must have a good knowledge of their structural behavior when they are subjected to static, dynamic, and environmental loads”. Numerous researches have been dedicated to describe the behavior in vibration of beams and plates (the reader may refer to the book of Timoshenko that describes with accuracy the history of strength of materials [2]. Hereinafter, different particular engineering applications will be studied and briefly described in the present section.

First of all, many industrial systems can be viewed as a problem of free vibration of uniform cantilever beams with a concentrated tip mass [3]: flexible robot arms in microelectronic industry [4-6], mast antenna structures [7], wind tunnel stings carrying an airplane [8,9] or stock-bridge dampers used for damping out aeolian vibrations on high-voltage transmission lines [10]. For those different applications, particularly sensitive to vibrations, it is extremely important to predict their behavior in order to control it.

One of the most frequent problems in engineering industry is the presence of structural defects such as cracks that can be a serious threat for the safety of the system, reduce the lifetime and lead to failure of the component. Consequently, it is crucial to be able to locate the crack to prevent the structure from potential damages. Different techniques exist in this purpose. One of them is to detect changes of natural frequencies due to crack presence. This methodology is effective, inexpensive, fast and non-destructive. The principle of this method has been widely detailed in the literature [11-13]. It requires to develop very realistic models that provide the natural frequencies, knowing different crack parameters such as, for instance, the location and the depth of the crack. During this PhD, the different
models to describe the mechanical behavior of beams in free vibration have been extended to deal with the particular case of cracked structures and the main results will be briefly given in this thesis.

Other issues frequently encountered in mechanical engineering will be investigated such as the one of dynamic instability of structures subjected to an external axial load varying in time periodically, responsible of many failures of engineering structures [14] or random vibrations of beams, extensively studied in the past decades [15]. By definition, random vibration analysis describe the mechanical behavior of systems subjected to loads varying randomly with time [16]. Many structures used in the daily life are subjected to random vibration [17,18]: bridge and offshores structures in the wind, a building excited by earthquakes and wind, aerospace systems excited by atmospheric and boundary layer turbulence and jet noise or electronic components due to support motions. Random vibrations are also frequently encountered in military industry with rockets and jet engines due to turbulences [18,19].

It is worth noticing that, although it can be a source of important damages within a mechanism, vibrations can also be used for useful tasks, “such as the use of a vibrator to massage the body, to compact loose soil, to increase the workability of wet concrete and to shake sugar, pepper and salt from their containers” [20].

1.2. The advent of nanomaterials: brief presentation of carbon nanotubes and graphene nanoplates

1.2.1. Carbon nanotubes

A wide part of the literature is devoted to carbon nanotubes (CNTs), also called buckytubes, and their applications (the reader may refer for instance to the papers of Thostenson et al. [21], Sinnott and Andrews [22], Baughman et al. [23], Popov [24], Dai [25] and Liew Zhang Zhang [26]) and although his discovery in 1991 by Ijima [27] after decades of experiments [28-30] is very recent, the check on Google Scholar of the term “Carbon nanotubes” yields, at the end of the year 2017, 1 400 000 hits showing a huge interest of the scientific community for this material. Thus, the number of publications with a title containing the words “carbon nanotubes” globally increased over the last decades (see Fig. 1). In 2008, Carbon nanotubes is in the top ten of the most significant advances in materials sciences established by the journal Mater Today [31].
Fig. 1. Number of new publications containing the expression “carbon nanotubes” on Google Scholar

CNT is an extremely versatile material. By its amazing properties, it has a huge number of potential commercial applications [32]. Hundred times stronger than any common carbon steel, with a Young modulus five times higher than steel [33,34] and a large breaking strain [35], his mechanical behavior is much better than any other material. Thus, it is considered to use them as the main component of a new generation of composites [21,22], more efficient than the traditional ones.

CNT is also seen as a possible revolution in biomedical sciences: carrier for drug and vaccine delivery [36-38], cancer therapy [39-42], biosensors [37,43-45], scaffold material [46,47]. In addition to all these possible applications, carbon nanotubes are also characterized by amazing thermal and electric properties. Thermally stable up to 2800°C in vacuum, the thermal conductivity can reach up to 3500 W/mK at room temperature [48], almost 10 times more important than copper wires [21,49]. Thus, it is a perfect candidate for a new generation of electronic devices [23].
1.2.2. Graphene nanoplates

As for carbon nanotubes, graphene present a huge interest for the scientific community, as testifies the number of publications with a title containing the word “graphene” on Google Scholar (see Fig. 2).

Fig. 2. Number of new publications containing the word “graphene” on Google Scholar

Graphene is a two-dimensional carbon allotrope, first isolated in 2004 by Novoselov et al. [50]. Geim and Novoselov received the Nobel Prize in Physics in 2010 [51-53] for their work about this new material that shows the remarkable properties of this new material [54]. Specifically, graphene is a single layer of carbon in which the atoms are arranged in hexagons which form a honeycomb lattice as shown in Fig. 3.

Fig. 3. Nanoscopic (a) C60 fullerene, (b) carbon nanotube and (c) graphene sheet [55]

It can be turn into fullerene, carbon nanotubes or graphite. Thus, graphite, material used for pencil leads, can be represented by a superposition of at least ten layers of graphene. Graphene is a new material with many superior properties: high electron mobility, big young modulus, huge thermal conductivity, excellent optical absorption, impermeability to any gases, ... [56]. Thus, there is a wide range of possible applications.
The electronic behavior of graphene has been investigated by many researchers these past years [54-58]. It is a zero-gap semiconductor and consequently, as explained Reich [59], “electrons in graphene move so fast that they seem to have no mass, and are, in effect, moving at the speed of light”. Thus, by using graphene, electrons move 70 times faster than by using silicon [60] and the carrier mobility reaches up to $200\,000\,cm^2\,V^{-1}\,s^{-1}$ [26,61]. Because of this very high conductivity, scientists have the idea of ultrafast electronics, and specifically of a new generation of transistors.

In neurosciences, graphene may be used to build electrodes, implemented in the brain of a patient in order to have an image of his brain, smaller and more efficient than the traditional twisted wire electrodes [62,63].

In photonics, graphene has remarkable properties [56,64] (for example, graphene photonics devices can, in theory, be used for a wide spectral range from ultraviolet to infrared), hence a wide range of applications: photodetectors, optical modulators, isolator, solar cells, biosensors … For all these applications, working prototypes are expected by the next decade, but the manufacturing cost needs to decrease before it will appear on the market.

1.2.3. Example of issues specific to nanomaterials: the surface effects

Carbon nanotubes can be seen as tubes of carbon atoms arranged in a hexagonal array or as a graphene sheet rolled into a cylindrical tube [65] and the coiling has a real influence on the properties of nanotubes [21]. This last is defined through a vector, called “chiral vector” $\mathbf{C}_h$ expressed following two integers $m$ and $n$ and two subsidiary vectors $\mathbf{a}_1$ and $\mathbf{a}_2$ as shown in Fig. 4 with $\mathbf{C}_h = n\mathbf{a}_1 + m\mathbf{a}_2$. Carbon nanotubes are classified in three categories: zigzag when $m = 0$, armchair when $m = n$ and chiral for any other couple $(m, n)$. Figure 5 shows a carbon nanotubes arranged in ziz-zag and armchair. The couple $(m, n)$ determines some mechanical properties of the carbon nanotubes such as the Young and shear modulus, the Poisson’s ratio, the thickness of the tube [66]. Naturally, it also changes the natural frequencies of the tube. However, it does not explicitly affect the different equations in the analytical models [67,68]. Consequently, the chiral effect will not be taken into account in the present thesis.
Other effects possibly influence the behavior of the nanotube. Among them, the surface effects are present in any material at a nanoscale. The surface effect phenomena is explained by Shah and Ahmad [69] as follows: “Nanomaterials possess a large fraction of surface atoms per unit volume. Due to the vast surface area, all nanomaterials possess a huge surface energy and thus are thermodynamically unstable or metastable...Atoms or molecules possess fewer nearest neighbors or coordination numbers and thus have dangling or unsatisfied bonds exposed to the surface. Because of the dangling bonds on the surface, surface atoms or molecules and the sub surface atoms or molecules are smaller than that between interior atoms or molecules. When solid particles are very small, such a decrease in bond length between the surface atoms and interior atoms becomes significant and the lattice constants of the entire solid particles show an appreciable reduction. The extra energy possessed by the surface atoms is described as surface energy, surface free energy or surface
tension”. Numerous publications have been devoted these last years to the introduction of surface effect [70-74]. In a sake of simplicity, these effects will not be taken into account hereinafter.

1.3. Different approaches to describe the mechanical behavior of macro and nanostructures in vibration

1.3.1. Experimental, analytical and numerical approaches

Three different approaches are used to observe and predict the mechanical behavior of macrostructures and carbon nanostructures (carbon nanotubes and graphene nanoplates): experimental, analytical and numerical [26]. Moreover, within both approaches, numerical tools can be used.

It is difficult to manipulate carbon nanotubes and graphene plates and so, to perform experiments on them. The main techniques to characterize carbon nanotubes are listed and detailed by Belin and Epron [75], Cooper et al. [76] and Shah and Ahmad [68]: photoluminescence spectroscopy, X-ray Photoelectron Spectroscopy (XPS), Scanning Tunneling Mircoscopy (STM), neutron or/and X-ray diffraction, Transmission Electronic Mircoscopic (TEM) (see for instance Fig. 6), infrared spectroscopy and Raman spectroscopy. Graphene is mainly studied by Atomic Force Mircoscopy. As explained by Liew et al. [26], “AFM is a type of scanning probe microscopy that can visualize, measure, and manipulate matter at the nanoscale level. AFM is an effective technique used to investigate sample surfaces down to the nanometer scale. AFM can not only characterize sample surfaces but can also alter the sample surface through manipulation.”
Theoretically, the approaches are separated in two categories [79,80]: atomistic modelling and continuum mechanics.

Atomistic modelling must to be coupled with numerical tools and includes techniques such as Molecular Dynamics Simulations (MD), Tight-Bending Molecular Dynamics (TBMD) [81,82] and quantum mechanics calculations (QM). These methods have been and are still widely used in the literature to predict the behavior of carbon nanotubes and graphene plate [26,83,84]. For example, the chiral effect, previously described, is investigated through atomistic modelling. In the MD or Molecular Dynamic simulations (MD), an attempt is performed to minimize the variation of system energy associated with changes in atomic positions [83]. In principle, atoms are considered as particles interacting each other through several types of potential fields. Consequently, the mechanical behavior of a nanoscale material may be studied by numerically finding the minimum potential energy surface. Indeed, planar structures such as graphene sheets may deform to attain the lowest energy configuration. In this method, the differential equations of motions of particles are coupled. The TBMD and QM methods slightly differ in the definition of potentials. Therefore, even if this method provides accurate results [84], it is also highly time consuming and needs much computational efforts. Thus, a compromise must be done between the time to compute the results and the accuracy of those results.

Continuum mechanics represents the structure as continuous. The objective is to describe analytically the mechanical behavior of the structure (for instance in vibration or buckling) through equations. The obtained solution is exact. Thus, this approach, compared to atomistic models, is much simpler and less computationally expensive [80,84] and consequently, it is the one chosen for this PhD.
This PhD thesis attempts to answer to the following question: how to analytically describe the mechanical behavior in vibration of macrostructures and carbon nanostructure? Specifically, the objective of the overall dissertation is, for different kinds of structures (beams and plates), at different scales (macro and nano) and for different particular loads (free vibration, under random vibrations, ...), to develop the best model to describe the answer of the system.

1.3.2. Analytical study of macro beams and plates

The oldest known model describing the transverse vibration of beams has been proposed by Bernoulli [85] and the first solution of the problem by Euler [86]. This theory, commonly referred as the Bernoulli-Euler (BE) model is valid for thin beams. For thick beams, it overestimates the natural frequencies because it does not take into account the rotary inertia and the shear effects. Following to the works of Bresse [87] and Rayleigh [88], Timoshenko [89] introduced his governing differential equations that take into account shear deformation and rotary inertia. This model is the Original Bresse-Timoshenko (OBT) model. An extensive review of this approach was provided recently by Elishakoff, Kaplunov and Nolde [90]. This thesis proposes two alternative Bresse-Timoshenko models: the truncated Bresse-Timoshenko model (TBT) [91-95] and the Bresse-Timoshenko model based on slope inertia (SBT) [91-95]. Other approaches have been considered in the literature (one may refer to the reviews of Ghugal and Shimpi [96] and Hajianmaleki and Qatu [97]).

Analogically, the vibration of plates has been widely investigated the last centuries. The first theory has been initiated by Sophie Germain [98] and Lagrange [99]. This Germain-Lagrange theory established the governing partial differential equations describing the mechanical behavior of thin plates in vibrations. A few years later, Kirchhoff [100] brought many additional results about theory of thin plates. Although this theory, referred as the Kirchhoff-Love (KL) theory or Classical Plate Theory, analogically to the Bernoulli-Euler model for thin beam, is very accurate for thin plates, it neglects the effects of shear deformation and rotatory inertia resulting in the over-estimation of vibration frequencies. Thus, the classical plate theory produces accurate solutions until the thickness-to-length ratio reaches a value of about 1/20 [20,101], ratio above which a plate is considered as thick. In the last century, lot of efforts have been made to describe the behavior of thick plates. The First order Shear Deformation Theory, also called Uflyand-Mindlin plate theory following to the works of Uflyand [102] and Mindlin [103,104] includes the effects of shear deformation and rotary
inertia. This theory constitutes an extension of the Bresse-Timoshenko beam theory for plates
and as for beams, it will be proposed hereinafter a truncated version of this theory, presented
in the literature a few decades ago [105-109], and another one based on slope inertia
[108,109]. Since the last decades, the Uflyand-Mindlin plate model has been widely studied in
the literature [110-114].

These different theories are sufficient to describe the mechanical behavior of macro
beams and plates. However, they do not capture the small scale effects such as the inter-
atomic interactions that cannot be neglected at a nanoscale and consequently, they do not
provide satisfying results: new sets of theories have to be developed.

1.3.3. Nonlocal theories

1.3.3.1. Introduction to the nonlocal approaches

As explained before, there is a real interest to analytically describe, through the
derivation of governing differential equations, the mechanical behavior of small scale
structures. Most of nanomaterials cannot be considered as homogeneous at small scales. At
an extremely fine scale, some effects such as the interactions between two successive atoms
cannot be ignored. Thus, there is a need to adapt classical mechanics to take into account
these specific interactions at the material scale. Thus, nonlocal continuum theories, initiated
in the 60’s [115-122], in contrast to the traditional and previously described local ones, can be
used to capture the discreteness of the material at the subscale. In the nonlocal theories, the
stress at a certain point is “a functional of the strain field at every point in the body”
[119,120,123].

The phenomenological nonlocal stress gradient elasticity model, proposed by Eringen
[123], postulates a stress gradient nonlocal law, using a differential operator, as follows:

\[
[1 - \eta^2 \nabla^2]\sigma = D: \varepsilon
\]

where \(D\) is the elasticity tensor, \(\sigma\) and \(\varepsilon\) are the macroscopic stress and strain tensors and \(\nabla^2\)

is the Laplacian operator. \(\eta\) is a nonlocal parameter equal to \(e_0 \alpha\), with \(\alpha\) the internal
characteristic length and \(e_0\) the small length scale coefficient. This coefficient is supposed
constant, independent of the load, or the geometry of the structure, depending only on the
considered material. Even if it is commonly admitted that it is smaller than unity, Wang and Varadan [124] suggested that it goes from 0 to 7.

One of the aims of this thesis is to investigate the nonlocal extension of the different Bresse-Timoshenko, Uflyand-Mindlin and asymptotic models.

1.3.3.2. Calibration of the small length scale coefficient: from the necessity to develop continualized models

One of the main issues of these last decades has been to calibrate this coefficient. Thus, in his original paper, Eringen [123] proposed $e_0 \approx 0.39$. A possible approach is to calibrate this coefficient by considering the analytical equivalence between lattice and nonlocal models [125], as it has been done recently in the literature (see for instance [126-129]). Then, a calibration of the small length scale coefficient is made possible by equating the buckling load in statics or the natural frequencies in dynamics in the two models. Thus, the small length-scale coefficient $e_0$ lies between $1/\sqrt{24}$ and $1/\sqrt{6}$ with the buckling and vibration mode, the geometry and the load. Thus, the constant coefficient is not constant, leading to a paradoxical result.

Furthermore, in parallel to the nonlocal continuum theories, a basic approach to model nanostructures and the interatomic interactions within them is to represent by an assembly of finite number of beams connected by springs [130], representing the bonds between the atoms, cells of the lattice. The asymptotic equivalence between discrete and continuous systems is not new and has already been established a few centuries ago by Lagrange [99]. It appears that this representation is particularly accurate to describe the mechanical behavior of nanostructures in which the atoms are the cells and the bonds between the atoms may be represented by the springs. For instance, Hencky [131] investigated the mechanical behavior of Bernoulli-Euler beams by considering a chain of rigid segmented beams connected by elastic rotational springs. This work has been, since the last decades, extended to thin plates [126,132-138] models. Recently, Duan et al. [127], Zhang et al. [128] and Kocsis et al. [139] derived discrete equations to describe the behavior in vibration [127] and buckling [128] of thick microstructured beams including shear effects by introducing in the model additional shear springs. The derivation of lattice models for thick plates in free vibration has not been investigated and yet, it presents an interest for the scientific community.
As explained before, for the nonlocal phenomenological Eringen’s approach, a paradox appears because the constant small length scale coefficient is structural dependent. To solve this paradox, alternative nonlocal models have emerged in order to keep a constant small length scale coefficient based on micromechanics arguments. In recent years, this new subset of continualized theories raised the attention of the scientific community and the number of publications devoted to this topic has increased exponentially [134,135,140,141]. The continualization process is based on the derivation of continuous equations from the reference discrete lattice model [142]. Starting from the lattice model, the difference operators are approximated by equivalent continuous differential ones and expanded by using the Taylor series [141] or an expansion based on the use of Padé approximants [143-146]. In the continualized approaches, the small length scale coefficient is constant by definition [142] and is associated with the internal characteristic length of the lattice spacing. The objective is to develop continuous equations that contain the characteristic properties of a discrete structure [142]. The continualized process is applied for thin beams [126,133,135,147] and plates [126,134,135]. Recently, Duan et al. [127] and Zhang et al. [148] proposed a continualized model for thick beams in buckling [148] and vibration [127]. This topic will be addressed hereinafter.

1.3.4. Asymptotic models

The Bresse-Timoshenko and Uflyand-Mindlin models are phenomenological models. They are based on postulated constitutive laws or energy functional, leading potentially to some approximation in the governing differential equations, whence the different Bresse-Timoshenko and Uflyand-Mindlin models (original, truncated and based on slope inertia). In addition to the phenomenological models, another family of beam and plate models attracted much attention these last decades. Indeed, the asymptotic models have been used for beams [95,149,150] and plates [109,151-153].

For plates, this method starts from the 3-dimensional equations and, by expanding some variables (displacements, stresses, strains) in power series in term of small parameters (for instance the thickness ratio [95,154] or the nonlocal parameter [152]), it yields approximate equations [47], the accuracy and the complexity of the equations increasing with the order of the expansion [155]. Likewise, considering a two-dimensional problem, the governing differential equations in displacement for beams are obtained [156].
Thus, as it will be shown hereinafter, the asymptotic methods validate, at the lowest order, the Bernoulli-Euler [149] and Kirchhoff-Love [157] models and at the second order, the truncated Bresse-Timoshenko [95,150] and Uflyand-Mindlin [109].

The extension of the asymptotic derivation to include the nonlocal effect is very recent. Thus, Chebakov, Kaplunov and Rogerson [152] proposed an asymptotic derivation of the thin plate equations by using the integral formulation of the nonlocal stress-strain constitutive law [119]. To our best knowledge, in the literature, the asymptotic derivation based on the series expansions of the deflection of the nonlocal beam and plates equations starting from the gradient form of the stress-strain relation Eq. (1.1) has not been performed.

One of the objectives of this thesis is to present such derivations.

Thus, there are many different theories to describe the mechanical behavior of beams and plates at different scales. The choice of the model depends on the need. For all of them, once the equations are derived, the natural frequencies of the structures have to be determined. In this purpose, different methods exist.

1.4. Different methods of resolution of governing differential equations

In the different analytical models described hereinafter, the behavior of beams and plates is described by a governing differential equation in displacement from which the natural frequencies can be extracted.

For a beam simply supported at both ends and an all edge simply supported plate, a closed-form solution is derived for all the models through the Navier approach. Thus, it allows us to perform a simple and efficient comparison of the different models. For beams, considering any other set of boundary conditions, the problem is reduced to the determination of the roots of a characteristic equation, leading to an exact solution. For plates having two opposite edges simply supported, the Lévy approach is used in order to have a characteristic equation, and so, an exact solution. Thus, considering the Kirchhoff-Love plate model and by using this method, the characteristic equations have been derived in a first time derived for thin rectangular plates [158-161]. A few decades later, scientists proposed to extend these results to the case of thick plates (see for instance [108,162]).
For other boundary conditions, there is no method leading to an exact solution and numerical tools are needed. Among them, the Rayleigh-Ritz method, initiated by Rayleigh [88] and developed by Ritz [163] is widely used in the literature [20,164,165]. The displacements are set as series of functions (trigonometric, polynomial, ...) that satisfy the geometric plate boundary conditions [166-169]. The coefficients associated to these functions must minimize the energy functional, yielding to the approximated natural frequencies. An increase of the number of admissible functions leads to a better accuracy of the model but also increases the computational time [20].

Other numerical approaches such as the Gorman’s superposition method [170-173] or the well-known finite element analysis [174,175] could be used. This thesis being devoted to the study analytical models with exact and closed-form solutions, the different numerical methods will not be considered.
2. TOWARDS THE DEVELOPMENT OF THICK BEAM AND PLATE MODELS FOR MACROSTRUCTURES

This chapter starts by presenting the different derivations of the local thin Bernoulli-Euler and thick Bresse-Timoshenko models (original, truncated and based on slope inertia), introduced in the previous chapter. Thus, different approaches are considered: based on the use of equilibrium equations, via the variational principle and through the asymptotical reduction method. For each of these models, the first natural frequencies are calculated for different boundary conditions (simply supported at both end, clamped at both end, clamped-simply supported and cantilever) and the models are compared. The governing differential equation and the solutions of a beam with a tip mass is further investigated. A brief survey of the results obtained during this PhD thesis about stability of beams, cracked beams and beams subjected to random vibrations will also be included. Then, these results are extended to derive three versions of the Uflyand-Mindlin plate model. The natural frequencies are obtained for plates with at least two simply supported opposite edges.

2.1. Derivation of thick beam models and different applications

2.1.1. Original Bresse-Timoshenko model

Consider a beam of length $L$, shear modulus $G$, cross-section $A$, Young modulus $E$, Poisson’s ratio $\nu$, density $\rho$, moment of inertia $I$. $v$ is the transverse deflection of the beam, $\psi$ “the slope of the deflection curve when the shearing force is neglected” (the one given in the Bernoulli-Euler thin beam model) [176] and $\beta$ the shear angle (see Fig. 7), $v$ is related to $\psi$ and $\beta$ via [89]:
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\[ \beta = \frac{\partial v}{\partial x} - \psi \]  

Fig. 7: Bending and shear deformation: Angle \( \psi \) (continuous lines) and angle \( \beta \) (dashed lines)

The constitutive laws in bending moment and shearing force are:

\[ M = EI \frac{\partial \psi}{\partial x} \]  
\[ V_y = -\kappa AG \left( \frac{\partial v}{\partial x} - \psi \right) \]  

where \( \kappa \) is the shear coefficient, \( V_y \) is the shearing force, \( M \) is the bending moment.

The equilibrium equation is:

\[ -V_y + \frac{\partial M}{\partial x} - \rho l \frac{\partial^2 \psi}{\partial t^2} = 0 \]  

Substituting the expressions of Eqs. (2.2) and (2.3) into Eq. (2.4), one obtains the first equation of motion

\[ EI \frac{\partial^2 \psi}{\partial x^2} + \kappa AG \left( \frac{\partial v}{\partial x} - \psi \right) - \rho l \frac{\partial^2 \psi}{\partial t^2} = 0 \]  

The shear force is related to the transverse displacement through the following equation:

\[ \frac{\partial V_y}{\partial x} = -\rho A \frac{\partial^2 v}{\partial t^2} \]  

Combining Eqs. (2.3) and (2.6) yields to the second equation of motion

\[ \kappa AG \left( \frac{\partial^2 v}{\partial x^2} - \frac{\partial \psi}{\partial x} \right) - \rho A \frac{\partial^2 v}{\partial t^2} = 0 \]  

Manipulating the equations of motions Eqs. (2.5) and (2.7) leads to the governing differential equation,

\[ EI \frac{\partial^4 v}{\partial x^4} + \rho A \frac{\partial^2 v}{\partial t^2} - \rho l \left( 1 + \frac{E}{\kappa G} \right) \frac{\partial^4 v}{\partial t^2 \partial x^2} + \frac{\rho^2 l}{\kappa G} \frac{\partial^4 v}{\partial t^4} = 0 \]
This equation contains a fourth order time derivative term. There is an important debate about this term. Checking the different contributions of the terms in Eq (2.8) Weaver, Timoshenko and Young [176] showed that the fourth order time derivative term is extremely small and can be neglected compared to the other terms. A detailed study of this term and its influence on the natural frequencies of the beam is provided hereinafter.

Furthermore, a variational derivation of Bresse-Timoshenko beam equations has been proposed in the literature (see for instance [177-179]). Thus, the kinetic energy and the strain energies due to the bending moment $V_b$ and the shear effect $V_s$ are expressed as

$$T = \frac{1}{2} \int_0^L \rho A \left( \frac{\partial v}{\partial t} \right)^2 dx + \frac{1}{2} \int_0^L \rho I \left( \frac{\partial \psi}{\partial t} \right)^2 dx \quad (2.9)$$

$$V_b = \frac{1}{2} \int_0^L EI \left( \frac{\partial \psi}{\partial x} \right)^2 dx \quad (2.10)$$

$$V_s = \frac{1}{2} \int_0^L \kappa GA \left( \frac{\partial v}{\partial x} - \psi \right)^2 dx \quad (2.11)$$

It is worth noticing that the bending strain energy, through the use of $\psi$, and the energy $V_s$ include in their expression the influence of the shear effect. The kinetic should only describe the effect of rotary inertia. However, by using $\psi$ in the second term of the energy, Timoshenko made a correction of the rotary inertia via the shear effect. Thus, this effect may be possibly overcorrected. This issue will be further investigated in the section devoted to the Bresse-Timoshenko model based on slope inertia.

The application of the Hamilton’s principle leads to the differential equations of motions Eqs. (2.5) and (2.7), leading to the governing differential equation Thus, Eq. (2.8) is obtained. Furthermore, the associated boundary conditions are:

$$\left( EI \frac{\partial \psi}{\partial x} \right) \delta \psi \bigg|_0^L = 0 \quad (2.12)$$

$$\left[ \kappa GA \left( \frac{\partial v}{\partial x} - \psi \right) \right] \delta v \bigg|_0^L = 0 \quad (2.13)$$
2.1.2. Truncated version of the Bresse-Timoshenko model through an asymptotic approach

In the literature [90,180-184], it has been suggested to delete the fourth order time derivative in the governing differential equation, leading to a simpler equation. Thus, the truncated Bresse-Timoshenko model [184] is derived by correcting Eq. (2.5) by

\[ E_1 \frac{\partial^2 \psi}{\partial x^2} + \kappa AG \left( \frac{\partial v}{\partial x} - \psi \right) - \rho I \frac{\partial^3 v}{\partial x \partial t^2} = 0 \] (2.14)

Elimination of \( \psi \) from Eqs. (2.7) and (2.14) results in the truncated Bresse-Timoshenko equation

\[ E_1 \frac{\partial^4 v}{\partial x^4} + \rho A \frac{\partial^2 v}{\partial t^2} - \rho I \left( 1 + \frac{E}{\kappa G} \right) \frac{\partial^4 v}{\partial t^2 \partial x^2} = 0 \] (2.15)

In the truncated Bresse-Timoshenko model, the fourth order time derivative is not present. As it will be shown hereinafter, a direct consequence is that, in contrast to the original Bresse-Timoshenko model, it predicts only one branch of natural frequencies. Stephen [185] argued that the second branch in the original model was “unphysical” and so, it should be disregarded, although this statement has been, by the next, contradicted by some other authors.

An asymptotic derivation of this truncated Bresse-Timoshenko is now proposed hereinafter, \( u \) denotes the displacement in the \( x \) direction. First of all, the stress-displacement relationship (plane stress assumptions) are expressed as [179]:

\( \sigma_x = \frac{E}{(1 - \nu^2)} \left( \frac{\partial u}{\partial x} + \nu \frac{\partial v}{\partial y} \right); \sigma_y = \frac{E}{(1 - \nu^2)} \left( \frac{\partial v}{\partial y} + \nu \frac{\partial u}{\partial x} \right); \tau_{xy} = \frac{E}{2(1 + \nu)} \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right) \) (2.16)

where \( \sigma_x \) and \( \sigma_y \) are the normal stresses following the \( x \) and \( y \) direction and \( \tau_{xy} = \tau_{yx} \) is the shear stress, respectively (see Fig. 8).
The equilibrium equations are [186]
\[
\frac{\partial \sigma_x}{\partial x} + \frac{\partial \tau_{xy}}{\partial y} - \rho \frac{\partial^2 u}{\partial t^2} = 0; \quad \frac{\partial \tau_{yx}}{\partial x} + \frac{\partial \sigma_y}{\partial y} - \rho \frac{\partial^2 v}{\partial t^2} = 0
\] (2.17)
Substituting Eq. (2.16) into Eq. (2.17), one obtains a system of two equations with the displacements \( u \) and \( v \) as unknowns:
\[
\frac{E}{2(1 + \nu)} \frac{\partial^2 u}{\partial y^2} + \frac{E}{2(1 - \nu)} \frac{\partial^2 v}{\partial x \partial y} + \frac{E}{1 - \nu^2} \frac{\partial^2 u}{\partial x^2} - \rho \frac{\partial^2 u}{\partial t^2} = 0
\] (2.18)
\[
\frac{E}{(1 - \nu^2)} \frac{\partial^2 v}{\partial y^2} + \frac{E}{2(1 - \nu)} \frac{\partial^2 u}{\partial x \partial y} + \frac{E}{2(1 + \nu)} \frac{\partial^2 v}{\partial x^2} - \rho \frac{\partial^2 v}{\partial t^2} = 0
\] (2.19)
The boundary conditions require that the shear stress vanish on the free surfaces of the beam [187]:
\[
\sigma_y(x, h/2) = \sigma_y(x, -h/2) = 0; \quad \tau_{yx}(x, h/2) = \tau_{yx}(x, -h/2) = 0
\] (2.20)
The asymptotic method is based on the power series expansion of the displacements. Thus, \( u \) and \( v \) are expressed as follows:
\[
u = \sum_{k=0}^{\infty} u_k(x, t) \frac{y^k}{k!}; \quad v = \sum_{k=0}^{\infty} v_k(x, t) \frac{y^k}{k!}
\] (2.21)
Define, arbitrarily, an angle of rotation \( \theta_0 \), different from \( \psi \) or \( \beta \), such as:
\[
\theta_0 = \frac{\partial u}{\partial y}(x, 0, t) = u_1(x, t)
\] (2.22)
Naturally, the transverse displacement \( v \) is symmetric in the axial coordinate \( y \) with respect to the neutral layer. From Eqs. (2.18) and (2.19), it is deduced that the displacement \( u \) is antisymmetric. Thus, only the even terms for \( u \) and the odd terms for \( v \) are retained, leading to:
\[
u = \sum_{k=1}^{\infty} u_{2k-1}(x, t) \frac{y^{2k-1}}{(2k-1)!}; \quad v = \sum_{k=0}^{\infty} v_{2k}(x, t) \frac{y^{2k}}{(2k)!}
\] (2.23)
Setting \( c^2 = G/\rho \), substituting Eqs. (2.23) into Eqs. (2.18) and (2.19), it yields to, for any integer \( k \) a differential relationship between \( v_{2(k+1)}, u_{2k+1} \) and \( v_{2k} \) and another between \( u_{2k+1}, u_{2k-1} \) and \( v_{2k} \)
\[
v_{2(k+1)} = -\frac{1 + \nu}{2} \frac{\partial u_{2k+1}}{\partial x} - \frac{1 - \nu}{2} \frac{\partial^2 v_{2k}}{\partial x^2} + \frac{1 - \nu}{2c^2} \frac{\partial^2 v_{2k}}{\partial t^2}
\] (2.24)
\[
u_{2k+1} = -\frac{1 + \nu}{1 - \nu} \frac{\partial v_{2k}}{\partial x} - \frac{2}{1 - \nu} \frac{\partial^2 u_{2k-1}}{\partial x^2} + \frac{1}{c^2} \frac{\partial^2 u_{2k-1}}{\partial t^2}
\] (2.25)
Substituting Eq. (2.16) into Eq. (2.20), the boundary conditions are given in term of displacement:
\[
\frac{\partial v(x, h/2, t)}{\partial y} + \nu \frac{\partial u(x, h/2, t)}{\partial x} = 0; \quad \frac{\partial u(x, h/2, t)}{\partial y} + \nu \frac{\partial v(x, h/2, t)}{\partial x} = 0
\] 

Substituting Eq. (2.23) into Eq. (2.26), it yields to:

\[
\sum_{k=1}^{\infty} \left( v_{2k} + \nu \frac{\partial u_{2k-1}}{\partial x} \right) \left( \frac{h}{2} \right)^{2k-1} (2k-1)! = 0 \quad (2.27)
\]

\[
\sum_{k=0}^{\infty} \left( u_{2k+1} + \frac{\partial v_{2k}}{\partial x} \right) \left( \frac{h}{2} \right)^{2k} (2k)! = 0 \quad (2.28)
\]

Dimensionless variables are defined as follows:

\[
\bar{u}_i = L_i^{-1} u_i; \quad \bar{v}_i = L_i^{-1} v_i; \quad \bar{\xi} = \frac{x}{L}; \quad \bar{h} = \frac{h}{2L}; \quad \bar{\ell} = \frac{htc}{2L^2}
\]

Eq. (2.27) and Eq. (2.28) are re-expressed as, at the fourth order:

\[
\left( \bar{v}_2 + \nu \frac{\partial \bar{u}_1}{\partial \bar{\xi}} \right) + \frac{\bar{h}^2}{6} \left( \bar{v}_4 + \nu \frac{\partial \bar{u}_3}{\partial \bar{\xi}} \right) + \frac{\bar{h}^4}{120} \left( \bar{v}_6 + \nu \frac{\partial \bar{u}_5}{\partial \bar{\xi}} \right) + o(\bar{h}^4) = 0 \quad (2.30)
\]

\[
\left( \bar{u}_1 + \frac{\partial \bar{v}_0}{\partial \bar{\xi}} \right) + \frac{\bar{h}^2}{2} \left( \bar{u}_3 + \frac{\partial \bar{v}_2}{\partial \bar{\xi}} \right) + \frac{\bar{h}^4}{24} \left( \bar{u}_5 + \frac{\partial \bar{v}_4}{\partial \bar{\xi}} \right) + o(\bar{h}^4) = 0 \quad (2.31)
\]

and Eqs. (2.24) and (2.25), under the non-dimensional form are

\[
\bar{u}_{2k+1} = \mathcal{A}^b_L \bar{u}_{2k-1} + \mathcal{B}^b_L \bar{v}_{2k} \quad (2.32)
\]

\[
\bar{v}_{2(k+1)} = \mathcal{C}^b_L \bar{v}_{2k} + \mathcal{F}^b_L \bar{u}_{2k+1} \quad (2.33)
\]

where the operators \(\mathcal{A}^b_L, \mathcal{B}^b_L, \mathcal{C}^b_L\) and \(\mathcal{F}^b_L\) are defined as follows:

\[
\mathcal{A}^b_L = \frac{\bar{h}^2}{\bar{\ell}^2} \frac{\partial^2}{\partial \bar{\xi}^2} - \frac{2}{(1 - \nu)} \frac{\partial^2}{\partial \bar{\xi}^2}; \quad \mathcal{B}^b_L = \frac{1 + \nu}{1 - \nu} \frac{\partial}{\partial \bar{\xi}}; \quad \mathcal{C}^b_L = \frac{1 - \nu}{2} \left( \frac{\bar{h}^2}{\bar{\ell}^2} \frac{\partial^2}{\partial \bar{\xi}^2} - \frac{\partial^2}{\partial \bar{\xi}^2} \right); \quad \mathcal{F}^b_L = \frac{1 + \nu}{2} \frac{\partial}{\partial \bar{\xi}}
\]

\[
\mathcal{A}^b_L = \frac{\bar{h}^2}{\bar{\ell}^2} \frac{\partial^2}{\partial \bar{\xi}^2} - \frac{2}{(1 - \nu)} \frac{\partial^2}{\partial \bar{\xi}^2}; \quad \mathcal{B}^b_L = \frac{1 + \nu}{1 - \nu} \frac{\partial}{\partial \bar{\xi}}; \quad \mathcal{C}^b_L = \frac{1 - \nu}{2} \left( \frac{\bar{h}^2}{\bar{\ell}^2} \frac{\partial^2}{\partial \bar{\xi}^2} - \frac{\partial^2}{\partial \bar{\xi}^2} \right); \quad \mathcal{F}^b_L = \frac{1 + \nu}{2} \frac{\partial}{\partial \bar{\xi}}
\]
Substituting Eqs. (2.32) and (2.33) into Eqs. (2.30) and (2.31), it yields a system of equations in \( \theta \) and \( \bar{v}_0 \), expressed in a matrix form:

\[
\begin{pmatrix}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{pmatrix}
\begin{pmatrix}
\bar{v}_0 \\
\theta_0
\end{pmatrix} =
\begin{pmatrix}
0 \\
0
\end{pmatrix}
\]

with:

\[
M_{11} = -\frac{\partial^2}{\partial \bar{x}^2} - \left[ \frac{\partial^2}{\partial \bar{t}^2} + \frac{1}{6} (1 - \nu) \frac{\partial^4}{\partial \xi^4} \right] \bar{h}^2 + \frac{1}{12} \left[ (1 - \nu)(3\nu - 1) \frac{\partial^4}{\partial \xi^2 \partial \bar{t}^2} - \frac{1 - \nu + 2\nu^2}{10} \frac{\partial^6}{\partial \xi^6} \right] \bar{h}^4 + O(\bar{h}^4)
\]

\[
M_{12} = (\nu - 1) \left\{ -\frac{\partial}{\partial \xi} - \frac{(\nu + 2)}{6} \bar{h}^2 \frac{\partial^3}{\partial \xi^3}
\right. \\
+ \frac{1}{12} \left[ \frac{(2\nu + 3)}{10} \frac{\partial^5}{\partial \xi^5} + (\nu + 3) \frac{\partial^5}{\partial \xi \partial \bar{t}^2} \right] \bar{h}^4 \bigg\} + O(\bar{h}^4)
\]

\[
M_{21} = \frac{\partial}{\partial \bar{x}} + \frac{\nu}{2} \bar{h}^2 \frac{\partial^3}{\partial \xi^3} - \frac{1}{2} v \frac{\partial^3}{\partial \xi \partial \bar{t}^2} + \frac{1 + 2\nu}{24} \frac{\partial^5}{\partial \xi^5} \bar{h}^4 + O(\bar{h}^4)
\]

\[
M_{22} = 1 - \frac{2 + \nu}{2} \bar{h}^2 \frac{\partial^5}{\partial \xi^5} + \frac{1}{2} \frac{\partial^2}{\partial \bar{t}^2} + \frac{3 + 2\nu}{24} \frac{\partial^4}{\partial \xi^4} \bar{h}^4 + O(\bar{h}^4)
\]

The determinant of the differential matrix system has to vanish. It leads to the governing differential equation in displacement \( \bar{v}_0 \) at different orders:

- **Zeroth order**

  \[ \frac{2}{3} (\nu + 1) \frac{\partial^4}{\partial \xi^4} \bar{v}_0 + \frac{\partial^2}{\partial \bar{t}^2} \bar{v}_0 = 0 \]  

- **Second order**

  \[ \frac{2}{3} (\nu + 1) \frac{\partial^4}{\partial \xi^4} \bar{v}_0 + \frac{\partial^2}{\partial \bar{t}^2} \bar{v}_0 \bigg[ 2 \left[ (\nu + 1) \frac{\partial^6}{\partial \xi^6} \bar{v}_0 + (\nu + 2) \frac{\partial^4}{\partial \xi^2 \partial \bar{t}^2} \right] \bar{h}^2 = 0 \]

These two equations are written under the dimensional form as follows:

- **Zeroth order**

  \[ EI \frac{\partial^4}{\partial x^4} + \rho A \frac{\partial^2}{\partial t^2} v = 0 \]  

- **Second order**

  \[ EI \frac{\partial^4}{\partial x^4} + \rho A \frac{\partial^2}{\partial t^2} - \frac{EI^2}{AK_0} \frac{\partial^6}{\partial x^6} - \rho l \left( 1 + \frac{E}{kG} \right) \frac{\partial^4}{\partial x^2 \partial t^2} v = 0 \]
with:

\[ \kappa_0 = \frac{5}{3} ; \bar{\kappa} = \frac{2(1 + \nu)}{3 + 2\nu} \]

At the zeroth order, the asymptotic model coincides with the Bernoulli-Euler model for thin beams. Thus, the Bernoulli-Euler model is asymptotically consistent. One recognizes in the asymptotic model at the second order an equation, close to the one of the truncated Bresse-Timoshenko model with an additional sixth order spatial derivative. It is worth noticing that Eq. (2.37) can be rewritten as

\[
\frac{2}{3}(v + 1) \left[ 1 - \frac{\bar{h}^2}{5} \frac{\partial^2}{\partial \xi^2} \right] \frac{\partial^4 \bar{v}_0}{\partial \xi^4} + \frac{\partial^2 \bar{v}_0}{\partial \xi^2} - \frac{2}{3} (v + 2) \frac{\partial^4 \bar{v}_0}{\partial \xi^2 \partial \tau^2} \bar{h}^2 = 0
\]

Multiplying by \( [1 + (\bar{h}^2/5)(\partial^2 / \partial \xi^2)] \) Eq. (2.40) and neglecting the terms in \( \bar{h}^4 \) results in an equation without a sixth order space derivative term:

\[
\frac{2}{3}(v + 1) \frac{\partial^4 \bar{v}_0}{\partial \xi^4} + \frac{\partial^2 \bar{v}_0}{\partial \xi^2} + \left[ \frac{1}{5} - \frac{2}{3} (v + 2) \right] \frac{\partial^4 \bar{v}_0}{\partial \xi^2 \partial \tau^2} \bar{h}^2 - \frac{2}{15} (v + 2) \frac{\partial^6 \bar{v}_0}{\partial \xi^4 \partial \tau^2} \bar{h}^4 = 0
\]

Under the dimensional form, it yields to the governing differential equation of the truncated Bresse-Timoshenko as obtained by Elishakoff, Kaplunov and Nolde [90] with a shear correction factor \( \kappa = 5(v + 1)/(6 + 5v) \).

This value of \( \kappa \) has been used implicitly by Timoshenko himself [188] and explicitly in numerous papers [90,189,190].

The relevant question now is to investigate the variational derivation of this truncated version.

### 2.1.3. Bresse-Timoshenko based on slope inertia

Based on the truncated Bresse-Timoshenko model, it is suggested to replace the kinetic energy in Eq. (2.9) by:

\[
T = \frac{1}{2} \int_0^L \rho A \left( \frac{\partial \nu}{\partial t} \right)^2 dx + \frac{1}{2} \int_0^L \rho I \left( \frac{\partial^2 \nu}{\partial t \partial x} \right)^2 dx
\]
The difference between Eqs. (2.9) and (2.42) is the second term of the kinetic energy. The original Bresse-Timoshenko includes in the expression of the kinetic energy a correction of the shear effect, already present in the shear strain energy. Thus, it overcorrected the shear effect. So, it is suggested to replace $\partial \psi / \partial t$ by $\partial^2 v / \partial t \partial x$, following the spirit of the truncated Bresse-Timoshenko derivation. This model is a new version of the Bresse-Timoshenko model based on the modification of the angle including the shear effect by the slope in order to take into account only the rotary inertia. It will be referred hereinafter as a Bresse-Timoshenko model based on slope inertia.

By applying the Hamilton principle, it results in the following partial differential equations of motion:

$$ \rho A \frac{\partial^2 v}{\partial t^2} - \kappa GA \left( \frac{\partial^2 v}{\partial x^2} - \frac{\partial \psi}{\partial x} \right) - \rho l \frac{\partial^4 v}{\partial x^2 \partial t^2} = 0 \quad (2.43) $$

$$ E I \frac{\partial^2 \psi}{\partial x^2} + \kappa GA \left( \frac{\partial v}{\partial x} - \psi \right) = 0 \quad (2.44) $$

with the boundary condition Eq. (2.12) unchanged and Eq. (2.13) replaced by:

$$ \left[ \kappa GA \left( \frac{\partial v}{\partial x} - \psi \right) + \rho l \left( \frac{\partial^3 v}{\partial t^2 \partial x} \right) \right] \delta v \bigg|_0^L = 0 \quad (2.45) $$

Compared to Eq. (2.8), this equation contains an additional term containing the time derivative.

After some manipulations, Eqs. (2.43) and (2.44) lead to the following governing differential equation:

$$ E I \frac{\partial^4 v}{\partial x^4} + \rho A \frac{\partial^2 v}{\partial t^2} - \rho l \left( 1 + \frac{E}{\kappa G} \right) \frac{\partial^4 v}{\partial x^2 \partial t^2} + \frac{\rho E l^2}{\kappa GA} \frac{\partial^6 v}{\partial x^4 \partial t^2} = 0 \quad (2.46) $$

Compared to the governing differential equation of the original Bresse-Timoshenko model, it is seen that Eq. (2.46) contains an additional term, underlined in the last equation. Thus, the three versions of the Bresse-Timoshenko model differ in the expression of a dynamic term. Let us now compare the different Bresse-Timoshenko models in free vibration considering different boundary conditions.
2.1.4. Different solutions

2.1.4.1. Simply supported beam

The governing differential equations in displacement of the different models can be written in a generic form as follows:

\[
EI \frac{\partial^4 v(x, t)}{\partial x^4} + \rho A \frac{\partial^2 v(x, t)}{\partial t^2} - \rho l \left( 1 + \frac{E}{\kappa G} \right) \frac{\partial^4 v(x, t)}{\partial t^2 \partial x^2} + \gamma_1 \frac{\rho^2 l \partial^4 v(x, t)}{\partial t^4} + \gamma_2 \frac{\rho E l^2}{\kappa G A} \frac{\partial^6 v}{\partial x^4 \partial t^2} = 0
\]

(2.47)

where \( \gamma_1 \) and \( \gamma_2 \) are control parameters such as \((\gamma_1, \gamma_2)\) is equal to \((1,0)\), \((0,0)\) and \((0,1)\) for the original Bresse-Timoshenko model, the truncated Bresse-Timoshenko theory and the Bresse-Timoshenko model based on slope inertia, respectively. The variable \( \psi \) is governed by the same equation.

For a beam that is simply supported at both ends, the displacement is expressed following the Navier expression:

\[
v = \left( \sin \frac{m \pi x}{L} \right) A_m \exp(j \omega t)
\]

(2.48)

where \( j = \sqrt{-1} \), \( m \) is the frequency mode number and \( \omega \) is the natural frequency.

The different dimensionless parameters are defined as follows

\[
r = \frac{l}{AL^2}; s = \frac{EI}{\kappa AGL^2} = \theta; \theta = \frac{E}{\kappa G}, \Omega = \sqrt{\frac{\rho A}{EI} L^2 \omega}
\]

(2.49)

\( r \) is the slenderness ratio. For a rectangular cross section, \( r \) is proportional to the ratio between the thickness and the length of the beam. \( s \) is a parameter related to the slenderness ratio and consequently, it also characterizes the shear effect.

Substituting Eqs. (2.48) and (2.49) into the governing differential equation, it leads to:

\[
(m \pi)^4 - \Omega^2 [1 + (m \pi)^2 (r + s) + \gamma_2 (m \pi)^4 sr] + \gamma_1 \Omega^4 sr = 0
\]

(2.50)
The non-dimensional natural frequency is determined for each of the three versions of the Bresse-Timoshenko:

- **Original Bresse-Timoshenko**:
  \[
  \Omega^2 = \begin{cases} 
  \frac{1 + (m\pi)^2(r + s) - \sqrt[4]{[1 + (m\pi)^2(r + s)]^2 - 4sr(m\pi)^4}}{2sr} & \text{if } r + s \\
  \frac{1 + (m\pi)^2(r + s) + \sqrt[4]{[1 + (m\pi)^2(r + s)]^2 - 4sr(m\pi)^4}}{2sr} & \text{if } r + s
  \end{cases}
  \] (2.51)

Thus, there are two different solutions: the original Bresse-Timoshenko model has two branches of natural frequencies.

- **Truncated Bresse-Timoshenko and Bresse-Timoshenko based on slope inertia**:
  \[
  \Omega^2 = \frac{(m\pi)^4}{[1 + (m\pi)^2(r + s) + \gamma rs(m\pi)^4]} 
  \] (2.52)

First of all, the natural frequencies \(\Omega\) are calculated in Table 1 for the Bernoulli-Euler model and the three versions of the Bresse-Timoshenko model (original, truncated and based on slope inertia). The couple \((s, r)\) is taken equal to \((\sqrt{0.04}; \sqrt{0.02})\) as chosen by Iyengar [9] and Bruch and Mitchell [4]. In this case, the shear coefficient is \(2/3\). This value is the one taken by Timoshenko himself [88].
<table>
<thead>
<tr>
<th>Mode</th>
<th>BE</th>
<th>OBT</th>
<th>TBT</th>
<th>SBT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9.87</td>
<td>9.77</td>
<td>9.77</td>
<td>9.77</td>
</tr>
<tr>
<td>2</td>
<td>39.48</td>
<td>38.02</td>
<td>38.01</td>
<td>37.99</td>
</tr>
<tr>
<td>3</td>
<td>88.83</td>
<td>82.00</td>
<td>81.85</td>
<td>81.68</td>
</tr>
<tr>
<td>4</td>
<td>157.91</td>
<td>138.31</td>
<td>137.66</td>
<td>136.84</td>
</tr>
<tr>
<td>5</td>
<td>246.74</td>
<td>203.72</td>
<td>201.90</td>
<td>199.32</td>
</tr>
<tr>
<td>6</td>
<td>355.31</td>
<td>275.60</td>
<td>271.66</td>
<td>265.46</td>
</tr>
<tr>
<td>7</td>
<td>483.61</td>
<td>351.96</td>
<td>344.80</td>
<td>332.39</td>
</tr>
<tr>
<td>8</td>
<td>631.65</td>
<td>431.37</td>
<td>419.86</td>
<td>398.01</td>
</tr>
<tr>
<td>9</td>
<td>799.44</td>
<td>512.78</td>
<td>495.89</td>
<td>460.95</td>
</tr>
<tr>
<td>10</td>
<td>986.96</td>
<td>595.49</td>
<td>572.31</td>
<td>520.37</td>
</tr>
<tr>
<td>11</td>
<td>1194.22</td>
<td>678.99</td>
<td>648.76</td>
<td>575.83</td>
</tr>
<tr>
<td>12</td>
<td>1421.22</td>
<td>762.96</td>
<td>725.03</td>
<td>627.17</td>
</tr>
<tr>
<td>13</td>
<td>1667.96</td>
<td>847.15</td>
<td>801.02</td>
<td>674.43</td>
</tr>
<tr>
<td>14</td>
<td>1934.44</td>
<td>931.39</td>
<td>876.68</td>
<td>717.75</td>
</tr>
<tr>
<td>15</td>
<td>2220.66</td>
<td>1015.58</td>
<td>951.98</td>
<td>757.35</td>
</tr>
<tr>
<td>16</td>
<td>2526.62</td>
<td>1099.64</td>
<td>1026.94</td>
<td>793.49</td>
</tr>
<tr>
<td>17</td>
<td>2852.33</td>
<td>1183.53</td>
<td>1101.57</td>
<td>826.45</td>
</tr>
<tr>
<td>18'</td>
<td>3197.75</td>
<td>1262.24</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Variation of the dimensionless frequency $\Omega$ with $(s = \sqrt{0.04}; r = \sqrt{0.02})$ for a simply supported beam (Note: 18th frequency belongs to the second branch)

As explained before, the original Bresse-Timoshenko model admits two branches of natural frequencies. For this particular couple $(s,r)$, the second branch is reached for the 18th natural frequency. This second branch of frequencies is not present in the two other Bresse-Timoshenko models (truncated and based on slope inertia). The difference between the Bresse-Timoshenko models is very small for low orders of frequencies and increases with the order.
Moreover, an additional comparison of the results with those in the literature is performed in Table 2 by listing the five first natural frequencies for a couple of parameter \((√𝑟, κ)\) equal to \((0.1/√12, 5/6)\) given by Moallemi-Oreh and Karkon [191], Ferreira [192] and Lee and Schultz [193] by using finite element analysis. As is seen, even for the reported highest frequency, the difference between the models is small.

<table>
<thead>
<tr>
<th>Mode</th>
<th>BE</th>
<th>OBT</th>
<th>TBT</th>
<th>SBT</th>
<th>FEM</th>
<th>Lee Schultz [193]</th>
<th>Ferreira [192]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>39.48</td>
<td>37.09</td>
<td>37.05</td>
<td>36.99</td>
<td>37.09</td>
<td>37.09</td>
<td>37.09</td>
</tr>
<tr>
<td>3</td>
<td>88.83</td>
<td>78.15</td>
<td>77.76</td>
<td>77.25</td>
<td>78.19</td>
<td>78.15</td>
<td>78.19</td>
</tr>
<tr>
<td>4</td>
<td>157.91</td>
<td>128.67</td>
<td>127.16</td>
<td>124.99</td>
<td>128.80</td>
<td>128.67</td>
<td>129.92</td>
</tr>
<tr>
<td>5</td>
<td>246.74</td>
<td>185.32</td>
<td>181.55</td>
<td>175.39</td>
<td>185.73</td>
<td>185.32</td>
<td>187.93</td>
</tr>
</tbody>
</table>

Table 2. Dimensionless frequency Ω for a simply supported beam with \(√𝑟 = 0.1/√12\)

This section has been dedicated to the case of a simply supported beam. Now the solution is proposed for other sets of boundary conditions. In this case, a close-form solution is not obtained and more computational efforts are necessary to determine the natural frequency through a characteristic equation.

### 2.1.4.2. Other sets of boundary conditions

Three other sets of boundary conditions are considered: clamped-simply supported, cantilever and clamped at both ends. In this case, the solution of the governing differential equation is found by separation of variables in the form [4]

\[
v(\xi, t) = LU(\xi) \exp(j\omega t) \tag{2.53}
\]

\[
\psi(\xi, t) = \Psi(\xi) \exp(j\omega t) \tag{2.54}
\]

where \(\xi = x/L\)

The functions \(U(x)\) and \(\Psi(x)\) constitute normal modes. Substitution of Eqs. (2.49) and (2.53) into Eq. (2.47) leads to the non-dimensional governing differential equation, also satisfied by \(\Psi\):

\[
\frac{d^4 U}{d\xi^4} + 2a \frac{d^2 U}{d\xi^2} + bU(\xi) = 0 \tag{2.55}
\]
where \( a \) and \( b \) are two non-dimensional parameters defined as follows:

\[
a = \frac{\Omega^2(r + s)}{2(1 - \gamma_2 sr \Omega^2)}, \quad b = \frac{\Omega^2(y_1 \Omega^2 rs - 1)}{(1 - \gamma_2 sr \Omega^2)} \tag{2.56}
\]

For both equations, the roots are given by:

\[
r^2_{\pm} = \pm \sqrt{a^2 - b - a} \tag{2.57}
\]

For the truncated Bresse-Timoshenko theory and the Bresse-Timoshenko theory based on slope inertia, whatever value of the natural frequency, \( r_+ \) is a real whereas \( r_- \) is a complex number. For the original Bresse-Timoshenko theory, one can show that there is a transition frequency \( \Omega^t \) above which \( r_+ \) and \( r_- \) are both complex numbers [194]. Consequently, in the original Bresse-Timoshenko theory, there are two branches of natural frequencies, as already investigated in the particular case of a beam that is simply supported at both ends. For more details about this second branch of frequencies, one may refer to different papers in the literature [167,195-200]. Hereinafter, only the study the first branch of natural frequencies, for which the frequency is below the transition one, is conducted.

The general solution of the differential equation is found

\[
U(\xi) = A \cosh \beta_1 \xi + B \sinh \beta_1 \xi + C \cos \beta_2 \xi + D \sin \beta_2 \xi \tag{2.58}
\]

\[
\Psi'(\xi) = E \cosh \beta_1 \xi + F \sinh \beta_1 \xi + G \cos \beta_2 \xi + H \sin \beta_2 \xi \tag{2.59}
\]

where \( A, B, C, D, E, F, G \) and \( H \) are parameters and \( \beta_1 \) and \( \beta_2 \) are expressed as follows:

\[
\beta_1 = \left( \sqrt{a^2 - b - a} \right)^2; \quad \beta_2 = \left( \sqrt{a^2 - b + a} \right)^2 \tag{2.60}
\]

For \( \Omega \geq \Omega^t \), the solutions of these equations are expressed with purely trigonometric mode shapes.

Substituting Eqs. (2.58) and (2.59) into the non-dimensional equations of motion leads to:

\[
\Psi(\xi) = A m_1 \sinh \beta_1 \xi + B m_1 \cosh \beta_1 \xi + C m_2 \sin \beta_2 \xi - D m_2 \cos \beta_2 \xi \tag{2.61}
\]

where

\[
m_1 = \frac{\Omega^2 s + \beta_1^2 (1 - \gamma_2 \Omega^2 sr)}{\beta_1}; \quad m_2 = \frac{\Omega^2 s - \beta_2^2 (1 + \gamma_2 \Omega^2 sr)}{\beta_2} \tag{2.62}
\]

Table 3 lists the different boundary conditions investigated in the present thesis by using the non-dimensional displacements. For a beam simply supported at both ends, the closed form solution has been determined before.
Substituting the expressions of $U$ and $\Psi$ into the equations related to the boundary conditions leads to a system of four equations. In order to have a non-trivial solution, the determinant of this system vanishes. Thus, it yields a characteristic equation for the different boundary conditions:

**Simply supported-clamped beam**

$$m_2(m_2\beta_2 - m_1\beta_1)\sinh(\beta_1)\cos(\beta_2) - m_1(\beta_1 m_1 - m_2\beta_2)\cosh(\beta_1)\sin(\beta_2) = 0 \quad (2.63)$$

**Clamped-clamped beam**

$$-2m_1m_2[1 - \cosh(\beta_1)\cos(\beta_2)] + (m_1^2 - m_2^2)\sin(\beta_2)\sinh(\beta_1) = 0 \quad (2.64)$$

**Cantilever beam**

$$m_1m_2\beta_2^2 + \beta_2m_2 - ay_2r^2\theta \beta_2^2 + m_1m_2(ay_2r^2\theta \beta_1^2 - \beta_1^2 + \beta_1m_1)$$

$$-\{\beta_1\beta_2(m_1^2 - m_2^2)(1 - ay_2r^2\theta) + \beta_1m_2m_2 + \beta_2m_1m_2^2\cosh(\beta_1)\cosh(\beta_1) \quad (2.65)$$

$$+ (2\beta_1\beta_2m_1m_2(1 - ay_2r^2\theta) + \beta_1m_1m_2^2 - \beta_2m_1m_2^2)\sin(\beta_2)\sinh(\beta_1) = 0$$

In order to compare the different models, a beam with a ratio $L/h$, a Poisson’s ratio $\nu$ and a shear coefficient $\kappa$ equal to 5, 0.3 and 0.833333, respectively, is taken. These values are the same as those adopted in the paper of Khaji et al [201]. The value of the shear coefficient is also the one used by Weaver, Timoshenko and Young [176]. The results for first four natural frequencies are given in Table 4.

For the first frequencies (for instance the fundamental one), the three versions of the Bresse-Timoshenko model provide very similar results. Indeed, the influence of the fourth order time derivative in the governing differential equation of the original Bresse-Timoshenko model is negligible compared to the other terms. The difference between the different models increases naturally with the order of frequency, as it has been established for a beam that is simply

<table>
<thead>
<tr>
<th>Simply supported - clamped</th>
<th>Clamped - clamped</th>
<th>Cantilever</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U(0) = 0$</td>
<td>$U(0) = 0$</td>
<td>$U(0) = 0$</td>
</tr>
<tr>
<td>$\Psi'(0) = 0$</td>
<td>$\Psi(0) = 0$</td>
<td>$\Psi(0) = 0$</td>
</tr>
<tr>
<td>$U(1) = 0$</td>
<td>$U(1) = 0$</td>
<td>$\Psi'(1) = 0$</td>
</tr>
<tr>
<td>$\Psi(1) = 0$</td>
<td>$\Psi(1) = 0$</td>
<td>$(1 - y_2r^2\alpha \theta)U'(1) - \Psi(1) = 0$</td>
</tr>
</tbody>
</table>

Table 3: Boundary conditions
supported at both ends. Moreover, table 4 trends to show that the frequencies gotten from the truncated model are smaller than with the original model.

<table>
<thead>
<tr>
<th>Boundary Conditions</th>
<th>1&lt;sup&gt;st&lt;/sup&gt;</th>
<th>2&lt;sup&gt;nd&lt;/sup&gt;</th>
<th>3&lt;sup&gt;rd&lt;/sup&gt;</th>
<th>4&lt;sup&gt;th&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simply supported</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BE</td>
<td>9.87</td>
<td>39.48</td>
<td>88.82</td>
<td>157.91</td>
</tr>
<tr>
<td>OBT</td>
<td>9.24</td>
<td>32.05</td>
<td>61.14</td>
<td>92.64</td>
</tr>
<tr>
<td>TBT</td>
<td>9.23</td>
<td>31.66</td>
<td>59.30</td>
<td>88.12</td>
</tr>
<tr>
<td>SBT</td>
<td>9.23</td>
<td>31.64</td>
<td>57.78</td>
<td>84.56</td>
</tr>
<tr>
<td>Simple–clamped</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BE</td>
<td>15.40</td>
<td>49.96</td>
<td>104.24</td>
<td>178.26</td>
</tr>
<tr>
<td>OBT</td>
<td>13.39</td>
<td>39.69</td>
<td>64.78</td>
<td>100.16</td>
</tr>
<tr>
<td>TBT</td>
<td>13.36</td>
<td>36.23</td>
<td>62.96</td>
<td>90.87</td>
</tr>
<tr>
<td>SBT</td>
<td>13.34</td>
<td>36.02</td>
<td>62.77</td>
<td>86.04</td>
</tr>
<tr>
<td>Clamped-clamped</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BE</td>
<td>22.36</td>
<td>61.66</td>
<td>120.90</td>
<td>199.86</td>
</tr>
<tr>
<td>OBT</td>
<td>17.01</td>
<td>43.43</td>
<td>75.12</td>
<td>107.01</td>
</tr>
<tr>
<td>TBT</td>
<td>17.81</td>
<td>42.64</td>
<td>72.00</td>
<td>104.00</td>
</tr>
<tr>
<td>SBT</td>
<td>18.03</td>
<td>41.88</td>
<td>70.65</td>
<td>104.46</td>
</tr>
<tr>
<td>Cantilever</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BE</td>
<td>3.51</td>
<td>22.03</td>
<td>61.69</td>
<td>120.96</td>
</tr>
<tr>
<td>OBT</td>
<td>3.33</td>
<td>20.27</td>
<td>49.23</td>
<td>81.80</td>
</tr>
<tr>
<td>TBT</td>
<td>3.24</td>
<td>20.19</td>
<td>47.96</td>
<td>77.78</td>
</tr>
<tr>
<td>SBT</td>
<td>3.23</td>
<td>19.88</td>
<td>47.01</td>
<td>70.80</td>
</tr>
</tbody>
</table>

Table 4. Four first natural frequencies $\Omega$ of a beam for different boundary conditions $L/h = 5$

Moreover, in order to compare the results with those of the literature obtained for different methods, Table 5 compares the first five natural frequencies evaluated via the suggested model with those evaluated by Labuschagne et al. [202] who utilized 2D elastodynamic simulation to establish the governing differential equation for the particular case of a cantilever beam and solved the problem by using the Galerkin approximation with Hermite piecewise bicubic functions.
Mode | 2D elastodynamic model [202] | BE | OBT | TBT | SBT
--- | --- | --- | --- | --- | ---
1 | 3.49 | 3.51 | 3.49 | 3.49 | 3.49
2 | 20.94 | 22.01 | 20.91 | 20.90 | 20.88
3 | 54.49 | - | - | - | -
55.19 | 61.71 | 54.99 | 54.85 | 54.61
4 | 100.38 | 120.89 | 99.74 | 99.02 | 97.77
5 | 152.92 | 200.00 | 151.84 | 149.69 | 145.65

**Table 5.** Dimensionless frequency $\Omega$ for a cantilever beam with $\sqrt{r} = 0.1$.

One may notice in this table that the 2D elastodynamic model admits two third natural frequencies, one being an intruding value. The table confirms the previous results, namely that the three versions of the Bresse-Timoshenko model lead to similar results and the Bernoulli-Euler model overestimates the natural frequencies.

### 2.1.5. Particular application: cantilever beam with a tip mass

#### 2.1.5.1. Derivation of the governing differential equation

Consider now the cantilever beam with a concentrated tip mass at $x = L$. In 1974, Iyengar [9] established the equations to describe the mechanical behavior of Bresse-Timoshenko beams under transverse vibrations and showed that the effect of the mass was more important for higher modes. Bruch and Mitchell [4] confirmed these equations and studied the influence of different parameters, like the radius of gyration of the tip mass or the dimensionless tip mass. Specifically, they explained that the natural frequency decreases by increasing the slenderness ratio or the tip mass.

The tip mass is not a mass point and consequently, an additional kinetic energy related to the mass has to be taken into account [203]:

$$T_t = \frac{1}{2} M \left( \frac{\partial v}{\partial t} (L) \right)^2 + \frac{1}{2} B \left( \frac{\partial \psi}{\partial t} (L) \right)^2$$

(2.66)
where $M$ is the tip mass, $B$ is the mass moment of inertia of the tip mass. This energy does not change the governing differential equation. It has been shown [95] that if the additional terms is changed in the model based on slope inertia, then the change of the kinetic energy of the tip mass would overcorrect the correction done in the model. Consequently, the kinetic energy induced by the tip mass is assumed to be the same in the original Bresse-Timoshenko model and in the model based on slope inertia.

However, the tip mass affects the boundary conditions. Thus, the general boundary conditions for the three versions of the Bresse-Timoshenko model are replaced by:

\[
\begin{align*}
\left( EI \frac{\partial \psi}{\partial x} \right) \delta \psi \Big|_0^L - [\omega^2 B \psi(L)] \delta \psi &= 0 \\
\kappa GA \left( \frac{\partial v}{\partial x} - \psi \right) + \gamma \rho I \frac{\partial^3 v}{\partial t^2 \partial x} \delta v \Big|_0^L - [\omega^2 M v(L)] \delta v &= 0
\end{align*}
\]  

(2.67)

(2.68)

For a clamped-free beam with a concentrated tip mass, it results in the following dimensionless equations [9,204]:

\[
\begin{align*}
U(0) &= 0 \\
\Psi(0) &= 0 \\
(1 - \gamma_2 \Omega^2 \rho_s) \frac{dU}{d\xi}(1) - \Psi(1) &= \frac{\Omega^2 s M}{m} U(1) \\
\frac{d\Psi}{d\xi}(1) &= \theta \Omega^2 \Psi(1)
\end{align*}
\]  

(2.69)

with $\theta = B / \rho AL^3$ [4], $m = \rho AL$ is the total mass of the beam and $\delta = M / m$ is the concentrated mass over beam mass ratio.

Substituting the expressions of the displacements given by Eqs. (2.58) and (2.61) into Eq. (2.69) leads to a system of equations, written in the matrix form:

\[
\begin{pmatrix}
1 & 0 & 1 & 0 \\
0 & m_1 & 0 & -m_2 \\
R_1 & R_2 & R_3 & R_4 \\
R_1' & R_2' & R_3' & R_4'
\end{pmatrix}
\begin{pmatrix}
A \\
B \\
C \\
D
\end{pmatrix} =
\begin{pmatrix}
0 \\
0 \\
0 \\
0
\end{pmatrix}
\]  

(2.70)
where:

\[
R_1 = (m_1 - \beta_1 (1 - \gamma_2 \Omega^2 rs)) \sinh \beta_1 + \Omega^2 rs \delta \cosh \beta_1 \\
R_2 = (m_1 - \beta_1 (1 - \gamma_2 \Omega^2 rs)) \cosh \beta_1 + \Omega^2 rs \delta \sinh \beta_1 \\
R_3 = (\beta_2 (1 - \gamma_2 \Omega^2 rs) + m_2) \sin \beta_2 + \Omega^2 rs \delta \cos \beta_2 \\
R_4 = -(\beta_2 (1 - \gamma_2 \Omega^2 rs) + m_2) \cos \beta_2 + \Omega^2 rs \delta \sin \beta_2
\]

\[
R'_1 = (\beta_1 \cosh \beta_1 - \frac{\theta}{\Omega^2} \sinh \beta_1) m_1; R'_2 = (\beta_1 \sin \beta_1 - \frac{\theta}{\Omega^2} \cosh \beta_1) m_1 \\
R'_3 = (\beta_2 \cos \beta_2 - \frac{\theta}{\Omega^2} \sin \beta_2) m_2; R'_4 = (\beta_2 \sin \beta_2 + \frac{\theta}{\Omega^2} \cos \beta_2) m_2
\]

The determinant of the squared matrix is taken equal to zero in order to have an infinite number of solution (vibration). It leads to the following equation:

\[
m_1 (R_3 R'_4 - R_4 R'_3 + R_4 R'_1 - R_1 R'_4) - m_2 (R_2 R'_3 - R_3 R'_2 + R_1 R'_2 - R_2 R'_1) = 0
\]

(2.71)

The solution of this equation are the natural frequencies.

For the Bernoulli-Euler model, the equation has been derived by Erturk and Inman [204]:

\[
1 + \cos \sqrt{\Omega} \cosh \sqrt{\Omega} + \sqrt{\Omega} \delta (\cos \sqrt{\Omega} \sin \sqrt{\Omega} - \sin \sqrt{\Omega} \cosh \sqrt{\Omega})
- \frac{3}{2} \Omega^2 \theta (\cosh \sqrt{\Omega} \sin \sqrt{\Omega} + \sinh \sqrt{\Omega} \cos \sqrt{\Omega})
+ \Omega^2 \delta \theta (1 - \cos \sqrt{\Omega} \cosh \sqrt{\Omega}) = 0
\]

(2.72)

Eq. (2.72) is obtained from Eq. (2.71) when \( r \) and \( s \) are taken as converging towards zero.

### 2.1.5.2. Numerical results

In order to be able to compare the different Bresse-Timoshenko models, the values of the parameters are taken as equal to those used in the literature for a rectangular cross section, namely the ratio \( E/G \) and the shear parameter \( \kappa \) equal to 8/3 and 2/3, respectively [4,9]. In this case \( s = 4r \). Table 6 lists the three first non-dimensional natural frequencies \( \Omega \) evaluated by the Bernoulli-Euler model and the three versions of the Bresse-Timoshenko model.
In Table 6, it is seen that the difference between the three versions of the Bresse-Timoshenko model, whatever the considered order of frequency, decreases when the dimensionless inertia property $\theta$ increases. Thus, for the third mode shape and a couple $(\sqrt{r}, \delta)$ equal to $(0.02, 5)$, the relative error between the truncated Bresse-Timoshenko model and the Bresse-Timoshenko model based on slope inertia is $0.07\%$ when $\theta = 0.004$ versus $0.07\%$ when $\theta = 0.04$.

In order to study the effect of the slenderness ratio on the natural frequency with a tip mass, Fig. 9 depicts, for $\theta = 0.04$ and a mass ratio $\delta$ equal to unity, the non-dimensional fundamental natural frequency is plotted versus the slenderness ratio when the tip and the beam have the same mass. Although the three versions of the Bresse-Timoshenko model provide similar result, a difference between the model based on slope inertia and the two others occurs and increase with $r$. However, this difference is smaller than $1.2\%$, even for large values of the slenderness ratio.

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>First frequency</th>
<th>Second frequency</th>
<th>Third frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BE</td>
<td>OBT</td>
<td>TBT</td>
</tr>
<tr>
<td>0.5</td>
<td>2.00</td>
<td>1.99</td>
<td>1.99</td>
</tr>
<tr>
<td>2</td>
<td>1.16</td>
<td>1.15</td>
<td>1.15</td>
</tr>
<tr>
<td>3</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>5</td>
<td>0.76</td>
<td>0.75</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 6. Variation of the dimensionless natural frequency $\Omega$ with non-dimensional mass ratio $\delta$ ($\theta = 0.004; \sqrt{r} = 0.02$) and ($\theta = 0.04; \sqrt{r} = 0.02$)
Fig. 9. Variation of fundamental frequency with the slenderness ratio ($\theta = 0.04$)

Table 7 lists the non-dimensional natural frequencies calculated for different values of the couple $(r, \delta)$ investigated in the literature (see for example [205]). The case of $\sqrt{r} = 0.000316$ coincides with the one of a very thin beam, described by the Bernoulli-Euler model and for $\delta = 0$ there is no tip mass. In this case, the study is reduced to the one conducted before. It shows again that the different Bresse-Timoshenko models provide very similar for low orders of frequencies.
<table>
<thead>
<tr>
<th>δ</th>
<th>First frequency</th>
<th></th>
<th>Second frequency</th>
<th></th>
<th>Third frequency</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OBT  TBT  SBT</td>
<td>OBT  TBT  SBT</td>
<td>OBT  TBT  SBT</td>
<td>OBT  TBT  SBT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>3.52  3.52  3.52</td>
<td>22.03  22.03  22.03</td>
<td>61.69  61.69  61.69</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>2.61  2.61  2.61</td>
<td>18.21  18.21  18.21</td>
<td>53.56  53.56  53.56</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>2.17  2.17  2.17</td>
<td>17.18  17.18  17.18</td>
<td>52.06  52.06  52.06</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>1.89  1.89  1.89</td>
<td>16.69  16.69  16.69</td>
<td>51.44  51.44  51.44</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>1.70  1.70  1.70</td>
<td>16.43  16.43  16.43</td>
<td>51.10  51.10  51.10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>1.56  1.56  1.56</td>
<td>16.25  16.25  16.23</td>
<td>50.89  50.89  50.89</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>3.50  3.50  3.50</td>
<td>21.47  21.48  21.46</td>
<td>58.15  58.11  58.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>2.61  2.60  2.61</td>
<td>17.83  17.83  17.82</td>
<td>50.87  50.84  50.80</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>2.16  2.16  2.16</td>
<td>16.83  16.83  16.83</td>
<td>49.49  49.46  49.43</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>1.89  1.89  1.89</td>
<td>16.37  16.37  16.37</td>
<td>48.91  48.89  48.86</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>1.69  1.69  1.69</td>
<td>16.11  16.11  16.11</td>
<td>48.60  48.57  48.55</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>1.55  1.55  1.55</td>
<td>15.94  15.94  15.94</td>
<td>48.40  48.38  48.35</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>3.46  3.46  3.46</td>
<td>20.02  19.99  19.94</td>
<td>50.56  50.22  49.58</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>2.58  2.58  2.58</td>
<td>16.82  16.81  16.78</td>
<td>44.89  44.64  44.25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>2.15  2.15  2.15</td>
<td>15.92  15.92  15.89</td>
<td>43.74  43.51  43.17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>1.88  1.88  1.88</td>
<td>15.50  15.50  15.47</td>
<td>43.26  43.03  42.71</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>1.69  1.69  1.68</td>
<td>15.26  15.26  15.23</td>
<td>42.99  42.77  42.46</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>1.54  1.54  1.54</td>
<td>15.10  15.10  15.08</td>
<td>42.82  42.60  42.30</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7a. Variation of the dimensionless frequency $\Omega$ with $r$ and $\delta$ ($\nu = 0.3; \kappa = 5/6$).
Table 7b. Variation of the dimensionless frequency $\Omega$ with $r$ and $\delta$ ($\nu = 0.3; \kappa = 5/6$).
2.1.6. Other applications

Structural defects such as cracks may be present in mechanical structures. One of the most important aspects of the modern structural dynamics is to develop analytical models and tools to anticipate the mechanical behavior of a structure with a crack and to predict eventual damage due to this crack. Cracks reduce the natural frequencies of a structure because the latter becomes more flexible [11,207-209]. Therefore, one of the crack identification methods is to detect changes of natural frequencies due to crack presence. This methodology is effective, inexpensive, fast and non-destructive. Hereinafter, the beam is divided into two beam segments and the crack section is simulated by an equivalent rotational spring with a rigidity $k_s$. Thus, it induces a change in strain energy of the beam due to the presence of the crack is equal to the stiffness of the spring. Using the three versions of the Bresse-Timoshenko model, the natural frequencies will be determined following the geometric characteristics of the crack and by the inverse method, knowing some parameters such as the critical depth of the crack, the crack will be located. It is shown that the crack reduces the natural frequency and this reduction is more important when the crack is deeper. The location of the crack is also an important parameter.

Different investigations have been carried out about the instability parametric instability of beams considering the three versions of the Bresse-Timoshenko model [95]. Indeed, numerous investigators showed a real interest for this issue in past decades [14,210-214]. The reader may also refer to the paper by Hagedorn and Koval [215] who showed that the rotary inertia and shear effects create new instability regions, widen the pre-existent regions of instability, and cause a shift of the instability regions to the left in the stability chart. More specifically, Elishakoff et al. [92,93] demonstrated that the three versions of the Bresse-Timoshenko model lead, for small slenderness ratios, to regions of dynamic instabilities that are extremely close to each other. When the ratio increases, the models do not predict the same instability regions and the difference increases with the ratio.

The study of the response of a beam under random excitations in presence of different damping (Voigt, transverse and rotary viscous) has been widely investigated in the literature [181,216-220] considering the Bernoulli-Euler model [221] and more recently [181], the truncated version of the Bresse-Timoshenko model. Although the Bernoulli-Euler model and the Bresse-Timoshenko models provide both finite mean-square displacement, the Bresse-Timoshenko equation produces a finite mean-square stress, contrary to the classical Euler-Bernoulli theory.
One can determine the displacement for the three versions of the Bresse-Timoshenko model [91] and the previously mentioned kinds of damping. Thus, for a thin beam, the mean-square displacement is the same for the Bernoulli-Euler model and the Bresse-Timoshenko models. When the slenderness ratio increases, a difference between these approaches occurs.

2.2. Thick plate models for macrostructures

As explained in a previous chapter, the mechanical behavior of plate can be described by the Kirchhoff-Love theory for thin plates and different versions of the Uflyand-Mindlin plate theory for thick plates. In this section, we derive the different versions of the Uflyand-Mindlin plate theory: the Original Uflyand-Mindlin model (OUM), the Truncated Uflyand-Mindlin theory (TUM) and the Uflyand-Mindlin plate model based on slope inertia (SUM). Three kinds of derivations are considered: variational one for the OUM and SUM model, through the use of equilibrium equations for the TUM and OUM model and asymptotically for the TUM model.

The closed form solution is provided for a plate with all edges simply supported and for a plate with two opposite edges that are simply supported, an exact solution is proposed, obtained by using the Lévy’s method. A special notation will be adopted for the boundary conditions, commonly used in the literature [158,159,162,222]. Hereinafter, plates with two opposite edges simply supported at \( x = 0 \) and \( x = a \) will be considered and six cases will be studied: SSSS (all edges simply supported), SFSF (the edges \( y=0 \) and \( y=b \) are free), SFSF (the edges \( y=0 \) and \( y=b \) are free), SSSF (\( y=0 \) is simply supported, \( y=b \) is free), SSSC (\( y=0 \) is simply supported, \( y=b \) is clamped), SCSF (\( y=0 \) is clamped, \( y=b \) is free).
2.2.1. The different models

2.2.1.1. Original Uflyand-Mindlin

Considering a \(x, y, z\)-system of Cartesian coordinates and a rectangular plate of length \(a\), width \(b\) and uniform thickness \(h\), bending rigidity \(D = \frac{Eh^3}{12(1 - \nu^2)}\), as shown in Fig. 10.

![Fig. 10. Plate of dimensions \(a \times b \times h\) and rotations of a transverse normal about the y axis](image)

\(\psi_x\) and \(\psi_y\) are the bending rotations of a transverse normal about the \(x\) and \(y\) axes, respectively, as shown in Fig. 10.

First of all, the derivation of the original Uflyand-Mindlin through the use of equilibrium equations is proposed.

The three-dimensional equilibrium equations are:

\[
\begin{align*}
\frac{\partial \sigma_x}{\partial x} + \frac{\partial \tau_{yx}}{\partial y} + \frac{\partial \tau_{zx}}{\partial z} &= \rho \frac{\partial^2 u}{\partial t^2} \\
\frac{\partial \tau_{yx}}{\partial x} + \frac{\partial \sigma_y}{\partial y} + \frac{\partial \tau_{zy}}{\partial z} &= \rho \frac{\partial^2 v}{\partial t^2} \\
\frac{\partial \tau_{zx}}{\partial x} + \frac{\partial \tau_{yz}}{\partial y} + \frac{\partial \sigma_z}{\partial z} &= \rho \frac{\partial^2 w}{\partial t^2}
\end{align*}
\]

(2.73)

The bending and twisting moments and the transverse shearing forces are related to the normal and shear stresses as follows:

\[
\begin{pmatrix}
M_x \\
M_y \\
M_{yx}
\end{pmatrix}
= \int_{-h/2}^{h/2} \begin{pmatrix}
\sigma_x \\
\sigma_y \\
\tau_{yx}
\end{pmatrix} dz ; 
\begin{pmatrix}
Q_x \\
Q_y
\end{pmatrix}
= \int_{-h/2}^{h/2} \begin{pmatrix}
\tau_{zx} \\
\tau_{yz}
\end{pmatrix} dz
\]

(2.74)
Multiplying Eq. (2.73) by $z$, integrating over the plate thickness and substituting Eq. (2.74) yields:

$$
\frac{\partial M_x}{\partial x} + \frac{\partial M_{yx}}{\partial y} - Q_x = \frac{\rho h^3}{12} \frac{\partial^2 \psi_x}{\partial t^2}
$$

$$
\frac{\partial M_{yx}}{\partial x} + \frac{\partial M_y}{\partial y} - Q_y = \frac{\rho h^3}{12} \frac{\partial^2 \psi_y}{\partial t^2}
$$

$$
\frac{\partial Q_x}{\partial x} + \frac{\partial Q_y}{\partial y} = \rho h \frac{\partial^2 w}{\partial t^2}
$$

(2.75)

In the Mindlin’s [103] plate theory, the bending and twisting moments and the shear forces $Q_x$ and $Q_y$ are given by, for an isotropic material,

$$
M_x = D \left( \frac{\partial \psi_x}{\partial x} + \nu \frac{\partial \psi_y}{\partial y} \right); M_y = D \left( \frac{\partial \psi_y}{\partial y} + \nu \frac{\partial \psi_x}{\partial x} \right)
$$

$$
M_{yx} = \frac{D}{2} (1 - \nu) \left( \frac{\partial \psi_y}{\partial x} + \frac{\partial \psi_x}{\partial y} \right)
$$

$$
Q_x = \kappa G h \left( \psi_x + \frac{\partial w}{\partial x} \right); Q_y = \kappa G h \left( \psi_y + \frac{\partial w}{\partial y} \right)
$$

(2.76)

Substituting Eq. (2.76) into Eq. (2.75) yields to the equations of motion:

$$
\frac{D}{2} \left[ (1 - \nu) \nabla^2 \psi_x + (1 + \nu) \left( \frac{\partial^2 \psi_x}{\partial x^2} + \frac{\partial \psi_y}{\partial x \partial y} \right) \right] - \kappa G h \left( \psi_x + \frac{\partial w}{\partial x} \right) = \frac{\rho h^3}{12} \frac{\partial^2 \psi_x}{\partial t^2}
$$

$$
\frac{D}{2} \left[ (1 - \nu) \nabla^2 \psi_y + (1 + \nu) \left( \frac{\partial \psi_x}{\partial x \partial y} + \frac{\partial^2 \psi_y}{\partial y^2} \right) \right] - \kappa G h \left( \psi_y + \frac{\partial w}{\partial y} \right) = \frac{\rho h^3}{12} \frac{\partial^2 \psi_y}{\partial t^2}
$$

$$
\kappa G h \left( \nabla^2 w + \frac{\partial \psi_x}{\partial x} + \frac{\partial \psi_y}{\partial y} \right) = \rho h \frac{\partial^2 w}{\partial t^2}
$$

(2.77)

where $\nabla^2$ is the Laplace operator. After different manipulations of the equations of motion, it leads to the governing differential equation of the original Uflyand-Mindlin plate model

$$
D \nabla^4 w + \rho h \frac{\partial^2 w}{\partial t^2} - \rho \frac{h^3}{12} \left( 1 + \frac{12 D}{h^3 \kappa G} \right) \frac{\partial^2 w}{\partial t^2} \nabla^2 w + \rho h^3 \frac{1}{12} \frac{\partial^4 w}{\partial t^4} = 0
$$

(2.78)

Furthermore, as for beams and the original Bresse-Timoshenko model, the OUM model is also derived variationnally, as widely investigated in the literature [20,102,103,112-114,223,224].

The potential and kinetic energies of the plate are given by, respectively

$$
V = \int \left\{ \frac{1}{2} D \left( \frac{\partial \psi_x}{\partial x} + \frac{\partial \psi_y}{\partial y} \right)^2 - 2 (1 - \nu) \left[ \frac{\partial \psi_x}{\partial x} \frac{\partial \psi_y}{\partial y} - \frac{1}{4} \left( \frac{\partial \psi_x}{\partial y} + \frac{\partial \psi_y}{\partial x} \right)^2 \right] \right\} dxdy
$$

$$
+ \kappa G h \left( \frac{\partial w}{\partial x} + \psi_x \right)^2 + \left( \frac{\partial w}{\partial y} + \psi_y \right)^2 \right\} dxdy
$$

(2.79)
\[ T = \frac{1}{2} \iint_{\mathcal{D}} \rho h \left( \frac{\partial w}{\partial t} \right)^2 + \frac{\rho h^3}{12} \left\{ \left( \frac{\partial \psi_x}{\partial t} \right)^2 + \left( \frac{\partial \psi_y}{\partial t} \right)^2 \right\} dxdy \]  

(2.80)

where \( \mathcal{D} \) is the area of the mid-surface of the plate.

According to the Hamilton’s principle, one obtains the governing differential equation and the boundary conditions. For example, at the boundaries of the plate, for edges parallel to the x axis,

\[
D \left( \frac{\partial \psi_x}{\partial x} + v \frac{\partial \psi_y}{\partial y} \right) = 0 \text{ or } \psi_x
\]

\[
\frac{\partial \psi_x}{\partial y} + \frac{\partial \psi_y}{\partial x} = 0 \text{ or } \psi_y \text{ are specified}
\]  

(2.81)

\[
\kappa Gh \left( \psi_y + \frac{\partial w}{\partial y} \right) = 0 \text{ or } w
\]

Analogically to beams, a truncated version of the Uflyand-Mindlin plate model is proposed.

### 2.2.1.2. Truncated Uflyand-Mindlin plate theory

Extending the truncated Bresse-Timoshenko derivation to the case of thick plates, it is suggested to replace \( \frac{\partial^2 \psi_x}{\partial t^2} \) and \( \frac{\partial^2 \psi_y}{\partial t^2} \) in Eq. (2.77) by \( \frac{\partial^3 w}{\partial x \partial t^2} \) and \( \frac{\partial^3 w}{\partial y \partial t^2} \), respectively. Thus, it leads to the governing differential equation in displacement of the truncated Uflyand-Mindlin plate model:

\[
D \nabla^4 w + \rho h \frac{\partial^2 w}{\partial t^2} - \rho \frac{D}{\kappa G} \frac{\partial^2}{\partial t^2} \nabla^2 w = 0
\]  

(2.82)

As for beams, the asymptotic derivation of this truncated model is now proposed.

Start by the three-dimensional equilibrium equations for a plate:

\[
\left( \lambda_L + G \right) \left( \frac{\partial}{\partial x} \right) \left( \theta + \frac{\partial w}{\partial y} \right) + G \left( \nabla^2 + \frac{\partial^2}{\partial z^2} \right) \left( \frac{\partial^2}{\partial t^2} \right) \left( \begin{array}{c} u \\ v \\ w \end{array} \right) = \rho \frac{\partial^2}{\partial t^2} \left( \begin{array}{c} u \\ v \\ w \end{array} \right)
\]  

(2.83)

where \( \lambda_L \) is the Lamé coefficient and \( \theta \) is defined as

\[
\theta = \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y}
\]  

(2.84)
On the free surfaces, the normal and shear stresses vanish, resulting in
\[
\sigma_z \left( x, \frac{h}{2} \right) = \sigma_z \left( x, -\frac{h}{2} \right); \quad \sigma_{yz} \left( x, \frac{h}{2} \right) + \sigma_{yz} \left( x, -\frac{h}{2} \right) = 0 \tag{2.85}
\]

In the reduction method, the displacements are expanded in power series as follows:
\[
\theta = \sum_{k=0}^{\infty} \theta_k(x,y,t)z^k; \quad w = \sum_{k=0}^{\infty} w_k(x,y,t)z^k \tag{2.86}
\]

Substituting Eq. (2.86) into Eq. (2.85), it yields:
\[
\sum_{n=1}^{\infty} 2(\lambda_L + 2G)n \left( \frac{h}{2} \right)^{2n-1} w_{2n} + \lambda_L \left( \frac{h}{2} \right)^{2n-1} \theta_{2n-1} = 0
\]
\[
\nabla^2 w_0 + \sum_{n=1}^{\infty} \left\{ \left( \frac{h}{2} \right)^{2n} \nabla^2 w_{2n} + (2n-1) \left( \frac{h}{2} \right)^{2n-2} \theta_{2n-1} \right\} = 0
\]
\[
\left( G\nabla^2 - \rho \frac{\partial^2}{\partial t^2} \right) w_{2n} + (\lambda_L + 2G)(2n + 1)(2n + 2)w_{2n+2} + (\lambda_L + G)(2n + 1)\theta_{2n+1} = 0
\]
\[
\left( \lambda_L + G \right) 2n\nabla^2 w_{2n} + \left( \lambda_L + 2G \right) \nabla^2 \theta_{2n-1} + G2n(2n + 1)\theta_{2n+1}
\]
\[
= 0
\]
where \( c^2 = G/\rho \).

The variables are rewritten under the dimensionless form as follows:
\[
\bar{\theta} = L^n \theta_n; \quad \bar{w}_n = L^{n-1} w_n; \quad \bar{\nabla}^2 = L^2 \nabla^2; \quad \bar{h} = \frac{h}{2L}; \quad \bar{t} = \frac{htc}{2L^2} = \frac{\bar{h}tc}{2L} \tag{2.88}
\]

The two summations re-written as:
\[
\sum_{n=0}^{\infty} \left[ 2(\lambda_L + 2G)(n + 1)\bar{w}_{2n+2} + \lambda_L \bar{\theta}_{2n+1} \right] \bar{h}^{2n} = 0 \tag{2.89}
\]
\[
\nabla^2 \bar{w}_0 + \sum_{n=0}^{\infty} \left\{ \bar{h}^2 \nabla^2 \bar{w}_{2n+2} + (2n + 1)\bar{\theta}_{2n+1} \right\} \bar{h}^{2n} = 0
\]

At the fourth order
\[
2(\lambda_L + 2G) \left( \bar{w}_2 + 2\bar{w}_4 \bar{h}^2 + 3\bar{w}_6 \bar{h}^4 \right) + \lambda_L \left( \bar{\theta}_1 + \bar{\theta}_3 \bar{h}^2 + \bar{\theta}_5 \bar{h}^4 \right) = 0
\]
\[
\nabla^2 \left( \bar{w}_0 + \bar{h}^2 \bar{w}_2 + \bar{h}^4 \bar{w}_4 \right) + \bar{\theta}_1 + \bar{h}^2 3\bar{\theta}_3 + \bar{h}^4 5\bar{\theta}_5 = 0 \tag{2.90}
\]
Moreover, for any integer \( n \), the relationships between \( \bar{\omega}_{2n+3} \), \( \bar{\omega}_{2n+2} \) and \( \bar{\theta}_{2n+1} \) and between \( \bar{\theta}_{2n+3} \), \( \bar{\omega}_{2n+2} \) and \( \bar{\theta}_{2n+1} \) are, respectively:

\[
\bar{\theta}_{N+3} = \frac{1}{(N+3)(N+2)} \mathcal{A}_L^P \bar{\theta}_{N+1} + \frac{1}{N+3} \mathcal{B}_L^P \bar{\omega}_{N+2}; \quad N = 0, 2, 4, \ldots
\]

\[
\bar{\omega}_{N+2} = \frac{1}{(N+1)(N+2)} \mathcal{C}_L^P \bar{\omega}_{N} + \frac{1}{(N+2)} \mathcal{T}_L^P \bar{\theta}_{N+1}; \quad N = 0, 2, 4, \ldots
\]

Where the operators \( \mathcal{A}_L^P, \mathcal{B}_L^P, \mathcal{C}_L^P \) and \( \mathcal{T}_L^P \) are defined as follows:

\[
\mathcal{A}_L^P = - \left( \frac{\lambda + 2G}{G} \right) \bar{\omega}^2 - \bar{h}^2 \frac{\partial^2}{\partial t^2} \right] ; \quad \mathcal{B}_L^P = - \frac{\lambda L + G}{G} \bar{\omega}^2
\]

\[
\mathcal{C}_L^P = - \frac{G}{(\lambda + 2G)} \left[ \bar{\omega}^2 - \bar{h}^2 \frac{\partial^2}{\partial t^2} \right] ; \quad \mathcal{T}_L^P = - \frac{\lambda L + G}{(\lambda + 2G)} \left[ \bar{\omega}^2 - \bar{h}^2 \frac{\partial^2}{\partial t^2} \right]
\]

Substituting Eq. (2.91) into Eq. (2.90), it leads in two equations in \( \theta_1 \) and \( \bar{\omega}_0 \), expressed in a matrix form:

\[
\begin{pmatrix}
    M_{11} & M_{12} \\
    M_{21} & M_{22}
\end{pmatrix}
\begin{pmatrix}
    \bar{\omega}_0 \\
    \theta_1
\end{pmatrix} = \begin{pmatrix}
    0 \\
    0
\end{pmatrix}
\]

where the coefficients \( M_{11}, M_{12}, M_{21} \) and \( M_{22} \) are:

\[
M_{11} = -20(G - \lambda L) \frac{\partial^2}{\partial t^2} \bar{\omega}^2 \bar{h}^4 + (2G + 3\lambda L) \bar{\omega}^6 \bar{h}^4 + 120(2G + \lambda L) \left( \frac{\partial^2}{\partial t^2} \bar{\omega}^2 - \frac{\partial^2}{\partial t^2} \bar{\omega}^2 \right) - 20\lambda \bar{\omega}^4 \bar{h}^2
\]

\[
M_{12} = 20(4G + 3\lambda L) \bar{\omega}^4 \bar{h}^2 - 120(2G + \lambda L) - 20(3G + 2\lambda L) \frac{\partial^2}{\partial t^2} \bar{\omega}^4 \bar{h}^2 - (6G + 5) \bar{\omega}^4 \bar{h}^4
\]

\[
M_{21} = (2G + 3\lambda L) \bar{\omega}^6 \bar{h}^4 + 12\lambda L \left( \frac{\partial^2}{\partial t^2} \bar{\omega}^4 \bar{h}^2 \right)^2 - 24(2G + \lambda L) \bar{\omega}^2
\]

\[
M_{22} = 12(4G + 3\lambda L) \bar{\omega}^4 \bar{h}^2 - 12(2G + \lambda L) \frac{\partial^2}{\partial t^2} \bar{\omega}^4 \bar{h}^2 - (6G + 5\lambda L) \bar{\omega}^4 \bar{h}^4
\]

In order to have a nontrivial solution, the determinant of the matrix has to vanish. It results in governing differential equations at different orders:

0th order

\[
(\lambda L + G) \bar{\omega}^4 \bar{\omega}_0 + \frac{3}{4}(\lambda L + 2G) \frac{\partial^2}{\partial t^2} \bar{\omega}_0 = 0
\]
\[ \text{2}^{\text{nd}} \text{order} \]
\[
-10(3\lambda_L + 4G) \frac{\partial^2}{\partial t^2} \overline{\Omega}^2 \overline{W}_0 - 4(\lambda_L + G) \overline{\Omega}^6 \overline{W}_0 h^2 + 20(\lambda_L + G) \overline{\Omega}^4 \overline{W}_0
\]
\[
+ 15(\lambda_L + 2G) \frac{\partial^2 \overline{W}_0}{\partial t^2} = 0
\] (2.96)

Or, in the dimensional form:

\[ \text{0}^{\text{th}} \text{order} \]
\[
D \nabla^4 + \rho h \frac{\partial^2}{\partial t^2} = 0
\] (2.97)

\[ \text{2}^{\text{nd}} \text{order} \]
\[
D \nabla^4 + \rho h \frac{\partial^2}{\partial t^2} - \frac{2(2 - \nu) \rho h^3 \frac{\partial^2}{\partial t^2} \nabla^2 - D \frac{1}{20} \nabla^6 h^2 = 0
\] (2.98)

The equation at the zeroth order coincides with the traditional Kirchhoff-Love plate model valid for thin plates. Thus, this model is asymptotically consistent at the lowest order [225]. In an analogous reasoning to the one of the asymptotic beam derivation at the second order, as suggested in the literature [109], Eq. (2.96) is multiplied by \([1 + (\overline{h}^2 / 5) \overline{\Omega}^2]\) and neglecting the terms in \(h^4\) leads to:

\[
20(\lambda_L + G) \overline{\Omega}^4 \overline{W}_0 + [3(\lambda_L + 2G) - 10(3\lambda_L + 4G)] \overline{h}^2 \frac{\partial^2}{\partial t^2} \overline{\Omega}^2 \overline{W}_0
\]
\[
+ 15(\lambda_L + 2G) \frac{\partial^2 \overline{W}_0}{\partial t^2} = 0
\] (2.99)

Thus, using the dimensional variables, the equation is reduced to:

\[
D \nabla^4 + \rho h \frac{\partial^2}{\partial t^2} - \rho h^3 \frac{1}{12} \left[ 1 + \frac{12D}{\overline{h}^2 G} \frac{6 - \nu}{5} \right] \frac{\partial^2}{\partial t^2} \nabla^2 = 0
\] (2.100)

One recognize the governing differential equation of the truncated Uflyand-Mindlin plate model with a shear coefficient equal to \(\kappa = 5/(6 - \nu)\). Thus, the truncated Uflyand-Mindlin plate theory is asymptotically consistent.

As for beams and the Bresse-Timoshenko model, it is suggested to derive variationnally the Uflyand-Mindlin plate model through the same correction based on slope inertia done for the truncated approach.
2.2.1.3. Uflyand-Mindlin based on slope inertia

In the literature, it has been suggested to replace the kinetic energy given in Eq. (2.80) that overcorrects the shear effect by:

\[ T = \frac{1}{2} \int_D \rho h^3 \left[ \left( \frac{\partial^2 w}{\partial t \partial x} \right)^2 + \left( \frac{\partial^2 w}{\partial t \partial y} \right)^2 \right] + \rho h \left( \frac{\partial w}{\partial t} \right)^2 \, dx \, dy \tag{2.101} \]

Using Hamilton’s principle and integrating by parts, it yields to the equations of motion,

\[ \frac{D}{2} \left[ (1 - \nu) \nabla^2 \psi_x + (1 + \nu) \frac{\partial \Phi}{\partial x} \right] - \kappa G h \left( \psi_x + \frac{\partial w}{\partial x} \right) = 0 \tag{2.102} \]

\[ \frac{D}{2} \left[ (1 - \nu) \nabla^2 \psi_y + (1 + \nu) \frac{\partial \Phi}{\partial y} \right] - \kappa G h \left( \psi_y + \frac{\partial w}{\partial y} \right) = 0 \tag{2.103} \]

\[ \kappa G h (\nabla^2 w + \Phi) = \rho h \left( 1 - \frac{h^2}{12} \nabla^2 \right) \frac{\partial^2 w}{\partial t^2} \tag{2.104} \]

From Eqs. (2.102)-(2.104), one obtains the governing differential equation

\[ D \nabla^4 w + \rho h \frac{\partial^2 w}{\partial t^2} - \rho h^3 \left( 1 + \frac{12}{h^2} \frac{D}{\kappa G} \right) \frac{\partial^2}{\partial t^2} \nabla^2 w + \rho h^2 D \frac{\partial^2}{\partial t^2} \nabla^4 w = 0 \tag{2.105} \]

The fourth-order time derivative term in the original Uflyand-Mindlin equation is not present, replaced by a term, underlined in the equation.

For boundary conditions, for edges parallel to the x axis:

\[ D \left( \frac{\partial \psi_x}{\partial x} + \nu \frac{\partial \psi_y}{\partial y} \right) = 0 \text{ or } \psi_x \]

\[ \frac{\partial \psi_x}{\partial y} + \frac{\partial \psi_y}{\partial x} = 0 \text{ or } \psi_y \]

\[ \kappa G h \left( \psi_y + \frac{\partial w}{\partial y} \right) - \rho h^3 \frac{\partial^2 w}{\partial t^2 \partial y} = 0 \text{ or } w \tag{2.106} \]

It is worth noticing that the two first boundary conditions match with those of the original Uflyand-Mindlin plate model. For the last equation, used for instance for a free edge, the boundary conditions do not match. Thus the models differ in both the governing differential equation and the boundary conditions.
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2.2.2. Natural frequencies for the different Uflyand-Mindlin plate models

Three control parameters $\gamma_1, \gamma_2$ and $\gamma_3$ are introduced with $(\gamma_1, \gamma_2, \gamma_3)$ equals to $(1,0,0)$, $(0,0,1)$ and $(0,1,0)$ for the original Uflyand-Mindlin plate theory, the truncated Uflyand-Mindlin theory and the Uflyand-Mindlin model based on slope inertia, also denoted OUM, TUM and SUM, respectively. Thus, the equations of motion are rewritten in a general way as, setting $C = D(1 - \nu)/2$:

$$D \dot{\psi}_x + C \phi_y - \kappa^2 G h (\psi_x + w_x) = \gamma_1 \frac{\rho h^3}{12} \ddot{\psi}_x + \gamma_3 \frac{\rho h^3}{12} \frac{\partial^3 w}{\partial x \partial t^2}$$  \hspace{1cm} (2.107)

$$D \dot{\psi}_y - C \phi_x - \kappa^2 G h (\psi_y + w_y) = \gamma_1 \frac{\rho h^3}{12} \ddot{\psi}_y + \gamma_3 \frac{\rho h^3}{12} \frac{\partial^3 w}{\partial y \partial t^2}$$  \hspace{1cm} (2.108)

$$\kappa G h (\psi_{xx} + \psi_{yy} + w_{xx} + w_{yy}) = \left( \rho h - \gamma_2 \frac{\rho h^3}{12} \right) \ddot{w}$$  \hspace{1cm} (2.109)

where the function $\phi$ is introduced such as [226]:

$$\phi = \psi_{x,y} - \psi_{y,x}$$  \hspace{1cm} (2.110)

Differentiating Eqs. (2.107) and (2.108) with respect to $y$ and $x$, respectively and substracting Eq. (2.108) to Eq. (2.107), one obtains:

$$C \nabla^2 \phi - \kappa G h \phi = \gamma_1 \frac{\rho h^3}{12} \frac{\partial^2}{\partial t^2} \phi$$  \hspace{1cm} (2.111)

Moreover, the different governing differential equations of the three versions of the Uflyand-Mindlin plate model are written in the general form as follows [108,109]:

$$D \left( 1 + \gamma_2 \frac{\rho h^2}{12 \kappa G} \frac{\partial^2}{\partial t^2} \right) \nabla^4 w + \rho h \frac{\partial^2 w}{\partial t^2} - \frac{h^3}{12} \left( 1 + \frac{12}{h^3 \kappa G} \right) \frac{\partial^2}{\partial t^2} \nabla^2 \psi_x$$  \hspace{1cm} (2.112)

$$+ \gamma_1 \frac{\rho^2 h^3}{12 \kappa G} \frac{\partial^4 \psi_x}{\partial t^4} = 0$$

Thus, the system is described by two uncoupled equations Eqs. (2.111) and (2.112).

It is assumed that

$$\left( w; \psi_x; \psi_y; \phi \right)(x, y, t) = \left( \tilde{w}; \tilde{\psi}_x; \tilde{\psi}_y; \tilde{\phi} \right)(x, y) e^{i\omega t}$$  \hspace{1cm} (2.113)

Substituting Eq. (2.113) into Eqs. (2.111) and (2.112) leads to:

$$C \nabla^2 \tilde{\phi} - \left( \kappa^2 G h - \gamma_1 \frac{\rho h^3}{12} \omega^2 \right) \tilde{\phi} = 0$$  \hspace{1cm} (2.114)
\[
D \left( 1 - \frac{\rho h^2}{12\kappa^2 G} \omega^2 \gamma_2 \right) \nabla^4 \bar{w} + \rho \frac{h^3}{12} \left( 1 + \frac{12 D \kappa^2 G}{h^3} \right) \omega^2 \nabla^2 \bar{w} \\
+ \left( \gamma_1 \frac{\rho^2 h^3}{12\kappa^2 G} \omega^2 - \rho h \right) \omega^2 \bar{w} = 0
\]  

(2.115)

The rotation angles \( \psi_x \) and \( \psi_y \) are found from the transverse deflection \( w \) and the parameter \( \bar{\phi} \) by the following relationships:

\[
\left( \kappa G h - \gamma_1 \frac{\rho h^3}{12} \omega^2 \right) \bar{\psi}_x \\
= \frac{\partial}{\partial x} \left[ -\rho \omega^2 \frac{D \left( 1 - \gamma_2 \frac{h^2}{12} \right) \nabla^2}{\kappa G} - D \nabla^2 - \kappa G h + \gamma_3 \frac{\rho h^3}{12} \omega^2 \right] \bar{w} \\
+ C \frac{\partial \bar{\phi}}{\partial y}
\]  

(2.116)

\[
\left( \kappa^2 G h - \gamma_1 \frac{\rho h^3}{12} \omega^2 \right) \bar{\psi}_y \\
= \frac{\partial}{\partial y} \left[ -\rho \omega^2 \frac{D \left( 1 - \gamma_2 \frac{h^2}{12} \right) \nabla^2}{\kappa^2 G} - D \nabla^2 - \kappa^2 G h + \gamma_3 \frac{\rho h^3}{12} \omega^2 \right] \bar{w} \\
- C \frac{\partial \bar{\phi}}{\partial x}
\]  

(2.117)

2.2.2.1. Rectangular plates with four edges simply supported

A derivation of the solution for an all-round simply supported plate is proposed. In this case, analogically to beams, the solution is given by Navier [227]

\[ \bar{w}(x, y) = a \sin \left( \frac{m\pi y}{b} \right) \sin \left( \frac{n\pi x}{a} \right) \]  

(2.118)

where \( m \) and \( n \) are the number of half-waves in the \( x \) and \( y \)-direction, respectively.

Consider the following nondimensional quantities:

\[ \Omega = \omega b^2 \sqrt{\frac{\rho h}{D}}; \beta = \frac{E}{G(1 - \nu^2)}; \gamma = \eta b; \bar{n} = \frac{h}{a}; \xi = \frac{x}{a}; \chi = \frac{a}{b}; \nabla_{mn} = \pi^2 [\chi n^2 + m^2] \]  

(2.119)
Substituting Eq. (2.118) and (2.119) into Eq. (2.115),
\[
\bar{\nabla}_{mn}^2 - \chi^4 \Omega^2 \left[ 1 + \frac{\bar{\nabla}_{mn} \bar{h}^2}{12} \left( 1 + \frac{\beta}{\kappa^2} \right) + \frac{\bar{\nabla}_{mn}^2 \beta \bar{h}^4}{144 \kappa^2} \gamma_2 \right] + \frac{\beta \chi^8 \bar{h}^4}{144 \kappa^2} \gamma_1 \Omega^4 = 0
\] (2.120)

The solution of the original Uflyand-Mindlin plate problem is given by [110,228,229]:
\[
\Omega = \frac{12}{\chi^2 \bar{h}^2} \sqrt{\frac{\kappa^2}{2\beta}} \left( 1 + \frac{\bar{\nabla}_{mn} \bar{h}^2}{12} \left( 1 + \frac{\beta}{\kappa^2} \right) \right) \pm \sqrt{\left[ 1 + \bar{\nabla}_{mn} \frac{\bar{h}^2}{12} \left( 1 + \frac{\beta}{\kappa^2} \right) \right]^2 \frac{\beta \bar{h}^4}{36 \kappa^2} \bar{\nabla}_{mn}^2} \right)\right)}^{1/2}
\] (2.121)

There are two different solutions, and so two different branches of frequencies.

For the two other versions of the Uflyand-Mindlin (truncated and based on slope, the natural frequencies are given by:
\[
\Omega = \frac{\bar{\nabla}_{mn}}{\chi^2 \sqrt{1 + \frac{\bar{h}^2}{12} \left( 1 + \frac{\beta}{\kappa^2} \right) \bar{\nabla}_{mn} + \bar{\nabla}_{mn}^2 \frac{\beta \bar{h}^4}{144 \kappa^2} \gamma_2}}
\] (2.122)

Because the expression of the natural frequency has a positive additional term in the denominator, the Uflyand-Mindlin model based on slope inertia provides smaller values for natural frequencies than does the truncated Uflyand-Mindlin model. In contrast to the original model, the truncated theories lead to a single branch of natural frequencies. This result is also valid, as it will be shown hereinafter, for plates with simply supported two opposite edges.

For the Kirchhoff-Love plate model:
\[
\Omega_{KL} = \frac{\bar{\nabla}_{mn}}{\chi^2}
\] (2.123)
The Uflyand-Mindlin plate theories lead to smaller natural frequencies compared to the Kirchhoff-Love plate model. Indeed, when the rotary inertia and the shear effects are taken into account, the difference with the classical theory increases with the vibration mode number. For low orders of frequencies, the three versions of the Uflyand-Mindlin plate model provide the same natural frequencies. Although the original and truncated models lead to very similar results, the frequencies calculated from the model based on slope inertia are smaller than for the two other Uflyand-Mindlin plate models. The difference increases with the frequency.

A plate simply supported at all edges has already been investigated in the literature. Consequently, the results can be compared to the existing ones. Different models and method of resolution are considered: the Higher Order Shear Deformation Theory (HSDT) given by Shufrin [230], the two dimensional Rayleigh-Ritz method (2D Ritz) [231], the three dimensional Rayleigh-Ritz method [231], the Differential Quadrature Method (DQM) [232] and the analytical solution from the three dimensional elasticity equations [233], the three dimensional DQM and Rayleigh-Ritz methods providing the same results. The five first natural frequencies are listed in Table 8, as it has been done in the literature [109]. The aim of the numerical method is to confirm the results obtained via Eq. (2.121).

It is seen from Table 8 that the original Uflyand-Mindlin plate model provide results, close to those obtained by using the three dimensional methods. The numerical models (Rayleigh-Ritz method) lead to slightly bigger natural frequencies. Indeed, these models give an upper bound of the results. For high order of frequencies, the original Uflyand-Mindlin plate model has natural frequencies that are close to those of the higher-shear deformation theory, supposed to be naturally more accurate than the Uflyand-Mindlin plate models. However, compared to the exact three dimensional solution, the model based on slope inertia is better than the two other versions of the Uflyand-Mindlin plate model.

In any case, for the first natural frequencies, the three different versions of the Uflyand-Mindlin lead to similar results. It is worth noticing that, as it will be detailed before, the original model, because it contains a fourth order time derivative in the governing differential equations, has two branches of frequencies. The two other models (truncated and based on slope inertia) lead to only one branch.
<table>
<thead>
<tr>
<th>( (\chi \hat{h}) )</th>
<th>3D anal</th>
<th>KL</th>
<th>OUM</th>
<th>TUM</th>
<th>SUM</th>
<th>HSDT</th>
<th>2D [231]</th>
<th>3D DQM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>19.74</td>
<td>19.74</td>
<td>19.74</td>
<td>19.74</td>
<td>19.74</td>
<td>-</td>
<td>19.74</td>
<td>-</td>
</tr>
<tr>
<td>49.35</td>
<td>49.35</td>
<td>49.35</td>
<td>49.35</td>
<td>49.35</td>
<td>-</td>
<td>49.35</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>78.95</td>
<td>78.96</td>
<td>78.96</td>
<td>78.96</td>
<td>78.96</td>
<td>-</td>
<td>78.96</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>98.69</td>
<td>98.69</td>
<td>98.69</td>
<td>98.69</td>
<td>98.69</td>
<td>-</td>
<td>98.69</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>128.30</td>
<td>128.30</td>
<td>128.30</td>
<td>128.30</td>
<td>128.30</td>
<td>-</td>
<td>128.30</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>18.89</td>
<td>19.74</td>
<td>19.08</td>
<td>19.07</td>
<td>19.07</td>
<td>-</td>
<td>19.09</td>
<td>-</td>
</tr>
<tr>
<td>45.61</td>
<td>49.35</td>
<td>45.58</td>
<td>46.31</td>
<td>45.39</td>
<td>45.49</td>
<td>-</td>
<td>45.62</td>
<td>-</td>
</tr>
<tr>
<td>70.10</td>
<td>78.96</td>
<td>70.02</td>
<td>71.57</td>
<td>69.33</td>
<td>69.81</td>
<td>-</td>
<td>70.10</td>
<td>-</td>
</tr>
<tr>
<td>85.49</td>
<td>98.69</td>
<td>85.37</td>
<td>87.54</td>
<td>84.15</td>
<td>85.06</td>
<td>-</td>
<td>85.49</td>
<td>-</td>
</tr>
<tr>
<td>107.37</td>
<td>128.30</td>
<td>107.18</td>
<td>110.33</td>
<td>104.86</td>
<td>106.74</td>
<td>-</td>
<td>107.37</td>
<td>-</td>
</tr>
<tr>
<td>0.2</td>
<td>17.51</td>
<td>19.74</td>
<td>17.50</td>
<td>17.89</td>
<td>17.33</td>
<td>17.45</td>
<td>-</td>
<td>17.53</td>
</tr>
<tr>
<td>38.47</td>
<td>49.35</td>
<td>38.38</td>
<td>39.74</td>
<td>36.82</td>
<td>38.19</td>
<td>-</td>
<td>38.48</td>
<td>-</td>
</tr>
<tr>
<td>49.14</td>
<td>78.96</td>
<td>55.59</td>
<td>57.77</td>
<td>51.41</td>
<td>55.30</td>
<td>-</td>
<td>55.79</td>
<td>-</td>
</tr>
<tr>
<td>55.78</td>
<td>98.69</td>
<td>65.72</td>
<td>68.36</td>
<td>59.30</td>
<td>65.31</td>
<td>-</td>
<td>66.00</td>
<td>-</td>
</tr>
<tr>
<td>66.00</td>
<td>128.30</td>
<td>79.48</td>
<td>85.65</td>
<td>69.17</td>
<td>78.99</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 8. Comparison study of frequency parameters \( \Omega \) for an all edges simply supported squared plate [109]

### 2.2.2.2. Solutions for two opposite simply supported edges: Lévy’s approach

Consider a plate with simple supports along edges \( \xi = 0 \) and \( \xi = 1 \). In the Lévy approach (see for instance Chen and Liu [234], Szilard [235] and Jomehzadeh and Saidi [226]):

\[
\bar{w}(\xi, \eta) = \sum_{m=1}^{\infty} aW_m(\eta) \sin(m\pi\xi)
\]

\[
\bar{\psi}_x(\xi, \eta) = \sum_{m=1}^{\infty} \phi_x(\eta) \cos(m\pi\xi) \quad ; \quad \bar{\psi}_y(\xi, \eta) = \sum_{m=1}^{\infty} \phi_y(\eta) \sin(m\pi\xi)
\]
Substituting Eq. (2.124) into Eq. (2.110),
\[
\varphi(\xi, \eta) = \frac{1}{a} \sum_{m=1}^{\infty} \varphi_m(\eta) \cos(m\pi \xi) \tag{2.125}
\]

Using the non-dimensional parameters, substituting Eqs. (2.124) and (2.125) into Eqs. (2.114) and (2.115), it yields:
\[
\Lambda_1 \frac{d^4 W_m}{d\eta^4} + \Lambda_2 \frac{d^2 W_m}{d\eta^2} + \Lambda_3 W_m = 0 \tag{2.126}
\]
\[
\Lambda_4 \frac{d^2 \varphi_m}{d\eta^2} + \Lambda_5 \varphi_m = 0 \tag{2.127}
\]

where the different coefficients \(\Lambda_i\) \((i = 1, \ldots, 5)\) of the differential equation are given by
\[
\Lambda_1 = \chi^4 \left(1 - \gamma_2 \frac{\beta \chi^4 \tilde{R}^4}{144\kappa} - \Omega^2\right);
\]
\[
\Lambda_2 = \left[\chi^6 \Omega^2 \tilde{h}^2 \left(1 + \frac{\beta}{\kappa}\right) - 2(\chi m\pi)^2 \left(1 - \frac{\beta \chi^4 \tilde{R}^4}{144\kappa} \Omega^2 \gamma_2\right)\right]
\]
\[
\Lambda_3 = \left[(m\pi)^4 - \chi^4 \Omega^2 \left[(m\pi)^2 \frac{\beta \tilde{h}^2}{144\kappa} \gamma_2 + \frac{(m\pi)^2}{12} \left(1 + \frac{\beta}{\kappa}\right) + 1\right] + \frac{\beta \chi^6 \tilde{R}^4}{144\kappa} \gamma_1 \Omega^4\right]
\]
\[
\Lambda_4 = \beta \chi^2 \frac{\tilde{h}^2}{24} (1 - \nu) ; \Lambda_5 = - \left[(m\pi)^2 \frac{\beta \tilde{h}^2}{24} (1 - \nu) + \kappa - \gamma_1 \frac{\beta \chi^4 \tilde{R}^4}{144} \Omega^2\right]
\]

The non-dimensional rotations \(\tilde{\psi}_x\) and \(\tilde{\psi}_y\) are expressed, following Eqs. (2.116) and (2.117), respectively:
\[
\left(\kappa^2 - \gamma_1 \Omega^2 \beta \frac{\chi^4 \tilde{R}^4}{144}\right) \tilde{\psi}_x
\]
\[
= -m\pi \left[\frac{\beta^2 \chi^4 \tilde{R}^4}{144} \Omega^2 \frac{1}{\kappa} \left(1 + (m\pi)^2 \gamma_2\right) \frac{1}{12} - (m\pi)^2 \frac{\beta \tilde{h}^2}{12} + \kappa \right. 
\]
\[
- \gamma_3 \Omega^2 \beta \frac{\chi^4 \tilde{R}^4}{144} \frac{\beta^2 \chi^6 \tilde{h}^2}{1728} \Omega^2 \frac{1}{\kappa} \gamma_2 \frac{d^2 W_m}{d\eta^2} \right] 
\]
\[
+ \chi \beta \frac{\tilde{h}^2}{24} (1 - \nu) \frac{\partial \varphi_m}{\partial \eta} \tag{2.129}
\]
\[
\left( \kappa - \gamma_1 \Omega^2 \beta \frac{\chi^4 \bar{h}^4}{144} \right) \psi_y \\
= -\chi \frac{\partial}{\partial \eta} \left[ \frac{\beta^2 \chi^4 \bar{h}^4}{144} \Omega^2 \frac{1}{\kappa} \left( 1 + (m\pi)^2 \frac{\bar{h}^2}{12} \right) - (m\pi)^2 \frac{\beta \bar{h}^2}{12} + \kappa \right] \\
- \gamma_3 \Omega^2 \beta \frac{\chi^4 \bar{h}^4}{144} W_m + \left[ \chi^2 \frac{\beta \bar{h}^2}{12} - \frac{\beta^2 \chi^6 \bar{h}^6}{1728} \Omega^2 \frac{1}{\kappa} \gamma_2 \frac{d^2 W_m}{d\eta^2} \right] \\
+ m\pi \beta \frac{\bar{h}^2}{24} (1 - \nu) \phi_m
\]

(2.130)

First of all, the solutions of the governing differential equations are found by determining the roots of the characteristic polynomial of Eq. (2.126), given by:

\[
r^2 \pm = -\Lambda_2 \pm \sqrt{\Lambda_2^2 - 4\Lambda_1 \Lambda_3} \\
2\Lambda_1
\]

(2.131)

In the literature, two transition frequencies \( \Omega^+_c \) and \( \Omega^+_t \) have been introduced. \( r_- \) and \( r_+ \) being both positive, equal to \((m\pi/\alpha)\), for \( \Omega \) equal to 0, the transition frequencies are defined such as, for \( \Omega \) greater than \( \Omega^+_c \) and \( \Omega^+_t \), \( r_- \) and \( r_+ \) are imaginary number, respectively. \( \Omega^+_c \) and \( \Omega^+_t \) depend on the model, the boundary conditions, the geometric parameters such as the thickness ratio and for each model, these transition can occur only once. It has been shown in the literature [108] that whatever the frequency, for the truncated Uflyand-Mindlin plate model, \( r_+ \) is always real. The case of \( \Omega \) greater than \( \Omega^+_c \) and \( \Omega^+_t \) is often ignored in the literature. Hashemi and Arsanjani [162] for instance calculated only the first fr equencies, for which the transition frequencies are not reached.

Thus, different cases have to be considered following the value of the frequency \( \Omega \).

If \( \Omega \leq \Omega^-_* < \Omega^+_t \) then \( r_- \) and \( r_+ \) are both real. The solution of the differential equation is given by

\[
W_m(\eta) = C_1 \cosh r_+ \eta + C_2 \sinh r_+ \eta + C_3 \cosh r_- \eta + C_4 \sinh r_- \eta
\]

(2.132)

If \( \Omega^-_* < \Omega \leq \Omega^+_c \) then \( r_- \) is not real anymore and \( \cosh r_- \eta \) and \( \sinh r_- \eta \) are replaced by \( \cos \tilde{r}_- \eta \) and \( \sin \tilde{r}_- \eta \), respectively.
where $\tilde{r}_-$ and $\tilde{r}_+$ are defined as follows

$$
\tilde{r}_-^2 = \frac{\Lambda_2 + \sqrt{\Lambda_2^2 - 4\Lambda_1\Lambda_3}}{2\Lambda_1}; \tilde{r}_+^2 = \frac{\Lambda_2 - \sqrt{\Lambda_2^2 - 4\Lambda_1\Lambda_3}}{2\Lambda_1}
$$

(2.133)

If $\Omega^*_+ < \Omega^*_+ < \Omega$ then, $r_-$ and $r_+$ are both complex numbers. Thus, $\cosh r_-, \sinh r_-, \cosh r_+\eta$ and $\sinh r_+\eta$ are replaced by $\cos \tilde{r}_-\eta$, $\sin \tilde{r}_-\eta$, $\cos \tilde{r}_+\eta$ and $\sin \tilde{r}_-\eta$, respectively.

Thus, before calculating the natural frequencies of a plate, it is important to consider all the possible expression of the displacements. These expressions depend on the natural frequencies, function of $\chi$, the thickness ratio $h\bar{h}$, the mode shape number $m$, the shear coefficient $\kappa$ and the Poisson’s ratio $\nu$.

The roots of the characteristic equation Eq. (2.127) are:

$$
u_\pm = \pm \sqrt{\frac{\Lambda_5}{\Lambda_4}}
$$

(2.134)

Thus, $\varphi_m$ is expressed as follows [108,226]:

$$
\varphi_m(\eta) = C_5 \sinh u_+\eta + C_6 \cosh u_+\eta
$$

(2.135)

Each edge of the plate can be clamped, simply supported or free. The boundary conditions are given, for each of these cases, by

**Clamped:**

$$
w = 0; \psi_x = 0; \psi_y = 0
$$

(2.136)

**Simply supported:**

$$
w = 0; \frac{\partial \psi_y}{\partial y} + \nu \frac{\partial \psi_x}{\partial x} = 0; \psi_x = 0
$$

(2.137)

**Free:**

$$
\kappa G h \left( \psi_y + \frac{\partial w}{\partial y} \right) - \gamma^2 \frac{\rho h^3}{12} \omega^2 \frac{\partial w}{\partial y} = 0; \frac{\partial \psi_y}{\partial y} + \nu \frac{\partial \psi_x}{\partial x} = 0; \frac{1}{2} (1 - \nu) D \left( \frac{\partial \psi_x}{\partial y} + \frac{\partial \psi_y}{\partial x} \right) = 0
$$

(2.138)
2.2.2.2.1. Two opposite edges simply supported and two other edges both clamped or free

In these problems, the plate has two plans of symmetry with respect to the central axis. Thus, in this case, the $\xi$ axis is arbitrarily located at the center of the plate. This observation will help to considerably reduce the complexity and the calculation time in the determination of the natural frequencies.

First of all, the natural frequencies are obtained for a thin plate as the solutions of the following characteristic equations [108,158,229], for $m\pi < \Omega$:

- SCSC plate

$$2\Omega_1\Omega_2 \left[ 1 - \cosh \frac{\Omega_1}{\chi} \cos \frac{\Omega_2}{\chi} \right] + (\Omega_2^2 - \Omega_1^2) \sinh \frac{\Omega_1}{\chi} \sin \frac{\Omega_2}{\chi} = 0 \quad (2.139)$$

- SFSF plate

$$\left\{ \Omega_1^2 [k - (1 - \nu)(m\pi)^2]^4 - \Omega_2^2 [k + (1 - \nu)(m\pi)^2]^4 \right\} \sinh \frac{\Omega_1}{\chi} \sin \frac{\Omega_2}{\chi}$$

$$\quad + 2\Omega_1\Omega_2 \left[ (\Omega_1\Omega_2)^2 - \nu(1 - \nu)(m\pi)^4 \right] \left( 1 - \cosh \frac{\Omega_1}{\chi} \cos \frac{\Omega_2}{\chi} \right) = 0 \quad (2.140)$$

where

$$\Omega_1 = \frac{1}{b} \sqrt{(m\pi)^2 + \Omega^2}; \quad \Omega_2 = \frac{1}{b} \sqrt{(m\pi)^2 - \Omega^2}; \quad \bar{\Omega}_2 = \frac{1}{b} \sqrt{\Omega^2 - (m\pi)^2} \quad (2.141)$$

If $\Omega \leq m\pi$ then $\bar{\Omega}_2$, $\cos \left( \frac{\bar{\Omega}_2}{\chi} \right)$ and $\sin \left( \frac{\bar{\Omega}_2}{\chi} \right)$ are replaced by $\Omega_2$, $\cosh \left( \frac{\Omega_2}{\chi} \right)$ and $\sinh \left( \frac{\Omega_2}{\chi} \right)$, respectively.

For a thick plate, as explained before, there are two plans of symmetry. Thus, it is assumed that the displacement functions are either symmetric or antisymmetric with respect to the central axis. Thus, the two cases have to distinguished.
Symmetric modes
Restricting to this family of modes, the antisymmetric terms (in sine and hyperbolic sine) are deleted in the expression of the displacements. In other words, \( C_2, C_4 \) and \( C_5 \) are taken equal to zero. The edges \( \xi = -1/2 \) and \( \xi = 1/2 \) are simply supported. The two other edges, at \( \eta = -1/2 \) and \( \eta = 1/2 \) are clamped or free. Because the deflection it is worth noticing that \( W_m \) being symmetric, \( d^2 W / d\eta^2 \) is antisymmetric and it is deduced that the rotation \( \psi_y \) is also antisymmetric and so, from Eq. (2.130), \( \varphi_m \) is antisymmetric too. Thus, the displacement are expressed as follows:

- For \( \Omega \leq \Omega^<_L < \Omega^+_L \)
  \[
  W_m(\eta) = C_1 \cosh r_+ \eta + C_3 \cosh r_- \eta \\
  \varphi_m(\eta) = C_5 \sinh u_+ \eta
  \] (2.142)

  If \( \Omega^<_L < \Omega \) then \( \cosh r_- \eta \) is replaced by \( \cos \tilde{r}_- \eta \). If \( \Omega \) is greater than both \( \Omega^<_L \) and \( \Omega^+_L \), then \( \cosh r_- \eta \)
  and \( \cosh r_+ \eta \) are replaced by \( \cos \tilde{r}_- \eta \) and \( \cos \tilde{r}_+ \eta \), respectively.

Substituting the expressions of the displacements into the boundary equations, it leads to a system of three equations with three unknowns, written under the matrix form:

\[
Z_S(C_i)_{i=1,3,5} = 0
\] (2.143)

Where \( Z_S \) is a matrix \( 3 \times 3 \). In order to have a non trivial solution, the determinant of \( Z_S \) must vanish and it provides the natural frequencies of the plate.

It is found that the antisymmetric modes are obtained for odd values of \( n \).

Antisymmetric modes
Analogically to the symmetric modes, in this case, \( C_1, C_3 \) and \( C_6 \) vanish. The displacement is expressed as:

- \( \Omega \leq \Omega^<_L < \Omega^+_L \) then \( r_+^2 \geq 0; r_-^2 > 0 \).
  \[
  W_m(\eta) = C_2 \sinh r_+ \eta + C_4 \sinh r_- \eta \\
  \varphi_m(\eta) = C_6 \cosh u_+ \eta
  \] (2.144)

  If \( \Omega^<_L < \Omega \) then \( \sinh r_- \eta \) is replaced by \( \sin \tilde{r}_- \eta \). If \( \Omega \) is greater than both \( \Omega^<_L \) and \( \Omega^+_L \), then \( \sinh r_- \eta \)
  and \( \sinh r_+ \eta \) are replaced by \( \sin \tilde{r}_- \eta \) and \( \sin \tilde{r}_+ \eta \), respectively. Applying the boundary conditions, one obtains a system of three equations with three unknown, put under the matrix form:
Where $Z_{AS}$ is a matrix $3 \times 3$. In order to have a non trivial solution, the determinant of $Z_{AS}$ must vanishes leading to the natural frequencies of the plate.

It is found that the antisymmetric modes are obtained for even values of $n$.

Thus, the natural frequencies of the plate problem are the value of $\Omega$ for which for which two matrices $3 \times 3$ (namely 18 coefficients) vanish. For other sets of boundary conditions, as it will be seen hereinafter, the natural frequencies are calculating by vanishing the determinant of a matrix $6 \times 6$ (namely 36 coefficients). Thus, the distinction of the symmetric and antisymmetric modes, as [159] and Gorman [160,172] did reduces the calculation time and is a very efficient way to simplify the problem.

For a SCSC plate:

\[
Z_S = \begin{pmatrix}
\frac{C_r}{2} & \frac{C_r}{2} & 0 \\
H_1 + \frac{Cr}{2} & H_1 - \frac{Cr}{2} & -\frac{\beta}{m\pi} u_+ C\frac{u_+}{2} \\
H_1 + r S \frac{S r}{2} & H_1 - r S \frac{S r}{2} & -\frac{\beta}{m\pi} S \frac{u_+}{2}
\end{pmatrix}
\]

\[
Z_{AS} = \begin{pmatrix}
\frac{S r}{2} & \frac{S r}{2} & 0 \\
H_1 + S r \frac{S r}{2} & H_1 - S r \frac{S r}{2} & -\frac{\beta}{m\pi} u_+ S \frac{u_+}{2} \\
H_1 + r S \frac{C r}{2} & H_1 - r S \frac{C r}{2} & -\frac{\beta}{m\pi} C \frac{u_+}{2}
\end{pmatrix}
\]

where,

\[
H_1(x) = \frac{\beta^2 x^4 \hbar^4 \Omega^2}{144} \left[ \chi^2 x + (m\pi)^2 \right] \frac{\beta \hbar^2}{12} \left( 1 - \gamma_2 \Omega^2 \hbar^4 \chi^4 \frac{\beta}{144} \right) + \kappa^2
\]

\[
- \frac{\gamma_3 \Omega^2 \beta \chi^4 \hbar^4}{144}
\]

\[
H_2(x) = \chi \left( \kappa - \gamma_1 + \gamma_2 \frac{\beta \hbar^4 \chi^4}{144} \Omega^2 - H_1(x) \right)
\]

\[
H_3(x) = [\chi^2 x + \nu (m\pi)^2]
\]

\[
H_{i \pm} = H_i (-r^2) \quad H_{i \bar{\pm}} = H_i (\bar{r}^2) \quad H_{i \bar{\pm}} = H_i (-r^2) \quad H_{i \bar{\pm}} = H_i (\bar{r}^2) \quad (i = 1, 2, 3)
\]

\[
C_x = \cosh x ; S_x = \sinh x ; \bar{C}_x = \cos \bar{x} ; \bar{S}_x = \sin \bar{x} ; \beta = (1 - \nu) \frac{\beta \hbar^2}{24}
\]
For a SFSF plate:

\[
Z_{S} = \begin{pmatrix}
H_{3}H_{1}C_{r_{+}} & H_{3}H_{1}C_{r_{-}} & \bar{\beta}(1 - \nu)\chi m\pi u_{+}C_{u_{+}}/2 \\
H_{2}r_{+}S_{r_{+}} & H_{2}r_{-}S_{r_{-}} & mn\bar{\beta}S_{u_{+}}/2 \\
m\pi H_{1}r_{+}S_{r_{+}} & m\pi H_{1}r_{-}S_{r_{-}} & -\bar{\beta}/2 [\chi^2u_{+}^2 + (m\pi)^2]S_{u_{+}}/2
\end{pmatrix}
\]

\[
Z_{AS} = \begin{pmatrix}
H_{3}H_{1}S_{r_{+}} & H_{3}H_{1}S_{r_{-}} & \bar{\beta}(1 - \nu)\chi m\pi u_{+}S_{u_{+}}/2 \\
H_{2}r_{+}C_{r_{+}} & H_{2}r_{-}C_{r_{-}} & mn\bar{\beta}C_{u_{+}}/2 \\
m\pi H_{1}r_{+}C_{r_{+}} & m\pi H_{1}r_{-}C_{r_{-}} & -\bar{\beta}/2 (1 - \nu)[\chi^2u_{+}^2 + (m\pi)^2]C_{u_{+}}/2
\end{pmatrix}
\]

In both cases, if \(\Omega_{-} < \Omega\) then \(-r_{-}^2, C_{r_{-}}; r_{-}S_{r_{-}}; S_{r_{-}}\) and \(r_{-}C_{r_{-}}\) are replaced by \(\bar{r}_{-}^2, \bar{C}_{r_{-}}; -\bar{S}_{r_{-}}; \bar{S}_{r_{-}}\) and \(\bar{C}_{r_{-}}\), respectively. If if \(\Omega\) is greater than both \(\Omega_{-}\) and \(\Omega_{+}\) then \(r_{+}^2 < 0; r_{+}^2 < 0, -r_{+}^2, C_{r_{+}}; r_{+}S_{r_{+}}; S_{r_{+}}\) and \(r_{+}C_{r_{+}}\) are replaced by \(\bar{r}_{+}^2, \bar{C}_{r_{+}}; -\bar{S}_{r_{+}}; \bar{S}_{r_{+}}\) and \(\bar{C}_{r_{+}}\), respectively.

### 2.2.2.2.2. Two other opposite edges with differing boundary conditions

For a plate having two opposite edges that are simply supported and the two other that are different (SSSF, SSSC and SCF), the origin of the coordinate system is taken at a corner of the plate. Thus, the edges \(\xi = 0\) and \(\xi = 1\) are simply supported. The boundary conditions, three at each edge, are applied at \(\eta = 0\) and \(\eta = 1\). Thus, it results in a system of six equations, written under the matrix form as follows:

\[
Z(C_{i})_{i=1,2,3,4,5,6} = 0
\]

with \(Z\) is a matrix \(6 \times 6\). In order to have a non trivial solution, the determinant of \(Z\) must vanishes, leading to an exact equation. The roots of this equation are the natural frequencies.

The coefficients of the matrix \(Z\) have been given in the literature for different sets of boundary conditions for thin plates [158] and thick plates [108].

For a thin plate [158], for \(m\pi < \Omega\), the characteristic equations for the three different sets of boundary conditions are
\begin{align}
\Omega_2 [\Omega + (1 - \nu)(m\pi)^2] \sinh \frac{\Omega_1}{\chi} \cos \frac{\tilde{\Omega}_2}{\chi} & \notag \\
- \Omega_1 [k - (1 - \nu)(m\pi)^2] \cosh \frac{\Omega_1}{\chi} \sin \frac{\tilde{\Omega}_2}{\chi} & = 0 \tag{2.150}
\end{align}

\begin{align}
\Omega_1 \cosh \frac{\Omega_1}{\chi} \sin \frac{\tilde{\Omega}_2}{\chi} - \Omega_2 \sinh \frac{\Omega_1}{\chi} \cos \frac{\tilde{\Omega}_2}{\chi} & = 0 \tag{2.151}
\end{align}

\begin{align}
\Omega_3 \tilde{\Omega}_2 [\Omega^2 - (1 - \nu)(m\pi)^4] + (m\pi)^2 [(1 - 2\nu)\Omega^2 - (1 - \nu)^2 (m\pi)^4] \sinh \frac{\Omega_1}{\chi} \sin \frac{\tilde{\Omega}_2}{\chi} & \notag \\
+ \Omega_1 \tilde{\Omega}_2 [\Omega^2 - (1 - \nu)(m\pi)^4] \cosh \frac{\Omega_1}{\chi} \cos \frac{\tilde{\Omega}_2}{\chi} & = 0 \tag{2.152}
\end{align}

For each of these models, for \( \Omega \leq m\pi, \tilde{\lambda}, \sin(\tilde{\Omega}_2/\chi) \) and \( \cos(\tilde{\Omega}_2/\chi) \) are replaced by \( \Omega_2, \sin(\Omega_2/\chi) \) and \( \cos(\Omega_2/\chi) \), respectively Leissa [159].

For a SSSF plate,

- For \( \Omega \) smaller than both \( \Omega^t_- \) and \( \Omega^t_+ \).

\begin{align}
Z_{12} = H_{3+} H_{1+}; Z_{14} = H_{3-} H_{1-}; Z_{16} = \chi \beta (1 - \nu)m\pi u_+; Z_{21} = H_{2+} r_+; Z_{23} = H_{2-} r_-; Z_{25} = \beta m\pi; \notag \\
Z_{31} = -2 \chi m\pi r_+ H_{1+}; Z_{33} = -2 \chi m\pi r_- H_{1-}; Z_{35} = \beta [\chi^2 u_+^2 + (m\pi)^2]; Z_{41} = S_{r+}; Z_{42} = S_{r-}; Z_{43} = S_{r-}; Z_{44} = C_{r+}; \notag \\
Z_{51} = H_{3+} H_{1+} S_{r+}; Z_{52} = H_{3+} H_{1+} C_{r+}; Z_{53} = H_{3-} H_{1-} S_{r-}; Z_{54} = H_{3-} H_{1-} C_{r-}; Z_{55} = \beta (1 - \nu) m\pi u_+ S_{u_+}; Z_{56} = \beta (1 - \nu) m\pi u_+ C_{u_+}; Z_{61} = H_{1+} r_+; Z_{62} = H_{1+} r_+; Z_{63} = H_{1-} C_{r_+}; Z_{64} = H_{1-} C_{r_+}; Z_{65} = - \frac{\beta \chi}{m\pi} S_{u_+}; Z_{66} = \frac{\beta \chi}{m\pi} C_{u_+}; \notag \\
Z_{11} = Z_{13} = Z_{15} = Z_{22} = Z_{24} = Z_{26} = Z_{32} = Z_{34} = Z_{36} = Z_{45} = Z_{46} = 0 \tag{2.153}
\end{align}
\( \Omega < \Omega \) then the coefficients \( Z_{14}, Z_{23}, Z_{33}, Z_{43}, Z_{44}, Z_{55}, Z_{55}, Z_{65}, Z_{66} \) and \( Z_{64} \) are replaced by
\[
\begin{align*}
\tilde{Z}_{14} &= \tilde{H}_3 - \tilde{H}_1; \tilde{Z}_{23} = \tilde{H}_2 - \tilde{r}; \tilde{Z}_{33} = -2m \chi \tilde{H}_1 \tilde{r}; \tilde{Z}_{43} = \tilde{S}_r; \tilde{Z}_{44} = \tilde{C}_r \quad \text{(2.154)} \\
\tilde{Z}_{53} &= \tilde{H}_3 - \tilde{H}_1 \tilde{r}; \tilde{Z}_{54} = \tilde{H}_3 - \tilde{H}_1 \tilde{C}_r; \tilde{Z}_{63} = \tilde{H}_1 - \tilde{r}; \tilde{Z}_{64} = \tilde{H}_1 - \tilde{C}_r \\
\end{align*}
\]

For \( \Omega > \Omega_- \) and \( \Omega_+ \), the matrix \( Z \) is given by the coefficients \( \tilde{Z}_{ij} \) with \( \tilde{Z}_{14}, \tilde{Z}_{23}, \tilde{Z}_{33}, \tilde{Z}_{44}, \tilde{Z}_{53}, \tilde{Z}_{54}, \tilde{Z}_{63} \) and \( \tilde{Z}_{64} \) given in the previous equations and the other coefficient given by
\[
\begin{align*}
\tilde{Z}_{16} &= Z_{16}; \tilde{Z}_{25} = Z_{25}; \tilde{Z}_{35} = Z_{35}; \tilde{Z}_{55} = Z_{55}; \tilde{Z}_{56} = Z_{56}; \tilde{Z}_{65} = Z_{65}; \tilde{Z}_{66} = Z_{66} \\
Z_{12} &= \tilde{H}_3 + \tilde{H}_1; Z_{15} = \tilde{H}_2 + \tilde{r}; Z_{31} = -2m \chi \tilde{H}_1 \tilde{r}; Z_{41} = \tilde{S}_r \\
Z_{42} &= \tilde{C}_r; Z_{51} = \tilde{H}_3 + \tilde{H}_1 \tilde{S}_r; Z_{52} = \tilde{H}_3 + \tilde{H}_1 \tilde{C}_r; Z_{61} = \tilde{r} \tilde{H}_1 \tilde{S}_r; Z_{62} = \tilde{r} \tilde{H}_1 \tilde{C}_r \\
Z_{11} &= Z_{13} = Z_{15} = Z_{22} = Z_{24} = Z_{26} = Z_{32} = Z_{34} = Z_{36} = Z_{45} = Z_{46} = 0 \\
\end{align*}
\]

For a SSSC plate

For \( \Omega < \Omega_- \) and \( \Omega_+ \)
\[
\begin{align*}
Z_{12} &= Z_{14} = 1; Z_{16} = Z_{11} = Z_{13} = Z_{15} = Z_{21} = Z_{23} = Z_{25} = Z_{32} = Z_{34} = Z_{36} \\
&= Z_{45} = Z_{46} = 0 \\
Z_{22} &= H_3 + H_1; Z_{24} = H_3 - H_1; Z_{26} = \tilde{\beta}(1 - \nu) m \pi u_+; Z_{32} = H_1; Z_{34} = H_1; Z_{36} \\
&= -\tilde{\beta} \frac{m \pi}{\chi} \\
Z_{41} &= S_r; Z_{42} = C_r; Z_{43} = S_r; Z_{44} = C_r; Z_{51} = H_1 + S_r; Z_{52} = H_1 + C_r; Z_{53} \\
&= H_1 - S_r \\
Z_{54} &= H_1 - C_r; Z_{55} = -\tilde{\beta} \frac{m \pi}{\chi} u_+ S_r; Z_{56} = -\tilde{\beta} \frac{m \pi}{\chi} u_+ C_r; Z_{61} = H_1 + r_+ C_r; Z_{62} \\
&= H_1 + r_+ S_r; \\
Z_{63} &= H_1 + r_+ C_r; Z_{64} = H_1 + r_+ S_r; Z_{65} = -\tilde{\beta} \frac{m \pi}{\chi} C_r; Z_{66} = -\tilde{\beta} \frac{m \pi}{\chi} S_r \\
\end{align*}
\]

60
\( \Omega_- < \Omega \leq \Omega_+ \) then the coefficients \( \tilde{Z}_{24}, \tilde{Z}_{34}, \tilde{Z}_{43}, \tilde{Z}_{44}, \tilde{Z}_{53}, \tilde{Z}_{54}, \tilde{Z}_{63} \) and \( \tilde{Z}_{64} \) are replaced by

\[
\begin{align*}
Z_{24} &= \bar{H}_3 \tilde{R}_1 ; Z_{34} = \bar{R}_1 \tilde{H}_1 ; Z_{43} = S_{r_+} ; Z_{44} = \tilde{C}_{r_-} \\
Z_{53} &= \bar{R}_1 \tilde{S}_{r_-} ; Z_{54} = \bar{R}_1 \tilde{c}_{r_-} ; Z_{63} = \bar{R}_1 \tilde{r_-} \tilde{c}_{r_-} ; Z_{64} = -\bar{R}_1 \tilde{r_-} \tilde{S}_{r_-}
\end{align*}
\]  

(2.157)

• For \( \Omega \) greater than both \( \Omega_- \) and \( \Omega_+ \), the matrix \( Z \) is given by the coefficients \( \tilde{Z}_{ij} \) with \( \tilde{Z}_{24}, \tilde{Z}_{34}, \tilde{Z}_{43}, \tilde{Z}_{44}, \tilde{Z}_{53}, \tilde{Z}_{54}, \tilde{Z}_{63} \) and \( \tilde{Z}_{64} \) given in the previous equations and the other coefficient given by

\[
\begin{align*}
Z_{26} &= Z_{26} ; Z_{36} = Z_{36} ; Z_{55} = Z_{55} ; Z_{56} = Z_{56} ; Z_{65} = Z_{65} ; Z_{66} = Z_{66} \\
Z_{22} &= \bar{R}_3 \bar{R}_1 ; Z_{32} = \bar{R}_1 \tilde{H}_1 \\
Z_{41} &= \tilde{S}_{r_+} ; Z_{42} = \tilde{c}_{r_+} ; Z_{51} = \bar{H}_1 \tilde{S}_{r_+} ; Z_{52} = \bar{H}_1 \tilde{c}_{r_+} ; Z_{61} = \bar{H}_1 \tilde{r_+} \tilde{c}_{r_+} ; Z_{62} = -\bar{H}_1 \tilde{r_+} \tilde{S}_{r_+}
\end{align*}
\]  

(2.158)

For a SCSF plate, the edges \( \eta = 0 \) and \( \eta = 1 \) are taken free and clamped, respectively. The coefficients of the matrix \( Z \) are

• For \( \Omega \) smaller than both \( \Omega_- \) and \( \Omega_+ \)

\[
\begin{align*}
Z_{12} &= H_3 \tilde{H}_1 ; Z_{14} = H_3 \tilde{H}_1 ; Z_{16} = \chi \tilde{\beta} (1 - \nu) m \omega u_+ ; Z_{21} = \bar{H}_2 r_+ ; Z_{23} = \bar{H}_2 r_- ; Z_{25} = m \pi \tilde{\eta} \\
Z_{31} &= -2 \chi m \pi H_1 r_+ ; Z_{33} = -2 \chi m \pi H_1 r_- ; Z_{35} = \tilde{\beta} \chi^2 u_+^2 + (m \pi)^2 ; Z_{41} = S_{r_+} ; Z_{42} = C_{r_+} \\
Z_{43} &= S_{r_-} ; Z_{44} = C_{r_-} ; Z_{51} = H_1 \tilde{S}_{r_+} ; Z_{52} = H_1 \tilde{C}_{r_+} ; Z_{53} = H_1 \tilde{S}_{r_-} ; Z_{54} = H_1 \tilde{C}_{r_-} ; Z_{55} = -\tilde{\beta} \chi u_+ S_{u_+} ; Z_{56} = -\tilde{\beta} \chi u_+ C_{u_+} ; Z_{61} = H_1 r_+ C_{r_+} ; Z_{62} = H_1 r_- S_{r_+} ; Z_{63} = H_1 r_- C_{r_-} ; Z_{64} = -\tilde{\beta} \chi C_{u_+} ; Z_{66} = -\tilde{\beta} \chi S_{u_+}
\end{align*}
\]  

(2.159)

\[ Z_{11} = Z_{13} = Z_{22} = Z_{24} = Z_{26} = Z_{32} = Z_{34} = Z_{36} = Z_{45} = Z_{46} = 0 \]
For $\Omega^L < \Omega$ the coefficients $Z_{14}, Z_{23}, Z_{33}, Z_{43}, Z_{44}, Z_{53}, Z_{54}, Z_{63}$, and $Z_{64}$ are replaced by

$$Z_{14} = \tilde{H}_3 - \tilde{H}_1; \ Z_{23} = \tilde{H}_2 - \tilde{r}_r; \ Z_{33} = -2m\pi \chi \tilde{H}_1 - \tilde{r}_r; \ Z_{43} = \tilde{s}_r; \ Z_{44} = \tilde{c}_r$$
$$Z_{53} = \tilde{H}_1 - \tilde{s}_r; \ Z_{54} = \tilde{H}_1 - \tilde{c}_r; \ Z_{63} = -\tilde{H}_1 - \tilde{r}_r; \ Z_{64} = \tilde{c}_r$$

(2.160)

For $\Omega$ greater than both $\Omega^L$ and $\Omega^L$, the matrix $Z$ is given by the coefficients $Z_{ij}$ with $Z_{24}, Z_{34}, Z_{43}, Z_{44}, Z_{53}, Z_{54}, Z_{63}$ and $Z_{64}$ given in the previous equations and the other coefficient given by

$$Z_{16} = Z_{16}; \ Z_{25} = Z_{25}; \ Z_{35} = Z_{35}; \ Z_{55} = Z_{55}; \ Z_{56} = Z_{56}; \ Z_{65} = Z_{65}; \ Z_{66} = Z_{66}$$
$$Z_{12} = \tilde{H}_3 + \tilde{H}_1; \ Z_{21} = \tilde{H}_2 + \tilde{r}_r; \ Z_{31} = -2m\pi \chi \tilde{H}_1 + \tilde{r}_r; \ Z_{41} = \tilde{s}_r; \ Z_{42} = \tilde{c}_r$$
$$Z_{51} = \tilde{H}_1 + \tilde{s}_r; \ Z_{52} = \tilde{H}_1 + \tilde{c}_r; \ Z_{61} = \tilde{H}_1 + \tilde{r}_r; \ Z_{62} = -\tilde{H}_1 + \tilde{r}_r \tilde{s}_r$$
$$Z_{11} = Z_{13} = Z_{15} = Z_{22} = Z_{24} = Z_{26} = Z_{32} = Z_{34} = Z_{36} = Z_{45} = Z_{46} = 0$$

(2.161)

2.2.2.2.3. Discussion

The five first non-dimensional natural frequencies $\Omega$ for plates having two edges that are simply supported are calculated in Tables 9-11 for the six different sets of boundary conditions for a Poisson's ratio taken equal to 0.3. Two aspect ratios are considered, equal to unity and two, respectively. In order to study the effect of rotary inertia and shear effects that increase with the thickness ratio of the plate, the frequencies are obtained for three different thickness ratios are considered: $\tilde{h} = 0.01$ (thin plate), $\tilde{h} = 0.1$ and $\tilde{h} = 0.2$. The results have been validated by comparing with those obtained found in the literature (Leissa [159] for the Kirchhoff-Love thin plate theory, Wang and Wang [229] and Hashemi and Arsanjani [162] for the original Uflyand-Mindlin thick plate model).

The shear correction factor has been taken equal to 0.8667 in order to perform the comparison. However, different values could be considered [108]: $\pi^2/12$ [103,104], 0.822, 0.88 [236,237]. In the present thesis, the shear coefficient has been determined as a function of the Poisson’s ratio through an asymptotic analysis. The comparison of the natural frequencies for different coefficients shows that the results are extremely similar when it is selected among one of the previously cited values.
In this thesis, all the results are calculated from the closed-form solution for a plate with all edges simply supported and from an exact solution for a plate having two opposite edges that are simply supported. Thus, their accuracy is maximal.

First of all, it is seen in the different tables that whatever the boundary conditions, the thickness ratio or the aspect ratio, the non-dimensional fundamental frequency of a square plate is nearly the same between the different Uflyand-Mindlin plate models. Thus, Fig. 11 depicts the fundamental frequency for a square plate with a thickness ratio of 0.1 and Figs. 12 and 13 show the non-dimensional fundamental frequency for a SCSC plate and various couples $\left(\tilde{h}, \chi\right)$.

![Fig. 11. Nondimensional fundamental frequency determined through the three Uflyand-Mindlin plate models (original, truncated and based on slope inertia) for different boundary conditions, with $\tilde{h} = 0.1, \chi = 1$](image-url)
Fig. 12. Nondimensional fundamental frequency obtained through the KL model and the three Uflyand-Mindlin plate models (original, truncated and based on slope inertia) and considering different thickness ratios for a square SCSC plate.

For higher order of natural frequencies, it is seen that the Uflyand-Mindlin plate model based on slope inertia leads to smaller natural frequencies compared to the ones determined through the truncated model. This has already been observed and explained a plate, simply supported at all edges, by comparing the closed form expression of the frequencies (see Eq. (2.122)).
Moreover, it appears interesting to compare the influence of the thickness ratio, associated to the rotary inertia and the shear effects, on the natural frequencies calculated in the different Uflyand-Mindlin plate models. In this purpose, for each boundary condition, the aspect ratio is taken constant and the non-dimensional natural frequencies are determined for a thickness ratio \( \overline{h} \) equal to 0.01, 0.1, and 0.2. For a thickness ratio equal to 0.01, the plate is thin, the rotary inertia and the shear effects are not important: the results of the Uflyand-Mindlin plate models are close to those of the Kirchhoff-Love plate model obtained by Leissa [158]. When the thickness ratio increases, the rotary inertia and the shear effect become important and cannot be ignored. A difference occurs between the Kirchhoff-Love plate model and the thick plate model. This difference increase with the order of the frequency and the thickness ratio.

Now, to compare the influence of the boundary conditions on the natural frequencies of the plate, the thickness and aspect ratios are arbitrarily taken equal to 0.2 and 1 (thick square plate). It is seen in Tables 9-11 that the difference between the different models, whatever the considered boundary conditions increases with the mode number and the natural frequency strongly depends on the boundary conditions. Thus, \( \Omega_{SFSF} < \Omega_{SSSF} < \Omega_{SCSF} < \Omega_{SSSS} < \Omega_{SSSC} < \Omega_{SCSC} \), as shown in Fig. 11. Indeed, an edge that is clamped has more constraints than a simply supported edge, itself being having more constraints than a free edge. A decrease of the constraints results in a decrease of the rigidity of the plate. The natural frequency depends on the flexibility of the plate. Consequently, the choice of the boundary conditions is extremely important and has a huge impact on the mechanical behavior in vibration of the plate.

Furthermore, a comparison of the natural frequencies calculated for an aspect ratio equal to unity and two, for a constant thickness ratio, show that, whatever the boundary conditions, the frequencies decrease with the aspect ratio.

Thus, three different versions of the Uflyand-Mindlin plate models (original, truncated and based on slope inertia) have been derived. The well-known original model is derivable from the equilibrium equations and variationally. Scientists suggested that it overcorrects the shear effect and the truncated model has been developed. This truncated theory is derived through the use of equilibrium equations. It is shown that it is asymptotically consistent at the second order. The variational derivation of this truncated results in a Uflyand-Mindlin plate model based on slope inertia, only derived variationally and is not asymptotically consistent, whatever the considered order.
For each of these models, the first five natural frequencies have been calculated for a plate having two opposite edges that are simply supported. For the fundamental natural frequencies, the three models match. However, for higher order of frequencies, a difference occurs. This difference increases with the aspect ratio, the ratio of frequency and strongly depends on the boundary conditions. Thus, when the flexural rigidity of the plate increases, the natural frequencies decrease whereas the difference between the models increases.

<table>
<thead>
<tr>
<th>χ</th>
<th>h = 0.01</th>
<th>h = 0.1</th>
<th>h = 0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>OUM TUM SUM</td>
<td>OUM TUM SUM</td>
<td>OUM TUM SUM</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>99.96 99.96 99.96</td>
<td>96.68 96.65 96.61</td>
<td>88.68 88.30 87.81</td>
</tr>
<tr>
<td>99.91 99.91 99.91</td>
<td>92.37 92.19 91.97</td>
<td>77.78 76.54 74.62</td>
<td></td>
</tr>
<tr>
<td>99.85 99.86 99.86</td>
<td>88.68 88.29 87.81</td>
<td>70.40 68.50 65.11</td>
<td></td>
</tr>
<tr>
<td>99.82 99.82 99.82</td>
<td>84.47 85.96 85.26</td>
<td>66.59 64.37 60.08</td>
<td></td>
</tr>
<tr>
<td>99.77 99.77 99.77</td>
<td>83.53 82.78 81.73</td>
<td>61.94 59.36 46.22</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>99.91 99.91 99.91</td>
<td>92.37 92.19 91.97</td>
<td>77.78 76.54 74.62</td>
</tr>
<tr>
<td>99.85 99.86 99.86</td>
<td>88.68 88.30 87.81</td>
<td>70.40 68.50 65.10</td>
<td></td>
</tr>
<tr>
<td>99.77 99.77 99.77</td>
<td>83.53 82.78 81.73</td>
<td>61.94 59.37 53.91</td>
<td></td>
</tr>
<tr>
<td>99.70 99.70 99.70</td>
<td>80.08 79.04 77.49</td>
<td>57.10 54.21 47.49</td>
<td></td>
</tr>
<tr>
<td>99.65 99.65 99.65</td>
<td>77.97 76.54 74.62</td>
<td>54.16 51.12 43.62</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>99.93 99.93 99.93</td>
<td>92.36 92.28 92.17</td>
<td>77.73 77.14 76.59</td>
</tr>
<tr>
<td>99.87 99.87 99.87</td>
<td>89.98 89.76 89.53</td>
<td>73.32 71.99 70.16</td>
<td></td>
</tr>
<tr>
<td>99.83 99.83 99.83</td>
<td>85.79 85.52 85.20</td>
<td>65.00 63.42 61.77</td>
<td></td>
</tr>
<tr>
<td>( \chi )</td>
<td>( \tilde{h} = 0.01 )</td>
<td>( \tilde{h} = 0.1 )</td>
<td>( \tilde{h} = 0.2 )</td>
</tr>
<tr>
<td>-------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td></td>
<td>OUM</td>
<td>TUM</td>
<td>SUM</td>
</tr>
<tr>
<td>1</td>
<td>99.94</td>
<td>99.90</td>
<td>99.91</td>
</tr>
<tr>
<td></td>
<td>99.76</td>
<td>99.69</td>
<td>99.68</td>
</tr>
<tr>
<td>S</td>
<td>99.68</td>
<td>99.70</td>
<td>99.68</td>
</tr>
<tr>
<td>F</td>
<td>99.89</td>
<td>99.89</td>
<td>99.89</td>
</tr>
<tr>
<td></td>
<td>99.78</td>
<td>99.78</td>
<td>99.77</td>
</tr>
<tr>
<td>2</td>
<td>99.54</td>
<td>99.54</td>
<td>99.54</td>
</tr>
<tr>
<td></td>
<td>99.33</td>
<td>99.35</td>
<td>99.33</td>
</tr>
<tr>
<td>S</td>
<td>99.84</td>
<td>99.85</td>
<td>99.85</td>
</tr>
<tr>
<td>F</td>
<td>99.47</td>
<td>99.49</td>
<td>99.47</td>
</tr>
<tr>
<td></td>
<td>99.78</td>
<td>99.78</td>
<td>99.78</td>
</tr>
<tr>
<td></td>
<td>$\chi$</td>
<td>$\bar{h} = 0.01$</td>
<td>$\bar{h} = 0.1$</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>OUM</td>
<td>TUM</td>
<td>SUM</td>
</tr>
<tr>
<td>S SF</td>
<td>1</td>
<td>99.97</td>
<td>99.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>99.89</td>
<td>99.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td>99.86</td>
<td>99.86</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>99.82</td>
<td>99.82</td>
</tr>
<tr>
<td></td>
<td></td>
<td>99.81</td>
<td>99.82</td>
</tr>
<tr>
<td>S S S C</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>99.75</td>
<td>99.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>99.78</td>
<td>99.78</td>
</tr>
</tbody>
</table>

Table 10. First natural frequencies of a SFSF and a SSSF plate considering the KL, OUM, TUM and SUM theories for different aspect and thickness ratios ($\kappa = 0.86667; \nu = 0.3$)
<table>
<thead>
<tr>
<th>S</th>
<th>C</th>
<th>1</th>
<th>99.87</th>
<th>99.87</th>
<th>99.88</th>
<th>96.45</th>
<th>96.64</th>
<th>96.41</th>
<th>89.64</th>
<th>90.18</th>
<th>89.23</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>99.78</td>
<td>99.79</td>
<td>99.79</td>
<td>92.14</td>
<td>92.69</td>
<td>91.95</td>
<td>78.29</td>
<td>79.30</td>
<td>76.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>99.86</td>
<td>99.87</td>
<td>99.87</td>
<td>92.82</td>
<td>92.91</td>
<td>92.51</td>
<td>79.26</td>
<td>78.85</td>
<td>76.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>99.75</td>
<td>99.75</td>
<td>99.75</td>
<td>88.82</td>
<td>89.04</td>
<td>88.25</td>
<td>71.48</td>
<td>71.08</td>
<td>67.73</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>99.75</td>
<td>99.75</td>
<td>99.75</td>
<td>86.95</td>
<td>87.55</td>
<td>86.26</td>
<td>67.53</td>
<td>68.03</td>
<td>63.56</td>
</tr>
<tr>
<td>S</td>
<td>F</td>
<td>2</td>
<td>99.68</td>
<td>99.68</td>
<td>99.72</td>
<td>92.79</td>
<td>93.43</td>
<td>92.72</td>
<td>81.03</td>
<td>82.56</td>
<td>80.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>99.70</td>
<td>99.70</td>
<td>99.78</td>
<td>89.75</td>
<td>90.24</td>
<td>89.38</td>
<td>73.97</td>
<td>74.29</td>
<td>71.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>99.66</td>
<td>99.67</td>
<td>99.68</td>
<td>82.02</td>
<td>83.50</td>
<td>81.01</td>
<td>58.59</td>
<td>61.10</td>
<td>58.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>99.61</td>
<td>99.61</td>
<td>99.64</td>
<td>84.25</td>
<td>84.37</td>
<td>83.09</td>
<td>64.44</td>
<td>63.38</td>
<td>65.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>99.40</td>
<td>99.41</td>
<td>99.41</td>
<td>78.32</td>
<td>79.30</td>
<td>76.80</td>
<td>55.26</td>
<td>56.47</td>
<td>59.51</td>
</tr>
</tbody>
</table>

Table 11. First natural frequencies of a SSSC and SCSF plate considering the KL, OUM, TUM and SUM theories for different aspect and thickness ratios ($\kappa = 0.86667; \nu = 0.3$)
3. NONLOCAL PHENOMENOLOGICAL MODELS: ASYMPTOTIC AND ENGINEERING APPROACHES

As explained in the first chapter constituting a review of the different results existing in the literature, for nanomaterials such as carbon nanotubes or graphene nanoplates, different small scale effects (for instance the interatomic interactions) have to be taken into account. Thus, the classical local theories are not sufficient to describe the mechanical behavior of beams and plates and there is a real need to develop nonlocal theories that do not ignore those effects. In this chapter, two kinds of theories are presented.

The first approach is the asymptotic approach. The local asymptotic model for beams and plates has been derived at the lowest and second order in the previous chapter. It has been shown that the local Bernoulli-Euler beam model and the Kirchhoff-Love plate model and the truncated Bresse-Timoshenko and Uflyand-Mindlin models are asymptotically consistent at the zeroth and second order, respectively. Nevertheless, the asymptotic justification of these nonlocal beam models is still missing. Thus, one of the objective of the present chapter is to extend the asymptotic derivation of asymptotic beam and plate models by taking into account the nonlocal effect [238,239]. For both beams and plates models, three different nonlocal asymptotic approaches will be considered.

Furthermore, in the literature, the original and the truncated Bresse-Timoshenko and Uflyand-Mindlin theories have been derived by taking into account the nonlocal effect. These models are called fourth order phenomenological models. Indeed, they are derived from a postulated nonlocal constitutive laws following the gradient formulation of the stress-strain relationship given by Eringen and they lead to a governing differential equation containing only fourth order derivative terms in time or following \( x \) or \( y \). Thus, in this chapter, the different Bresse-Timoshenko and Uflyand-Mindlin models (original, truncated and based on slope inertia) are derived. For thin beams and plates, it is also proposed an alternative sixth order phenomenological model.
The natural frequencies will be determined for simply supported carbon nanotubes and nanoplates, using the different values of parameters given in the literature and the different approaches will be compared.

3.1. Different beam models

3.1.1. Asymptotic derivation of nonlocal beam models

Three different nonlocal asymptotic models, different in the postulated stress-displacement partial differential equations are considered. Indeed, for a beam, the nonlocality in the relation can be along the horizontal, the vertical or both directions. These three cases have to be studied and none of them should be ignored.

3.1.1.1. Asymptotic model with a partial nonlocality along the horizontal direction

Consider the same beam as in the previous chapter, with a width \(b\), thickness \(h\) and a length \(L\). It is assumed that the nonlocal characteristic length \(\eta\) is such as \(\eta \ll h \ll L\).

The nonlocal stress-displacement partial differential equations are:

\[
\left(1 - \eta^2 \frac{\partial^2}{\partial x^2}\right)\sigma_x = \frac{E}{(1 - \nu^2)} \left(\frac{\partial u}{\partial x} + \nu \frac{\partial v}{\partial y}\right);
\]

\[
\left(1 - \eta^2 \frac{\partial^2}{\partial x^2}\right)\sigma_y = \frac{E}{(1 - \nu^2)} \left(\frac{\partial v}{\partial y} + \nu \frac{\partial u}{\partial x}\right); \tag{3.1}
\]

\[
\left(1 - \eta^2 \frac{\partial^2}{\partial x^2}\right)\tau_{xy} = \frac{E}{2(1 + \nu)} \left(\frac{\partial u}{\partial y} + \frac{\partial v}{\partial x}\right).
\]
So, multiplying the local governing equations of motion in dynamics (see Eq. (2.17) by
\((1 - \eta^2 \, \partial^2 / \partial x^2)\) and combining them with Eq. (3.1):

\[
\frac{2}{(1 - \nu)} c^2 \frac{\partial^2 u}{\partial x^2} + \frac{1 + \nu}{1 - \nu} c^2 \frac{\partial^2 v}{\partial x \partial y} + c^2 \frac{\partial^2 u}{\partial y^2} - \frac{\partial^2 u}{\partial t^2} + \eta^2 \frac{\partial^4 u}{\partial x^2 \partial t^2} = 0
\]  
(3.2)

\[
\frac{1 + \nu}{1 - \nu} c^2 \frac{\partial^2 u}{\partial x \partial y} + c^2 \frac{\partial^2 v}{\partial x^2} + \frac{2}{(1 - \nu)} c^2 \frac{\partial^2 v}{\partial y^2} - \frac{\partial^2 v}{\partial t^2} + \eta^2 \frac{\partial^4 v}{\partial x^2 \partial t^2} = 0
\]  
(3.3)

where \(c^2 = \rho / G\).

Compared to the local equations Eq. (2.18) and (2.19), additional nonlocal terms appear.

Combining Eqs. (2.21), (3.2) and (3.3) for \(k\), positive integer

\[
\frac{2}{(1 - \nu)} c^2 \frac{\partial^2 u_{2k-1}}{\partial x^2} + \frac{1 + \nu}{1 - \nu} c^2 \frac{\partial v_{2k}}{\partial x} + c^2 u_{2k+1} - \frac{\partial^2 u_{2k-1}}{\partial t^2} + \eta^2 \frac{\partial^4 u_{2k-1}}{\partial x^2 \partial t^2} = 0
\]  
(3.4)

\[
\frac{1 + \nu}{1 - \nu} c^2 \frac{\partial u_{2k+1}}{\partial x} + c^2 \frac{\partial^2 v_{2k}}{\partial x^2} + \frac{2}{(1 - \nu)} c^2 v_{2k+2} - \frac{\partial^2 v_{2k}}{\partial t^2} + \eta^2 \frac{\partial^4 v_{2k}}{\partial x^2 \partial t^2} = 0
\]  
(3.5)

In this case, it leads to, setting the dimensionless variable \(\bar{\eta} = \eta / L\),

\[
\bar{u}_{2k+1} = \mathcal{A}_{NL} \bar{u}_{2k-1} + \mathcal{B}_L \bar{v}_{2k}
\]  
(3.6)

\[
\bar{v}_{2k+1} = \mathcal{C}_{NL} \bar{v}_{2k} + \mathcal{F}_L \bar{u}_{2k+1}
\]  
(3.7)
where the nonlocal operators $\mathcal{A}_{NL}^b$ and $\mathcal{C}_{NL}^b$ are defined as follows:

$$\mathcal{A}_{NL}^b = \left[ \tilde{h}^2 \frac{\partial^2}{\partial t^2} - \tilde{h}^2 \tilde{\eta}^2 \frac{\partial^4}{\partial x^2 \partial t^2} - \frac{2}{(1 - \nu)} \frac{\partial^2}{\partial x^2} \right]$$

$$\mathcal{C}_{NL}^b = \frac{1 - \nu}{2} \left( \tilde{h}^2 \frac{\partial^2}{\partial t^2} - \tilde{h}^2 \tilde{\eta}^2 \frac{\partial^4}{\partial x^2 \partial t^2} \right)$$

(3.8)

The local operators $\mathcal{B}_L^b$ and $\mathcal{F}_L^b$ are given in the previous chapter.

As for the local problem, the boundary condition are given by Eq. (2.26). Thus, at the fourth order, it yields Eqs. (2.30) and (2.31). Substituting the different equations, a system of two equations is obtained, written under the matrix form such as in Eq. (2.35). For a sake a simplicity, in this chapter, the coefficients $M_{11}$, $M_{12}$, $M_{21}$ and $M_{22}$ are not given. Vanishing the determinant of the matrix it gives in displacement at the two first orders:

**Zeroth order**

$$\left( 1 - \tilde{\eta}^2 \frac{\partial^2}{\partial x^2} \right) \frac{\partial^2 \bar{v}_0}{\partial t^2} + \frac{2}{3} (1 + \nu) \frac{\partial^4 \bar{v}_0}{\partial x^4} = 0$$

(3.9)

**Second order**

$$- \left[ \frac{2}{3} (\nu + 2) \left( 1 - \tilde{\eta}^2 \frac{\partial^2}{\partial x^2} \right) \frac{\partial^4 \bar{v}_0}{\partial x^2 \partial t^2} + \frac{2}{15} (1 + \nu) \frac{\partial^6 \bar{v}_0}{\partial x^6} \right] \tilde{h}^2$$

$$+ \left( 1 - \tilde{\eta}^2 \frac{\partial^2}{\partial x^2} \right) \frac{\partial^2 \bar{v}_0}{\partial t^2} + \frac{2}{3} (1 + \nu) \frac{\partial^4 \bar{v}_0}{\partial x^4} = 0$$

(3.10)

Using the dimensional operators, it leads to:
Zeroth order

\[
EI \frac{\partial^4 v}{\partial x^4} + \rho A \left(1 - \eta^2 \frac{\partial^2}{\partial x^2}\right) \frac{\partial^2 v}{\partial t^2} = 0
\]  

(3.11)

Second order

\[
EI \frac{\partial^4 v}{\partial x^4} + \rho A \left(1 - \eta^2 \frac{\partial^2}{\partial x^2}\right) \frac{\partial^2 v}{\partial t^2} - E I^2 \frac{\partial^6 v}{\partial x^6} - \rho I \left(1 + \frac{E}{\kappa G}\right) \left(1 - \eta^2 \frac{\partial^2}{\partial x^2}\right) \frac{\partial^4 v}{\partial x^2 \partial t^2} = 0
\]  

(3.12)

When the nonlocal effect is not taken into account, \( \eta \) is equal to zero, Eqs. (3.11) and (3.12) are reduced to Eqs. (2.38) and (2.39). As it has been said in the previous chapter, it is found in this case that the Bernoulli-Euler model is asymptotically consistent.

As for the local approach, in order to delete the sixth order space derivative term, it is suggested to multiply Eq. (3.10) by \( \left[1 + \left(\frac{\kappa^2}{5}\right)\left(\frac{\partial^2}{\partial x^2}\right)\right] \) leading to, using the variables under the dimensional form:

\[
EI \frac{\partial^4 v}{\partial x^4} + \rho A \left(1 - \eta^2 \frac{\partial^2}{\partial x^2}\right) \frac{\partial^2 v}{\partial t^2} - \rho I \left(1 + \frac{E}{\kappa G}\right) \left(1 - \eta^2 \frac{\partial^2}{\partial x^2}\right) \frac{\partial^4 v}{\partial x^2 \partial t^2} = 0
\]  

(3.13)

3.1.1.2. Asymptotic model with a partial nonlocality along the vertical direction

In this model, the partial nonlocality is not along the \( x \) direction but the vertical direction of the beam. Thus, the stress-displacement relationships are:

\[
\left(1 - \eta^2 \frac{\partial^2}{\partial y^2}\right) \sigma_x = \frac{E}{(1 - \nu^2)} \left( \frac{\partial u}{\partial x} + \nu \frac{\partial v}{\partial y} \right);
\]  

(3.14)
\[
\left(1 - \eta^2 \frac{\partial^2}{\partial y^2}\right) \sigma_y = \frac{E}{(1 - \nu^2)} \left(\frac{\partial v}{\partial y} + \nu \frac{\partial u}{\partial x}\right);
\]
\[
\left(1 - \eta^2 \frac{\partial^2}{\partial y^2}\right) \tau_{xy} = \frac{E}{2(1 + \nu)} \left(\frac{\partial u}{\partial y} + \frac{\partial v}{\partial x}\right).
\]

So, multiplying the local equilibrium equation Eq. (2.17) by \((1 - \eta^2 \frac{\partial^2}{\partial y^2})\) and combining them with Eq. (3.14):

\[
\frac{2}{(1 - \nu)} c^2 \frac{\partial^2 u}{\partial x^2} + \frac{1 + \nu}{1 - \nu} c^2 \frac{\partial^2 v}{\partial x \partial y} + c^2 \frac{\partial^2 u}{\partial y^2} - \frac{\partial^2 u}{\partial t^2} + \eta^2 \frac{\partial^4 u}{\partial y^2 \partial t^2} = 0 \quad (3.15)
\]
\[
\frac{1 + \nu}{1 - \nu} c^2 \frac{\partial^2 u}{\partial x \partial y} + c^2 \frac{\partial^2 v}{\partial x^2} + \frac{2}{(1 - \nu)} c^2 \frac{\partial^2 v}{\partial y^2} - \frac{\partial^2 v}{\partial t^2} + \eta^2 \frac{\partial^2 v}{\partial y^2 \partial t^2} = 0 \quad (3.16)
\]

Substituting the expressions of the displacements given by Eq. (2.23) into Eqs. (3.15) and (3.16), using the dimensionless variables defined in Eq. (2.29), Eqs. (3.15) and (3.16) yield

\[
\mathcal{H}_1 \ddot{u}_{2k+1} = \mathcal{A}_2 \ddot{u}_{2k-1} + \mathcal{B}_2 \ddot{v}_{2k} \quad (3.17)
\]
\[
\mathcal{H}_2 \ddot{v}_{2(k+1)} = \mathcal{C}_2 \ddot{v}_{2k} + \mathcal{F}_2 \ddot{u}_{2k+1} \quad (3.18)
\]

where the operators \(\mathcal{H}_1, \mathcal{H}_2\), are defined as follows:

\[
\mathcal{H}_1 = \left(1 + \tilde{\kappa}^2 \tilde{\eta}^2 \frac{\partial^2}{\partial t^2}\right); \quad \mathcal{H}_2 = \left(1 + \frac{1 - \nu}{2} \tilde{\kappa}^2 \tilde{\eta}^2 \frac{\partial^2}{\partial t^2}\right) \quad (3.19)
\]
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Multiplying Eqs. (2.30) and (2.31) by $\mathcal{H}_1^2\mathcal{H}_2^3$ and $\mathcal{H}_1^2\mathcal{H}_2^2$, respectively

\[
\begin{align*}
\mathcal{H}_1^2\mathcal{H}_2^2 (\mathcal{H}_2 \ddot{v}_2) + \nu \mathcal{H}_1^2\mathcal{H}_2^2 \frac{\partial \theta}{\partial \bar{x}} + \frac{\bar{h}^2}{6}\left[\mathcal{H}_1\mathcal{H}_2 (\mathcal{H}_1\mathcal{H}_2^2 \ddot{v}_4) + \nu \mathcal{H}_1^2 \frac{\partial \mathcal{H}_1 \mathcal{H}_2 \ddot{u}_3}{\partial \bar{x}}\right] + \frac{\bar{h}^4}{120}\left[\mathcal{H}_1^2\mathcal{H}_2^2 \ddot{v}_6 + \nu \mathcal{H}_2 \frac{\partial \mathcal{H}_1^2 \mathcal{H}_2^2 \ddot{u}_5}{\partial \bar{x}}\right] &= 0 \\
\mathcal{H}_1^2\mathcal{H}_2^2 \ddot{\theta} + \mathcal{H}_1^2\mathcal{H}_2^2 \frac{\partial \ddot{v}_0}{\partial \bar{x}} + \frac{\bar{h}^2}{2}\left[\mathcal{H}_1\mathcal{H}_2 (\mathcal{H}_1\mathcal{H}_2^2 \ddot{u}_3) + \mathcal{H}_2 \mathcal{H}_1^2 \frac{\partial \mathcal{H}_2 \ddot{v}_2}{\partial \bar{x}}\right] + \frac{\bar{h}^4}{24}\left(\mathcal{H}_1^2\mathcal{H}_2^2 \ddot{u}_5 + \mathcal{H}_1 \frac{\partial \mathcal{H}_1^2 \mathcal{H}_2^2 \ddot{v}_4}{\partial \bar{x}}\right) &= 0
\end{align*}
\]

Substituting Eqs. (3.17) and (3.18) into Eqs. (3.20) and (3.21), it yields the system put under the matrix form with new coefficients $M_{11}$, $M_{12}$, $M_{21}$ and $M_{22}$. The determinant of the matrix is vanishing:

**Zeroth order**

\[
\left(1 - \bar{\eta}^2 \nu \frac{\partial^2}{\partial \bar{x}^2}\right) \frac{\partial^2}{\partial \bar{t}^2} + \frac{2}{3} (1 + \nu) \frac{\partial^4}{\partial \bar{x}^4} = 0
\]

**Second order**

\[
\begin{align*}
- \left[\left(\frac{2 + \nu}{3}\right) \frac{\partial^4 \ddot{v}_0}{\partial \bar{x}^2 \partial \bar{t}^2} - (3 - \nu) \left(1 - \bar{\eta}^2 \nu \frac{\partial^2}{\partial \bar{x}^2}\right) \bar{\eta}^2 \frac{\partial^4}{\partial \bar{x}^4} + \frac{1}{15} (1 + \nu) \frac{\partial^6}{\partial \bar{x}^6}\right] + \left[\frac{2 \nu^2 - 4 \nu - 5}{3} \bar{\eta}^2 \frac{\partial^6}{\partial \bar{x}^4 \partial \bar{t}^2}\right] \bar{h}^2 + \frac{1}{2} \left(1 - \bar{\eta}^2 \nu \frac{\partial^2}{\partial \bar{x}^2}\right) \frac{\partial^2}{\partial \bar{t}^2} + \frac{1}{3} (1 + \nu) \frac{\partial^4}{\partial \bar{x}^4} &= 0
\end{align*}
\]
By using the dimensional differential operators:

Zeroth order

\[ \rho A \left( 1 - \eta^2 \nu \frac{\partial^2}{\partial x^2} \right) \frac{\partial^2}{\partial t^2} + EI \frac{\partial^4}{\partial x^4} = 0 \]  \hspace{1cm} (3.24)

Second order

\[ EI \frac{\partial^4}{\partial x^4} + \rho A \left( 1 - \eta^2 \nu \frac{\partial^2}{\partial x^2} \right) \frac{\partial^2}{\partial t^2} - \rho l \left( 1 + \frac{E}{\kappa G} \right) \frac{\partial^4 v_0}{\partial x^2 \partial t^2} + \eta^2 \frac{\rho^2 A}{\kappa^2 G} \left( 1 - \eta^2 \nu \frac{\partial^2}{\partial x^2} \right) \frac{\partial^4}{\partial t^4} \]

\[ - \frac{EL^2}{A_0} \frac{\partial^6}{\partial x^6} + \eta^2 \frac{\rho EI}{\kappa^2 G} \frac{\partial^6}{\partial x^4 \partial t^2} = 0 \]  \hspace{1cm} (3.25)

with:

\[ \kappa_1 = \frac{1 + \nu}{5 - 2\nu^2 + 4\nu}; \kappa_2 = \frac{1}{2(3 - \nu)}; \]

As before, it is suggested to multiply the non-dimensional governing differential equation by \[ 1 + \left( \tilde{h}^2 / 5 \right) \left( \partial^2 / \partial x^2 \right) \] and using the dimensional variables:

\[ EI \frac{\partial^4 v}{\partial x^4} + \rho A \left( 1 - \eta^2 \nu \frac{\partial^2}{\partial x^2} \right) \frac{\partial^2 v}{\partial t^2} - \rho l \left( 1 + \frac{E}{\kappa G} \right) \frac{\partial^4 v}{\partial x^2 \partial t^2} + \eta^2 \frac{\rho^2 A}{\kappa^2 G} \frac{\partial^4 v}{\partial t^4} \]

\[ + \left( 1 - \eta^2 \nu \frac{\partial^2}{\partial x^2} \right) \eta^2 \frac{\rho^2 A}{\tilde{k}_2 G} \frac{\partial^4 \bar{v}_0}{\partial t^4} = 0 \]  \hspace{1cm} (3.26)

with

\[ \tilde{k}_1 = \frac{10(\nu + 1)}{50 - 20\nu^2 + 37\nu}; \tilde{k}_2 = \frac{1}{2(3 - \nu)} \]
Thus, a new asymptotic model is developed.

### 3.1.1.3. Asymptotic model with a full nonlocality

The third approach includes both the contribution of the nonlocality in the direction of the beam and the one of the nonlocality in the vertical direction:

\[
(1 - \eta^2 \nabla^2) \sigma_x = \frac{E}{(1 - v^2)} \left( \frac{\partial u}{\partial x} + v \frac{\partial v}{\partial y} \right); \\
(1 - \eta^2 \nabla^2) \sigma_y = \frac{E}{(1 - v^2)} \left( \frac{\partial v}{\partial y} + v \frac{\partial u}{\partial x} \right); \\
(1 - \eta^2 \nabla^2) \tau_{xy} = \frac{E}{2(1 + v)} \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right)
\]

So, multiplying Eqs. (2.17) by \((1 - \eta^2 \nabla^2)\) and combining them with Eq. (3.27):

\[
\frac{2}{(1 - v)} c^2 \frac{\partial^2 u}{\partial x^2} + \frac{1 + v}{1 - v} c^2 \frac{\partial^2 u}{\partial x \partial y} + c^2 \frac{\partial^2 v}{\partial y^2} - \frac{\partial^2 u}{\partial t^2} + \eta^2 \frac{\partial^4 u}{\partial x^2 \partial t^2} \\
+ \eta^2 \frac{\partial^4 u}{\partial y^2 \partial t^2} = 0
\]

\[
\frac{1 + v}{1 - v} c^2 \frac{\partial^2 u}{\partial x \partial y} + c^2 \frac{\partial^2 v}{\partial x^2} + \frac{2}{(1 - v)} c^2 \frac{\partial^2 v}{\partial y^2} - \frac{\partial^2 v}{\partial t^2} + \eta^2 \frac{\partial^4 v}{\partial x^2 \partial t^2} \\
+ \eta^2 \frac{\partial^2 v}{\partial y^2 \partial t^2} = 0
\]

Finally, it yields the non-dimensional equations at different orders.
Zeroth order

\[
\frac{2}{3} (v + 1) \frac{\partial^4 \ddot{v}_0}{\partial x^4} + \frac{\partial^2 \ddot{v}_0}{\partial t^2} - \ddot{\eta}^2 (v + 1) \frac{\partial^4 \ddot{\nu}_0}{\partial x^2 \partial t^2} = 0 \tag{3.30}
\]

Second order

\[
- \left[ \frac{2}{3} (v + 2) \frac{\partial^4}{\partial x^2 \partial t^2} + 2(v + 2) \ddot{\eta}^2 \frac{\partial^4}{\partial t^4} + \frac{2(2v - 7)(1 + v)}{3} \ddot{\eta}^2 \frac{\partial^6}{\partial x^4 \partial t^2} \right. \\
+ 2(3 - v)(1 + v) \ddot{\eta}^4 \frac{\partial^6}{\partial x^2 \partial t^4} + \frac{2}{15} (1 + v) \frac{\partial^6}{\partial x^6} \ddot{h}^2 + (1 + v) \ddot{\eta}^2 \frac{\partial^4}{\partial x^2 \partial t^2} \\
+ \frac{\partial^2}{\partial t^2} + \frac{2}{3} (1 + v) \frac{\partial^4}{\partial x^4} = 0 \tag{3.31}
\]

Or, under the dimensional form

Zeroth order

\[
EI \frac{\partial^4 \nu}{\partial x^4} + \rho A \left( 1 - \frac{\eta^2 \frac{\partial^2 \nu}{\partial x^2}}{\kappa_3 \frac{\partial^2 \nu}{\partial t^2}} \right) = 0 \tag{3.32}
\]

Second order

\[
EI \frac{\partial^4 \nu}{\partial x^4} + \rho A \left( 1 - \frac{\eta^2 \frac{\partial^2 \nu}{\partial x^2}}{\kappa_3 \frac{\partial^2 \nu}{\partial t^2}} \right) \frac{\partial^2 \nu}{\partial t^2} - \frac{E I^2 \frac{\partial^6 \nu}{\partial x^2 \partial t^4}}{A \kappa_0 \frac{\partial \nu}{\partial x^6}} - \rho I \left( 1 + \frac{E}{\kappa G} \right) \frac{\partial^4 \nu}{\partial x^2 \partial t^2} \\
+ \eta^2 \rho EI \frac{\partial^6 \ddot{\nu}_0}{\kappa_1 G \frac{\partial^2 \nu}{\partial x^2 \partial t^2}} + \eta^2 \rho^2 A \frac{\partial^4 \ddot{\nu}_0}{\kappa_2 G \frac{\partial^2 \nu}{\partial t^4}} = 0 \tag{3.33}
\]

with:

\[
\kappa_1 = \frac{1}{7 - 2v}; \kappa_2 = \frac{1}{2(3 - v)}; \kappa_3 = \frac{1}{(1 + v)}
\]
By multiplying Eq. (3.31) by \( 1 + (\bar{h}^2/5)(\partial^2/\partial \bar{x}^2) \), it leads to, using the variables under the dimensional form:

\[
E I \frac{\partial^4 v}{\partial x^4} + \rho A \left( 1 - \frac{\eta^2}{\kappa_3} \frac{\partial^2}{\partial x^2} \right) \frac{\partial^2 v}{\partial t^2} - \rho I \left( 1 + \frac{E}{\kappa G} \right) \frac{\partial^4 v}{\partial x^2 \partial t^2} + \eta^2 \rho EI \frac{\partial^6 v}{\partial x^4 \partial t^2} + \eta^2 \frac{\rho^2 A}{\bar{k}_1 G} \frac{\partial^4 \bar{v}}{\partial t^4} = 0
\] (3.34)

with

\[
\bar{k}_1 = \frac{10}{67 - 5\nu};
\]

Eq. (3.34) differs from Eq. (3.24) following the expression of the parameter \( \bar{k}_1 \).

The asymptotic models have been derived starting from the gradient form of the stress-strain relationship given by Eringen [123]. It would be also possible to perform an analogous derivation by starting from the integral formulation of the asymptotic model.

### 3.1.2. Nonlocal engineering beam approaches

#### 3.1.2.1. Bernoulli-Euler model: the fourth order phenomenological approach

The first nonlocal Bernoulli-Euler model between the stress gradient theory of Eringen [123] has been proposed by Peddieson et al. [240] and Sudak [241]. This is a phenomenological model, based on a postulated moment curvature relation:

\[
\left[ 1 - \eta^2 \frac{\partial^2}{\partial x^2} \right] M = EI \frac{\partial^2 \bar{w}}{\partial x^2}
\] (3.35)

Moreover, the local equilibrium equation for thin beams is

\[
\frac{\partial^2 M}{\partial x^2} + \rho A \frac{\partial^2 v}{\partial t^2} = 0
\] (3.36)
Thus, it leads to the following governing differential equation, as given in the literature [242-248]

\[
EI \frac{\partial^4 v}{\partial x^4} + \rho A \left(1 - \eta^2 \frac{\partial^2}{\partial x^2}\right) \frac{\partial^2 v}{\partial t^2} = 0
\]  

(3.37)

This governing differential equation may be obtained variationally and from the principle of virtual work. Variationally, the strain energy \(U\) and the kinetic energy \(T\) are:

\[
U = \int_0^L \frac{1}{2} EI \left(\frac{\partial^2 v}{\partial x^2}\right)^2 dx
\]

(3.38)

\[
T = \int_0^L \frac{1}{2} m_0 \left[ \left(\frac{\partial v}{\partial t}\right)^2 + \eta^2 \left(\frac{\partial^2 v}{\partial x \partial t}\right)^2 \right] dx
\]

(3.39)

It leads to the following boundary conditions [135]

\[
\left[ \left( EI \frac{\partial^3 v}{\partial x^3} - m_0 \eta^2 \frac{\partial^3 v}{\partial t^2 \partial x} \right) \delta v \right]_0^L = 0
\]

(3.40)

\[
\left[ EI \frac{\partial^2 v}{\partial x^2} \delta \left(\frac{\partial v}{\partial x}\right) \right]_0^L = 0
\]

(3.41)

whereas from the principle of virtual work, the boundary conditions are given by Eq. (3.40) and

\[
\left[ \left( EI \frac{\partial^2 v}{\partial x^2} - m_0 \eta^2 \frac{\partial^2 v}{\partial t^2} \right) \delta \left(\frac{\partial v}{\partial x}\right) \right]_0^L = 0
\]

(3.42)

In dynamics, comparing Eqs. (3.41) and (3.42), the dynamic contribution of the second boundary condition differs between the two approaches (see also [249]). It means that the Eringen’s model differs from the variationally-based nonlocal model.

Furthermore, when the nonlocal effect is not taken into account, i.e. \(\eta = 0\), it has been shown that the Bernoulli-Euler model is asymptotically consistent at the lowest order. When \(\eta\) is different from zero, Eqs. (3.11) and (3.37) match. The fourth order nonlocal Bernoulli-Euler model developed in the literature is asymptotically obtained at the zeroth order following the gradient asymptotic model with a partial nonlocality along the horizontal direction. However, it is seen that the engineering model does not match with the two other asymptotic models, including a partial nonlocality along the vertical direction and a full nonlocality, respectively. Indeed, they differ in
the expression of the length scale. This length scale is \( \eta \) for the Bernoulli-Euler model and the asymptotic model with a nonlocality along the horizontal direction, \((1 + \nu)\eta\) and \(\nu\eta\) for the second and third asymptotic models, respectively.

### 3.1.2.2. Sixth order phenomenological thin beam model

In the literature [135], another phenomenological model has been proposed with a postulated constitutive law as follows:

\[
1 - \eta^2 \frac{d^2}{dx^2} M = EI \left[ 1 + \eta^2 \frac{d^2}{dx^2} \right] \frac{d^2 w}{dx^2} \tag{3.43}
\]

Multiplying Eq. (3.36) by \([1 - \eta^2 (\frac{d^2}{dx^2})]\) and substituting Eq. (3.43). We obtain the governing differential equation

\[
EI \left[ 1 + \eta^2 \frac{d^2}{dx^2} \right] \frac{d^4 w}{dx^4} - m_0 \omega^2 \left[ 1 - \eta^2 \frac{d^2}{dx^2} \right] w = 0 \tag{3.44}
\]

This equation containing a sixth order space derivative term, it is called “sixth order phenomenological model”, in contrast to the previously derived fourth order phenomenological Bernoulli-Euler model that contains only fourth order space derivative terms.

Eq. (3.44) is also variationally obtained. It has been shown [135] that the only difference between the two phenomenological models in the variational derivation is the nonlocal term in the bending strain energy.

In this approach, the strain energy \( U \) is:

\[
U = \int_0^L \frac{1}{2} EI \left[ \left( \frac{\partial^2 v}{\partial x^2} \right)^2 - \eta^2 \left( \frac{\partial^3 v}{\partial x^3} \right)^2 \right] dx \tag{3.45}
\]

Thus, it leads to Eq. (3.44) with the natural and essential boundary conditions

\[
\left[ - \left( E I \eta^2 \frac{d^5 w}{dx^5} + E I \frac{d^3 w}{dx^3} + m_0 \omega^2 \eta^2 \frac{d w}{dx} \right) \delta w \right]_0^L = 0 \tag{3.46}
\]
\[
\left[ EI \left\{ \eta^2 \frac{d^4 w}{dx^4} + \frac{d^2 w}{dx^2} \right\} \delta \left( \frac{dw}{dx} \right) \right]_0^L = 0
\]

\[
\left[ EI \eta^2 \frac{d^3 w}{dx^3} \delta \left( \frac{d^2 w}{dx^2} \right) \right]_0^L = 0
\]

The sixth order space derivative phenomenological model introduces two additional boundary conditions, one at each end, necessary to solve the sixth order governing differential equation. This model will be ignored hereinafter. Indeed, in contrast to the fourth order phenomenological model, this higher-order gradient elasticity functional is no more definite positive.

### 3.1.2.3. Nonlocal original Bresse-Timoshenko model

First of all, the constitutive laws are postulated as follows:

\[
\left( 1 - R_s \eta^2 \frac{\partial^2}{\partial x^2} \right) V = \kappa G A \left( \frac{\partial v}{\partial x} - \psi \right); \quad \left( 1 - \eta^2 \frac{\partial^2}{\partial x^2} \right) M = EI \frac{\partial \psi}{\partial x}
\]

(3.49)

where \( R_s \) is a control parameter. In the literature, opinions differ about its value, equal to zero or unity [79]. Whereas authors [70,71,243,244,246,250] consider that the nonlocal effect is included in the shearing part of the constitutive law and \( R_s \) equal to unity, some others [72,251-254] suggested that the scale effect does not affect the expression of the shear force and \( R_s \) equal to zero. Hereinafter, both cases will be considered.

Manipulating the local equilibrium equation Eq. (2.5) and the nonlocal constitutive laws Eqs. (3.49), it yields the following governing differential equation in displacement

\[
EI \frac{\partial^4 v}{\partial x^4} + \left( 1 - R_s \eta^2 \frac{\partial^2}{\partial x^2} \right) \left( \rho A \frac{\partial^2 v}{\partial t^2} - \frac{\rho EI}{\kappa G} \frac{\partial^4 v}{\partial x^2 \partial t^2} \right) + \eta^2 (R_s - 1) \rho A \frac{\partial^4 v}{\partial x^2 \partial t^2} - \rho l \left( 1 - \eta^2 \frac{\partial^2}{\partial x^2} \right) \frac{\partial^2 v}{\partial t^2} \left[ \frac{\partial^2 v}{\partial x^2} - \frac{\rho}{\kappa G} \left( 1 - R_s \eta^2 \frac{\partial^2}{\partial x^2} \right) \frac{\partial^2 v}{\partial t^2} \right] = 0
\]

(3.50)
The boundary conditions in the gradient model are [182]:

\[
M \delta \psi |_{0}^{L} = 0; \quad V \delta v |_{0}^{L} = 0
\]  
(3.51)

or, substituting Eqs. (3.49) into Eq. (3.51)

\[
\left[ EI \frac{\partial \psi}{\partial x} + \rho \eta^2 \left( A \frac{\partial^2 v}{\partial t^2} + l \frac{\partial^3 \psi}{\partial x \partial t^2} \right) \right] \delta \psi |_{0}^{L} = 0
\]  
(3.52)

\[
\left[ \kappa GA \left( \frac{\partial v}{\partial x} - \psi \right) + R_s \eta^2 \rho A \frac{\partial^3 v}{\partial x \partial t^2} \right] \delta v |_{0}^{L} = 0
\]  
(3.53)

This model is also derived variationally by considering the strain and kinetic energy given by Eqs (2.9)-(2.11), respectively, and a nonlocal energy:

\[
T^{NL} = \frac{R_s \eta^2}{2} \int_{0}^{L} \rho A \left( \frac{\partial^2 v}{\partial x \partial t} \right)^2 \, dx + \frac{\eta^2}{2} \int_{0}^{L} \rho l \left( \frac{\partial^2 \psi_x}{\partial x \partial t} \right)^2 \, dx
\]  
(3.54)

This functional, has no physical meaning. Hereinafter, it will be called the “Eringen energy”.

Thus, the application of the Hamilton’s principle leads to the differential equations of motions:

\[
\rho A \frac{\partial^2 v}{\partial t^2} - \kappa GA \left( \frac{\partial^2 v}{\partial x^2} - \frac{\partial \psi}{\partial x} \right) - R_s \eta^2 \rho A \frac{\partial^4 v}{\partial x^2 \partial t^2} = 0
\]  
(3.55)

\[
E l \frac{\partial^2 \psi}{\partial x^2} + \kappa GA \left( \frac{\partial v}{\partial x} - \psi \right) - \rho l \left( 1 - \eta^2 \frac{\partial^2}{\partial x^2} \right) \frac{\partial^2 \psi}{\partial t^2} = 0
\]  
(3.56)
Combining these equations, it yields:

\[
EI \frac{\partial^4 v}{\partial x^4} + \left(1 - R_s \eta^2 \frac{\partial^2}{\partial x^2} \right) \left( \rho A \frac{\partial^2 v}{\partial t^2} - \frac{\rho EI}{\kappa G} \frac{\partial^4 v}{\partial x^2 \partial t^2} \right) - \rho l \left(1 - \eta^2 \frac{\partial}{\partial x^2} \right) \frac{\partial^2 v}{\partial t^2} \left[ \frac{\partial^2 v}{\partial x^2} - \frac{\rho}{\kappa G} \left(1 - R_s \eta^2 \frac{\partial^2}{\partial x^2} \right) \frac{\partial^2 v}{\partial t^2} \right] = 0
\]  

(3.57)

It is seen that for \( R_s = 0 \), Eq. (3.50) contains one more term compared to Eq. (3.57) and the two approaches do not match. For \( R_s = 1 \), the variational approach and the approach based on equilibrium equations lead to the same governing differential equation.

Furthermore, from the variational principle, one obtains the boundary conditions:

\[
\left[ EI \frac{\partial \psi}{\partial x} + \eta^2 \rho l \frac{\partial^3 \psi}{\partial x \partial t^2} \right] \delta \psi \bigg|_0^L = 0
\]

(3.58)

\[
\left[ \kappa G A \left( \frac{\partial v}{\partial x} - \psi \right) + R_s \eta^2 \rho A \frac{\partial^3 v}{\partial x \partial t^2} \right] \delta v \bigg|_0^L = 0
\]

(3.59)

In dynamics, the boundary conditions between the two different approaches do not match, confirming the results of Challamel et al. [248] for nonlocal Euler-Bernoulli beam models.

### 3.1.2.4. Truncated Bresse-Timoshenko model

The truncated version of the nonlocal Bresse-Timoshenko model is derived by replacing Eq. (2.4) by Eq. (2.14). Thus, it leads to:

\[
EI \frac{\partial^4 v}{\partial x^4} + \left(1 - R_s \eta^2 \frac{\partial^2}{\partial x^2} \right) \left[ \rho A \frac{\partial^2 v}{\partial t^2} - \frac{\rho EI}{\kappa G} \frac{\partial^4 v}{\partial x^2 \partial t^2} \right] + \eta^2 (R_s - 1) \rho A \frac{\partial^4 v}{\partial x^2 \partial t^2} + \eta^2 \rho l \left(1 - \eta^2 \frac{\partial}{\partial x^2} \right) \frac{\partial^4 v}{\partial t^2 \partial x^2} = 0
\]

(3.60)

When the nonlocal effect is not taken into account, i.e. \( \eta \) equal to zero, the truncated Bresse-Timoshenko model is asymptotically consistent at the second order. When the local effect is not
ignored, for $R_s = 1$, Eq. (3.13), governing differential equation derived through the first asymptotic model, matches with Eq. (3.60). Thus, the nonlocal truncated Bresse-Timoshenko model for $R_s = 1$ is asymptotically consistent at the second order approximation following the nonlocal asymptotic model with a partial nonlocality along the horizontal direction. It is worth noticing that for $\eta$ different from zero, the second and third asymptotic models and the nonlocal truncated Bresse-Timoshenko models do not coincide.

### 3.1.2.5. Bresse-Timoshenko based on slope inertia

As explained before, the nonlocal formulation of the original Bresse-Timoshenko model introduces an Eringen energy $T^{NL}$. For the model based on slope inertia, the local kinetic energy is corrected because the shear effect was already taken into account in the bending strain energy. Considering that there is no nonlocal equivalent to the bending strain energy, there is no need to correct $T^{NL}$. Consequently, in this section, the Eringen energy is expressed by Eq. (3.54).

By applying the Hamilton principle with the energies given by Eqs. (2.10), (2.11) and (2.42), respectively, it yields the differential equation of motion:

$$
\rho A \frac{\partial^2 v}{\partial t^2} - \kappa GA \left( \frac{\partial^2 v}{\partial x^2} - \frac{\partial \psi}{\partial x} \right) - R_s \eta^2 \rho A \frac{\partial^4 v}{\partial x^2 \partial t^2} - \rho I \frac{\partial^4 v}{\partial x^2 \partial t^2} = 0
$$

(3.61)

$$
EI \frac{\partial^2 \psi}{\partial x^2} + \kappa GA \left( \frac{\partial v}{\partial x} - \psi \right) + \eta^2 \rho I \frac{\partial^4 \psi}{\partial x^2 \partial t^2} = 0
$$

(3.62)

It yields the following governing differential equation in displacement, also valid for $\psi$

$$
EI \frac{\partial^4 v}{\partial x^4} + \rho A \frac{\partial^2 v}{\partial t^2} - \rho I \left( 1 + \frac{E}{\kappa G} + R_s \eta^2 \frac{A}{I} \right) \frac{\partial^4 v}{\partial x^2 \partial t^2} + \rho I \left( \frac{EI}{\kappa G A} + R_s \eta^2 \frac{E}{\kappa G} + \eta^2 \right) \frac{\partial^6 v}{\partial x^4 \partial t^2} - \eta^2 \rho^2 IA \frac{\partial^6 v}{\partial x^2 \partial t^4} + \eta^2 \rho^2 IA \frac{\partial^6 v}{\partial x^2 \partial t^4} = 0
$$

(3.63)

and the boundary conditions are obtained as follows:
\[ \left[ \frac{E I}{\partial x} \frac{\partial \psi}{\partial x} + \eta^2 \rho I \frac{\partial^3 \psi}{\partial x \partial t^2} \right] \delta \psi \bigg|_0^L = 0 \] (3.64)

\[ \left[ \kappa GA \left( \frac{\partial v}{\partial x} - \psi \right) + \rho l \frac{\partial^3 v}{\partial x^2 \partial t} + R_s \eta^2 \rho A \frac{\partial^3 v}{\partial x^2 \partial t} \right] \delta \psi \bigg|_0^L = 0 \] (3.65)

### 3.1.3. Solution and parametric analysis

In order to compare the different models, it is proposed to calculate the natural frequencies for simply supported carbon nanotubes.

First of all, the three versions of the nonlocal Bresse-Timoshenko model are written in the general form as follows:

\[
\begin{align*}
E I \frac{\partial^4 v}{\partial x^4} + & \left( 1 - R_s \eta^2 \frac{\partial^2}{\partial x^2} \right) \left( \rho A - \frac{\rho E I}{\kappa G} \frac{\partial^2}{\partial x^2} \right) \frac{\partial^2 v}{\partial t^2} + \delta_g (R_s - 1) \eta^2 \rho A \frac{\partial^4 v}{\partial x^2 \partial t^2} \\
- & \rho l \frac{\partial^2}{\partial t^2} \left( \left( 1 - \eta^2 \frac{\partial^2}{\partial x^2} \right) \frac{\partial^2 v}{\partial x^2} - \frac{I}{\kappa GA} \left( E + \eta^2 \frac{\partial^2 v}{\partial x^2} \right) \frac{\partial^4 v}{\partial x^4} \right) \\
- & \left( \gamma_1 - \eta^2 \frac{\partial^2}{\partial x^2} \right) (\gamma_1 + \gamma_2) \frac{\rho}{\kappa G} \left( 1 - R_s \eta^2 \frac{\partial^2}{\partial x^2} \right) \frac{\partial^2 v}{\partial t^2} \right] = 0
\end{align*}
(3.66)

where \( \delta_g \) is a control parameter equal to unity when the equation are derived through the equilibrium equation, and equal to zero otherwise.

Consider the nondimensional variables \( \tilde{\theta}_1 = E / \tilde{\kappa}_1 G \) and \( \tilde{\theta}_2 = E / \tilde{\kappa}_2 G \). The tube being simply supported at both ends, the solution is investigated by using the Navier expression given by Eq. (2.48)

So, substituting Eqs. (2.48) and (2.49) into Eq. (3.66), it yields the characteristic equation

\[
\Lambda_1 \Omega^4 - \Lambda_2 \Omega^2 + \Lambda_3 = 0
\] (3.67)

where the coefficients \( \Lambda_1, \Lambda_2 \) and \( \Lambda_3 \) are given by
\[ \Lambda_1 = \theta r^4 [Y_1 (1 + \bar{n}^2 (m\pi)^2)(1 + R_s \bar{n}^2 (m\pi)^2) \\
+ \gamma_2 \bar{n}^2 (m\pi)^2 [1 + R_s \bar{n}^2 (m\pi)^2 + r^2 (m\pi)^2]] \]

\[ \Lambda_2 = 1 + [r^2 \theta + (R_s - \delta_g R_s + \delta_g) \bar{n}^2 + r^2](m\pi)^2 \\
+ [R_s \bar{n}^2 \theta + \bar{n}^2 + \gamma_2 \theta r^2]r^2 (m\pi)^4 \]

\[ \Lambda_3 = (m\pi)^4 \]

Moreover, for each asymptotic model, it is possible to express the coefficients \( \Lambda_1, \Lambda_2 \) and \( \Lambda_3 \). The first asymptotic model, with a partial nonlocality along the horizontal direction, has been derived in section 3.1.1.1. The second asymptotic model, with a partial nonlocality along the vertical direction, has been derived in section 3.1.1.2. The third and last asymptotic model, with a full nonlocality, has been derived in section 3.1.1.3. Thus, the first asymptotic model with a partial nonlocality along the horizontal direction, is obtained for the couple \( (R_s, \gamma_1) = (1, 0) \), resulting in the following triplet \( (\Lambda_1, \Lambda_2, \Lambda_3) \).

\[ \Lambda_1 = 0; \Lambda_2 = 1 + \bar{n}^2 (m\pi)^2 + [\theta + 1]r^2 (m\pi)^2 [1 + \bar{n}^2 (m\pi)^2]; \Lambda_3 = (m\pi)^4 \] (3.69)

For the second asymptotic model

\[ \Lambda_1 = r^2 [1 + v\bar{n}^2 (m\pi)^2] \bar{n}^2 \theta_2; \Lambda_2 \\
= 1 + (r^2 + \theta r^2 + v\bar{n}^2)(m\pi)^2 + r^2 \bar{n}^2 \theta_1 (m\pi)^4 \] (3.70)

\[ \Lambda_3 = (m\pi)^4 \]

For the third asymptotic model,

\[ \Lambda_1 = r^2 \bar{n}^2 \theta_2; \Lambda_2 = 1 + (m\pi)^2 \left( r^2 + \theta^2 + \frac{\bar{n}^2}{\kappa_3} \right) + (m\pi)^4 r^2 \bar{n}^2 \theta_1; \Lambda_3 = (m\pi)^4 \] (3.71)

The solutions of the equations are given by Eq. (2.131) (the reader may refer to Chapter 2).
The nonlocal Bernoulli-Euler model leads to the following nondimensional natural frequency:

\[
\Omega = (m\pi)^2 \sqrt{\frac{1}{1 + \eta^2 (m\pi)^2}} [1 + \bar{\eta}^2 (m\pi)^2]^{1/2}
\]  

(3.72)

This expression of the natural frequency is also valid for the first asymptotic model. For the zeroth order second and third asymptotic models, it leads to

\[
\Omega = (m\pi)^2 \sqrt{\frac{1}{1 + \eta^2 (m\pi)^2}} [1 + \bar{\eta}^2 \kappa_3 (m\pi)^2]^{1/2}
\]

(3.73)

Consider a carbon nanotube of length 3.52 nm, with an inner and an outer radii \( R_i \) and \( R_o \), taken to equal 0.18 nm and 0.52 nm, respectively and a Poisson’s ratio equal to 0.3. In this case, the thickness ratio is defined as the difference between the outer and the inner radii with the length of the tube. The first five natural frequencies following the engineering and asymptotic models are given in Tables 12 and 13, respectively.
<table>
<thead>
<tr>
<th>( \eta = 0 )</th>
<th>Bernoulli-Euler</th>
<th>Bresse-Timoshenko</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Original</td>
<td>Truncated</td>
</tr>
<tr>
<td>9.869</td>
<td>8.681</td>
<td>8.635</td>
</tr>
<tr>
<td>39.478</td>
<td>27.304</td>
<td>26.464</td>
</tr>
<tr>
<td>88.826</td>
<td>48.689</td>
<td>45.826</td>
</tr>
<tr>
<td>157.914</td>
<td>70.627</td>
<td>65.003</td>
</tr>
<tr>
<td>246.740</td>
<td>92.537</td>
<td>83.852</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \eta = 0.2 )</th>
<th>( R_s = 0 )</th>
<th>( R_s = 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \delta_g = 1 )</td>
<td>( \delta_g = 0 )</td>
</tr>
<tr>
<td>58.380</td>
<td>37.059</td>
<td>48.684</td>
</tr>
<tr>
<td>74.839</td>
<td>42.353</td>
<td>52.362</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \eta = 0.5 )</th>
<th>( R_s = 0 )</th>
<th>( R_s = 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \delta_g = 1 )</td>
<td>( \delta_g = 0 )</td>
</tr>
<tr>
<td>5.300</td>
<td>4.967</td>
<td>8.186</td>
</tr>
<tr>
<td>31.164</td>
<td>18.142</td>
<td>22.401</td>
</tr>
</tbody>
</table>

**Table 12.** First five nondimensional natural frequencies \( \Omega \) determined by the Bernoulli-Euler model and the Bresse-Timoshenko models for different nonlocal parameters \( \eta \) of a carbon nanotube.
Table 13. First five nondimensional natural frequencies $\Omega$ determined by the Bernoulli-Euler model and the original and truncated Bresse-Timoshenko models for different nonlocal parameters $\eta$ of a carbon nanotube.
First of all, it is seen that whatever the considered model, when the nonlocal parameter $\bar{\eta}$ increases, the natural frequencies decrease. This is due to the fact that the nonlocal effect increases the flexibility of the beam. For instance, the natural frequency calculated through first asymptotic model at the second order (coinciding with the nonlocal truncated Bresse-Timoshenko model for $R_s = 1$) is equal to 4.637 for $\bar{\eta}$ equal to 0.5, 8.635 in the local approach ($\bar{\eta} = 0$), namely a difference of 46%. This difference increases with the order of frequency. Considering the ratio between the non-dimensional frequency obtained in the local approach and the one when $\bar{\eta} = 0.5$, for the third asymptotic model, it is equal to 2.4 for the fundamental frequency, 15.6 for the fifth one. Thus, the effects of nonlocality are important and they have to be taken into account in the study of nanomaterials. The nonlocal parameter $\eta$ is equal to the product of a characteristic length (for instance the interatomic interaction) with a small length scale coefficient. Hereinafter, it will be proposed a calibration of the coefficient through the use of lattice models.

About the asymptotic model, it may be shown [238] that at the zeroth order, the first and third asymptotic model, differing only in the expression of the nonlocal length provide similar results. Three different asymptotic models have been derived: following the horizontal, vertical and both directions. The last model is a combination of the two first and naturally, it leads to lower natural frequencies compared to the two other models. In any case, for any order of frequency or value of the nonlocal parameter, the first asymptotic model with a nonlocality following the horizontal direction, coinciding with the truncated Bresse-Timoshenko model, has a larger effect on the frequency than the second asymptotic model with a nonlocality following the vertical direction.

In the derivation of the engineering thick beam models, the parameter $R_s$, not present in the asymptotic models, has been introduced and there is a debate about its value, zero or unity. Different arguments trend to show that $R_s = 1$. First of all, in this case, considering the original Bresse-Timoshenko model, both the derivations through the use of equilibrium equations and the variational principle lead to the same governing differential equation. Moreover, as it has been explained before, the truncated Bresse-Timoshenko model is asymptotically consistent in the local approach. When the nonlocal effect is taken into account, it is asymptotically consistent (for the asymptotical model with a nonlocality following the horizontal direction) only for $R_s$ equal to unity. Furthermore, the Bernoulli-Euler model ignore the rotary inertia and the shear effects. Consequently, it is supposed to provide an upper bound of the natural frequency. However, for
When $R_s$ equal to zero, it is seen in Table 12 that for large non-dimensional nonlocal parameter $\bar{\eta}$ (for example 0.5), the models derived through the variational principle (original and based on slope inertia) lead to bigger natural frequencies compared to those obtained for the Bernoulli-Euler model, hence a contradiction. Thus, the three first frequencies are 8.108, 18.065 and 21.262 for the Bresse-Timoshenko model based on slope inertia versus 5.300, 11.974 and 18.439 for the Bernoulli-Euler model. For the next, $R_s$ will be taken, for beam, equal to 1.

Furthermore, let us denote $\Omega^*$, the ratio of the nondimensional fundamental natural frequencies, the local Bernoulli-Euler model being the reference model. Figure 14. depicts $\Omega^*$ for different aspect ratios $R_o/L$ and different values of the small length scale coefficient, considering the three versions of the Bresse-Timoshenko model (original, truncated, based on slope inertia). When the aspect ratio is small (for instance 0.1), the length of the beam is much bigger than the thickness. The rotary inertia and the shear effects are not important and the different models almost coincide with the local Bernoulli-Euler model, valid for thin beams. The frequency ratio $\Omega^*$ increases with $R_o/L$ because of these effects, specific to thick beams, that cannot be ignored. Thus, when the ratio $R_o/L$ is close to 1, the carbon nanotube is very short, the Bernoulli-Euler model overestimates the natural frequencies and all the curves converges towards zero.

**Fig. 14.** Non dimensional natural frequency obtained through the original Bresse-Timoshenko model (OBT) and the Truncated Bresse-Timoshenko model (TBT) with the aspect ratio $R_o/L$
Analogically, Fig. 15. Depicts $\Omega^*$ with respect to $R_o/L$ considering the different asymptotic models. As for the engineering models, when the ratio $R_o/L$ is close to unity, the models coincide with the Bernoulli-Euler model and when this ratio increase, a difference occurs.

![Graph of non-dimensional natural frequency vs aspect ratio](image)

**Fig. 15.** Non dimensional natural frequency obtained through the three asymptotic models at the second order with (a) the aspect ratio $R_o/L$

It is now proposed to extend this study to the case of thick plates. It is expected to have analogical results.
3.2. Different plate models

3.2.1. Asymptotic derivation of nonlocal plate models

3.2.1.1. Asymptotic model with a partial nonlocality along the two directions of the plan

Consider a plate of length $a$, width $b$ and thickness $h$ (see Chapter 2). In this model, for a nonlocality along both the directions of the plate, the stress-displacement relationships are

$$
[1 - \eta^2 \nabla^2] \sigma = \lambda \left( \theta + \frac{\partial w}{\partial z} \right) \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} + G \begin{pmatrix}
\frac{\partial u}{\partial x} & \frac{\partial u}{\partial y} & \frac{\partial u}{\partial z} + \frac{\partial w}{\partial x} \\
\frac{\partial v}{\partial y} & \frac{\partial v}{\partial x} & \frac{\partial v}{\partial z} + \frac{\partial w}{\partial y} \\
\frac{\partial w}{\partial z} + \frac{\partial w}{\partial x} & \frac{\partial w}{\partial y} + \frac{\partial w}{\partial y} & \frac{\partial w}{\partial z} + \frac{\partial w}{\partial z} 
\end{pmatrix}
$$

(3.74)

where $\eta_*$ is the microscopic nonlocal length and $\sigma$ is the stress tensor.

Multiplying Eq. (2.73) by $[1 - \eta^2 \nabla^2]$ and substituting Eq. (3.74) both sides of the equations:

$$
(\lambda + G) \left( \frac{\partial}{\partial x} \left( \theta + \frac{\partial w}{\partial z} \right) \right) + G \left( \nabla^2 + \frac{\partial^2}{\partial z^2} \right) \begin{pmatrix} u \\ v \end{pmatrix} = \rho [1 - \eta^2 \nabla^2] \frac{\partial^2}{\partial t^2} \begin{pmatrix} u \\ v \end{pmatrix}
$$

(3.75)

As for the case of thick local plates, it leads to a system of two equations:

$$
(\lambda + G) \frac{\partial}{\partial z} \theta + (\lambda + 2G) \frac{\partial^2 w}{\partial z^2} + \left[ G \nabla^2 w - \rho (1 - \eta^2 \nabla^2) \frac{\partial^2}{\partial t^2} \right] w = 0
$$

$$
\left[ (\lambda + 2G) \nabla^2 \theta - \rho (1 - \eta^2 \nabla^2) \frac{\partial^2}{\partial t^2} \right] \theta + G \frac{\partial^2 \theta}{\partial z^2} + (\lambda + G) \nabla^2 \frac{\partial w}{\partial z} = 0
$$

(3.76)
Substituting Eq. (2.86) into Eq. (3.76) yields, considering the dimensionless variables $\tilde{\eta}_* = \eta_*/a$:

$$\tilde{\theta}_{N+3} = \frac{1}{(N+3)(N+2)} \mathcal{A}^{p}_{NL} \tilde{\theta}_{N+1} + \frac{1}{N+3} \mathcal{B}_L \tilde{w}_{N+2}; \quad N = 0,2,4,\ldots \quad (3.77)$$

$$\tilde{w}_{N+2} = \frac{1}{(N+1)(N+2)} \mathcal{C}^{p}_{NL} \tilde{w}_N + \frac{1}{(N+2)} \mathcal{F}_L \tilde{\theta}_{N+1}; \quad N = 0,2,4,\ldots$$

where the nonlocal operators $\mathcal{A}_{NL}$ and $\mathcal{C}_{NL}$ are defined as follows:

$$\mathcal{A}^{p}_{NL} = - \left[ \frac{(\lambda + 2G)}{G} \nabla^2 - \tilde{h}^2 (1 - \tilde{\eta}^2 \nabla^2) \frac{\partial^2}{\partial \tilde{t}^2} \right]$$

$$\mathcal{C}^{p}_{NL} = - \left[ \frac{G}{(\lambda + 2G)} \nabla^2 - \tilde{h}^2 (1 - \tilde{\eta}^2 \nabla^2) \frac{\partial^2}{\partial \tilde{t}^2} \right]$$

$\mathcal{B}^{p}_L$ and $\mathcal{F}^{p}_L$ have been defined in the previous chapter devoted to the local derivation of thick plate models.

At the fourth order, Eq. (2.87) derived in local is still valid. Substituting Eq. (3.77) it yields Eq. (2.93) with:

$$M_{11} = \left[ (2G + 3\lambda)\nabla^6 - 20(G - \lambda)(1 - \tilde{\eta}^2 \nabla^2)\nabla^2 \frac{\partial^2}{\partial \tilde{t}^2} \right] \tilde{h}^4 + \left[ -120(2G + \lambda)(1 - \tilde{\eta}^2 \nabla^2) \frac{\partial^2}{\partial \tilde{t}^2} - 20\lambda \nabla^2 \right] \tilde{h}^2 - 120(2G + \lambda)\nabla^2 + O(\tilde{h}^4, \tilde{\eta}^4) \quad (3.79)$$

$$M_{12} = 20(4G + 3\lambda)\tilde{h}^2 \nabla^2 - \left[ (6G + 5\lambda)\nabla^4 + 20(3G + 2\lambda)(1 - \tilde{\eta}^2 \nabla^2) \frac{\partial^2}{\partial \tilde{t}^2} \right] \tilde{h}^4 - 120(2G + \lambda) + O(\tilde{h}^4, \tilde{\eta}^4)$$

$$M_{21} = \nabla^2 \left[ -12\lambda \tilde{h}^2 \nabla^2 \frac{\partial^2}{\partial \tilde{t}^2} + (2G + 3\lambda)\nabla^4 + 12\lambda \frac{\partial^2}{\partial \tilde{t}^2} \right] \tilde{h}^4 - 12\lambda \tilde{h}^2 \nabla^2 - 24(2G + \lambda) + O(\tilde{h}^4, \tilde{\eta}^4)$$
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\[ M_{22} = \left[ -12(2G + \lambda)(1 - \eta^2 \nabla^2) \frac{\partial^2}{\partial t^2} - (6G + 5\lambda)\bar{\nabla}^4 \right] \bar{h}^4 + 12(4G + 3\lambda)\bar{h}^2 \bar{\nabla}^2 - 24(2G + \lambda) + O(\bar{h}^4, \eta^4) \]

When the nonlocal effect is not taken into account, the expressions of the different coefficients are reduced to the ones given by Eq (2.94).

The determinant of the matrix vanishing. It results in governing differential equations at different orders:

\textbf{0\textdegree order}

\[(G + \lambda)\bar{\nabla}^4 w + \frac{3}{4}(2G + \lambda)(1 - \eta^2 \nabla^2) \frac{\partial^2 w}{\partial t^2} = 0 \quad (3.80)\]

\textbf{2\textdegree order}

\[-10(3\lambda + 4G)(1 - \eta^2 \nabla^2)\bar{h}^2 \frac{\partial^2}{\partial t^2} \bar{\nabla}^2 w - 4(\lambda + G)\bar{h}^2 \bar{\nabla}^4 w + 20(\lambda + G)\bar{\nabla}^6 w + 15(\lambda + 2G)(1 - \eta^2 \nabla^2) \frac{\partial^2 w}{\partial t^2} = 0 \quad (3.81)\]

or, in the dimensional form:

\textbf{0\textdegree order}

\[D \nabla^4 w + \rho h(1 - \eta^2 \nabla^2) \frac{\partial^2 w}{\partial t^2} = 0 \quad (3.82)\]

\textbf{2\textdegree order}

\[D \nabla^4 w + \rho h(1 - \eta^2 \nabla^2) \frac{\partial^2 w}{\partial t^2} - (1 - \eta^2 \nabla^2) \frac{2(2 - \nu)}{12} \frac{\rho h^3}{\nu} \frac{\partial^2}{\partial t^2} \nabla^2 w - D \frac{h^2}{20} \nabla^6 w = 0 \quad (3.83)\]
Multiply Eq. (3.81) by \([1 + (\hbar^2/5)]\), using the dimensional variables:

\[
D\nabla^4 w + (1 - \eta^2\nu^2)\rho h \frac{\partial^2 w}{\partial t^2} - (1 - \eta^2\nu^2)\frac{\rho h^3}{12} \left[1 + \frac{12D}{h^3G} - \frac{\nu}{5}\right] \frac{\partial^2}{\partial \tau^2} \nabla^2 w = 0
\]  

(3.84)

The equation is reduced to the truncated version of Uflyand-Mindlin plate theory with a shear coefficient equal to \(\kappa = 5/(6 - \nu)\). This value has been derived in the literature for local plate models [108,109,232,255] and more recently, for nonlocal plate models [239].

### 3.2.1.2. Asymptotic model with a partial nonlocality along the thickness of the plate

In this model, Eq. (3.74) is replaced by

\[
\left[1 - \eta^2 \frac{\partial^2}{\partial z^2}\right] \sigma = \lambda \left(\theta + \frac{\partial w}{\partial z}\right) \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} + G \begin{pmatrix} \frac{\partial u}{\partial x} \\ \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \\ \frac{\partial u}{\partial z} + \frac{\partial w}{\partial x} \\ \frac{\partial v}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial y} \\ \frac{\partial w}{\partial z} + \frac{\partial w}{\partial y} + 2 \frac{\partial w}{\partial y} \end{pmatrix} \]  

(3.85)

Thus, in this case, it leads to

\[
(\lambda + G) \frac{\partial}{\partial x} \begin{pmatrix} \frac{\partial}{\partial x} \\ \frac{\partial}{\partial y} + \frac{\partial w}{\partial z} \end{pmatrix} \left(\theta + \frac{\partial w}{\partial z}\right) + G \left(\nabla^2 + \frac{\partial^2}{\partial z^2}\right) \begin{pmatrix} u \\ v \\ w \end{pmatrix} = \rho \begin{pmatrix} 1 - \eta^2 \frac{\partial^2}{\partial z^2} \end{pmatrix} \frac{\partial^2}{\partial \tau^2} \begin{pmatrix} u \\ v \\ w \end{pmatrix}
\]  

(3.86)

Differentiating the first and second equations with respect to \(x\) and \(y\), respectively, and summing them, it leads to a system of two equations:

\[
(\lambda + G) \frac{\partial}{\partial z} \theta + \left(\lambda + 2G + \rho \eta^2 \frac{\partial^2}{\partial t^2}\right) \frac{\partial^2 w}{\partial z^2} + \left[G\nabla^2 w - \rho \frac{\partial^2}{\partial t^2}\right] = 0
\]  

(3.87)

\[
\left[\lambda + 2G\nabla^2 - \rho \frac{\partial^2}{\partial t^2}\right] \theta + \left(G + \rho \eta^2 \frac{\partial^2}{\partial t^2}\right) \frac{\partial^2 \theta}{\partial z^2} + (\lambda + G)\nabla^2 \frac{\partial w}{\partial z} = 0
\]
Substituting Eq. (2.86) into Eq. (3.87) yields

\[
\left( G \nabla^2 - \rho \frac{\partial^2}{\partial t^2} \right) w_{2n} + \left( \lambda + 2G + \rho \eta^2 \frac{\partial^2}{\partial t^2} \right) (2n + 1)(2n + 2)w_{2n+2} \\
+ (\lambda + G)(2n + 1)\theta_{2n+1} = 0; \ n \in \mathbb{N}
\]

\[
(\lambda + G)2n\nabla^2 w_{2n} + \left( (\lambda + 2G)\nabla^2 - \rho \frac{\partial^2}{\partial t^2} \right) \theta_{2n-1} \\
+ \left( G + \rho \eta^2 \frac{\partial^2}{\partial t^2} \right) 2n(2n + 1)\theta_{2n+1} = 0; \ n \in \mathbb{N}^*
\] (3.88)

Using the dimensionless variables defined in Eq. (2.88), it becomes

\[
\mathcal{H}_1 \bar{\theta}_{N+3} = \frac{1}{(N + 3)(N + 2)} \mathcal{A}_L^P \bar{\theta}_{N+1} + \frac{1}{N + 3} \mathcal{B}_L^P \bar{w}_{N+2}; \ N = 0, 2, 4, ... \\
\mathcal{H}_2 \bar{w}_{N+2} = \frac{1}{(N + 1)(N + 2)} \mathcal{C}_L^P \bar{w}_N + \frac{1}{(N + 2)} \mathcal{T}_L^P \bar{\theta}_{N+1}; \ N = 0, 2, 4, ...
\] (3.89)

The differential operators \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \), \( \mathcal{B}_L^P \) and \( \mathcal{C}_L^P \) are given by:

\[
\mathcal{H}_1 = \left( 1 + \tilde{\eta}^2 \frac{\partial^2}{\partial t^2} \right) \mathcal{H}_2 = \left( 1 + \frac{G}{(\lambda + 2G)\tilde{\eta}^2} \frac{\partial^2}{\partial t^2} \right)
\] (3.90)

The local operators \( \mathcal{A}_L^P \), \( \mathcal{B}_L^P \), \( \mathcal{C}_L^P \) and \( \mathcal{T}_L^P \) are given by Eq. (2.92).

Similarly to the previous section, the two equations are written in a matrix form (see section 2.1.2), leading to the governing differential equation at different orders:

**0**\(^{th}\) order

\[
\frac{4}{3} (\lambda + G) \nabla^4 + (\lambda + 2G) \frac{\partial^2}{\partial t^2} - \lambda \tilde{\eta}^2 \nabla^2 \frac{\partial^2}{\partial t^2} = 0
\] (3.91)
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\[
\begin{align*}
&\text{2}^{\text{nd}} \text{ order} \\
\frac{4}{3} (\lambda + G) \dddot{\nabla}^4 + (\lambda + 2G) \frac{\partial^2}{\partial t^2} - \lambda \dddot{\eta}^2 \dddot{\nabla}^2 \frac{\partial^2}{\partial t^2} \\
&- \left\{ 4\lambda \frac{(3G + \lambda)}{(\lambda + 2G)} \dddot{\eta}^2 \dddot{\nabla}^2 \frac{\partial^4}{\partial t^4} - 2 \left( \frac{20G^2 + 28G\lambda + 7\lambda^2}{(\lambda + 2G)} \right) \dddot{\eta}^2 \dddot{\nabla}^4 \frac{\partial^2}{\partial t^2} \\
&+ \frac{4}{15} (\lambda + G) \dddot{\nabla}^6 - 4(\lambda + 3G) \dddot{\eta}^2 \dddot{\nabla}^4 \frac{\partial^4}{\partial t^4} + \frac{2}{3} (3\lambda + 4G) \dddot{\nabla}^2 \frac{\partial^2}{\partial t^2} \right\} \dddot{h}^2 = 0
\end{align*}
\]

Or, in the dimensional form:

\[
\begin{align*}
&\text{0}^{\text{th}} \text{ order} \\
D \dddot{\nabla}^4 + \rho h \left[ 1 - \frac{\nu \eta^2 \nabla^2}{1 - \nu} \right] \dddot{\nabla}^2 = 0
\end{align*}
\]

\[
\begin{align*}
&\text{2}^{\text{nd}} \text{ order} \\
D \dddot{\nabla}^4 + \rho h \left[ 1 - \frac{\nu}{1 - \nu} \eta^2 \nabla^2 \right] \dddot{\nabla}^2 \\
&- \left\{ \frac{2\nu(3 - 4\nu)}{(1 - \nu)^2} \eta^2 \nabla^2 \frac{\rho^2 h \dddot{\nabla}^4}{G} \dddot{\nabla}^2 \right. \\
&- \frac{\rho h^3}{12} 2(5 - 26\nu - \nu^2) \eta^2 \nabla^4 \frac{\partial^2}{\partial t^2} + \frac{1}{20} D h^2 \dddot{\nabla}^6 \\
&- \frac{2(3 - 4\nu)}{(1 - \nu)} \eta^2 \frac{\rho^2 h \dddot{\nabla}^4}{G} \dddot{\nabla}^2 + \frac{\rho h^3}{12} 2(2 - \nu) \nabla^2 \frac{\partial^2}{\partial t^2} \right\} = 0
\end{align*}
\]

Multiplying Eq. (3.92) by \([5 + \dddot{\nabla}^2 \dddot{h}^2]\) leads to, using the dimensional numbers

\[
\begin{align*}
D \dddot{\nabla}^4 + (1 - \kappa_1 \eta^2 \nabla^2) \rho h \left[ 1 + \frac{\kappa_3 \rho}{G} \eta^2 \frac{\partial^2}{\partial t^2} \right] \dddot{\nabla}^2 &= \frac{\rho h^3}{12} \left[ 1 + \frac{12D}{\kappa h^3 G} \right] \frac{\partial^2 \dddot{\nabla}^2}{\partial t^2} \\
&+ \frac{\kappa_2 \rho h^3}{12} \eta^2 \dddot{\nabla}^4 \frac{\partial^2}{\partial t^2} = 0
\end{align*}
\]

where

\[
\kappa_1 = \frac{\nu}{1 - \nu}; \kappa_2 = \frac{(100 - 63\nu - 7\nu^2)}{15(1 - \nu)^2}; \kappa_3 = \frac{2(3 - 4\nu)}{(1 - \nu)}
\]
3.2.1.3. Asymptotic model with a full nonlocality

In this model, Eq. (3.74) is replaced by

\[
\left[ 1 - \eta^2 \left( \nabla^2 + \frac{\partial^2}{\partial z^2} \right) \right] \sigma = \lambda \left( \theta + \frac{\partial w}{\partial z} \right) \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} + G \begin{pmatrix} \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial x} \\ \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} + \frac{\partial w}{\partial y} \\ \frac{\partial u}{\partial z} + \frac{\partial w}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial y} \end{pmatrix} \] (3.97)

Thus, in this case, it yields:

\[
(\lambda + G) \left( \frac{\partial}{\partial x} \right) \left( \theta + \frac{\partial w}{\partial z} \right) + G \left( \nabla^2 + \frac{\partial^2}{\partial z^2} \right) \left( \frac{\partial u}{\partial x} \right) = \rho \left[ 1 - \eta^2 \left( \nabla^2 + \frac{\partial^2}{\partial z^2} \right) \right] \frac{\partial^2}{\partial t^2} \left( \frac{\partial u}{\partial x} \right) \] (3.98)

Differentiating the first and second equations with respect to \( x \) and \( y \), respectively, and summing them, it leads to a system of two equations:

\[
(\lambda + G) \frac{\partial}{\partial z} \theta + \left( \lambda + 2G + \rho \eta^2 \frac{\partial^2}{\partial t^2} \right) \frac{\partial^2 w}{\partial z^2} + \left[ G \nabla^2 w - \rho (1 - \eta^2 \nabla^2) \frac{\partial^2}{\partial t^2} \right] w = 0 \] (3.99)

\[
(\lambda + 2G) \nabla^2 \theta - \rho (1 - \eta^2 \nabla^2) \frac{\partial^2}{\partial t^2} \left[ \theta + \left( G + \rho \eta^2 \frac{\partial^2}{\partial t^2} \right) \frac{\partial^2 \theta}{\partial z^2} + (\lambda + G) \nabla^2 \frac{\partial w}{\partial z} \right] = 0 \]

Substituting Eq. (2.86) into Eq. (3.99) yields

\[
\left( G \nabla^2 - \rho (1 - \eta^2 \nabla^2) \frac{\partial^2}{\partial t^2} \right) w_{2n} + \left( \lambda + 2G + \rho \eta^2 \frac{\partial^2}{\partial t^2} \right) (2n + 1)(2n + 2)w_{2n+2} + (\lambda + G)(2n + 1)\theta_{2n+1} = 0; \quad n \in \mathbb{N} \] (3.100)
\[(\lambda + G)2n\nabla^2 w_{2n} + \left( (\lambda + 2G)\nabla^2 - \rho(1 - \eta^2\nabla^2) \frac{\partial^2}{\partial t^2} \right) \theta_{2n-1} + \left( G + \rho\eta^2 \frac{\partial^2}{\partial t^2} \right) 2n(2n + 1)\theta_{2n+1} = 0; \ n \in \mathbb{N}^* \]

Using the dimensionless variables defined in Eq. (2.88), it becomes:

\[
\mathcal{H}_1 \bar{\theta}_{N+3} = \frac{1}{(N + 3)(N + 2)} \mathcal{A}^P_{NL} \bar{\theta}_{N+1} + \frac{1}{N + 3} \mathcal{B}^P_L \bar{w}_{N+2}; \ N = 0, 2, 4, ... \]  

\[
\mathcal{H}_2 \bar{w}_{N+2} = \frac{1}{(N + 1)(N + 2)} \mathcal{C}^P_{NL} \bar{w}_N + \frac{1}{(N + 2)} \mathcal{F}^P_L \bar{\theta}_{N+1}; \ N = 0, 2, 4, ... \]  

In this case, the two equations are written in a matrix form, leading to the following equation at different orders:

**0th order**

\[
\frac{4}{3} (\lambda + G) \bar{V}^4 + \left( (\lambda + 2G) - \frac{1}{2} (\lambda + G) \bar{\eta}^2 \bar{V}^2 \right) \frac{\partial^2}{\partial t^2} = 0 \]  

**2nd order**

\[
\begin{align*}
\left\{ - \frac{8(\lambda + 3G)(\lambda + G)}{(\lambda + 2G)} \bar{\eta}^4 \bar{V}^2 \frac{\partial^4}{\partial t^4} + \frac{4}{3} \frac{(5\lambda + 14G)(\lambda + G)}{(\lambda + 2G)} \bar{\eta}^2 \bar{V}^2 \frac{\partial^2}{\partial t^2} \\
- \frac{4}{15} (\lambda + G) \bar{V}^6 + 4(\lambda + 3G) \bar{\eta}^2 \frac{\partial^4}{\partial t^4} \\
- \frac{2}{3} (3\lambda + 4G) \bar{V}^2 \frac{\partial^2}{\partial t^2} \right\} \bar{R}^2 - \frac{1}{2} (\lambda + G) \bar{\eta}^2 \bar{V}^2 \frac{\partial^2}{\partial t^2} \\
+ \frac{4}{3} (\lambda + G) \bar{V}^4 + (\lambda + 2G) \frac{\partial^2}{\partial t^2} = 0
\end{align*} \]  

Or, in the dimensional form:

**0th order**

\[
D \nabla^4 + \left( 1 - \frac{1}{4(1 - \nu)} \eta^2 \nabla^2 \right) \rho h \frac{\partial^2}{\partial t^2} = 0 \]  
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2nd order

\[
- \frac{2(3-4\nu)\rho^2 h}{(1-\nu)^2} \frac{\eta^4 v^2}{G} \frac{\partial^4 w}{\partial t^4} + \frac{19-28\nu \rho h^3}{(1-\nu)^2} \frac{\eta^2 v^4}{12} \frac{\partial^2 w}{\partial t^2} - \frac{h^2}{20} D \nabla^6
\]

\[
+ \frac{2(3-4\nu)\rho^2 h}{(1-\nu)^2} \frac{\eta^2 v^4}{G} \frac{\partial^4 w}{\partial t^4} - \frac{2(2-\nu)\rho h^3}{1-\nu} \frac{\partial^2 w}{\partial t^2} + D \nabla^4
\]

\[
+ \left(1 - \frac{1}{4(1-\nu)} \eta^2 v^2\right) \rho h \frac{\partial^2 w}{\partial t^2} = 0
\]

Multiplying Eq. (3.103) by \([5 + \nabla^2 k^2]\) leads to, under the dimensional form

\[
D \nabla^4 w + \rho h [1 - \kappa_1 \eta^2 v^2] \frac{\partial^2 w}{\partial t^2} - \left[1 + \frac{12D}{\kappa h^3 G}\right] \frac{\rho h^3}{12} \frac{\partial^2 w}{\partial t^2}
\]

\[
+ \eta^2 \rho h G \kappa_3 [1 - 4\kappa_1 \eta^2 v^2] \frac{\partial^4 w}{\partial t^4} + \kappa_2 \frac{\rho h^3}{12} \eta^2 v^4 \frac{\partial^2 w}{\partial t^2} = 0
\]

where

\[
\kappa_1 = \frac{1}{4(1-\nu)}; \kappa_2 = \frac{(277 - 357\nu)}{20(1-\nu)^2}; \kappa_3 = \frac{2(3-4\nu)}{(1-\nu)}
\]

3.2.2. Nonlocal engineering plate approaches

3.2.2.1. The nonlocal fourth order phenomenological Kirchhoff-Love model

In the stress gradient Kirchhoff-Love plate model, the constitutive relations for a rectangular KL plate can be written as [134,135,256]:

\[
(1 - \eta^2 v^2)M_{xx} = D \left( \frac{\partial^2 w}{\partial x^2} + \nu \frac{\partial^2 w}{\partial y^2} \right)
\]

\[
(1 - \eta^2 v^2)M_{yy} = D \left( \frac{\partial^2 w}{\partial y^2} + \nu \frac{\partial^2 w}{\partial x^2} \right)
\]

\[
(1 - \eta^2 v^2)M_{xy} = D (1 - \nu) \frac{\partial^2 w}{\partial x \partial y}
\]

where \(M_{xx}, M_{yy}\) are the bending moments is \(M_{xy}\) the twisting moment.
The nonlocal equilibrium equation of a rectangular plate is given by [80, 257,258], neglecting the rotary inertia

\[ \frac{\partial^2 M_{xx}}{\partial x^2} + 2 \frac{\partial^2 M_{xy}}{\partial x \partial y} + \frac{\partial^2 M_{yy}}{\partial y^2} = -\rho h \frac{\partial^2 w}{\partial t^2} \tag{3.111} \]

Multiplication of Eq. (3.111) by \((1 - \eta^2 \nabla^2)\) and substitution of Eqs. (3.108)-(3.110) results in [134,135,239]

\[ D \nabla^4 w + (1 - \eta^2 \nabla^2) \rho h \frac{\partial^2 w}{\partial t^2} = 0 \tag{3.112} \]

In the local approach \(\eta = 0\) and at the zeroth-order, the three asymptotic models derived from three-dimensional considerations and governed by Eqs. (3.82), (3.93) and (3.104) are reduced to the local Kirchhoff-Love thin plate model as already shown in the literature [109] and in a previous chapter.

The nonlocal Kirchhoff-Love plate model, as derived before and in the literature, is asymptotically consistent following one specific asymptotic model, namely the one with a partial nonlocality following the directions of the neutral plane of the plate. Furthermore, the three different models lead to different values of the small length scale differs between the models. Thus, the macroscopic length scale, used in the engineering models, such as the Kirchhoff-Love plate model, is related to the microscopic length scale introduced in the asymptotic models through the following relationship:

\[ \eta = \sqrt{\kappa_1 \eta_*} \tag{3.113} \]

where \(\kappa_1\) is equal to \(\nu/(1 - \nu)\) and \(1/4(1 - \nu)\) for the asymptotic model with a partial nonlocality following the thickness of the plate and a full nonlocality, respectively.

Eq. (3.112) may be obtained variationally using the following bending strain energy, kinetic energy [259]:

\[ U(w) = \frac{1}{2} \int_D D \left[ \left( \frac{\partial^2 w}{\partial x^2} \right)^2 + 2 \nu \frac{\partial^2 w}{\partial x^2 \partial y^2} + \left( \frac{\partial^2 w}{\partial y^2} \right)^2 + 2(1 - \nu) \left( \frac{\partial^2 w}{\partial x \partial y} \right)^2 \right] dxdy \tag{3.114} \]

\[ T(w) = \frac{1}{2} \int_D \frac{\partial^2}{\partial t^2} \left[ w^2 + \eta^2 \left( \left( \frac{\partial w}{\partial x} \right)^2 + \left( \frac{\partial w}{\partial y} \right)^2 \right) \right] dxdy \tag{3.115} \]
It is worth noting that the nonlocal effect does not affect the bending strain energy. Thus, by applying the Hamilton principle, Eq. (3.112) is obtained and, for boundary conditions, for edges parallel to the $x$ axis,

$$D \left( \frac{\partial^2 w}{\partial x^2} + v \frac{\partial^2 w}{\partial y^2} \right) \quad \text{or} \quad \frac{\partial w}{\partial x}$$

are specified

$$D \frac{\partial}{\partial x} \nabla^2 w - \eta^2 \rho \frac{\partial^4 w}{\partial t^2 \partial x}$$

or $w$

### 3.2.2.2. 6th order phenomenological thin plate model

We start from the constitutive law postulated as:

$$[1 - \eta^2 \nabla^2]M_{xx} = D \left[ \frac{\partial^2 w}{\partial x^2} + v \frac{\partial^2 w}{\partial y^2} - \eta^2 \left( \frac{\partial^4 w}{\partial x^4} - \frac{\partial^4 w}{\partial x^2 \partial y^2} - \frac{\partial^4 w}{\partial y^4} \right) \right]$$

(3.116)

$$[1 - \eta^2 \nabla^2]M_{yy} = D \left[ \frac{\partial^2 w}{\partial y^2} + v \frac{\partial^2 w}{\partial x^2} - \eta^2 \left( \frac{\partial^4 w}{\partial x^4} - \frac{\partial^4 w}{\partial x^2 \partial y^2} - \frac{\partial^4 w}{\partial y^4} \right) \right]$$

(3.117)

$$[1 - \eta^2 \nabla^2]M_{xy} = D(1 - v) \frac{\partial^2 w}{\partial x \partial y}$$

(3.118)

This model is close to the previously studied nonlocal fourth order phenomenological Kirchhoff-Love plate model. It changes in the expression of the right hand side. In this model, it includes an additional term. It is worth noting that Eq. (3.118) coincides with Eq. (3.110).

Multiplying Eq. (3.111) by $[1 - (e_0 a)^2 \nabla^2]$ and substituting Eqs. (3.116)-(3.118)

$$D \left[ \nabla^4 w + \eta^2 \left( \frac{\partial^4 w}{\partial x^4} - 2 \frac{\partial^4 w}{\partial x^2 \partial y^2} + \frac{\partial^4 w}{\partial y^4} \right) \right] + [1 - \eta^2 \nabla^2] \rho \frac{\partial^2 w}{\partial t^2} = 0$$

(3.119)

This equation containing sixth derivative terms following a same contribution, namely $x$ and $y$, it is called sixth order phenomenological model.
This equation may be also obtained from $U, T$ and $W$ given by:

$$
U(w) = \frac{1}{2} \int_D D \left[ \left( \frac{\partial^2 w}{\partial x^2} \right)^2 + 2\nu \frac{\partial^4 w}{\partial x^2 \partial y^2} + \left( \frac{\partial^2 w}{\partial y^2} \right)^2 \right] + 2(1 - \nu) \left( \frac{\partial^2 w}{\partial x \partial y} \right)^2
- \eta^2 \left( \frac{\partial^3 w}{\partial x^3} \right)^2 + \left( \frac{\partial^3 w}{\partial y^3} \right)^2 \right] dxdy
$$

(3.120)

$$
T(w) = \frac{1}{2} \int_D \frac{\partial^2}{\partial t^2} \left[ w^2 + \eta^2 \left( \frac{\partial w}{\partial x} \right)^2 + \left( \frac{\partial w}{\partial y} \right)^2 \right] dxdy
$$

(3.121)

For boundary conditions, for edges parallel to the $x$ axis, it yields:

$$
D \left( \frac{\partial^2 w}{\partial x^2} + \nu \frac{\partial^2 w}{\partial y^2} - \eta^2 \left( \frac{\partial^4 w}{\partial x^2 \partial y^2} - \frac{\partial^4 w}{\partial x^4} \right) \right) \delta \left( \frac{\partial w}{\partial x} \right) = 0
$$

$$
\eta^2 D \left[ \frac{\partial^3 w}{\partial x \partial y^2} \frac{\partial^2 \delta w}{\partial x^2} - \frac{\partial^3 w}{\partial y^3} \frac{\partial^2 \delta w}{\partial y^2} \right] = 0
$$

$$
\left\{ D \left[ \frac{\partial}{\partial x} \nabla^2 w + \eta^2 \left( \frac{\partial^5 w}{\partial x^5} - \frac{\partial^5 w}{\partial x^3 \partial y^2} \right) \right] + \eta^2 m_0 \omega^2 \frac{\partial w}{\partial x} \right\} \delta w = 0
$$

As for beam, this model will not be considered hereinafter.

### 3.2.2.3. Nonlocal original Uflyand-Mindlin model

In the nonlocal stress gradient Uflyand-Mindlin plate mode, the nonlocal equilibrium equations of a rectangular plate match those of the local equations given by Eq. (2.75) and the nonlocal constitutive laws are given by

$$
(1 - \eta^2 \nabla^2) M_{xx} = D \left( \frac{\partial \psi_x}{\partial x} + \nu \frac{\partial \psi_y}{\partial y} \right)
$$

(3.122)

$$
(1 - \eta^2 \nabla^2) M_{yy} = D \left( \frac{\partial \psi_y}{\partial y} + \nu \frac{\partial \psi_x}{\partial x} \right)
$$
\[
(1 - \eta^2 \nabla^2) M_{xy} = \frac{D}{2} (1 - \nu) \left( \frac{\partial \psi_x}{\partial y} + \frac{\partial \psi_y}{\partial x} \right)
\]

\[
(1 - R_s \eta^2 \nabla^2) Q_x = \kappa G h \left( \psi_x + \frac{\partial w}{\partial x} \right); \quad (1 - R_s \eta^2 \nabla^2) Q_y = \kappa G h \left( \psi_y + \frac{\partial w}{\partial y} \right)
\]

\(R_s\) is the control parameter defined before. In the literature, for plates and in contrast to beams, to our best knowledge, \(R_s\) is taken equal to unity. In this thesis, the case of \(R_s\) equal to zero will not be ignored.

Successive manipulations of these equations of motion lead to the governing differential equation

\[
D \nabla^4 w + (1 - R_s \eta^2 \nabla^2) \left( h - \frac{D \nabla^2}{\kappa G} \right) \rho \frac{\partial^2 w}{\partial t^2} + \eta^2 (R_s - 1) \rho h \frac{\partial^2 \nabla^2 w}{\partial t^2} - \frac{\rho h^3}{12} (1 - \eta^2 \nabla^2) \left[ \nabla^2 w - (1 - R_s \eta^2 \nabla^2) \frac{\rho \partial^2 w}{\partial t^2} \right] = 0
\]  

(3.123)

Furthermore, the nonlocal OUM plate model is also derived variationally by setting an additional Eringen energy \(T^{NL}\):

\[
T^{NL} = \frac{\eta^2}{2} \int_D R_s \rho h \left[ \left( \frac{\partial^2 w}{\partial x \partial t} \right)^2 + \left( \frac{\partial^2 w}{\partial y \partial t} \right)^2 \right] \]

\[
+ \frac{\rho h^3}{12} \left[ \left( \frac{\partial^2 \psi_x}{\partial x \partial t} \right)^2 + \left( \frac{\partial^2 \psi_x}{\partial y \partial t} \right)^2 + \left( \frac{\partial^2 \psi_y}{\partial x \partial t} \right)^2 + \left( \frac{\partial^2 \psi_y}{\partial y \partial t} \right)^2 \right] \, dx \, dy
\]

(3.124)

Hamilton’s principle, considering the strain and kinetic energies given by Eqs. (2.9)-(2.11) and (3.124), leads to the equations of motion:

\[
D \left( \frac{\partial^2 \psi_x}{\partial x^2} + \nu \frac{\partial^2 \psi_y}{\partial x \partial y} \right) + \frac{D (1 - \nu)}{2} \left( \frac{\partial^2 \psi_x}{\partial y^2} + \frac{\partial^2 \psi_y}{\partial x \partial y} \right) - \kappa G h \left( \psi_x + \frac{\partial w}{\partial x} \right) = \frac{\rho h^3}{12} (1 - \eta^2 \nabla^2) \frac{\partial^2 \psi_x}{\partial t^2}
\]

(3.125)

\[
D \left( \frac{\partial^2 \psi_y}{\partial y^2} + \nu \frac{\partial^2 \psi_x}{\partial x \partial y} \right) + \frac{D (1 - \nu)}{2} \left( \frac{\partial^2 \psi_y}{\partial x^2} + \frac{\partial^2 \psi_x}{\partial x \partial y} \right) - \kappa G h \left( \psi_y + \frac{\partial w}{\partial y} \right) = \frac{\rho h^3}{12} (1 - \eta^2 \nabla^2) \frac{\partial^2 \psi_y}{\partial t^2}
\]
\( \kappa G h \left( \frac{\partial \psi_x}{\partial x} + \frac{\partial^2 w}{\partial x^2} + \frac{\partial \psi_y}{\partial y} + \frac{\partial^2 w}{\partial y^2} \right) = \rho h (1 - R_s \eta^2 \nabla^2) \frac{\partial^2 w}{\partial t^2} \)

At the boundary of the plate:

\[
D \left( \frac{\partial \psi_n}{\partial n} + \nu \frac{\partial \psi_s}{\partial s} \right) + \eta^2 \rho h^3 \frac{\partial^3 \psi_n}{12 \partial t^2 \partial n} = 0 \quad \text{or} \quad \psi_n \\
\frac{D (1 - \nu)}{2} \left( \frac{\partial \psi_n}{\partial s} + \frac{\partial \psi_s}{\partial n} \right) + \eta^2 \rho h^3 \frac{\partial^3 \psi_s}{12 \partial t^2 \partial n} = 0 \quad \text{or} \quad \psi_s \\
\kappa G h \left( \psi_n + \frac{\partial w}{\partial n} \right) + R_s \eta^2 \rho h \frac{\partial^3 w}{12 \partial t^2 \partial n} = 0 \quad \text{or} \quad w
\]

are specified.

The equations of motion lead to the governing differential equation:

\[
D \nabla^4 w + (1 - R_s \eta^2 \nabla^2) \left( \rho h \frac{\partial^2 w}{\partial t^2} - \frac{\rho}{\kappa G} D \nabla^2 \frac{\partial^2 w}{\partial t^2} \right) \\
- \frac{\rho h^3}{12} (1 - \eta^2 \nabla^2) \frac{\partial^2}{\partial t^2} \left( \nabla^2 w - (1 - R_s \eta^2 \nabla^2) \frac{\rho}{\kappa G} \frac{\partial^2 w}{\partial t^2} \right) = 0
\]  \hspace{1cm} (3.126)

It is worth noticing that, for \( R_s = 1 \), the governing differential equations in displacement derived through the use of the equilibrium equations and the variational principles are identical. However, for \( R_s = 0 \), Eq. (3.126), derived through the variational principle, compared to Eq. (3.123) does not contain the term \( \eta^2 \rho h \frac{\partial^2 \nabla^2 w}{\partial t^2} \).
3.2.2.4. Truncated Uflyand-Mindlin model

As for the local plate models, it is suggested to replace in the equations of motion of the original Uflyand-Mindlin plate model \( \frac{\partial^2 \psi_x}{\partial t^2} \) and \( \frac{\partial^2 \psi_y}{\partial t^2} \) by \( \frac{\partial^3 w}{\partial x \partial t^2} \) and \( \frac{\partial^3 w}{\partial y \partial t^2} \), respectively. Thus, for the model derived through equilibrium equations, it yields [70]

\[
D \nabla^4 w + (1 - R_s \eta^2 \nabla^2) \left( h - \frac{D \nabla^2}{\kappa G} \right) \rho \frac{\partial^2 w}{\partial t^2} + \eta^2 (R_s - 1) \rho h \frac{\partial^2 \nabla^2 w}{\partial t^2} - \frac{\rho h^3}{12} (1 - \eta^2 \nabla^2) \frac{\partial^2 \nabla^2 w}{\partial t^2} = 0
\] (3.127)

3.2.2.5. Uflyand-Mindlin based on slope inertia

As for the nonlocal theory of beam, the expression of the kinetic energy given in Eq. (3.124) is retained.

Using Hamilton’s principle in conjunction with Eq. (2.101) rather than Eq. (2.80) yields to the equations of motion,

\[
D \left( \frac{\partial^2 \psi_x}{\partial x^2} + \nu \frac{\partial^2 \psi_y}{\partial x \partial y} \right) + \frac{D(1 - \nu)}{2} \left( \frac{\partial^2 \psi_x}{\partial y^2} + \frac{\partial^2 \psi_y}{\partial x \partial y} \right) - \kappa \rho h \left( \psi_x + \frac{\partial w}{\partial x} \right) = -\eta^2 \nabla^2 \frac{\rho h^3}{12} \frac{\partial^2 \psi_x}{\partial t^2}
\]

\[
D \left( \frac{\partial^2 \psi_y}{\partial y^2} + \nu \frac{\partial^2 \psi_x}{\partial x \partial y} \right) + \frac{D(1 - \nu)}{2} \left( \frac{\partial^2 \psi_y}{\partial x^2} + \frac{\partial^2 \psi_x}{\partial x \partial y} \right) - \kappa \rho h \left( \psi_y + \frac{\partial w}{\partial y} \right) = -\eta^2 \nabla^2 \frac{\rho h^3}{12} \frac{\partial^2 \psi_y}{\partial t^2}
\] (3.128)

It leads to the following governing differential equation,

\[
- \frac{\rho}{\kappa G} (1 - R_s \eta^2 \nabla^2) D \nabla^2 A \frac{\partial^2 w}{\partial t^2} + \frac{\rho h^2}{12 \kappa G} D \frac{\partial^2}{\partial t^2} \nabla^4 w + D \nabla^4 w
\]

\[
+ \rho h (1 - R_s \eta^2 \nabla^2) \frac{\partial^2 w}{\partial t^2} - \frac{\rho h^3}{12} \frac{\partial^2 \nabla^2 w}{\partial t^2}
\] (3.129)

\[
= \frac{\eta^2 h^3}{12} \frac{\partial^2 \nabla^2 w}{\partial t^2} \left[ \frac{\rho}{\kappa G} (1 - R_s \eta^2 \nabla^2) \frac{\partial^2 w}{\partial t^2} - \frac{\rho h^2}{12 \kappa G} \frac{\partial^2 w}{\partial t^2} \nabla^2 w - \nabla^2 w \right]
\]
And, at the boundary of the plate:

\[
D \left( \frac{\partial \psi_n}{\partial n} + v \frac{\partial \psi_s}{\partial s} \right) + \eta^2 \rho h^3 \frac{\partial^3 \psi_n}{12 \partial t^2 \partial n} = 0 \text{ or } \psi_n
\]

\[
\frac{D(1-v)}{2} \left( \frac{\partial \psi_n}{\partial s} + \frac{\partial \psi_s}{\partial n} \right) + \eta^2 \rho h^3 \frac{\partial^3 \psi_s}{12 \partial t^2 \partial n} = 0 \text{ or } \psi_s
\]

\[
kGh \left( \psi_n + \frac{\partial w}{\partial n} \right) + \frac{\rho h^3}{12} \frac{\partial^3 w}{\partial t^2 \partial n} + R_s \eta^2 \rho h \frac{\partial^3 w}{\partial t^2 \partial n} = 0 \text{ or } w
\]

are specified

### 3.2.3. Solution

Now, it is proposed to conduct a numerical comparison of the natural frequencies obtained through the different nonlocal asymptotic and engineering (KL, OUM, TUM and SUM) models for a nanoplate simply supported at all edges.

The governing differential equation, for the nonlocal engineering thick plate models is written under the general form as follows:

\[
D \nabla^4 w + (1 - R_s \eta^2 \nabla^2) \left( \rho h - \frac{\rho}{\kappa G} \frac{d^2 w}{dt^2} \right) \frac{\partial^2 w}{\partial t^2} + \delta_g \eta^2 (R_s - 1) \nabla^2 \rho h \frac{\partial^2 w}{\partial t^2} - \frac{\rho h^3}{12} \frac{\partial^2}{\partial t^2} \left( (1 - \eta^2 \nabla^2) \nabla^2 w \right)
\]

\[
- (\gamma_1 - \eta^2 \nabla^2)(\gamma_1 + \gamma_2) \frac{\rho}{\kappa G} (1 - R_s \eta^2 \nabla^2) \frac{\partial^2 w}{\partial t^2}
\]

\[
- \frac{\gamma_2}{\kappa G} \left( \frac{D}{h} + \frac{\eta^2 \rho h^2}{12} \frac{\partial^2}{\partial t^2} \right) \nabla^4 w \right) = 0
\]

The following nondimensional numbers are introduced:

\[
\beta = \frac{E}{G(1 - v^2)} \quad \gamma = \frac{\mu b}{\mu a} \quad \bar{h} = \frac{h}{a} \quad \xi = \frac{x}{a} \quad \chi = \frac{a}{b} \quad \bar{\eta} = \frac{\eta}{a}
\]

(3.131)
As for local plate models, the solution is given by Navier (see Eq. (2.118)). Substituting Eq. (2.118) and (3.131) into Eq. (3.130), it yields:

\[ \Lambda_1 \Omega^4 - \Lambda_2 \Omega^2 + \Lambda_3 = 0 \]  

where, for the engineering models for thick plates (original and truncated Uflyand-Mindlin and Uflyand-Mindlin based on slope inertia):

\[ \Lambda_1 = \frac{\beta \tilde{h}^4}{144 \kappa} \chi^6 \left[ \gamma_1 \Xi (1 + R_s \bar{\eta}^2 \bar{v}_{mn}) + \gamma_2 \left[ 1 + R_s \bar{\eta}^2 \bar{v}_{mn} + \frac{\bar{h}^2}{12} \bar{\eta}^2 \bar{v}_{mn} \right] \right] \]

\[ \Lambda_2 = \left( 1 + R_s \bar{\eta}^2 \bar{v}_{mn} \right) \left( 1 + \frac{\bar{h}^2 \beta}{12 \kappa} \bar{v}_{mn} \right) - \delta_y \bar{\eta}^2 (R_s - 1) \bar{v}_{mn} + \Xi \frac{\bar{h}^2}{12} \bar{v}_{mn} + \gamma_2 \frac{\bar{h}^4}{144 \kappa} \frac{\beta}{\bar{v}_{mn}^2} \right] \chi^4 \] (3.133)

\[ \Lambda_3 = \bar{v}_{mn}^2 \]

with \( \Xi = (1 + \bar{\eta}^2 \bar{v}_{mn}) \).

The coefficients for the first asymptotic model, coinciding with the truncated Bresse-Timoshenko model with \( R_s = 1 \) are given for a couple \((\gamma_1, \gamma_2)\) equal to \((0,0)\):

\[ \Lambda_1 = 0; \quad \Lambda_2 = \left( 1 + \bar{\eta}^2 \bar{v}_{mn} \right) \left( 1 + \frac{\bar{h}^2 \beta}{12 \kappa} \bar{v}_{mn} \right) + \Xi \frac{\bar{h}^2}{12} \bar{v}_{mn}^2 \] \chi^4 \] (3.134)

For the second asymptotic model with a partial nonlocality following the thickness of the plate, at the second order,

\[ \Lambda_1 = (1 + \kappa_1 \bar{\eta}^2 \bar{v}_{mn}) \kappa_3 \chi^6 \frac{\bar{h}^2}{12} \beta \bar{\eta}^2 \]

\[ \Lambda_2 = \left( 1 + \kappa_1 \bar{\eta}^2 \bar{v}_{mn} + \bar{v}_{mn} \frac{\bar{h}^2}{12} \left[ 1 + \frac{\beta}{\kappa} \right] + \kappa_2 \frac{\bar{h}^2}{12} \bar{\eta}^2 \bar{v}_{mn}^2 \right) \chi^4 \] (3.135)

For the third asymptotic model with a full nonlocality, at the second order,

\[ \Lambda_1 = \bar{\eta}^2 \chi^6 \frac{\beta \bar{h}^2}{12} \kappa_3 \left[ 1 + 4 \kappa_1 \bar{\eta}^2 \bar{v}_{mn} \right] \]

\[ \Lambda_2 = \left( 1 + \kappa_1 \bar{\eta}^2 \bar{v}_{mn} + \left[ 1 + \frac{\beta}{\kappa} \right] \frac{\bar{h}^2}{12} \bar{v}_{mn} + \kappa_2 \frac{\bar{h}^2}{12} \bar{\eta}^2 \bar{v}_{mn}^2 \right) \chi^4 \] (3.136)
The expression of $\Lambda_3$ is the same for all the models (asymptotic and engineering).

For the original Uflyand-Mindlin plate model and the second nonlocal asymptotic model at the second order, the solution is given by Eq. (2.131)

For the truncated Uflyand-Mindlin plate model, $\gamma_1 = 0$ and

$$\Omega = \frac{\bar{v}_{mn}}{\chi^2} \sqrt{\frac{1}{(1 + R_s \bar{\eta}^2 \bar{v}_{mn}) \left(1 + \frac{\bar{h}^2 \beta}{12 \kappa} \bar{v}_{mn}\right) - \delta_g \bar{\eta}^2 (R_s - 1) \bar{v}_{mn} + \frac{\bar{h}^2}{12} \bar{v}_{mn}}} \quad (3.137)$$

The solution is much simpler than the one derived for the original Uflyand-Mindlin plate model. The solution derived for the KL plate model is derived in the literature [256,260-263]

$$\Omega = \bar{v}_{mn} \sqrt{\frac{1}{\chi^4 (1 + \bar{\eta}^2 \bar{v}_{mn})}} \quad (3.138)$$

The solution of the zeroth order asymptotic models is given by:

$$\Omega = \bar{v}_{mn} \sqrt{\frac{1}{\chi^4 (1 + \kappa_1 \bar{\eta}^2 \bar{v}_{mn})}} \quad (3.139)$$

$\kappa_1$ is equal to 1, $\nu/(1 - \nu)$ and $1/4(1 - \nu)$ for the first, second and third asymptotic model with a nonlocality following the directions of the plate, with a partial nonlocality following the thickness of the plate and with a full nonlocality, respectively.

The five first non-dimensional natural frequencies are calculated in Table 14 for a square plate, simply supported at all edges, with a thickness ratio $\bar{h}$ equal to 0.1 in order to not ignore the rotary inertia and the shear effects, evaluated by the fourth order phenomenological Kirchhoff-Love plate model and the three versions of the nonlocal Uflyand-Mindlin plate model (original, truncated and based on slope inertia), the truncated model coinciding with the first asymptotic model at the second order. The Poisson’s ratio, as for beams, is taken equal to 0.3. The shear parameters $\kappa$ is calculated from its value determined in the local second order asymptotic model. Three values of the nonlocal parameter are chosen: $\bar{\eta} = 0$ (local approach), $\bar{\eta} = 0.15$ and $\bar{\eta} = 0.3$. 

112
<table>
<thead>
<tr>
<th></th>
<th>KL</th>
<th>OUM</th>
<th>TUM</th>
<th>SUM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>19.739</td>
<td>19.089</td>
<td>19.082</td>
<td>19.075</td>
</tr>
<tr>
<td></td>
<td>49.348</td>
<td>45.615</td>
<td>45.524</td>
<td>45.417</td>
</tr>
<tr>
<td></td>
<td>78.957</td>
<td>70.091</td>
<td>69.786</td>
<td>69.404</td>
</tr>
<tr>
<td></td>
<td>98.696</td>
<td>85.464</td>
<td>84.939</td>
<td>84.255</td>
</tr>
<tr>
<td></td>
<td>128.305</td>
<td>107.327</td>
<td>106.362</td>
<td>105.026</td>
</tr>
<tr>
<td>Local</td>
<td>$\eta = 0$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>16.426</td>
<td>19.028</td>
<td>16.007</td>
<td>15.885</td>
</tr>
<tr>
<td></td>
<td>33.369</td>
<td>44.840</td>
<td>32.356</td>
<td>31.400</td>
</tr>
<tr>
<td></td>
<td>47.385</td>
<td>67.497</td>
<td>44.409</td>
<td>42.064</td>
</tr>
<tr>
<td></td>
<td>54.996</td>
<td>80.991</td>
<td>51.073</td>
<td>47.622</td>
</tr>
<tr>
<td></td>
<td>65.079</td>
<td>99.061</td>
<td>59.697</td>
<td>54.439</td>
</tr>
<tr>
<td></td>
<td>$\eta = 0.15$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>11.846</td>
<td>18.846</td>
<td>11.642</td>
<td>11.456</td>
</tr>
<tr>
<td></td>
<td>21.155</td>
<td>42.706</td>
<td>20.502</td>
<td>19.555</td>
</tr>
<tr>
<td></td>
<td>27.732</td>
<td>60.923</td>
<td>26.555</td>
<td>24.618</td>
</tr>
<tr>
<td></td>
<td>31.395</td>
<td>70.315</td>
<td>29.835</td>
<td>27.186</td>
</tr>
<tr>
<td></td>
<td>36.221</td>
<td>81.095</td>
<td>34.043</td>
<td>30.299</td>
</tr>
<tr>
<td></td>
<td>$\eta = 0.3$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>16.003</td>
<td>15.879</td>
<td>19.013</td>
<td>18.832</td>
</tr>
<tr>
<td></td>
<td>32.322</td>
<td>31.337</td>
<td>44.655</td>
<td>42.551</td>
</tr>
<tr>
<td></td>
<td>44.322</td>
<td>41.881</td>
<td>66.896</td>
<td>60.506</td>
</tr>
<tr>
<td></td>
<td>50.943</td>
<td>47.330</td>
<td>79.983</td>
<td>69.701</td>
</tr>
<tr>
<td></td>
<td>59.495</td>
<td>53.949</td>
<td>97.289</td>
<td>80.208</td>
</tr>
</tbody>
</table>

Table 14. Natural frequencies $\Omega$ obtained for different values of the nonlocal parameter for the KL plate model, the OUM, TUM and SUM models for $\eta = 0$, $\eta = 0.15$, $\eta = 0.3$ and $(\bar{h}, \chi) = (0.1, 1)$.
First of all, similar observations to the beam cases can be done. The nonlocal effect tends to increase the flexibility of the beam and then an increase of the nonlocal parameter results in a decrease of the natural frequency. The nonlocal effect is more important for high order of frequencies. For instance, for the truncated Uflyand-Mindlin plate, for $\bar{\eta}$ and $R_s$ equal to 0.3 and 0, respectively, the fourth frequency is 2.8 times smaller than for the equivalent local fourth frequency. For the fundamental frequency, the nonlocal frequency is only 1.6 times smaller than the equivalent local one.

Moreover, as for beams, the different engineering thick plate model introduce a parameter $R_s$, equal to unity when the nonlocal effect affects both the shear and the bending parts of the constitutive laws. Although in the literature, only the case $R_s = 1$ is considered, the case $R_s$ equal to zero cannot be ignored a priori. The extension of the Bernoulli-Euler beam model for plates is the Kirchhoff-Love plate model and as for beams, this model is supposed to provide an upper bound of the natural frequencies. Yet, when $R_s = 0$, for $\bar{\eta}$ equal to 0.3, the the three first frequencies are 18.846, 42.706 and 60.923 for the nonlocal Uflyand-Mindlin plate model based on slope inertia versus 11.846, 21.155 and 27.732 for the nonlocal Kirchhoff-Love plate model, leading to a contradiction. Moreover, for the original Uflyand-Mindlin plate model, the governing differential equation should not depend on the derivation. For $R_s = 0$, when the nonlocal effect is taken into account, it is seen that the natural frequencies obtained for $\delta_g$ equal to unity (derivation through the use of the equilibrium equations) are different from the frequencies found for $\delta_g$ equal to zero (derivation by using the variational principle). The natural frequencies should not depend on the process of derivation of the equations. Thus, this short comparison justifies the use of $R_s$ equal to unity. Hereinafter, for plates, this parameter will be only taken equal to unity.

Furthermore, $\Omega^*$ is defined as the frequency ratio, the Kirchhoff-Love plate model being the reference model: $\Omega^* = \Omega/\Omega_{(KL)}$. $\Omega^*$ is depicted in Figs. 16 and 18 for a square plate and the three versions of the Uflyand-Mindlin plate model (original, truncated and based on slope inertia) for various nonlocal parameters $\bar{\eta}$ and a fixed thickness ratio $\bar{h}$ equal to 0.1 (Fig. 16) and for different thickness ratios $\bar{h}$ and a fixed nonlocal parameter $\bar{\eta}$ equal to 0.15 (Fig. 17). It is seen that the three versions of the Uflyand-Mindlin plate model coincides for small values of $\bar{\eta}$ and $\bar{h}$. A very small difference occurs for very high thickness ratios. The general trend of the curves show that
the fundamental frequency decreases when the thickness ratio or the nonlocal parameter increases.

**Fig. 16.** Frequency ratio $\Omega^*$ considering the nonlocal Kirchhoff-Love plate (KL) plate model, the original Uflyand-Mindlin plate model (OUM) and the nonlocal truncated Uflyand-Mindlin plate model (TUM) for various values of the non-dimensional nonlocal parameter $\tilde{\eta}$

**Fig. 17.** Frequency ratio $\Omega^*$ considering the nonlocal Kirchhoff-Love plate (KL) plate model, the original Uflyand-Mindlin plate model (OUM) and the nonlocal truncated Uflyand-Mindlin plate model (TUM) for various values of thickness ratio $\tilde{h}$
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Moreover, in order to clearly show the influence of the vibration mode number on the natural frequency, Fig. 18 depicts the values of the ratio $\Omega/\Omega_{KL} (\tilde{\eta} = 0 )$ for the Kirchhoff-Love plate model and the original Uflyand-Mindlin plate model with $R_s$ arbitrarily equal to unity versus $m^2 + n^2$, representative of the order of the frequency. Two values of the nonlocal parameters of the nonlocal parameter $\tilde{\eta}$ are arbitrarily chosen: 0.15 and 0.25. For the original Uflyand-Mindlin plate model, the frequency depends on the thickness ratio. So, $\tilde{h}$ is taken equal to 0.1 and 0.2. One can see that for a fixed $\tilde{\eta}$, whatever the thickness ratio, the Kirchhoff-love plate model provides an upper bound of the frequency. Interestingly, for a fixed value of $\tilde{h}$, for instance equal to 0.1, the difference between the natural frequencies calculated for $\tilde{\eta} = 0.15$ and $\tilde{\eta} = 0.25$ does not significantly change with the order of the frequency. However, for a fixed value of the nonlocal parameter $\tilde{\eta}$, for instance 0.15, the difference between the case $\tilde{h} = 0.1$ and $\tilde{h} = 0.2$ decreases with the order of the frequency.

Fig. 18. Frequency ratio $\Omega/\Omega_{KL} (\tilde{\eta} = 0 )$ considering the nonlocal Kirchhoff-Love plate (KL) plate model and the original Uflyand-Mindlin plate model for $\tilde{\eta}$ equal to 0.15 or 0.25 and $\tilde{h}$ equal to 0.1 or 0.2
In order to compare our results with those of the literature, the frequency ratio $\Omega^*$ is given in Fig. 19 for various length of the squared plate and the different nonlocal length $\eta$ considering the nonlocal original Uflyand-Mindlin plate model with $R_s$ equal to unity for a thickness equal to 0.34. The trends of the curves within the figure coincide with those in the literature. Whatever the length of the curve, the frequency strongly depends on the nonlocal length. For a small length of the plate, the rotary inertia and the shear effects are important. Consequently, the difference between the curves is important. When the length of the plate $a$ increases, it decreases these effects and all the curves merge in one curve for very high values of the plate length. This curve is the one of the local model.

![Figure 19](image)

**Fig. 19.** Frequency ratio considering the original Uflyand-Mindlin squared plate model for various values of the length of the plate and the nonlocal parameter $\eta$

Now, consider the different asymptotic models. It has been established that the one with a partial nonlocality following the two directions of the plate coincides with the Kirchhoff-Love plate model and the truncated Uflyand-Mindlin plate model for $R_s$ equal to unity at the zeroth and second order, respectively. At the lowest order, the three models differ in the expression of the macroscopic nonlocal length, as shown before. It results in a difference in the values of the natural frequencies, higher for first asymptotic model than for the two other ones. It is worth noticing in Table 14 that, for a specific quadruplet of parameters $(\bar{\eta}, \bar{\eta}, m, n)$ equal to $(0.15, 0.1, 3, 1)$, the second and third asymptotic models lead to complex values of the natural frequency. This issue does not occur for the first asymptotic model with a nonlocality following the directions of the plate, valid for any value of the chosen parameters. Thus, the second and third asymptotic models at the second order are less robust than the engineering nonlocal models.
Moreover, Figs. 20-22 depict the ratio $\Omega^*$ for various values of the nonlocal parameters for the three different asymptotical models at the zeroth and second order, respectively. At the second order, the natural frequency depends on the value of the thickness ratios and two cases are considered: a ratio equal to 0.1 (Fig. 21) and a ratio equal to 0.2 (Fig. 22) Because the coefficient $\kappa_1$ differs between the three asymptotic models, a difference occurs in the expression of the fundamental frequency and this difference increases with the nonlocal length.

**Fig. 20.** Frequency ratio $\Omega^*$ considering the three asymptotic models at the zeroth order for $\tilde{h} = 0.1$ and various values of the non-dimensional nonlocal parameter $\tilde{\eta}^*$.  

**Fig. 21.** Frequency ratio $\Omega^*$ considering the three asymptotic models at the second order for $\tilde{h} = 0.1$ and various values of the non-dimensional nonlocal parameter $\tilde{\eta}^*$.  

Vibration of nonlocal carbon nanotubes and graphene nanoplates Florian Hache 2018
As for the Kirchhoff-Love model and the three versions of the Uflyand-Mindlin plate model, an increase of the non-dimensional nonlocal parameter results in a decrease of the natural frequency. Comparing Figs. 21 and 22, it is shown that the difference between the different models is more important for large thickness ratios (for instance equal to 0.2). Also, for large non-dimensional nonlocal parameters, Figs. 21 and 22 show that after a certain value of the nonlocal parameter, the natural frequencies calculated from the asymptotic model with a partial nonlocality following the thickness of the plate and the one with a full nonlocality increase and no value is plotted for big values of $\eta^*$. Indeed, these models, as previously explained, do not always lead to real values of the frequencies. Thus, for a thickness ratio equal to 0.2, the asymptotic model with a full nonlocality cannot predict natural frequencies for a non dimensional nonlocal parameter $\eta^*$ larger than 0.2 for the asymptotic model with a full nonlocality, larger than 0.25 for the asymptotic model with a partial nonlocality following the $z$ direction. Moreover, in order to study the effect of the thickness ratio on the natural frequency, Fig. 23 depicts the frequency ratio $\Omega^*$ for a nonlocal parameter $\eta^*$ equal to 0.15 and various values of $\bar{h}$ calculated form the different asymptotic models at the second order. It is seen, similarly to Figs. 20-22 that an increase of the thickness ratio results in a decrease of the frequency ratio because of the rotary inertia and the shear effects that cannot be ignored. Hereinafter, it will be proposed a calibration of $\eta^*$ with respect to lattice mechanics.
Thus, in this chapter, different nonlocal models have been derived. First of all, nonlocal beam and plate models have been derived from an asymptotic approach starting from three-dimensional stress gradient elasticity. Based on power series expansions in displacement, different asymptotic models have been considered, leading to different governing differential equations at the zeroth and second order. In addition to these models, the three versions of the Bresse-Timoshenko models and the Uflyand-Mindlin plate models, presented in a previous chapter have been extended to take into account the nonlocal effect. As expected from the previous chapter, the truncated versions of these models are asymptotically consistent following a partial nonlocality following the directions of the structure (beam or plate). There is a debate in the literature in order to know whether the nonlocal effect should affect or not the shear part of the constitutive law. This study shows that it should affect both the bending and the shear parts of the law.

**Fig. 23.** Frequency ratio $\Omega^*$ considering the three asymptotic models at the second order for $\eta_* = 0.15$ and various values of the thickness ratio $\tilde{h}$
In each of the models that have been derived in this chapter, a small length scale coefficient has been introduced. This coefficient is supposed constant and its value has to be determined. It is suggested to calibrate it from a physical reference model based on lattice mechanics.
4. MICROSTRUCTURED AND CONTINUALIZED MODELS, CALIBRATION OF THE SMALL LENGTH SCALE COEFFICIENT: THE RESOLUTION OF THE SMALL LENGTH SCALE COEFFICIENT PARADOX

In the previous chapter, different phenomenological models based on postulated constitutive laws have been proposed. These models introduce a small length scale coefficient. This coefficient is assumed constant. Its value may be calibrated by equating the buckling load in statics or the natural frequency in dynamics with those of the lattice model. This chapter starts by presenting the discrete model for thin beams and plates. Then, the small length scale coefficient is calibrated, yielding to, as explained before, a paradoxical result. Thus, to solve this paradox, a new family of nonlocal structural models are proposed. These models are based on the continualization of the discrete models. These results will be extended to the case of thick plates (for thick beams, the reader may refer to the paper of Duan et al. [127]).

4.1. Different nonlocal thin beam models

4.1.1. Microstructured model

The idea of the lattice, or microstructured, model is to represent the pattern by periodic cells in order to take into account the discrete nature of the matter at a finer scale. The atoms of the plates are represented by the points of the lattice and the interactions between the atoms, by frictionless joints. In this approach, the bending moments are lumped at places that rotations are localized [132]. This structural model may be called Hencky’s model [131].
Thus, consider that the thin beam of the previous chapters, analytically described in the literature by the Bernoulli-Euler model, is an assembly of \( n \) beams of length \( a \) \((L = na)\) and concentrated inertia mass \( m \) connected by elastic rotational springs of stiffness \( C = EI/a \), (see Fig. 24). The beam is subjected to a compressive load \( N \). We define \( m_0 \) such as \( m_0 = m/a \). At the \( i \)th node, the deflection is \( w_i \) and the bending moment is \( M_i \).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig24.png}
\caption{Microstructured beam model}
\end{figure}

The discrete constitutive law and equilibrium equation are:

\[
M_i = EI \left( \frac{v_{i+1} - 2v_i + v_{i-1}}{a^2} \right) \quad (4.1)
\]

\[
\frac{M_{i+1} - 2M_i + M_{i-1}}{a^2} = -N \frac{v_{i+1} - 2v_i + v_{i-1}}{a^2} + m_0 \omega^2 v_i \quad (4.2)
\]

that are the Finite Difference formulation of the continuous equations

\[
M = EI \frac{d^2v}{dx^2} \quad (4.3)
\]

\[
N \frac{d^2v}{dx^2} + \frac{d^2M}{dx^2} - m_0 \omega^2 v = 0 \quad (4.4)
\]

Combining Eqs. (4.3) and Eq. (4.4) leads to the discrete governing differential equation:

\[
N \left( \frac{v_{i+1} - 2v_i + v_{i-1}}{a^2} \right) + EI \left( \frac{v_{i+2} - 4v_{i+1} + 6v_i - 4v_{i-1} + v_{i-2}}{a^4} \right) - m_0 \omega^2 v_i = 0 \quad (4.5)
\]

The beam being simply supported at both ends, the solution of the governing fourth-order difference equation is assumed to be, analogically to the Navier’s expression for continuous plates given in previous chapters

\[
v_i = v_0 \sin \left( \frac{m \pi i}{n} \right) \quad (4.6)
\]

We set the non-dimensional buckling:

\[
\lambda = l^2 \frac{N}{\pi^2 EI} \quad (4.7)
\]
For the next, the subscript \((micro)\) denotes the lattice model.

The substitution of Eq. (4.6) into Eq. (4.5) furnishes the following exact buckling load [129,147,264-266]:

\[
\lambda_{(micro)} = \min_m \left[ \frac{2n}{\pi} \sin \left( \frac{m\pi}{2n} \right) \right]^2
\]

(4.8)

In free vibration, \(N = 0\) and the non-dimensional natural frequency is, substituting Eq. (4.6) into Eq. (4.5), [71,267]:

\[
\Omega_{(micro)}^2 = \left[ \frac{2n}{\pi} \sin \left( \frac{m\pi}{2n} \right) \right]^4
\]

(4.9)

Thus, the discrete buckling load and natural frequency are determined. By the next, they will be used as references to calibrate the small length scale coefficient \(e_0\), introduced in the phenomenological models.

### 4.1.2. Phenomenological models: the small length scale paradox

#### 4.1.2.1. Fourth order Eringen phenomenological model

The governing differential equation for thin beams of the fourth order phenomenological model, also called nonlocal Bernoulli-Euler model, as given in the previous chapter by including a compressive force is [135]

\[
EI \frac{d^4v}{dx^4} + N \left[ 1 - (e_0\alpha)^2 \frac{d^2}{dx^2} \right] \frac{d^2v}{dx^2} - m_0\omega^2 \left[ 1 - (e_0\alpha)^2 \frac{d^2}{dx^2} \right] v = 0
\]

(4.10)

In free vibration, this equation has been derived through the use of constitutive laws and the equilibrium equation. The objective of this section is to calibrate the coefficient \(e_0\) by equating the solutions of the phenomenological model and the one of the microstructured mode, previously determined.

For a beam simply supported at both end, the solution is given through the Navier expression of the displacement. Substituting Eq. (2.48) into Eq. (4.10), it yields:

\[
m^4 - (\lambda m^2 + \Omega^2) \left[ 1 + \left( \frac{e_0 amn}{L} \right)^2 \right] = 0
\]

(4.11)

In statics (\(\Omega = 0\)), the nondimensional critical buckling load parameter is:
The small length scale coefficient is obtained by equating Eq. (4.8) and Eq. (4.12):

\[
\frac{1}{1 + \left(\frac{e_0 a m \pi}{L}\right)^2} = \frac{2n}{2n} \sin \left(\frac{\pi}{2n}\right)^2
\]

By expanding asymptotically the two sides of the equations, it leads to a calibration of the length scale coefficient as follows

\[e_{0,b} = 1/2\sqrt{3} \approx 0.288\]

where the subscript \(b\) denotes a parameter, herein the small length scale calibrated, investigated in statics. Analogically, the subscript \(v\) will be used in free vibration.

In free vibration, the nondimensional frequency parameter is

\[
\Omega^2 = m^2 \frac{1}{1 + \left(\frac{e_0 a m \pi}{L}\right)^2}
\]

As for the static case, in free vibration, the small length scale coefficient is calibrated by equating the continuous natural frequency given by Eq. (4.15) and the one of the discrete model (see Eq. (4.9))

\[
m^2 \frac{1}{1 + \left(\frac{e_0 a m \pi}{L}\right)^2} = \left[\frac{2n}{2n} \sin \left(\frac{\pi}{2n}\right)^4\right]
\]

By expanding asymptotically for both sides of Eq. (4.16) for \(m = 1\), it leads to the calibrated small length scale coefficient:

\[e_{0,v} = 1/\sqrt{6} \approx 0.408\]

It is worth noticing that \(e_{0,v}\) is different from \(e_{0,b}\). Thus, the small length scale coefficient is structural dependent.
### 4.1.2.2. Sixth order phenomenological model

A sixth order phenomenological model has been presented in the previous chapter in free vibration. In the literature [135], the extension of this model to include a compressive force leads to the following governing differential equation:

\[
EI \left[ 1 + (e_0a)^2 \frac{d^2}{dx^2} \right] \frac{d^4v}{dx^4} + N \left[ 1 - (e_0a)^2 \frac{d^2}{dx^2} \right] \frac{d^2v}{dx^2} - m_0 \omega^2 \left[ 1 - (e_0a)^2 \frac{d^2}{dx^2} \right] v = 0 \tag{4.18}
\]

For a simply supported beam, using the non-dimensional parameters, the equation becomes:

\[
\left[ 1 - \left( \frac{e_0a\alpha}{L} \right)^2 \right] m^4 - \lambda \left[ 1 + \left( \frac{e_0a\alpha}{L} \right)^2 \right] m^2 - \bar{\Omega}^2 \left[ 1 + \left( \frac{e_0a\alpha}{L} \right)^2 \right] = 0 \tag{4.19}
\]

In statics ($\omega = 0$), the nondimensional buckling load is given by:

\[
\lambda = \min_m m^2 \left[ 1 - \left( \frac{e_0a\alpha}{L} \right)^2 \right] / \left[ 1 + \left( \frac{e_0a\alpha}{L} \right)^2 \right] \tag{4.20}
\]

Moreover, $e_0$ is calibrated by equating Eq. (4.8) and Eq. (4.20):

\[
m^2 \left[ 1 - \left( \frac{e_0a\alpha}{L} \right)^2 \right] / \left[ 1 + \left( \frac{e_0a\alpha}{L} \right)^2 \right] = \left[ \frac{2n}{\pi} \sin \left( \frac{m\pi}{2n} \right) \right]^2 \tag{4.21}
\]

It yields the calibrated small length scale coefficient of

\[
e_{0,b} = 1/2\sqrt{2} \approx 0.204 \tag{4.22}
\]

In the free vibration case ($P = 0$), the nondimensional frequency parameter is:

\[
\Omega^2 = m^2 \left[ 1 - \left( \frac{e_{0,v}mn}{n} \right)^2 \right] / \left[ 1 + \left( \frac{e_{0,v}mn}{n} \right)^2 \right] \tag{4.23}
\]

By equating Eqs. (4.9) and (4.23), the following calibrated small length scale coefficient is obtained:

\[
e_{0,v} = 1/2\sqrt{3} \approx 0.288 \tag{4.24}
\]

The small length scale coefficient differs in statics and in buckling. As for the fourth order phenomenological model, the nonlocal sixth order phenomenological model cannot be calibrated with a constant length scale parameter.

Thus, the phenomenological models as presented in the literature and in this thesis are not consistent because they are based on the use of a theoretical constant coefficient which cannot be calibrated with a fixed value. Thus, there is a need to develop new nonlocal models to better describe the mechanical behavior of nanomaterials. The nonlocal continualized models are recent and lead to extremely promising results.
4.1.3. Resolution of the paradox: the continualized model

4.1.3.1. Fourth order continualized model

The nonlocal continualized models are built from the reference lattice model. The continualization process is explained below. The discrete displacement of the \( i \)th node \( v_i \) for the discrete model is equal to the displacement of the equivalent continuous system \( v \): \( v_i = v(x_i) = v(x) \). Following a similar reasoning, the previous and next particles \( w_{i-1} \) and \( v_{i+1} \) are replaced by \( v(x_i - a) \) and \( v(x_i + a) \), respectively. By applying Taylor series to the difference operators that describe discrete particle interactions, it yields to:

\[
v_i \pm 1 = v(x_i \pm a) = \sum_{k=0}^{\infty} \frac{(\pm 1)^k a^k}{k!} \frac{d^k}{dx^k} v(x) = \left[ e^{\pm a \frac{d}{dx}} \right] v
\] (4.25)

Thus, at the second order of the Taylor expansion, the second derivative of the discrete model is equivalent to a continuous higher-order differential operator:

\[
\frac{v_{i+1} - 2v_i + v_{i-1}}{a^2} = \frac{d^2}{dx^2} \left[ 1 + \frac{a^2}{12} \frac{d^2}{dx^2} \right] v(x) + o(a^2)
\] (4.26)

The second term represents the effect due to discreteness, with \( a \) being the trace of the microscopic system. Using the Padé approximation, the discrete laplacian can be expanded as:

\[
\frac{v_{i+1} - 2v_i + v_{i-1}}{a^2} = \frac{d^2}{dx^2} v + o(a^2)
\] (4.27)

Similarly, at the fourth order,

\[
\frac{v_{i+2} - 4v_{i+1} + 6v_i - 4v_{i-1} + v_{i-2}}{a^2} = \frac{d^4}{dx^4} \left( 1 + \frac{a^2}{6} \frac{d^2}{dx^2} \right) v + o(a^2)
\] (4.28)

Or

\[
\frac{v_{i+2} - 4v_{i+1} + 6v_i - 4v_{i-1} + v_{i-2}}{a^2} = \frac{d^4}{dx^4} \left( 1 - \frac{a^2}{12} \frac{d^2}{dx^2} \right)^2 v + o(a^2)
\] (4.29)

Eqs. (4.28) and (4.29) show that at least two continualization processes are possible, through the use of the Padé approximants or just the Taylor expansion up to the second order term. Indeed, substituting Eq. (4.27) into the discrete moment curvature relation Eq. (4.1) may
\[ M = EI \frac{d^2}{dx^2} v + o(a^2) \]  

(4.30)

Analogically, substituting Eq. (4.27) into the discrete equilibrium equation Eq. (4.2):

\[ \frac{d^2}{dx^2} (M + Nv) - m_0 \omega^2 v + o(a^2) = 0 \]  

(4.31)

Multiplying Eqs. (4.30) and (4.31) by \[ 1 - \left( \frac{a^2}{12} \right) \frac{d^2}{dx^2} \], it yields the continualized constitutive law and equilibrium equation:

\[ M - \frac{a^2}{12} \frac{d^2 M}{dx^2} = EI \frac{d^2 v}{dx^2} + o(a^2) \]  

(4.32)

\[ \frac{d^2 M}{dx^2} = -N \frac{d^2 v}{dx^2} + m_0 \omega^2 \left( v - \frac{a^2}{12} \frac{d^2 v}{dx^2} \right) + o(a^2) \]  

(4.33)

The nonlocal effect occurs in these equations through the length \( a \). Thus, in contrast to the phenomenological models, the continualized models do not preserve the locality of the equilibrium equation.

Substituting Eq. (4.32) into Eq. (4.33), it provides a moment-displacement relationship:

\[ M = EI \frac{d^4 v}{dx^4} - \frac{Na^2}{12} \frac{d^2 v}{dx^2} + m_0 \omega^2 \frac{a^2}{12} \left( v - \frac{a^2}{12} \frac{d^2 v}{dx^2} \right) + o(a^4) \]  

(4.34)

\( e_0 \) is, constant and arbitrarily taken equal to \( 1/\sqrt{12} \). The substitution of Eq. (4.34) into Eq. (4.33), by neglecting the higher order term in \( a \), it results in the following governing differential equation:

\[ EI \frac{d^4 v}{dx^4} + P \left[ 1 - \frac{a^2}{12} \frac{d^2}{dx^2} \right] \frac{d^2 v}{dx^2} - m_0 \omega^2 \left[ 1 - \frac{a^2}{6} \frac{d^2}{dx^2} \right] v = 0 \]  

(4.35)

Furthermore, this equation can be equivalently obtained directly by continualization of the discrete governing differential equation Eq. (4.5). As shown in the literature [135] the two processes would lead to the same governing differential equation.

Thus, substituting Eqs. (4.27) and (4.29) into Eq. (4.5) leads to

\[ EI \frac{d^4 v}{dx^4} \left( 1 - \frac{a^2}{12} \frac{d^2}{dx^2} \right)^2 v + N \frac{d^2}{dx^2} v - m_0 \omega^2 v + o(a^2) = 0 \]  

(4.36)

Multiplying Eq. (4.36) by \( 1 - (a^2/12)(d^2/dx^2)^2 \), the governing differential equation of the fourth order continualized model is obtained, retaining only the second order terms in \( a \) [135]:
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The boundary conditions of this continualized model are obtained from the variational approach [135]:

\[
\left[\left[ EI - P \frac{a^2}{12} \frac{d^3 v}{dx^3} + \left[ N + m_0 \omega^2 \frac{a^2}{6} \frac{dv}{dx} \right] \delta v \right]_0^L \right] = 0
\] \tag{4.37}

\[
\left[\left[ EI - N \frac{a^2}{12} \frac{d^2 v}{dx^2} \right] \delta \left( \frac{dv}{dx} \right)_0^L \right] = 0
\] \tag{4.38}

The solution is provided for a simply supported beam. By substituting Eq. (2.48) into Eq. (4.35), we obtain

\[
m^4 - \lambda \left[ 1 + \left( \frac{e_0 a m \pi}{L} \right)^2 \right] m^2 - \bar{\Omega}^2 \left[ 1 + 2 \left( \frac{e_0 a m \pi}{L} \right)^2 \right] = 0
\] \tag{4.39}

In statics (\(\omega = 0\)), the nondimensional buckling load parameter is:

\[
\lambda = \min \frac{m^2}{1} \frac{1}{1 + \left( \frac{e_0 a m \pi}{L} \right)^2} = \frac{1}{1 + \left( \frac{e_0 a \pi}{L} \right)^2}
\] \tag{4.40}

In free vibration (\(P = 0\)), the nondimensional frequency parameter is:

\[
\Omega^2 = m^2 \frac{1}{1 + 2 \left( \frac{e_0 a m \pi}{L} \right)^2}
\] \tag{4.41}

### 4.1.3.2. Sixth order continualized model

It is suggested to use Eq. (4.26) instead of Eq. (4.27) in the continualization of the local constitutive law and the equilibrium equation, leading to

\[
M = EI \left[ \frac{d^2 v}{dx^2} + \frac{a^2}{12} \frac{d^4 v}{dx^4} + o(a^2) \right]
\] \tag{4.42}

The nonlocal constitutive law Eq. (4.42) is different from Eq. (4.30). Thus, it will lead to a new continualized model. The nonlocal equilibrium equation Eq. (4.31) is retained. The substitution of Eq. (4.42) into Eq. (4.31) and multiplying by \(1 - (a^2/12)(d^2/dx^2)\) yields, choosing \(e_0 = 1/\sqrt{12}\) and by neglecting the term of higher order in \(a\):

\[
EI \left[ 1 + (e_0 a)^2 \frac{d^2 v}{dx^2} \right] \frac{d^2 v}{dx^2} + N \frac{d^2 v}{dx^2} - m_0 \omega^2 \left[ 1 - (e_0 a)^2 \frac{d^2 v}{dx^2} \right] v = 0
\] \tag{4.43}
It is worth noticing that Eq. (4.48) may be asymptotically obtained from Eq. (4.35), by multiplying it by $[1 + (a^2/12)(d^2/dx^2)]$ and neglecting the terms in $a^4$.

Comparing the continualized nonlocal model with the sixth order phenomenological model, the term associated with the dynamic effect is different from the one associated with the static effect. Thus, in dynamics, in presence of a compressive load, the continualized and phenomenological models do not match.

This governing equation contains a sixth-order space derivative term, in contrast to the fourth order one that contains only second and fourth order space derivative terms. The only difference between these two models is the scheme of continualization used in the bending constitutive law. Thus, the order of the governing differential equation can be increased by using a different continualization process.

Because of the presence of a sixth order space derivative term in the governing differential equation, it requires two additional boundary conditions. These conditions are obtained from the derivation of the governing differential equation through the variational principle. Thus, the natural boundary conditions are [135]:

\[
\left[ EI \left\{ \frac{a^2}{12} \frac{d^5 v}{dx^5} + \frac{d^3 v}{dx^3} \right\} + \left[ N + m_0 \omega^2 \frac{a^2}{12} \frac{dv}{dx} \right] \right]_0^L = 0
\]

\[
\left[ EI \left\{ \frac{a^2}{12} \frac{d^4 v}{dx^4} + \frac{d^2 v}{dx^2} \right\} \delta \left( \frac{dv}{dx} \right) \right]_0^L = 0
\]

\[
\left[ EI \frac{a^2}{12} \frac{d^3 v}{dx^3} \right]_0^L = 0
\]

For a simply supported beam, by substituting Eq. (2.48) into Eq. (4.43),

\[
\left[ 1 - \left( \frac{e_0 am \pi}{L} \right)^2 \right] m^4 - \lambda m^2 - \Omega^2 \left[ 1 + \left( \frac{e_0 am \pi}{L} \right)^2 \right] = 0
\]

(4.45)

In statics ($\omega = 0$), the nondimensional buckling load parameter is:

\[
\lambda = \min_m \left[ m^2 - \left( \frac{e_0 am \pi}{L} \right)^2 \right] = 1 - \left( \frac{e_0 am \pi}{L} \right)^2
\]

(4.46)

In free vibration ($P = 0$), the nondimensional frequency parameter is:

\[
\Omega^2 = m^2 \left[ 1 - \left( \frac{e_0 am \pi}{L} \right)^2 \right] / \left[ 1 + \left( \frac{e_0 am \pi}{L} \right)^2 \right]
\]

(4.47)
The expressions of the natural frequencies and buckling loads are not the same between the two continualized approaches. This difference is due to the continualization process, based on the use of Padé approximants for the fourth order phenomenological model and the Taylor approximants for the sixth order one.

4.2. Different nonlocal thin plate models

The previous derivation is now extended to plates.

4.2.1. Microstructured model

Following the idea presented in the previous section, a rectangular plate under compressive load is represented an assembly of chain net systems of rigid straight elements connected at frictionless joints where rotations are localized as shown in Fig. 25. This model is an extension of the Hencky’s approach valid for beams and plates. The lattice plate model has been developed by Wifi et al. [136] and El Naschie [132].

Fig. 25. Microstructured beam-grid model (a), torsional deformation of a unit cell (b)

\( w_{i-j} \) and \( w_{i+j} \) denote the transverse displacements of the right end of the \( i^{th} \) beam element and the left end of the \((i+1)^{th}\) beam element, respectively, and \( w_{i,j} = w_{i-j} \). Thus, \( w_{i,j} \) is the transverse displacement of node \((i,j)\). In addition to the transverse displacement, two rotations \( \psi_{x}^{i+1/2,j} \) and \( \psi_{y}^{i+1/2,j} \) are defined in the middle of the elements and denote the rotations of the element between node \((i,j)\) and node \((i+1,j)\).
\( \Delta x \) and \( \Delta y \) are the lengths of beam elements in the \( x \)- and \( y \)-directions. For thin plates, the rotations are related to the displacements by:

\[
\psi_{i}^{1/2} = \frac{W_{l-1} - W_{l+1}}{\Delta x} \quad \psi_{j}^{1/2} = \frac{W_{l+1} - W_{l-1}}{\Delta y}
\]

(4.48)

\( s \) is a parameter such as when \( s = 0 \), the load is uniaxial [148] and when \( s = 1 \), the load is the same along the two directions [133]. As for the beam case, the bending of the plate is made possible by rotational springs at individual nodes. In vibration, the masses are at the nodes of the lattice structure. The torsion deformation is modeled by a rectangular repetitive unit cell composed of four rigid beam elements with springs in the central domain [132].

In the discrete model, the centered difference forms of the moment-rotation relationships is formulated as:

\[
M_{x}^{i,j} = D \left( \Delta x \psi_{x}^{i,j} \right) + v \Delta y \psi_{y}^{i,j} \quad M_{y}^{i,j} = D \left( \Delta y \psi_{y}^{i,j} \right) + v \Delta x \psi_{x}^{i,j}
\]

(4.49)

\[
M_{x,y}^{i,j} = M_{y,x}^{i,j} = \frac{D(1-v)}{2} \left( \Delta x \psi_{x}^{i,j} \right) + \Delta y \psi_{y}^{i,j}
\]

(4.50)

The centered difference operators are defined as follows:

\[
\Delta x [w_{i,j}] = \frac{w_{i+1,j} - w_{i-1,j}}{\Delta x} \quad \Delta y [w_{i,j}] = \frac{w_{i,j+1} - w_{i,j-1}}{\Delta y}
\]

(4.51)

and \( \Delta_{\alpha\beta}[w_{i,j}] = \Delta_{\alpha}(\Delta_{\beta}[w_{i,j}]) \)

The strain energy function caused by bending of the rotational springs is given by:

\[
U_{b} = \frac{1}{2} \sum_{i=1}^{n_{x}-1} \sum_{j=1}^{n_{y}-1} \left[ M_{x}^{i,j} (\Delta x [\psi_{x}^{i,j}] \Delta y) + M_{y}^{i,j} (\Delta y [\psi_{y}^{i,j}] \Delta x) \right] \Delta x \Delta y
\]

\[
= \frac{D}{2} \sum_{i=1}^{n_{x}-1} \sum_{j=1}^{n_{y}-1} \left[ (\Delta x [\psi_{x}^{i,j}])^{2} + (\Delta y [\psi_{y}^{i,j}])^{2} \right]
\]

\[
+ 2v \Delta y [\psi_{x}^{i,j}] \Delta x [\psi_{y}^{i,j}] \right] \Delta x \Delta y
\]

(4.52)

where \( n_{x} \) and \( n_{y} \) are the numbers of discrete rigid elements in the \( x \)- and \( y \)-directions, respectively. They are also seen as the number of atoms in the length of the plate.

Substituting Eq. (4.51), it leads to
For an isotropic material, the work is given by:

\[ W = \frac{1}{2} N \Delta x \Delta y \left( \sum_{i \in \emptyset} \sum_{j \in \emptyset} (\Delta x[w_{i,j}])^2 + \sum_{i \in \emptyset} \sum_{j \in \emptyset} s(\Delta y[w_{i,j}])^2 \right) \]  

(4.58)

where \( \emptyset \) denotes the group of halves of odd numbers \( \emptyset = \{(2k + 1)/2 \mid k \in \mathbb{N}\} \)

For an isotropic material, \( \Delta x = \Delta y = a = \chi L/n_y = L/n_x \).
The governing differential equation is obtained by minimizing the total energy:

$$\frac{\partial \delta(U_t + U_b - W - T)}{\partial w_{i,j}} = 0 \quad (4.59)$$

whence the discrete governing difference equation in displacement of the microstructured model:

$$n_x^i L[w_{i,j}] + n_y^j \lambda_{(micro)}(H_x + sH_y)[w_{i,j}] - \Omega^2_{(micro)} w_{i,j} = 0 \quad (4.60)$$

where the discrete operators $L$, $H_x$, and $H_y$ are

$$L[w_{i,j}] = 20w_{i,j} + (w_{i,j-2} + w_{i,j+2} + w_{i-2,j} + w_{i+2,j}) - 8(w_{i,j-1} + w_{i,j+1} + w_{i-1,j} + w_{i+1,j}) + 2(w_{i+1,j-1} + w_{i+1,j+1} + w_{i-1,j-1} + w_{i-1,j+1})$$

$$H_y[w_{i,j}] = w_{i,j-1} - 2w_{i,j} + w_{i,j+1}; H_x[w_{i,j}] = w_{i-1,j} - 2w_{i,j} + w_{i+1,j}$$

$$\Omega^2_{(micro)} = \frac{m_0 \omega^2 (\chi L)^4}{D}; \lambda_{(micro)} = \frac{N (\chi L)^2}{D} \quad (4.62)$$

where $\Omega_{(micro)}$ is the dimensionless vibration frequency of the microstructured beam-grid model and $\lambda$ the nondimensional buckling stress.

The discrete equation Eq. (4.60) can be seen as the finite difference formulation of the continuous Kirchhoff-Love plate equation [134].

Equation (4.60) is also obtainable by considering the finite difference formulation of both the constitutive law and the equilibrium equations. The finite difference scheme applied to the constitutive law is expressed as:

$$M_{x}^{i,j} = D \left( \frac{w_{i+1,j} - 2w_{i,j} + w_{i-1,j}}{\Delta x^2} + \frac{w_{i,j+1} - 2w_{i,j} + w_{i,j-1}}{\Delta y^2} \right) \quad (4.63)$$

$$M_{y}^{i,j} = D \left( \frac{w_{i,j+1} - 2w_{i,j} + w_{i,j-1}}{\Delta y^2} + \frac{w_{i+1,j} - 2w_{i,j} + w_{i-1,j}}{\Delta x^2} \right) \quad (4.64)$$

$$M_{xy}^{i,j} = M_{yx}^{i,j} = D(1 - \nu) \frac{-w_{i,j+1} + w_{i+1,j+1} + w_{i,j} - w_{i+1,j}}{\Delta x \Delta y} \quad (4.65)$$

For the equilibrium equation, it is expressed as:

$$\frac{M_{x}^{i+1,j} - 2M_{x}^{i,j} + M_{x}^{i-1,j}}{\Delta x^2} + 2 \frac{M_{xy}^{i,j} - M_{xy}^{i-1,j} - M_{xy}^{i,j-1} + M_{xy}^{i,j+1}}{\Delta x \Delta y} + \frac{M_{y}^{i,j+1} - 2M_{y}^{i,j} + M_{y}^{i,j-1}}{\Delta y^2}$$

$$+ N \left( \frac{w_{i+1,j} - 2w_{i,j} + w_{i-1,j}}{\Delta x^2} + s \frac{w_{i,j+1} - 2w_{i,j} + w_{i,j-1}}{\Delta y^2} \right) - m_0 \omega^2 w_{i,j} = 0 \quad (4.66)$$

Substituting Eqs. (4.63)-(4.65) into Eq. (4.66), it leads to Eq. (4.60).
For a discrete plate that is simply supported at all edges, analogically to the continuous approach, the Navier expression of the displacement is expressed as:

\[ w_{i,j} = w_0 \sin \frac{m\pi i}{n_x} \sin \frac{n\pi j}{n_y} = w_0 \sin \frac{a m\pi i}{n_x} \sin \frac{n\pi j}{n_y} \quad (4.67) \]

By substituting Eq. (4.67) into Eq. (4.60), one obtains the following equation:

\[
\Omega_{(micro)}^2 - 4n_y^4 \left( 2 - \cos \frac{m\pi}{n_x} + \cos \frac{n\pi}{n_y} \right)^2 + 2\lambda_{(micro)} n_y^2 \left( 1 + s - \cos \frac{m\pi}{n_x} - s \cos \frac{n\pi}{n_y} \right) = 0 \quad (4.68)
\]

In statics, \( \Omega_{(micro)} \) = 0 and the critical buckling load equals

\[
\lambda_{(micro)} = \min_{(m,n)} \left( - \frac{2n_y^2 \left( \cos \frac{m\pi}{n_x} + \cos \frac{n\pi}{n_y} - 2 \right)^2}{\cos \frac{m\pi}{n_x} + s \cos \frac{n\pi}{n_y} - 1 - s} \right) \quad (4.69)
\]

Zhang et al. [148] derived this equation for a uniaxial load \( s = 0 \)

In free vibration, \( N = 0 \) and the non-dimensional natural frequency is

\[
\Omega_{(micro)}^2 = 4n_y^4 \left( 2 - \cos \frac{m\pi}{n_x} + \cos \frac{n\pi}{n_y} \right)^2 \quad (4.70)
\]

This lattice model is used to calibrate the small length scale coefficient of the continuous models and to build continualized models in order to have a constant coefficient.

### 4.2.2. Phenomenological thin plate model

#### 4.2.2.1. Fourth order phenomenological model

The governing differential equation of the fourth order phenomenological plate model, also called nonlocal Kirchhoff-Love plate model, has been given in a previous chapter in free vibration. It is now extended to take into account the compressive forces:

\[
D \nabla^4 w - [1 - (e_0 a)^2 \nabla^2]m_0 \omega^2 w + [1 - (e_0 a)^2 \nabla^2]N \left( \frac{\partial^2 w}{\partial x^2} + s \frac{\partial^2 w}{\partial y^2} \right) = 0 \quad (4.71)
\]

In a similar manner to the investigation of nonlocal beam models, the small length scale coefficient has to be calibrated. First of all, the solution is determined for a plate, simply supported
at all edges. It is assumed a half sine wave in the \( y \) direction \((n = 1)\). In view of the simply supported boundary conditions, the substitution of the Navier expression of the displacement into Eq. leads to the following non-dimensional critical buckling load, in statics \((\omega = 0)\):

\[
\lambda = \min_m \frac{\left(\frac{xL}{a}\right)^2 [(\chi m)^2 + 1]^2 \pi^2}{e_0^2 \pi^2 [(\chi m)^4 + (\chi m)^2 (1 + s) + (\frac{xL}{a})^2 (\chi m)^2 + s]}
\]

and, in free vibration \((N = 0)\), the non-dimensional natural frequency

\[
\Omega^2 = \frac{\left(\frac{xL}{a}\right)^2 [(\chi m)^2 + 1]^2 \pi^4}{\left(\frac{xL}{a}\right)^2 + e_0^2 \pi^2 [(\chi m)^2 + n^2]}
\]

By equating these solutions with those of the discrete models, it leads to the calibrated small length scale coefficient in buckling and vibration, respectively, when the number of elements \(n_y\) goes to infinite:

\[
e_{0,b} = \frac{1}{\sqrt{12}} \sqrt{\frac{\chi^6 m^6 + 2 \chi^4 m^4 s - \chi^4 m^4 - \chi^2 m^2 s + 2 \chi^2 m^2 + s}{\chi^6 m^6 + \chi^4 m^4 s + 2 \chi^4 m^4 + \chi^2 m^2 + 2 \chi^2 m^2 s + s}}
\]

\[
e_{0,v} = \frac{1}{\sqrt{6}} \sqrt{\frac{(m^2 \chi^2 + 1)^2}{1 + m^4 \chi^4}}
\]

The calibrated small length scale coefficient lies between \(1/\sqrt{24}\) and \(1/\sqrt{6}\). It depends on the initial load, the buckling or vibration mode and the geometry (aspect ratio \(\chi\)) \([134,135]\). For instance, Fig. 26 depicts the calibrated small length scale coefficient with the aspect ratio in statics for a uniaxial load \((s = 0)\) and the first buckling and vibration mode.
Fig. 26. Small length coefficient with respect to different aspect ratio in all round simply supported rectangular plate in statics following the fourth order phenomenological Eringen’s model with $s = 0$

The expression of the coefficient is not the same in statics and in free vibration, as shown in Fig. 27.

Fig. 27. Calibrated small length scale coefficient calculated in static case (dashed line) and free vibration case (continuous line) with respect to aspect ratio for $m = 1$, considering the fourth order phenomenological model.
It is seen that the gap between the value in statics in dynamics and statics increases with respect to the aspect ratio $\chi$. As it will be explained, the reference value of the small length scale coefficient, given through the continualized approaches (see hereinafter), is $1/\sqrt{12}$. Setting $\Delta e_0$ the relative error between the value calculated in the phenomenological model and the reference coefficient, $\Delta e_0$ is given in the following figures for different values of the aspect ratio and $m = 1$.
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**Fig. 28.** Relative error of the small length scale coefficient obtained in the fourth order phenomenological model compared to the reference coefficient in the static case (dashed line) and dynamic case in free vibration (continuous line) and the calibrated coefficient calibrated

Consequently, because of the strong dependence of the small length scale coefficients on the different parameters, the fourth order phenomenological is not reliable (or at least, it gives apparent structural-dependent length scale calibration with respect to the plate lattice).

### 4.2.2.2. Sixth order phenomenological model

The governing partial differential equation of the sixth order phenomenological model is given in the previous chapter in free vibration and is now extended to take into account compressive loads:

$$
D \left[ \nabla^4 w + (e_0 a)^2 \left( \frac{\partial^4}{\partial x^4} - 2 \frac{\partial^4}{\partial x^2 \partial y^2} + \frac{\partial^4}{\partial y^4} \right) \nabla^2 w \right]
+ [1 - (e_0 a)^2 \nabla^2] \left[ N \left( \frac{\partial^2}{\partial x^2} + s \frac{\partial^2}{\partial y^2} \right) w - m_0 \omega^2 w \right] = 0
$$

(4.76)
As for the fourth order phenomenological model, the small length scale coefficient introduced in this model has to be calibrated. For a plate that is simply supported at all edges, taking \( n = 1 \), using the Navier solution of the displacement, it results in the non-dimensional critical buckling load, expressed as follows, in statics (\( \omega = 0 \)):

\[
\lambda = \min_m \left( \frac{(x_L/a)^2 \left[ (\chi m)^2 + 1 \right]^2 \pi^2 - e_0^2 \pi^4 [(\chi m)^2 - 1]^2 \left( (\chi m)^2 + 1 \right)}{e_0^2 \pi^2 (\chi m)^2 (1 + s) + e_0^2 \pi^2 [(\chi m)^4 + s]} \right) \]  

(4.77)

The non-dimensional natural frequency is given, in free vibration, by:

\[
\Omega^2 = \left( \frac{(x_L/a)^2 \left[ (\chi m)^2 + 1 \right]^2 \pi^4 - e_0^2 \pi^6 [(\chi m)^2 + 1]^2 (\chi m)^2 - 1]^2 \right) \left( \frac{e_0^2 \pi^2 [(\chi m)^2 + s]}{(\chi L/a)^2 + e_0^2 \pi^2 [(\chi m)^2 + n^2]} \right) \]  

(4.78)

Using the discrete model as the reference model and assuming that the discrete equation matches with the one of the continuous model, the calibrated small length scale coefficient in buckling and vibration, respectively, when the number of elements \( n \) goes to infinite, is:

\[
e_{0,b} = \frac{1}{\sqrt{24}} \sqrt{\frac{\chi^6 m^6 + 2 \chi^4 m^4 s - \chi^4 m^4 - \chi^2 m^2 s + 2 \chi^2 m^2 + s}{\chi^6 m^6 + \chi^4 m^4 s + \chi^2 m^2 + s}} \]  

(4.79)

\[
e_{0,v} = \frac{1}{\sqrt{12}} \]  

(4.80)

The expression differs in statics and in free vibration (see Fig. 29). Remarkably, it is seen that in free vibration, the small length scale coefficient is constant and is equal to \( 1/\sqrt{12} \). This value coincides with the one that will be found for continualized models. In statics, the coefficient is between \( 1/\sqrt{24} \) and \( 1/\sqrt{12} \) and it depends on the load parameter \( s \), the buckling mode \( m \) and the aspect ratio \( \chi \) [134,135]. Thus, the magnitude of the fluctuation is less important than for the fourth order phenomenological model. Fig. 30 depicts \( e_{0,b} \) with the aspect ratio for a uniaxial load \( (s = 0) \) and the first buckling modes.
Again, the difference between the small length scale coefficient calibrated in statics and the one in dynamics increases the aspect ratio $\chi$.

Furthermore, the gap $\Delta e_0$ is given for various values of the aspect ratio in Fig. 31. This is constant, equal to zero, in free vibration because in this case, the value of the calibrated small length scale coefficient is the same as the value of the coefficient given in the continualized models (see hereinafter). In statics, the gap increases with the aspect ratio.
Fig. 31. Gap between the small length scale coefficient obtained in the continualized model in the static (dashed line) and dynamic case in free vibration (continuous line) and the calibrated coefficient calibrated in the sixth order phenomenological model.

It is worth noticing that the sixth order phenomenological model requires two additional boundary conditions than the fourth order phenomenological model. One may wonder whether it is not overcomplicated. However, by increasing the order of the model, the calibrated coefficient is constant in free vibration and consequently, the model provides better results than for the fourth order phenomenological model.

Thus, two phenomenological models with different orders have been derived. Both introduce a small length scale coefficient. This coefficient is supposed constant and yet, when it is calibrated from the discrete model, it is shown that it depends on different parameters such as the load or the aspect ratio. Assuming that the small length scale coefficient is $1/\sqrt{12} \approx 0.288$, defined in the derivation of the continualized models, presented hereinafter, the fourth and sixth order phenomenological models underestimate or overestimate this value. This gap cannot be ignored and it appears that the phenomenological models, traditionally used in the literature, are not consistent at least strictly as compared to lattice plate models. Consequently, there is a need to develop models that are more consistent than the traditional phenomenological ones (stress gradient nonlocal models of Eringen’s type). The continualized models, as it has been established for beams, can be viewed as alternative nonlocal models to the phenomenological models.
4.2.3. Continualized models

4.2.3.1. Fourth order continualized model

The derivation of two continualized models, at different orders, is now proposed. These models are built based on the microstrured plate analysis and is anticipated to provide better results than phenomenological models.

As in the beam problem, a dense lattice is assumed. The principle of the continualized approach for plates is the same as for the one-dimensional continualized beam models. As for beams, the discrete displacement is asymptotically equivalent to the continuous one \( w_{i,j} = w(x_i, y_j) = w(x) \). In the discrete model, the displacements \( w_{i \pm 1,j} \) and \( w_{i,j \pm 1} \) are replaced by \( w(x_i \pm a, y_j) \) and \( w(x_i, y_j \pm a) \), respectively. By applying Taylor series to the difference equations, it yields, for plates [134,135,147]

\[
\begin{align*}
    w_{i+1,j} &= w(x_i + a, y_j) = \sum_{k=0}^{\infty} \frac{a^k}{k!} \frac{\partial^k}{\partial x^k} w(x, y) \\
    w_{i-1,j} &= w(x_i - a, y_j) = \sum_{k=0}^{\infty} (-1)^k \frac{a^k}{k!} \frac{\partial^k}{\partial x^k} w(x, y)
\end{align*}
\]

Thus, at the second order:

\[
\frac{w_{i+1,j} - 2w_{i,j} + w_{i-1,j}}{a^2} = \frac{\partial^2}{\partial x^2} \left[ 1 + \frac{a^2}{12} \frac{\partial^2}{\partial x^2} \right] w(x, y) + o(a^2) \tag{4.81}
\]

It is also possible to use the Padé approximants, it leads to

\[
\frac{w_{i+1,j} - 2w_{i,j} + w_{i-1,j}}{a^2} = L_{a,x}[w]; \quad \frac{w_{i,j+1} - 2w_{i,j} + w_{i,j+1}}{a^2} = L_{a,y}[w] \tag{4.82}
\]

Where the differentials operators \( L_{a,x} \) and \( L_{a,y} \) are defined as follows:

\[
L_{a,x} = \frac{\partial^2}{\partial x^2} \frac{a^2}{1 - \frac{a^2}{12} \frac{\partial^2}{\partial x^2}}; \quad L_{a,y} = \frac{\partial^2}{\partial y^2} \frac{a^2}{1 - \frac{a^2}{24} \frac{\partial^2}{\partial y^2}} \tag{4.83}
\]

Following the study of Rosenau [144]

\[
\begin{align*}
\frac{1}{L_{a,x}} &= \frac{\partial}{\partial x} \frac{1}{1 - \frac{a^2}{24} \frac{\partial^2}{\partial x^2}}; \quad \frac{1}{L_{a,y}} = \frac{\partial}{\partial y} \frac{1}{1 - \frac{a^2}{24} \frac{\partial^2}{\partial y^2}}
\end{align*}
\]
Considering the discrete constitutive law and equilibrium equation:

\[ M_x = D(L_{ax} + \nu L_{ay})[w] \]  
\[ M_y = D(L_{ay} + \nu L_{ax})[w] \]  
\[ M_{xy} = D(L_{ax}L_{ay})^{1/2}[w] \]

\[ L_{ax}[M_{xx}] + 2(L_{ax}L_{ay})^{1/2}[M_{xy}] + L_{ay}[M_{yy}] + PL_{ax}[w] + sPL_{ay}w - m_0\omega^2w = 0 \]

As for beams, for plates, the continualized models do not preserve the locality of the balance equation.

Substituting Eq. (4.85) into Eqs.(4.86)-(4.89), one obtains:

\[ M_{xx} = D \left( \frac{\partial^2w}{\partial x^2} \frac{\partial^2w}{\partial x^2} + \nu \frac{\partial^2w}{\partial y^2} \frac{\partial^2w}{\partial y^2} \right) + o(a^2) \]  
\[ M_{yy} = D \left( \frac{\partial^2w}{\partial y^2} \frac{\partial^2w}{\partial y^2} + \nu \frac{\partial^2w}{\partial x^2} \frac{\partial^2w}{\partial x^2} \right) + o(a^2) \]  
\[ M_{xy} = \frac{D(1-\nu)\partial^2w}{\partial x \partial y} + o(a^2) \]

\[ \frac{\partial^2M_{xx}}{\partial x^2} + \frac{2\partial^2M_{xy}}{\partial x \partial y} + \frac{\partial^2M_{yy}}{\partial y^2} + \frac{N\partial^2w}{\partial x^2} + \frac{sN\partial^2w}{\partial y^2} \]

\[ - m_0\omega^2w + o(a^2) = 0 \]

By using the Taylor expansion, Eqs. (4.90)-(4.92) leads to:

\[ M_{xx} = D \left( \frac{\partial^2}{\partial x^2} \left( 1 + \frac{a^2}{12 \partial x^2} \right) w + \nu \frac{\partial^2}{\partial y^2} \left( 1 + \frac{a^2}{12 \partial y^2} \right) w \right) + o(a^2) \]  
\[ M_{yy} = D \left( \frac{\partial^2}{\partial y^2} \left( 1 + \frac{a^2}{12 \partial y^2} \right) w + \nu \frac{\partial^2}{\partial x^2} \left( 1 + \frac{a^2}{12 \partial x^2} \right) w \right) + o(a^2) \]  
\[ M_{xy} = D(1-\nu) \left( 1 + \frac{a^2}{24 \partial x^2} \right) \left( 1 + \frac{a^2}{24 \partial y^2} \right) \frac{\partial^2}{\partial x \partial y} w + o(a^2) \]
Multiplying Eq. (4.93) by \( [1 - (a^2/12)\nabla^2]^2 \) and substituting Eqs. (4.94)-(4.96) results in the governing differential equation

\[
D \left[ \nabla^4 w - \frac{a^2}{3} \frac{\partial^4 \nabla^2 w}{\partial x^2 \partial y^2} \right] - m_0 \omega^2 \left[ 1 - \frac{a^2}{6} \nabla^2 w \right] + N \left[ \frac{\partial^2 w}{\partial x^2} + s \frac{\partial^2 w}{\partial y^2} - \frac{a^2}{12} \left( 2(s + 1) \frac{\partial^4 w}{\partial x^2 \partial y^2} + \frac{\partial^4 w}{\partial x^4} + s \frac{\partial^4 w}{\partial y^4} \right) \right] + o(a^2) = 0
\] (4.97)

In contrast to the phenomenological models, the small length scale coefficient does not appear explicitly in the equation and has to be introduced. \( e_0 \) is chosen arbitrarily equal to \( 1/\sqrt{12} \). By definition, it does not depend on the load, the geometry or any other parameter. Thus, the governing differential equation is rewritten as:

\[
D \left[ \nabla^4 w - 4(e_0 a)^2 \frac{\partial^4 \nabla^2 w}{\partial x^2 \partial y^2} \right] - m_0 \omega^2 [1 - 2(e_0 a)^2 \nabla^2 w] + N \left[ \frac{\partial^2 w}{\partial x^2} + s \frac{\partial^2 w}{\partial y^2} - (e_0 a)^2 \left( 2(s + 1) \frac{\partial^4 w}{\partial x^2 \partial y^2} + \frac{\partial^4 w}{\partial x^4} + s \frac{\partial^4 w}{\partial y^4} \right) \right] = 0
\] (4.98)

This equation is also derivable from the continualization of the discrete governing differential equation Eq. (4.60):

\[
D \left[ \frac{\partial^4 w}{\partial x^4} \right]^2 - 2 \left( \frac{\partial^4 w}{\partial x^2 \partial y^2} \right) \left( \frac{\partial^4 w}{\partial x^2 \partial y^2} \right) - m_0 \omega^2 \]
\[
= \left( 1 - \frac{a^2}{12} \frac{\partial^2}{\partial x^2} \right)^2 + 2 \left( 1 - \frac{a^2}{12} \frac{\partial^2}{\partial x^2} \right) \left( 1 - \frac{a^2}{12} \frac{\partial^2}{\partial y^2} \right) + \left( 1 - \frac{a^2}{12} \frac{\partial^2}{\partial y^2} \right)^2 - m_0 \omega^2 w
\] (4.99)

\[
+ N \frac{\partial^2 w}{\partial x^2} + sN \frac{\partial^2 w}{\partial y^2} + o(a^2) = 0
\]

Multiplying by \( [1 - (a/12)^2 \nabla^2]^2 \) and neglecting the higher order term in \( a \) results in Eq. (4.98).
Eq. (4.98) requires six boundary conditions which may be obtained from the variational principle. For edges parallel to the $x$ axis, the boundary conditions are:

$$D \left( \frac{\partial^2 w}{\partial x^2} + \nu \frac{\partial^2 w}{\partial y^2} \right) - D \left( \frac{a^2}{3} \frac{\partial^4 w}{\partial x^2 \partial y^2} - \frac{a^2}{12} N \left[ \nabla^2 w + s \frac{\partial^2 w}{\partial y^2} \right] \right) = 0 \text{ or } \frac{\partial w}{\partial x}$$

$$\frac{a^2}{3} D \frac{\partial^3 w}{\partial y^2 \partial x} = 0 \text{ or } \frac{\partial^2 w}{\partial y^2}$$

$$D \left[ \frac{\partial^2 w}{\partial x^2} - \frac{a^2}{3} \frac{\partial^5 w}{\partial x^3 \partial y^2} \right] + N \frac{\partial w}{\partial x} - \frac{a^2}{12} N \left[ \frac{\partial}{\partial x} \nabla^2 w + s \frac{\partial^3 w}{\partial x \partial y^2} \right] + \frac{a^2}{6} m_0 \omega^2 \frac{\partial w}{\partial y} = 0 \text{ or } w$$

are specified.

The calibration of the small length scale coefficient, in contrast to the phenomenological models, is unnecessary since, by definition, it is equal to $1/\sqrt{12}$. Thus, the fourth order continualized model (as the sixth order continualized model that will be presented hereinafter) are much better than the phenomenological models based on postulated nonlocal constitutive laws, at least with respect to the calibration with lattice mechanics.

4.2.3.2. Sixth order continualized model

Another continualized model is derived by using another continualization scheme. Instead of using the Taylor expansion on Eqs. (4.90) and (4.91), these equations are multiplied by $\left[ 1 - \left( a^2 / 12 \right) \nabla^2 \right]$ and Eq. (4.92) by $\left[ 1 - \left( a^2 / 24 \right) \nabla^2 \right]$

$$\left( 1 - \frac{a^2}{12} \nabla^2 \right) M_{xx} = D \left[ \frac{\partial^2 w}{\partial x^2} + \nu \frac{\partial^2 w}{\partial y^2} - \frac{a^2}{12} (1 + \nu) \frac{\partial^4 w}{\partial x^2 \partial y^2} \right] + o(a^2) \quad (4.100)$$

$$\left( 1 - \frac{a^2}{12} \nabla^2 \right) M_{yy} = D \left[ \frac{\partial^2 w}{\partial y^2} + \nu \frac{\partial^2 w}{\partial x^2} - \frac{a^2}{12} (1 + \nu) \frac{\partial^4 w}{\partial x^2 \partial y^2} \right] + o(a^2) \quad (4.101)$$

$$\left( 1 - \frac{a^2}{24} \nabla^2 \right) M_{xy} = D (1 - \nu) \frac{\partial^2 w}{\partial x \partial y} + o(a^2) \quad (4.102)$$

Substituting Eqs. (4.100)-(4.102) into Eq. (4.93), multiplying by $\left[ 1 - (e_0 a)^2 \partial^2 / \partial x^2 \right] \left[ 1 - (e_0 a)^2 \partial^2 / \partial y^2 \right]$ one obtains
\[ D \left[ \nabla^4 w + \frac{a^2}{12} \left( \frac{\partial^6 w}{\partial x^6} - \frac{\partial^4 \nabla^2 w}{\partial x^4 \partial y^2} + \frac{\partial^6 w}{\partial y^6} \right) \right] - m_0 \omega^2 \left[ 1 - \frac{a^2}{12} \nabla^2 \right] w \]
\[ - \frac{a^2}{12} N(1 + s) \frac{\partial^4 w}{\partial x^2 \partial y^2} + N \left( \frac{\partial^2 w}{\partial x^2} + s \frac{\partial^2 w}{\partial y^2} \right) = 0 \]

(4.103)

\[ \frac{\partial^2 w}{\partial x^2} + \frac{\partial^2 w}{\partial y^2} = 1 \frac{\partial^6 w}{\partial x^6} + \frac{\partial^4 \nabla^2 w}{\partial x^4 \partial y^2} + \frac{\partial^6 w}{\partial y^6} - m_0 \omega^2 \left[ 1 - \frac{a^2}{12} \nabla^2 \right] w \]

(4.104)

\[ e_0 \text{ is chosen equal to } 1/\sqrt{12}. \text{ It results in the following governing differential equation} \]

It is also obtainable via variational formulation [134]. Thus, for boundary conditions, for edges parallel to the \( x \) axis:

\[ \left\{ D \left( \frac{\partial^2 w}{\partial x^2} + \frac{\partial^2 w}{\partial y^2} \right) - D \left( \frac{\partial^2 w}{\partial x^2} + \frac{\partial^2 w}{\partial y^2} \right) \right\} - \frac{a^2}{12} \frac{\partial^3 w}{\partial x^3} \frac{\partial^3 \delta w}{\partial x^3 \partial y^2} = 0 \]

It has been shown in the literature that other sixth order continualized models could be derived. All these models are equivalents at the second order in \( a \) [134].

The different phenomenological and continualized models at the fourth and sixth order are now extended to describe the mechanical behavior of thick plates. The first investigations about the nonlocal thick plate models are recent [226,257,258,268,269]. However, the calibration of the small length scale coefficient of nonlocal Uflyand-Mindlin plate models, from lattice theory, has not been carried out.
4.3. Nonlocal thick plate models

As for the thin beam and plate models, the lattice model has to be derived first in order to calibrate the small length scale coefficient introduced in the thick plate models.

4.3.1. Microstructured beam-grid model

Compared to the discrete lattice plate model, in the microstructured beam-grid model, in addition to rotational springs, two successive rigid beams are connected via a shear spring as shown in Fig. 32.

Fig. 32. Deformation of two successive elements following the $x$ direction considering the rotary inertia and the shear effects.

Because of the discontinuity of the displacement when the rotary inertia and the shear effects are taken into account, $w_{i-j}$ is different from $w_{i+j}$ and the rotation-displacement relationship given by Eq. (4.48) for thin plates is no longer valid. Some alternative shear lattice plates could be considered in order to preserve continuity of the displacement, as presented for shear beams in [139]. This model is an extension to the thin plate model that has been presented before and the discrete thick beam model given by Duan et al. [127] and Zhang et al. [128].

In the discrete thick plate models, Eq. (4.53) for the bending strain energy and Eq. (4.58) for the work are retained but because of the discontinuity of the displacement, Eqs. (4.56) and (4.57) are not valid.
In contrast to the discrete model for thin plates [129,134,135,270] for which a beam is connected by another via a rotational spring, there is another degree of freedom at each individual node modeled by a shear spring of constants \( S_x \) and \( S_y \) for two adjacent beams in the \( x \) and \( y \) direction, respectively. These springs introduce shear effects between the nodes via a discontinuity of the displacement between two successive nodes. In the first microstructured models [132,136], presented before, the shear springs were not present and the shear contribution was ignored. Following the papers of Duan et al. [127] and Zhang et al. [128] that describe the behavior of discrete thick beams, the strain energy function due to deformed shear spring is given by:

\[
U_s = \frac{1}{2} \sum_{i \in \mathbb{O}} \sum_{j \in \mathbb{O}} \left[ S_x \left( \Delta_x [w_{i,j}] + \psi_{x,i,j} \right)^2 \Delta x^2 + S_y \left( \Delta_y [w_{i,j}] + \psi_{y,i,j} \right)^2 \Delta y^2 \right]
\]

(4.105)

where the constants of the springs are given by \( S_x = \kappa G h \Delta y / \Delta x \) and \( S_y = \kappa G h \Delta x / \Delta y \).

In the discrete kinetic energy, there is an additional term compared to Eq. (4.57) for thin plates:

\[
T = \frac{1}{2} \Delta x \Delta y \left\{ \omega^2 \sum_{i=0}^{n_x} \sum_{j=0}^{n_y} m_0 w_{i,j}^2 + \sum_{i \in \mathbb{O}} \sum_{j \in \mathbb{O}} m_2 \left( \theta_{x,i,j}^i + \theta_{y,i,j}^j \right)^2 \right\}
\]

(4.106)

where \( m_2 \) is the mass per unit cell area. In the continuous model, \( m_2 = \rho h^3 / 12 \).

For an isotropic plate \( S_x = S_y \) and the Euler-Lagrange equation can be obtained from Eq. (4.59) and:

\[
\frac{\partial U_t + U_b + U_s - T}{\partial \psi_{x,i,j}^i} = \frac{\partial U_t + U_b + U_s - T}{\partial \psi_{y,i,j}^j} = 0 \quad (i, j) \in \mathbb{O}
\]

(4.107)

It results in the equations of motion, with \((i, j)\) a couple of half-integers

\[
\frac{D(1 + \nu)}{2} \left[ \Delta_{xx}[\psi_{x,i,j}^i] + \Delta_{xy}[\psi_{x,y,i,j}^j] \right] + \frac{D(1 - \nu)}{2} \left[ \Delta_{xx} + \Delta_{yy} \right][\psi_{x,i,j}^i] - \kappa G h [\Delta_x [w_{i,j}]] + \psi_{x,i,j}^i = -m_2 \omega^2 \psi_{x,i,j}^i
\]

\[
\frac{D(1 + \nu)}{2} \left[ \Delta_{xy}[\psi_{x,i,j}^i] + \Delta_{yy}[\psi_{y,x,i,j}^j] \right] + \frac{D(1 - \nu)}{2} \left[ \Delta_{xx} + \Delta_{yy} \right][\psi_{y,i,j}^j] - \kappa G h [\Delta_y [w_{i,j}]] + \psi_{y,i,j}^j = -m_2 \omega^2 \theta_{y,i,j}^j
\]

\[
\kappa G h [\Delta_{xx} [w_{i,j}]] + \Delta_{yy} [w_{i,j}] + \Delta_x [\psi_{y,i,j}^j] + \Delta_y [\psi_{x,i,j}^i] - N [\Delta_{xx} [w_{i,j}]] + s \Delta_{yy} [w_{i,j}]
\]

\[
= -m_0 \omega^2 w_{i,j}
\]

When \( \psi_{y,i,j}^j = \Delta_y [\psi_{y,i,j}^j] = \Delta_y [\psi_{y,i,j}^j] = \Delta_y [w_{i,j}] = 0 \), the equations are reduced to those for thin plates (see before).
Eqs. (4.108) are the discrete equivalent of the equations of motions given by Eq. (2.77) from the local Uflyand-Mindlin plate model [103].

Applying $\Delta_x$ and $\Delta_y$ to the first and second equation of motion, respectively, after some manipulations, it leads to the following governing differential equation

$$D (\Delta_{xxx} + 2\Delta_{xxy} + \Delta_{yy})[w_{i,j}] - m_0 \omega^2 w_{i,j}$$

$$+ \left\{ \frac{m_0}{\kappa \Omega \ell} D + m_2 \right\} \omega^2 (\Delta_{xx} + \Delta_{yy})[w_{i,j}] + m_2 \omega^4 \frac{m_0}{\kappa \Omega \ell} w_{i,j}$$

$$+ \left[ N - ND \right] \frac{\Omega \ell}{\kappa \Omega \ell} (\Delta_{xx} + \Delta_{yy}) \left( \Delta_{xx}[w_{i,j}] + s \Delta_{yy}[w_{i,j}] \right) = 0$$

(4.109)

Eq. (4.109) is the central finite difference scheme of the local and continuous Mindlin plate equation studied in chapter 2 and extended to take into account the compressive loads.

Thus, the discrete governing differential equations is rewritten as:

$$n_\ell^4 \alpha^2 L [w_{i,j}] - \chi^2 \Omega_{(micro)}^2 w_{i,j} + \Omega_{(micro)}^2 n_\ell^2 (\tilde{D}_h + \tilde{m}) (H_x + H_y) w_{i,j}$$

$$+ \tilde{m} \Omega_{(micro)}^4 \frac{\Omega_{(micro)}^2}{\chi^2} w_{i,j} + n_\ell^2 \chi^2 \lambda_{(micro)} (H_x + s H_y) [w_{i,j}]$$

$$- \tilde{D}_h n_\ell^4 \lambda_{(micro)} (M_1 + s M_2) [w_{i,j}] = 0$$

(4.110)

where the following non-dimensional parameters are defined

$$\tilde{m} = \frac{m_2}{m_0 L^2}; \tilde{D}_h = \frac{D}{\kappa \ell \Omega \ell}; \frac{\tilde{h}^2}{\kappa (1 - \nu)} = \mu_s; \mu_s = \frac{2}{\kappa (1 - \nu)}$$

(4.111)

Moreover, in addition to the operators $L$, $H_x$ and $H_y$, given by Eqs. (4.61), the following discrete operators are defined

$$M_1 [w_{i,j}] = w_{i+2,j} + w_{i-2,j} + w_{i+1,j+1} + w_{i-1,j+1} + w_{i+1,j-1} + w_{i-1,j-1}$$

$$- 6 w_{i+1,j} - 6 w_{i-1,j} - 2 w_{i+1,j+1} - 2 w_{i+1,j-1} + 10 w_{i,j}$$

(4.112)

$$M_2 [w_{i,j}] = w_{i,j+2} + w_{i,j-2} + w_{i+1,j+1} + w_{i+1,j-1} + w_{i+1,j-1} + w_{i-1,j-1}$$

$$- 6 w_{i,j+1} - 6 w_{i,j-1} - 2 w_{i+1,j} - 2 w_{i-1,j} + 10 w_{i,j}$$

For a plate that is simply supported at all edges, the solution is obtained by substituting Eq. (4.67) into Eq. (4.110).
\[ \delta^2 + \frac{\mu_s}{n_y^2} \frac{1}{\zeta^4} \Omega^4_{\text{(micro)}} = \left[ \frac{1}{n_y^4} + \frac{(\mu_s + 1)}{\zeta^2 n_y^2} \delta \right] \Omega^2_{\text{(micro)}} \]

\[ + \frac{2 \lambda_{\text{(micro)}}}{n_y^2} \left( \cos \sqrt{\alpha_1} + s \cos \sqrt{\alpha_2} - 1 - s \right) \]

\[ - \frac{4 \mu_s \lambda_{\text{(micro)}}}{\zeta^2} \left[ 2(1 + s) + \cos^2 \sqrt{\alpha_1} + s \cos^2 \sqrt{\alpha_2} - (3 + s) \cos \sqrt{\alpha_1} \right] \]

\[ - (3s + 1) \cos \left( \frac{nn\pi}{n_y} + (1 + s) \cos \sqrt{\alpha_1} \cos \sqrt{\alpha_2} \right) = 0 \]

where different non-dimensional parameters are defined as follows:

\[ \zeta = \frac{\chi}{\sqrt{m}}; \alpha_1 = \left( \frac{\chi m \pi}{n_y} \right)^2; \alpha_2 = \left( \frac{nn\pi}{n_y} \right)^2 \]

\[ \bar{a} = \alpha_1 + \alpha_2; \delta = 2(2 - \cos \sqrt{\alpha_1} - \cos \sqrt{\alpha_2}) \]

In statics, \( \omega = 0 \) and the critical buckling load is

\[ \lambda_{\text{(micro)}} = \frac{1}{2} \delta^2 \left( \frac{2 \mu_s}{\zeta^2} \left[ 2(1 + s) + \cos^2 \sqrt{\alpha_1} + s \cos^2 \sqrt{\alpha_2} - (3 + s) \cos \sqrt{\alpha_1} \right] \]

\[ - (3s + 1) \cos \sqrt{\alpha_2} + (1 + s) \cos \sqrt{\alpha_1} \cos \sqrt{\alpha_2} \right] \]

\[ - \frac{1}{n_y^2} \left( \cos \sqrt{\alpha_1} + s \cos \sqrt{\alpha_2} - 1 - s \right) \right]^{-1} \]

For a thin plate, \( \zeta \) goes to infinite and the results are reduced to those obtained before [134,135].

In free vibration, \( \lambda_{\text{(micro)}} = 0 \) and the equation is rewritten as:

\[ \mu_s \beta^2 \Omega^4_{\text{(micro)}} - \left[ 1 + (1 + \mu_s) \beta \delta \right] \Omega^2_{\text{(micro)}} + \bar{\delta}^2 = 0 \]

where \( \beta \) and \( \Omega \) are defined as follows:

\[ \beta = \frac{[\chi m \pi)^2 + (nn\pi)^2]}{\zeta^2}; \bar{\Omega} = \frac{\Omega}{(\chi m \pi)^2 + (nn\pi)^2} \]

For thin plates, \( \bar{m} = 0 \), it is worth noticing that the result matches the one given a previous section and in the literature (see for instance [126,133-135]). Taking \( n = 0 \), the plate problem is reduced to the beam one and the equation coincides with the one given by Duan et al. [127].

Thus, the closed-form expression of the discrete squared nondimensional natural frequency is [127]

\[ \bar{\Omega}^2_{\text{(micro)}} = \frac{\delta}{2\beta} \left( \frac{1}{\mu_s} + 1 \right) + \frac{1}{2\mu_s \beta^2} \left[ 1 \pm \sqrt{(\mu_s - 1)^2 \beta^2 \delta^2 + 2(1 + \mu_s) \beta \delta + 1} \right] \]
For thin plates, $\beta = 0$ and $\tilde{\Omega}^2_{\text{micro}} = \delta^2$, coinciding with Eq. (4.70), determined in a previous section.

To study the non-dimensional natural frequencies of the thick plates model and to calibrate the small length scale coefficient, in a sake of simplicity, it is suggested to expand Eq. (4.117) through the use of the Maclaurin series expansion such as the degree of each term is smaller than unity. Thus, the higher root is expanded as

$$\tilde{\Omega}^2 = -1 + \frac{1}{6} \left( \frac{\alpha_1^2 + \alpha_2^2}{\alpha_1 + \alpha_2} \right) + (1 + \mu_s) \beta + \frac{(1 + \mu_s) \beta + 1}{\mu_s \beta^2} + O(\alpha_1^2, \alpha_2^2, \beta^2) \quad (4.118)$$

when $\beta$ goes to zero, although the case is reduced to the one of a thin plate, a singularity appears in the expression of the natural frequency. Thus, for the next, the higher roots will be ignored.

The other root, the lowest one, is given by:

$$\tilde{\Omega}^2 = \frac{(13 - 27 \beta - 270 \mu_s \beta)}{720} \frac{\alpha_1 \alpha_2 (\alpha_1^3 + \alpha_2^3)}{(\alpha_1 + \alpha_2)^3} + \frac{(3 \beta + 3 \mu_s \beta - 1)}{1080} \frac{\alpha_1^3 \alpha_2^3}{(\alpha_1 + \alpha_2)^3}$$

$$+ \frac{-18(\mu_s - 1) \beta + 7}{360} \frac{\alpha_1^2 \alpha_2^2}{(\alpha_1 + \alpha_2)^2} \quad (4.119)$$

$\beta$ goes to zero, although the case is reduced to the one of a thin plate, a singularity appears in the expression of the natural frequency. Thus, for the next, the higher roots will be ignored.

4.3.2. Nonlocal Uflyand-Mindlin plate model

The derivation of the nonlocal original Uflyand-Mindlin plate model or fourth order phenomenological thick plate model or fourth order Eringen model, has been derived in a previous chapter in free vibration. It can be shown that the general form of the governing differential equation of the nonlocal original Uflyand-Mindlin plate model extended to take into account compressive forces [271,272] is:
\[
\frac{[1 - R_s(e_0a)^2\nu^2]}{\kappa G h} \{D\nu^2 + m_2\omega^2[1 - (e_0a)^2\nu^2]\} \left\{ N \left( \frac{\partial^2}{\partial x^2} + s \frac{\partial^2}{\partial y^2} \right) - m_0\omega^2 \right\} w
\]

\[+ [1 - (e_0a)^2\nu^2] \left( (m_0 - m_2\nu^2)\omega^2 - N \left( \frac{\partial^2}{\partial x^2} + s \frac{\partial^2}{\partial y^2} \right) \right) w \]

\[= D\nu^4 w \]

(4.120)

The value of the parameter \(R_s\) has been widely debated in the previous chapter. It was concluded that \(R_s\) is equal to unity. This value will be kept for the next, although it would be possible to also consider the case of \(R_s\) equal to zero [271].

The value of the small length scale coefficient \(e_0\), supposed constant, is unknown. As for the phenomenological thin plate models, it has to be calibrated from the reference discrete model.

Two cases have to be considered and distinguished: in statics \((\omega = 0, N \neq 0)\) and in free vibration \((\omega \neq 0, N = 0)\). Indeed, the small length scale coefficient is calibrated by equating the buckling load in statics and the free vibration in free vibration of the phenomenological model with the one of the discrete model.

4.3.2.1. Solution in statics

First of all, the buckling load has to be determined in statics for the phenomenological model. Considering a plate with all edges simply supported, for \(n = 1\), substituting Eq. (2.118) into Eq. (4.120) and using the nondimensional numbers, the critical buckling load is:

\[
\lambda = \min_m \frac{\pi^2 \left( (\chi m)^2 + 1 \right)^2}{(\chi m)^2 + s} \]

(4.121)

When \(\zeta\) goes to infinite, the shear effect is neglected and the nondimensional buckling load of the thick plate is reduced to the one found in a previous section for thin plate given by Eq. (4.72).

In order to observe the dependence of the buckling load on the small length scale coefficient, it is given in Figs. 33 and 34 for a square plate \((\chi = 1)\), a thickness ratio \(\bar{h}\) equal to 0.1 and various values of the number of elements \(n_y\) for the first buckling mode \(m\). Two cases are considered: a load in all directions \(s = 1\) (Fig. 33) and a uniaxial load \(s = 0\) (Fig. 34). Different values of \(e_0\) are considered: 0, \(1/\sqrt{24}\), \(1/\sqrt{12}\) and \(1/\sqrt{6}\). As expected, it is see the value of the small length scale coefficient has a big influence on the value of the buckling load. Thus a correct calibration of the small length scale coefficient is crucial in order to predict the behavior of the plate in buckling.
Fig. 33. Buckling load of all round simply supported nonlocal plate with respect to the length scale coefficient and $n_y$ for a set of parameters $(\chi, m, n, s) = (1,1,1,1)$ and different values of $e_0 \left(0, 1/\sqrt{6}, 1/\sqrt{12}, 1/\sqrt{24}\right)$ considering the fourth order phenomenological model

For a load uniform in all directions ($s = 1$), by equating the buckling load from Eqs. (4.115) and (4.121), when the number of elements $n_y$ goes to infinite,
\[ e_{0,b} = \frac{1}{\sqrt{12}} \sqrt{\frac{\mu_s \pi^2 [\chi m]^6 + 3(\chi m)^4 + 3(\chi m)^2 + 1] + [(\chi m)^2 + 1]^2}{\zeta}} \]  

(4.122)

When \( \zeta \) goes to infinite, it is reduced to Eq. (4.74).

For a uniaxial load (\( s = 0 \)), by equating the buckling stress from Eqs. (4.115) and (4.121), the calibrated \( e_0 \) is expressed as, when the number of elements goes to infinite:

\[ e_{0,b} = \frac{1}{\sqrt{12}} \sqrt{\frac{\mu_s \pi^2 [1 - (\chi m)^4] + (\chi m)^4 - (\chi m)^2 + 2}{\zeta}} \]  

(4.123)

It is seen that \( e_0 \) is not constant and depends on the aspect ratio \( \chi \), the buckling mode \( m \), the nondimensional shear parameter \( \zeta \) and the load through the parameter \( s \).

The calibrated small length scale coefficient for a thick plate is different from the one for thin plate. Thus, the shear effect, through the parameter \( \zeta \) significantly changes the behavior of the plate in buckling. When the buckling mode \( m \) goes to infinite, the small length scale coefficient goes to zero for thick plates whereas for thin plate, it has been shown in a previous section that it goes to a constant value, the same as the one defined in the continualized model, namely \( 1/\sqrt{12} \). Thus, the nonlocal effect decreases with the buckling mode and it leads to a paradoxical result.

In order to study the influence of the different parameters such as the aspect ratio or the shear parameter \( \zeta \) on the value of the calibrated small length scale coefficient, it is proposed to calculate it by using the values of the shear parameter and the Poisson’s ratio found in the literature, namely 5/6 and 0.3, respectively [226]. It is assumed a one-half wave in the y-direction (\( n = 1 \)).

Figures 35 and 36 depict the calibrated small length scale coefficient for different values of the aspect ratio \( \chi \) and buckling mode \( m \) for a couple \((\vec{H}; \vec{D}_h)\) equal to \((0.1; 0.0028571)\) for an uniform load along all the directions \( s = 1 \), Fig. 35) and a uniaxial load \( s = 0 \), Fig. 36).
**Fig. 35.** Calibrated small length coefficient $e_0$ with respect to the aspect ratio $\chi$ following the Eringen’s nonlocal Uflyand-Mindlin plate model for various values of the buckling load and a couple $(\bar{h}; \bar{D}_h)$ equal to $(0.1; 0.0028571)$ with a load uniform in all directions ($s = 1$)

**Fig. 36.** Calibrated small length coefficient $e_0$ with respect to the aspect ratio $\chi$ following the Eringen’s nonlocal Uflyand-Mindlin plate model for various values of the buckling load and a couple $(\bar{h}; \bar{D}_h)$ equal to $(0.1; 0.0028571)$ with a uniaxial load ($s = 0$)
It is seen that the small length scale coefficient, calibrated from the discrete model, is strongly dependent on the aspect ratio and the buckling mode. Likewise, Figs. 37 and 38 show $e_0$ versus the aspect ratio for different values of the aspect ratio $\chi$ and the parameter $s$ for the first buckling mode ($m = 1$) and confirm that it is also dependent on the shear parameter $\bar{D}_h$.

**Fig. 37.** Calibrated Small length coefficient $e_0$ versus the aspect ratio $\chi$ following the fourth order phenomenological Uflyand-Mindlin thick plate model, for different values of $\bar{D}_h$ and a couple $(m, s)$ equal to $(1,1)$

**Fig. 38.** Calibrated Small length coefficient $e_0$ versus the aspect ratio $\chi$ following the fourth order phenomenological Uflyand-Mindlin thick plate model, for different values of $\bar{D}_h$ and a couple $(m, s)$ equal to $(1,0)$
Thus, considering a set of parameters $(\chi, m, n, s)$ equal to $(1,1,1,1)$, the buckling load $\lambda$ is depicted in Fig. 39 for various values of the number of elements $n_y$. For these parameters, the calibrated small length scale coefficient is taken equal to $1/\sqrt{24}$.

**Fig. 39.** Buckling loads of a simply supported nonlocal plate and lattice model for different $n_y$, following the fourth order phenomenological thick plate model ($e_0 = 1/\sqrt{24}$) for a set of parameters $(\chi, m, n, s)$ equal to $(1,1,1,1)$

It is seen that the buckling load perfectly fits the one of the lattice model. Thus, $e_0 = 1/\sqrt{24}$ is an excellent value of the small length scale coefficient for this particular set of parameters $(\chi, m, n, s)$. However, as explained before, for different parameters, the calibrated small length scale coefficient will change. For instance, Fig. 40 shows the buckling load of the discrete model and the one of the fourth order phenomenological thick plate model considering a set of parameters $(\chi, m, n, s)$ equal to $(2,2,1,1)$ for a small length scale coefficient equal to $1/\sqrt{24} \approx 0.204$ and $0.257$, value calibrated from this new set of parameters.
Fig. 40. Buckling loads of a simply supported nonlocal plate and lattice model for different \( n_y \), following the fourth order Eringen model for a set of parameters \((\chi, m, n, s)\) equal to \((2,2,1,1)\) and \(e_0\) equal to \(1/\sqrt{24}\) and 0.257.

Thus, it is seen that \(e_0 = 1/\sqrt{24}\) leaded to an excellent approximation of the non dimensionnal buckling load for the triplet \((\chi = 1, m = 1, n = 1)\) but it cannot be used for another set of parameters.

### 4.3.2.2. Solution for free vibration

Likewise, in the case of free vibration, \(\lambda = 0\) and the natural frequency has to be determined in order to calibrate the small length scale coefficient.

The non-dimensional natural frequency of the fourth order phenomenological thick plate model or fourth order Eringen’s model is expressed as follows:

\[
\overline{\Omega}^2 = \frac{1}{2[1 + e_0^2 \overline{\alpha}]^2 \mu_s \beta^2} \left\{ 1 + (\mu_s + 1)\beta + (1 + \beta \mu_s + \beta)e_0^2 \overline{\alpha} \right. \\
\left. \pm \left\{ [1 + (\mu_s + 1)\beta + (1 + \beta \mu_s + \beta)e_0^2 \overline{\alpha}]^2 \\
- 4[1 + e_0^2 \overline{\alpha}]^2 \mu_s \beta^2 \right\}^{\frac{1}{2}} \right\} 
\]

As explained in a previous chapter and before, in the phenomenological nonlocal Uflyand-Mindlin plate model, there are two branches of natural frequencies. The transition frequency depends on the parameters of the problems such as the vibration mode or the aspect ratio. In a sake of
simplicity, as for the discrete model, only the lowest value of the small length scale coefficient will be retained.

As in statics, it is proposed to determine the non-dimensional natural frequency considering the reference lattice model and the fourth order phenomenological thick plate model versus the number of elements $n_y$ for a set of parameters $(\chi, m, n, \beta)$ equal to $(1,1,1,0.5)$ and various values of the small length scale coefficient: $0, \sqrt[24]{1}, \sqrt[12]{1}, \sqrt[6]{1}$ (see Fig. 41).

![Fig. 41. Nondimensional frequency of all round simply supported nonlocal plate with respect to the length scale coefficient and $n_y$ for a set of parameters $(\chi, m, n) = (1,1,1)$ and different values of $e_0\left(0, \frac{1}{\sqrt{24}}, \frac{1}{\sqrt{12}}, \frac{1}{\sqrt{6}}\right)$ considering the fourth order phenomenological model](image)

As expected and seen in statics, the value of the small length scale coefficient has a strong influence on the value of the buckling mode. Thus a correct calibration of the small length scale coefficient is crucial in order to predict the behavior of the plate in buckling.

The calibrated small length scale coefficient is obtained by equating Eqs. (4.117) and (4.124). It yields:

$$e_0^2 = \frac{1 + \beta (\mu_s + 1) - 2\mu_s \beta^2 \Omega_{\text{micro}}^2}{2\mu_s \beta^2 \Omega_{\text{micro}}^2} \pm \left\{ \left[1 - \beta (\mu_s - 1)\right]^2 + 4\beta \mu_s \right\}^{\frac{1}{2}}$$

(4.125)
It is worth noticing that for $\alpha_2 = 0$, the case is reduced to the one of a thick beam, already investigated in the literature [126] for beams. For $\beta$ equal to zero, the shear effect is neglected, the thickness of the plate goes to zero and the small length scale coefficient coincides with the one found in a previous section.

Furthermore, substituting Eq. (4.119) into Eq. (4.125), the Maclaurin series expansion with respect to $\alpha_1$, $\alpha_2$ and $\beta$, keeping only the term for which the degree of the rational function in $\alpha_1$ and $\alpha_2$ is smaller than 2, yields

$$
e_0^2 = \frac{1}{720\bar{\alpha}^8} \left( [11C_1 + 3C_2 + 30\mu_s\beta^2 + 8C_3](\alpha_1^9 + \alpha_2^9) 
+ [51C_1 + 13C_2 + 38C_3 + 140\mu_s\beta^2](\alpha_1^8\alpha_2 + \alpha_1\alpha_2^8) 
+ \frac{1}{24\bar{\alpha}^8} [4C_1 + C_2 + 11\mu_s\beta^2 + 3C_3]\left(\alpha_1^2\alpha_2^2 + \alpha_1^7\alpha_2^2\right) 
+ \frac{1}{360\bar{\alpha}^8} [108C_1 + 29C_2 + 295\mu_s\beta^2 + 79C_3](\alpha_1^6\alpha_2^3 + \alpha_1^3\alpha_2^6) 
+ \frac{1}{360\bar{\alpha}^8} [153C_1 + 44C_2 + 415\mu_s\beta^2 + 109C_3]\alpha_1^4\alpha_2^4\bar{\alpha} 
+ \frac{1}{12\bar{\alpha}^8} [2C_1 + C_2 + C_3 + 5\mu_s\beta^2][6(\alpha_1^7\alpha_2 + \alpha_1\alpha_2^7) + 30\alpha_1^4\alpha_2^4 
+ 16(\alpha_1^5\alpha_2^2 + \alpha_1^4\alpha_2^4) + (\alpha_1^9 + \alpha_2^9) + 26(\alpha_1^5\alpha_2^3 + \alpha_1^3\alpha_2^5)] \right) \tag{4.126}$$

where

$$C_1 = \mu_s^2\beta^2 - \mu_s\beta + 1; \quad C_2 = \mu_s\beta(1 - \mu_s\beta - \beta); \quad C_3 = \beta^2 - \beta$$

Thus, the calibrated small length scale coefficient, in dynamics, depends on $\alpha_1$, $\alpha_2$ and $\beta$. It is proposed to study the influence of each of these parameters. Figs. 42 and 43 depict the calibrated small length scale coefficient versus $\alpha_1$ for various values of $\alpha_2$, with $\beta$ constant, equal to 0.1 (Fig. 42) and 0.5 (Fig. 43).
\( \alpha_2 \) is the thick beam case. It is worth noticing that in this case, the calibrated small length scale coefficient is nearly constant with respect to \( \alpha_1 \), as it has been shown in the literature [127]. For \( \alpha_1 \) and \( \alpha_2 \) both not equal to zero, it is seen that the calibrated small length scale coefficient is not constant and strongly depends on the value of \( \alpha_1 \).

Likewise, the small length scale coefficient is calibrated in Fig. 44 versus \( \beta \) for different values of \( \alpha_2 \) with \( \alpha_1 \) constant, equal to 0.05.
Fig. 44. Calibrated small length scale coefficient in free vibration versus $\beta$ for $\alpha_1 = 0.05$ and different values of $\beta$

Again, the small length scale coefficient is not constant. It depends on $\alpha_2$ and $\beta$. Thus, $e_0$ decreases when $\beta$ increases.

For a particular set of parameter $(\chi, m, n, \beta)$ equal to $(1,1,1,0.5)$, it is seen that the calibrated small length scale coefficient is equal to 0.243. Taking this value, as shown in Fig. 45, the curve of the non-dimensional natural frequency perfectly fits the one of the reference lattice model:

Fig. 45. Nondimensional frequency of all round simply supported nonlocal plate with respect to the length scale coefficient and $n_y$ for a set of parameters $(\chi, m, n, \beta) = (1,1,1,0.5)$ and $e_0 = 0.243$ considering the fourth order phenomenological model
This value of the small length scale coefficient is valid for this particular set of parameters. Thus, Fig. 46 depicts the non-dimensional natural frequency for a set of parameters \((\chi, m, n, \beta)\) equal to \((2,2,1,0.5)\) versus the number of elements \(n_y\) for \(e_0 = 0.243\) and \(e_0 = 0.329\), calibrated coefficient for this new set of parameters.

![Graph showing nondimensional frequency vs. number of elements for two values of \(e_0\)](image)

**Fig. 46.** Nondimensional frequency of all round simply supported nonlocal plate with respect to the length scale coefficient and \(n_y\) for a set of parameters \((\chi, m, n, \beta) = (2,2,1,0.5)\) and \(e_0\) equal to 0.243 and 0.329 considering the fourth order phenomenological model.

Thus, the first calibrated small length scale coefficient is no longer valid for another set of parameters.

### 4.3.3. Fourth order continualized model

Applying the Padé approximants defined before on the discrete governing difference equation:

\[
\begin{align*}
\left[ L_{a,x}^2 + 2L_{a,x}L_{a,y} + L_{a,y}^2 \right][w] - \frac{N}{\kappa Gh} \left[ L_{a,x}^2 + (s + 1)L_{a,x}L_{a,y} + sL_{a,y}^2 \right][w] \\
+ \frac{N}{D} \left( L_{a,x} + sL_{a,y} \right)[w] - \frac{m_0 \omega^2}{D} w + \frac{1}{D} \left( \frac{m_0}{\kappa Gh D + m_2} \right) (L_{a,x} + L_{a,y}) \omega^2[w] \\
+ \frac{m_0 m_2 \omega^4}{\kappa Gh D} w = 0
\end{align*}
\]

or,

\[ m_0 m_2 \omega^4 = \frac{1}{\kappa Gh D} \]

163
\[
\begin{align*}
\left[ \frac{\partial^4}{\partial x^4} - \frac{\partial^2}{\partial x^2} \frac{\partial^2}{\partial y^2} \right] w \\
+ 1 - \frac{a^2}{12} \frac{\partial^2}{\partial x^2} \frac{\partial^2}{\partial y^2} \right] \left[ \frac{\partial^4}{\partial x^4} - \frac{\partial^2}{\partial x^2} \frac{\partial^2}{\partial y^2} \right] w \\
- N \frac{\partial^4}{\partial x^4} \left[ \frac{\partial^4}{\partial x^4} - \frac{\partial^2}{\partial x^2} \frac{\partial^2}{\partial y^2} \right] w \\
+ s \frac{\partial^2}{\partial x^2} \frac{\partial^2}{\partial y^2} \right] w \\
+ \frac{m_0 \omega^2}{D} w + \frac{1}{D} \left( \frac{m_0}{\kappa G h} D + m_2 \right) \left[ \frac{\partial^2}{\partial x^2} \frac{\partial^2}{\partial y^2} \right] w \\
+ \frac{m_0 m_2 \omega^4}{\kappa G h D} w = 0
\end{align*}
\]

As for the fourth and sixth order continualized thin plate problem, the small length scale coefficient is arbitrarily chosen equal to \(1/\sqrt{12}\). This value is retained in this model.

Multiplying by \([1 - (e_0 a)^2 \nabla^2]^2\)

\[
\begin{align*}
\left[ \nabla^2 - 4(e_0 a)^2 \frac{\partial^2}{\partial x^2} \frac{\partial^2}{\partial y^2} \right] \nabla^2 w \\
+ \frac{\lambda}{(\chi L)^2} \left[ 1 - (e_0 a)^2 \nabla^2 \right] \left( \frac{\partial^2}{\partial x^2} + s \frac{\partial^2}{\partial y^2} \right) w \\
- (s + 1)(e_0 a)^2 \frac{\partial^4}{\partial x^2 \partial y^2} \right] w \\
- \frac{\mu_s \lambda}{\zeta^2} \left( \frac{\partial^4}{\partial x^4} + s \frac{\partial^2}{\partial y^4} - 2(e_0 a)^2 \frac{\partial^2}{\partial x^2} \frac{\partial^2}{\partial y^2} \left( \frac{\partial^2}{\partial x^2} + s \frac{\partial^2}{\partial y^2} \right) \right) \left( \nabla^2 - 4(e_0 a)^2 \nabla^2 \right) w \\
+ (s + 1)[1 - (e_0 a)^2 \nabla^2] \left( \frac{\partial^4}{\partial x^2 \partial y^2} \right) w \\
- \frac{1}{(\chi L)^4} (1 - 2(e_0 a)^2 \nabla^2) \left[ 1 - \frac{\mu_s}{\zeta^2} \Omega^2 \right] \Omega^2 w \\
+ \frac{\Omega^2 (\mu_s + 1) (\nabla^2 - (e_0 a)^2 \nabla^2 - 2(e_0 a)^2 \frac{\partial^2}{\partial x^2} \frac{\partial^2}{\partial y^2} \right) w = 0
\end{align*}
\]

For a plate that is simply supported at all edges, the solution is obtained by substituting Eq. (2.118) into Eq. (4.129):
\[
\left[ (\chi m)^2 + n^2 - 4 \left( \frac{e_0 amn}{L} \right)^2 \right] \pi^4 [(\chi m)^2 + n^2] \\
- \pi^2 \lambda \left\{ (\chi m)^2 + sn^2 + \left( \frac{e_0 am}{\chi L} \right)^2 [(\chi m)^4 + 2(s + 1)(\chi mn)^2 + sn^4] \right\} \\
- \pi^4 \frac{\mu_s}{\zeta^2} \lambda \left\{ (\chi m)^4 + (s + 1)(\chi mn)^2 + sn^4 \right\} \\
+ (e_0 a)^2 \left( \frac{\pi}{\chi L} \right)^2 [(s + 3)(\chi m)^4 n^2 + (3s + 1)(\chi m)^2 n^4] \right\} \\
- \left( 1 + 2(e_0 a)^2 \left( \frac{\pi}{\chi L} \right)^2 [(\chi m)^2 + n^2] \right) \left[ 1 - \frac{\mu_s}{\zeta^4} \Omega^2 \right] \Omega^2 \\
- \frac{\pi^2}{\zeta^2} \Omega^2 (\mu_s + 1) \left( (\chi m)^2 + n^2 + \left( \frac{e_0 am}{\chi L} \right)^2 [(\chi m)^2 + 4(\chi mn)^2 + n^2] \right) = 0
\]

Assuming \( n = 1 \), in statics, \( \Omega = 0 \) and the buckling load is expressed as follows

\[
\lambda = \min_m \left\{ (\chi m)^2 + s \left[ (mn)^2 \beta_h + \frac{\pi^2 \mu_s}{\zeta^2} + 1 \right] \right.
\]
\[
+ \left( \frac{e_0 am}{\chi L} \right)^2 (\chi m)^2 + 2(s + 1)(\chi m)^2 + s \\
+ [(s + 3)(\chi m)^2 + (3s + 1)(mn)^2 \beta_h]^{-1} (\chi m)^2 + 1 \\
+ 4 \left( \frac{e_0 am}{L} \right)^2 \pi^2 [(\chi m)^2 + 1]
\]

It is seen that when \( \zeta \) decreases, the shear effect becomes more important and, as for natural frequencies in dynamics, the nondimensional buckling load decreases. When \( \zeta \) goes to infinite, the shear effect is negligible and the nondimensional buckling buckling load is reduced to the one obtained in the case of thin plates.

In free vibration, \( \lambda = 0 \) and Eq. (4.130) becomes

\[
[\hat{a} + 4e_0^2 \alpha_1 \alpha_2] - (1 + 2e_0^2 \hat{a}) \hat{a} \left[ 1 - \mu_s \beta^2 \hat{\Omega}^2 \right] \hat{\Omega}^2 - \beta \hat{\Omega}^2 (\mu_s + 1)(\hat{a} + e_0^2 \hat{a} + 2e_0^2 \alpha_1 \alpha_2) = 0
\]

yielding to the following non dimensional natural frequency:

\[
\hat{\Omega}^2 = \frac{1}{2\mu_s \beta^2 (1 + 2e_0^2 \hat{a}) \hat{a}} \left\{ (1 + 2e_0^2 \hat{a}) \hat{a} + \beta (\mu_s + 1)(\hat{a} + e_0^2 \hat{a} + 2e_0^2 \alpha_1 \alpha_2) \right\} \\
\pm \left\{ [(1 + 2e_0^2 \hat{a}) \hat{a} + \beta (\mu_s + 1)(\hat{a} + e_0^2 \hat{a} + 2e_0^2 \alpha_1 \alpha_2)]^2 \right\}^{-\frac{1}{2}} \\
- 4\mu_s \beta^2 (1 + 2e_0^2 \hat{a}) \hat{a}(\hat{a} + 4e_0^2 \alpha_1 \alpha_2)^2
\]
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4.3.4. Sixth order continualized model

The sixth order continualized model is based on the continualization of the equations of motion Eq. (4.108):

\[ D \left[ L_{a_x} \psi_x \right] + \frac{(1 - \nu)}{2} L_{a_y} \psi_x + \frac{(1 + \nu)}{2} L_{a_x}^2 L_{a_y} \psi_y \] - \kappa^2 G h \left( \psi_x + \frac{1}{2} L_{a_x}^2 \psi_y \right) = -m_z \omega^2 \theta_x

\[ D \left[ \frac{(1 - \nu)}{2} L_{a_x} \psi_y \right] + \frac{(1 + \nu)}{2} L_{a_x}^2 L_{a_y} \psi_x + L_{a_y} \psi_y \] - \kappa^2 G h \left( \psi_y + \frac{1}{2} L_{a_y}^2 \psi_x \right) = -m_z \omega^2 \theta_y \tag{4.134}

\[ L_{a_x} (\kappa^2 G h - N) [w] + L_{a_y} (\kappa^2 G h - sN) [w] + \kappa^2 G h L_{a_x}^2 \psi_x + \kappa^2 G h L_{a_y}^2 \psi_y = -m_0 \omega^2 w \]

or, using the Taylor expansion at the second order in \( a \),

\[ D \left[ \frac{1 + a^2}{12} \frac{\partial^2 \psi_x}{\partial x^2} + \frac{(1 - \nu)}{2} \frac{1 + a^2}{12} \frac{\partial^2 \psi_x}{\partial y^2} + \frac{(1 + \nu)}{2} \frac{1 + a^2}{24} \frac{\partial^2 \psi_y}{\partial x \partial y} \right] \] - \kappa^2 G h \left[ \psi_x + \frac{1 + a^2}{24} \frac{\partial^2 \psi_y}{\partial x^2} \right] = -m_z \omega^2 \theta_x

\[ D \left[ \frac{(1 - \nu)}{2} \frac{1 + a^2}{12} \frac{\partial^2 \psi_y}{\partial x^2} + \frac{(1 + \nu)}{2} \frac{1 + a^2}{24} \frac{\partial^2 \psi_x}{\partial x \partial y} \right] - \kappa^2 G h \left[ \psi_y + \frac{1 + a^2}{24} \frac{\partial^2 \psi_x}{\partial y^2} \right] = -m_z \omega^2 \theta_y \tag{4.135}

\[ \kappa^2 G h \left[ \frac{1 + a^2}{12} \frac{\partial^2 \psi_x}{\partial x^2} w + \frac{1 + a^2}{12} \frac{\partial^2 \psi_y}{\partial y^2} w \right] + \frac{1 + a^2}{24} \frac{\partial^2 \psi_x}{\partial x} \] - N \left\{ \frac{1 + a^2}{12} \frac{\partial^2 \psi_y}{\partial x^2} w + s \left( \frac{1 + a^2}{12} \frac{\partial^2 \psi_x}{\partial y^2} w \right) \right\} = -m_0 \omega^2 w

Manipulating these three equations of motion leads to the governing differential equation in displacement, arbitrarily choosing \( e_0 \) equal to \( 1/\sqrt{12} \).
\[
\begin{aligned}
\left[ \nabla^4 + 2(e_o a)^2 \left( \frac{\partial^4}{\partial x^4} + \frac{\partial^4}{\partial y^4} \right) \nabla^2 \right] w \\
- \frac{N}{\kappa^2 G h} \left[ \frac{\partial^4}{\partial x^4} + 2(e_o a)^2 \frac{\partial^6}{\partial x^6} + (s + 1)(1 + (e_o a)^2 \nabla^2) \frac{\partial^4}{\partial x^2 \partial y^2} \right. \\
+ s \frac{\partial^4}{\partial y^4} + 2(e_o a)^2 s \frac{\partial^6}{\partial y^6} \right] w \\
+ \frac{N}{D} \left\{ \left( 1 + (e_o a)^2 \frac{\partial^2}{\partial x^2} \right) \frac{\partial^2}{\partial x^2} w + s \left( 1 + (e_o a)^2 \frac{\partial^2}{\partial y^2} \right) \frac{\partial^2}{\partial y^2} w \right\} \\
- \frac{m_0 \omega^2}{D} w + \left( \frac{m_0}{\kappa G h} + \frac{m_2}{D} \right) \left[ \nabla^2 + (e_o a)^2 \left( \frac{\partial^4}{\partial x^4} + \frac{\partial^4}{\partial y^4} \right) \right] \omega^2 w \\
+ \frac{m_0 m_2 \omega^4}{\kappa G h D} w = 0
\end{aligned}
\] (4.136)

Considering an all edges simply supported plate, substituting Eq. (2.118) into Eq. (4.136), it leads

\[
\begin{aligned}
\pi^4 \left[ (\chi m)^2 + n^2 - 2[(\chi m)^4 + n^4] \left( \frac{e_o a \pi}{\chi L} \right)^2 \right] [(\chi m)^2 + n^2] \\
- \pi^4 \frac{\lambda \mu_s}{\zeta^2} \left( (\chi m)^4 + (s + 1)(\chi mn)^2 + sn^4 \right) \\
- \left( \frac{e_o a \pi}{\chi L} \right)^2 \left[ 2(\chi m)^6 + (s + 1)(\chi m)^4 n^2 + (s + 1)(\chi m)^2 n^4 + 2sn^6 \right] \\
- \pi^2 \lambda \left\{ (\chi m)^2 + sn^2 - \left( \frac{e_o a \pi}{\chi L} \right)^2 [(\chi m)^4 + sn^4] \right\} - \Omega^2 \\
- \Omega^2 (\mu_s + 1) \left( \frac{\pi}{\zeta} \right)^2 \left[ (\chi m)^2 + n^2 - \left( \frac{e_o a \pi}{\chi L} \right)^2 [(\chi m)^4 + n^4] \right] + \frac{\mu_s}{\zeta^4} \Omega^4 = 0
\end{aligned}
\] (4.137)

In statics, the non-dimensional critical buckling load is expressed as
\[ \lambda = \min_{(m,n)} \left\{ \mu_s \frac{\pi^2}{\zeta^2} [(\chi m)^2 + n^2][(\chi m)^2 + sn^2] \right\} \]

\[ - \mu_s \frac{\pi^2}{\zeta^2} \left( \frac{e_0 a \pi}{\chi L} \right)^2 \left[ 2(\chi m)^6 + 2sn^6 + (s + 1)(\chi m)^4 n^2 + (s + 1)(\chi m)^2 n^4 + (\chi m)^2 + sn^2 \right] \]

\[ - 2 \left( \frac{e_0 a \pi}{\chi L} \right)^2 \left[ (\chi m)^4 + n^4 \right]^{-1} \left( (\chi m)^2 + n^2 \right) \]

\[ \lambda = \frac{\pi^2}{\zeta^2} \left( \frac{e_0 a \pi}{\chi L} \right)^2 \left[ \frac{1}{4} \left( (\chi m)^4 + n^4 \right) \right]^{-1} \left( (\chi m)^2 + n^2 \right) \]

Thus, the buckling load has been determined for both continualized models. In this expression, the small length scale coefficient is assumed constant, equal to \(1/\sqrt{12}\). Figure 47 depicts the non-dimensional buckling load calculated from the reference lattice model and the two continualized models (fourth and sixth order) versus the number of elements \(n_y\) for a set of parameter \((\chi, m, n, s)\) arbitrarily chosen equal to \((1,1,1,0)\). It is seen that the curves coincide and both continualized models lead to an excellent approximation of the buckling load. This result is valid for any other set of parameters \((\chi, m, n, s)\).
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**Fig. 47.** Buckling loads of a simply supported nonlocal plate and lattice model for different \(n_y\), following the fourth and sixth order continualized models for a set of parameters \((\chi, m, n, s)\) equal to \((1,1,1,0)\).

Likewise, as for the phenomenological model, the small length scale coefficient has to be determined in free vibration.
In this case, for the sixth order continualized model, Eq. (4.137) becomes
\[
\ddot{\alpha} - 2[\alpha_1^2 + \alpha_2^2]e^2_0 - \ddot{\alpha}\bar{\Omega}^2 - \ddot{\alpha}\beta(\mu_s + 1)\bar{\Omega}^2 + [\alpha_1^2 + \alpha_2^2]e^2_0 \beta(\mu_s + 1)\bar{\Omega}^2 \\
+ \ddot{\alpha}\mu_s\beta^2\bar{\Omega}^4 = 0 
\] (4.139)

The non-dimensional natural frequency is obtained:
\[
\xi^2 = \frac{1}{2\ddot{\alpha}\mu_s\beta^2} \left\{ [\ddot{\alpha} + \ddot{\alpha}\beta(\mu_s + 1) - (\alpha_1^2 + \alpha_2^2)e^2_0 \beta(\mu_s + 1)] \right.
\\
\pm \left\{ [\ddot{\alpha} + \ddot{\alpha}\beta(\mu_s + 1) - (\alpha_1^2 + \alpha_2^2)e^2_0 \beta(\mu_s + 1)]^2 \\
- 4\ddot{\alpha}\mu_s\beta^2 [\ddot{\alpha} - 2(\alpha_1^2 + \alpha_2^2)e^2_0] \right\}^{1/2} 
\] (4.140)

Thus, the non-dimensional natural frequencies have been derived for both continualized models. Figure 48 depicts \(\tilde{\Omega}\) considering the reference lattice model and both continualized models (fourth and sixth order) versus the number of elements \(n_y\) for a set of parameters \((\chi, m, n, \beta)\) equal to \((1,1,1,0.5)\).

Fig. 48. Non-dimensional frequency \(\tilde{\Omega}\) versus the number of elements \(n_y\) considering the microstructured model and the continualized models (fourth and sixth order), the phenomenological plate model \((\chi, m, n, \beta) = (1,1,1,0.5)\)

The curves of the continualized model perfectly fit well the one of the reference model. Any other set of parameter \((\chi, m, n, \beta)\) would lead to the same result.
4.4. Discussion: superiority of the continualized models over the traditional phenomenological models

The different phenomenological models at the fourth and sixth order are derived before by postulating nonlocal constitutive laws and a local equilibrium equation. These models introduce a small length scale coefficient, assumed constant. When this coefficient is calibrated from the reference discrete model, it turns out to be structural, varying with the aspect and thickness ratio (through the shear parameter), the buckling and vibration mode and the type of analysis (buckling or vibration). Because of this dependence and this paradoxical result, the engineering phenomenological models provide unsatisfactory results and are not consistent; it is necessary to develop new micromechanically-based nonlocal models.

The continualized models are based on the derivation of continuous equations from the reference discrete model. Although they do not preserve the locality of the equilibrium equation, they consider, by construction of the model, a constant small length scale coefficient equal to $1/\sqrt{12}$ and lead to an excellent approximation of the buckling load. This value is independent on the type of analysis or the different previously given parameters.

When the non-dimensional buckling load or natural frequencies are calculated with respect to the number of elements $n_y$ within the beam or plates, the phenomenological models constitute only an excellent approximation for one particular small length scale coefficient given for the particular set of parameters whereas for $e_0$ equal to $1/\sqrt{12}$, the continualized models lead to excellent results, whatever the parameters.

Thus, it clearly establishes the superiority of the continualized that provide much better results compared to the traditional phenomenological (stress gradient) models, at least with respect to lattice mechanics.
5. CONCLUSION AND RECOMMENDATIONS

This thesis derives several different beam and plate models and it is proposed in this section to briefly summarize them. First of all, at a macroscale, in addition to the well-known Bernoulli-Euler model valid for thin beam, three versions of the Bresse-Timoshenko thick beam model have been presented to take into account the rotary inertia and shear effects. The traditional original Bresse-Timoshenko model, widely used in the literature, derived through the use of equilibrium equations and the variational principle, may overcorrect the shear effect and it leads to two branches of natural frequencies. The second one does not appear in the asymptotic models at the second order. The second version is the truncated model. It is derived through the use of equilibrium equations and is asymptotically consistent at the second order. The last model is based on slope inertia and has been developed during this PhD. It is derived through the variational principle. The governing differential equation for these three models in free vibration is:

\[
EI \frac{\partial^4 v}{\partial x^4} + \rho A \frac{\partial^2 v}{\partial t^2} - \rho l \left(1 + \frac{E}{\kappa G}\right) \frac{\partial^4 v}{\partial t^2 \partial x^2} + \gamma_1 \frac{\rho^2 I}{\kappa G} \frac{\partial^4 v}{\partial t^4} + \gamma_2 \frac{\rho EI^2}{\kappa GA} \frac{\partial^6 v}{\partial x^4 \partial t^2} = 0 \quad (5.1)
\]

where \((\gamma_1, \gamma_2)\) is equal to \((1,0)\), \((0,0)\) and \((0,1)\) for the original Bresse-Timoshenko model, the truncated Bresse-Timoshenko theory and the Bresse-Timoshenko model based on slope inertia, respectively.

These models have been used to study some particular cases such as a beam with a tip mass (basic representation in robotics), a cracked beam, a beam in presence of a compressive force or a beam subjected to random transverse distributed loads.

The extension of the Bernoulli-Euler and Bresse-Timoshenko beam models to plates are the Kirchhoff-Love and Uflyand-Mindlin plate models. These models are governed by the following equation:
\[
D \left(1 + \gamma_2 \frac{\rho h^2}{12kG} \frac{\partial^2}{\partial t^2}\right) \nabla^4 w + \rho \frac{\partial^2 w}{\partial t^2} - \rho h \left(1 + \frac{12}{h^3} \frac{D}{kG}\right) \frac{\partial^2}{\partial t^2} \nabla^2 w + \gamma_1 \frac{\rho^2 h^3}{12kG} \frac{\partial^4 w}{\partial t^4} = 0 \quad (5.2)
\]

with \((\gamma_1, \gamma_2)\) equal to \((1,0)\), \((0,0)\) and \((0,1)\) for the original Uflyand-Mindlin model, the truncated Uflyand-Mindlin model and the Uflyand-Mindlin model, respectively.

At a nanoscale, the interatomic interactions cannot be neglected and consequently, the nonlocal effect has to be introduced in the models. For thin beams and plates, different asymptotic models are possible following the direction of the nonlocality and differing at the zeroth order in the expression of the small length scale.

The engineering models, Bernoulli-Euler and Bresse-Timoshenko for beams, Kirchhoff-Love and Uflyand-Mindlin for plates, have been derived to take into account this additional effect. An alternative to the fourth order phenomenological Bernoulli-Euler thin beam model and fourth order phenomenological Kirchhoff-Love plate model has been suggested, namely the sixth order phenomenological model. For the thick beam and plate models, there is a debate in the literature to know whether the nonlocal effect should be included or not in the shear part of the constitutive law. The investigations carried out during this PhD show that the nonlocal effect affects both the bending and the shear part of the law. In this case, the nonlocal engineering model are governed by the following equation for beams

\[
EI \frac{\partial^4 v}{\partial x^4} + \left(1 - \eta^2 \frac{\partial^2}{\partial x^2}\right) \left(\rho A - \frac{\rho EI}{kG} \frac{\partial^2}{\partial t^2}\right) \frac{\partial^2 v}{\partial t^2} - \rho I \frac{\partial^2}{\partial t^2} \left[\left(1 - \eta^2 \frac{\partial^2}{\partial x^2}\right) \frac{\partial^2 v}{\partial x^2} - \frac{I}{kG} \frac{\rho E}{\partial t^2} \frac{\partial^4 v}{\partial x^4}\right] - \left(\gamma_1 - \eta^2 \frac{\partial^2}{\partial x^2}\right) (\gamma_1 + \gamma_2) \frac{\rho}{kG} \left(1 - \eta^2 \frac{\partial^2}{\partial x^2}\right) \frac{\partial^2 v}{\partial t^2} = 0 \quad (5.3)
\]
with \((γ_1, γ_2)\) equal to \((1,0)\), \((0,0)\) and \((0,1)\) for the original Bresse-Timoshenko model, the truncated Bresse-Timoshenko model and the Bresse-Timoshenko model, respectively.

For plates:

\[
D\nabla^4 w + (1 - \eta^2 \nabla^2) \left( \rho h - \frac{\rho}{kG} D\nabla^2 \right) \frac{\partial^2 w}{\partial t^2} \\
- \frac{\rho h^3}{12} \frac{\partial^2}{\partial t^2} \left\{ (1 - \eta^2 \nabla^2) \nabla^2 w \right. \\
- (γ_1 - \eta^2 \nabla^2)(γ_1 + γ_2) \frac{\rho}{kG} (1 - \eta^2 \nabla^2) \frac{\partial^2 w}{\partial t^2} \\
\left. - \frac{γ_2}{kG} \left( D \frac{h}{k} + \frac{\eta^2 \rho h^2}{12} \frac{\partial^2}{\partial t^2} \right) \nabla^4 w \right\} = 0
\]  

(5.4)

with \((γ_1, γ_2)\) equal to \((1,0)\), \((0,0)\) and \((0,1)\) for the original Uflyand-Mindlin model, the truncated Uflyand-Mindlin model and the Uflyand-Mindlin model, respectively.

Furthermore, the small length scale coefficient introduced in the models had to be calibrated with respect to one microstructured physical model. In this purpose, the discrete thin beam and plate model and thick plate model have been derived. The latter is new and not given in the literature. By equating the buckling load in statics and the natural frequency in free vibration of the engineering models and the discrete models, the small length scale coefficient is found. This coefficient is paradoxically not constant, depending on different parameters such as the load or the geometry (aspect and thickness ratios) and the type of analysis, either buckling or vibration. Consequently, the stress gradient nonlocal models widely derived and used in the literature are not consistent because they are based on an assumption (a constant coefficient) that is not valid with respect to lattice mechanics.

Thus, to overcome this paradox, a new family of models has been investigated: the continualized models. These models are based on the derivation of continuous equations from the ones of the reference discrete models.
For thin beams, the governing differential equations are:

\[ EI \left[ 1 + \gamma_1 (e_0 a)^2 \frac{d^2}{dx^2} \right] \frac{d^4 v}{dx^4} + N \left[ 1 - \gamma_2 (e_0 a)^2 \frac{d^2}{dx^2} \right] \frac{d^2 v}{dx^2} - m_0 \omega^2 \left[ 1 - \gamma_3 (e_0 a)^2 \frac{d^2}{dx^2} \right] v = 0 \tag{5.5} \]

where the triplet of parameters \((\gamma_1, \gamma_2, \gamma_3)\) is equal to \((0,1,2),(1,0,1),(0,1,1)\) and \((1,1,1)\) for the fourth and sixth order continualized model, the fourth and sixth order phenomenological models, respectively, the fourth order model coinciding with the Bernoulli-Euler model. In this case, the calibrated small length scale coefficients are:

\[ e_{0,b} = \frac{1}{\sqrt{y_1 + y_2}} \frac{1}{2\sqrt{3}}; e_{0,v} = \frac{1}{\sqrt{y_1 + y_3}} \frac{1}{\sqrt{6}} \tag{5.6} \]

For thin plates:

\[ D \left[ \nabla^4 w + \gamma_1 (e_0 a)^2 \left( \frac{\partial^6 w}{\partial x^6} + \frac{\partial^6 w}{\partial y^6} \right) - (\gamma_1 + 4\gamma_3)(e_0 a)^2 \frac{\partial^4 \nabla^2 w}{\partial x^2 \partial y^2} \right] - m_0 \omega^2 w \\
+ (1 + \gamma_3)(e_0 a)^2 \left[ m_0 \omega^2 \nabla^2 w - P (1 + \gamma_2)(e_0 a)^2 \frac{\partial^4 w}{\partial x^2 \partial y^2} \right] \\
+ P \left( \frac{\partial^2 w}{\partial x^2} + s \frac{\partial^2 w}{\partial y^2} \right) - (\gamma_2 + \gamma_3)(e_0 a)^2 P \left( \frac{\partial^4 w}{\partial x^4} + s \frac{\partial^4 w}{\partial y^4} \right) = 0 \tag{5.7} \]

with the triplet \((\gamma_1, \gamma_2, \gamma_3)\) is equal to \((0,0,1), (1,0,0), (0,1,0)\) and \((1,1,0)\) for the fourth order continualized model, the sixth order continualized model, the fourth order phenomenological model and the sixth order phenomenological model, respectively. The calibrated small length scale coefficient is:

\[ \frac{1}{e_{0,b}} = \sqrt{12} \left( \frac{\alpha^2 m^2 (\alpha^2 m^2 + 1) (s + 1)}{\alpha^6 m^6 + 2 \alpha^4 m^4 s - \alpha^4 m^4 - \alpha^2 m^2 s + 2 \alpha^2 m^2 + s} \\
+ (\gamma_1 + \gamma_3) \frac{\alpha^6 m^6 + \alpha^4 m^4 s - 2 \alpha^4 m^4 - 2 \alpha^2 m^2 s + \alpha^2 m^2 + s}{\alpha^6 m^6 + 2 \alpha^4 m^4 s - \alpha^4 m^4 - \alpha^2 m^2 s + 2 \alpha^2 m^2 + s} \right)^{1/2} \tag{5.8} \]

\[ \frac{1}{e_{0,v}} = \sqrt{6} \left( \frac{(m^2 \alpha^2 + 1)^2 + (\gamma_1 + \gamma_3)(m^2 \alpha^2 - 1)^2}{1 + m^4 \alpha^4} \right)^{1/2} \]
For thick plates:

\[
\{ \nabla^4 + 2 \left[ \gamma_3 \left( \frac{\partial^4}{\partial x^4} + \frac{\partial^4}{\partial y^4} \right) - 2 \gamma_2 \frac{\partial^4}{\partial x^2 \partial y^2} \right] (e_0 a)^2 \nabla^2 \} w \\
- \frac{N}{\kappa G h} \left[ \frac{\partial^4}{\partial x^4} + (s + 1)(1 + (e_0 a)^2 \nabla^2) \frac{\partial^4}{\partial x^2 \partial y^2} + s \frac{\partial^4}{\partial y^4} \right] w \\
- \frac{N (e_0 a)^2}{\kappa G h} \left( 2 \gamma_3 - \gamma_1 \right) \left( \frac{\partial^6}{\partial x^6} + s \frac{\partial^6}{\partial y^6} \right) w \\
- \left( (\gamma_1 + \gamma_2)(2s + 4) + \gamma_1 s \right) \frac{\partial^6}{\partial x^4 \partial y^2} w \\
- \left( (\gamma_1 + \gamma_2)(4s + 2) + \gamma_1 \right) \frac{\partial^6}{\partial x^2 \partial y^4} w \\
+ \frac{N}{D} \left[ \left( 1 + (e_0 a)^2 \frac{\partial^2}{\partial x^2} \right) \frac{\partial^2}{\partial x^2} + s \left( 1 + (e_0 a)^2 \frac{\partial^2}{\partial y^2} \right) \frac{\partial^2}{\partial y^2} \right] w \\
- 2(\gamma_1 + \gamma_2)(e_0 a)^2 \nabla^2 \left( \frac{\partial^2}{\partial x^2} + s \frac{\partial^2}{\partial y^2} \right) - \gamma_1(s + 1)(e_0 a)^2 \frac{\partial^4}{\partial x^2 \partial y^2} w \\
- \frac{m_0}{D} \omega^2 \left[ 1 - (\gamma_1 + 2\gamma_2)(e_0 a)^2 \nabla^2 \right] w + \left( \frac{m_0}{\kappa G h} + \frac{m_2}{D} \right) \nabla^2 \omega^2 w \\
+ \left( \frac{m_0}{\kappa G h} + \frac{m_2}{D} \right) (e_0 a)^2 \left[ \frac{\partial^4}{\partial x^4} + \frac{\partial^4}{\partial y^4} + 2\gamma_1 \frac{\partial^4}{\partial x^2 \partial y^2} \right] w \\
- 2(\gamma_1 + \gamma_2) \nabla^4 \right] \omega^2 w + \frac{m_0 m_2 \omega^4}{\kappa G h D} (1 - 2(e_0 a)^2 \nabla^2) w \\
- \gamma_1 \frac{N m_2}{\kappa G h D} \omega^2 \left[ 1 - 2(\gamma_1 + \gamma_2)(e_0 a)^2 \nabla^2 \right] \left( \frac{\partial^2}{\partial x^2} + s \frac{\partial^2}{\partial y^2} \right) w = 0
\]

with \((\gamma_1, \gamma_2, \gamma_3)\) equal to \((1,0,0), (0,1,0)\) and \((0,0,1)\) for the fourth order phenomenological model, the fourth order continualized model and the sixth order continualized model, respectively.

In the futures, different investigations could be carried out.

First of all, all the results in this thesis are established for isotropic structures. All of them would deserve to be extended to the case of orthotropic and anisotropic beams and plates.

This thesis started by presenting different versions of the Bresse-Timoshenko beam model and the Uflyand-Mindlin plate model. The models based on slope inertia, developed during this PhD, are extremely recent. There is no experimental or numerical result in the literature that would provide more argument to establish the superiority of a model over the others. Indeed, many
papers have been devoted to the study of the original Bresse-Timoshenko and Uflyand-Mindlin models. More investigations about the truncated models and the models based on slope inertia would show the differences and the similarities between those models and would help to better understand the influence of the rotary inertia and the shear effect on the mechanical behavior of the structure in vibration.

Moreover, at a nanoscale, the nonlocal effect is taken into account by introducing one small length scale coefficient, assumed constant, in the models, following the approach of Eringen. It would be interesting to develop other models, for example by introducing not one but several nonlocal coefficients. Although it has been shown that the nonlocal effect affects both the bending and the shear parts of the constitutive law, other studies (analytical but also numerical and experimental) are necessary to confirm this result.

Furthermore, the last chapter is based on the calibration of the small length scale coefficient and the development of continualized models from a lattice model with rectangular cells. This study was crucial to understand the principle of continualized approaches. However, most of nanomaterials cannot be represented by rectangular lattice. For instance, in graphene, as explained in introduction, the atoms are arranged through a honeycomb lattice. Although some works have been initiated in the literature to model this particular lattice [273-275], to our best knowledge, the explicit discrete governing differential equation in displacement has not been derived. Indeed, the difficulty is that each node of the lattice is connected to three direct neighbors and is also influenced by nine other nodes. One of the biggest challenges in a very near future will be to derive the equations in displacements and then, to propose continualized models and to compare the natural frequencies derived in the models with those available in the literature by using the molecular dynamic simulations.

Also, the solutions for the nonlocal models have been determined for simply supported beams and plates. To study the influence of the boundary conditions on the small length scale coefficient would represent an ambitious project.

Thus, this thesis is a first step of very and fascinating long stairs and huge progress have still to be made to have a full understanding of the mechanical behavior of nanomaterials in vibration and buckling.
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