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Abstract

As the production of digital texts grows exponentially, a greater need to analyze text

corpora arises in various domains of application, insofar as they constitute inexhaustible

sources of shared information and knowledge. We therefore propose in this thesis a novel

visual analytics approach for the analysis of text corpora, implemented for the real and

concrete needs of investigative journalism. Motivated by the problems and tasks identified

with a professional investigative journalist, visualizations and interactions are designed

through a user-centered methodology involving the user during the whole development

process. Specifically, investigative journalists formulate hypotheses and explore exhaus-

tively the field under investigation in order to multiply sources showing pieces of evidence

related to their working hypothesis. Carrying out such tasks in a large corpus is however

a daunting endeavor and requires visual analytics software addressing several challenging

research issues covered in this thesis.

First, the difficulty to make sense of a large text corpus lies in its unstructured nature.

We resort to the Vector Space Model (VSM) and its strong relationship with the distri-

butional hypothesis, leveraged by multiple text mining algorithms, to discover the latent

semantic structure of the corpus. Topic models and biclustering methods are recognized to

be well suited to the extraction of coarse-grained topics, i.e. groups of documents concern-

ing similar topics, each one represented by a set of terms extracted from textual contents.

We provide a new Weighted Topic Map visualization that conveys a broad overview of

coarse-grained topics by allowing quick interpretation of contents through multiple tag

clouds while depicting the topical structure such as the relative importance of topics and

their semantic similarity.

Although the exploration of the coarse-grained topics helps locate topic of interest

and its neighborhood, the identification of specific facts, viewpoints or angles related to

events or stories requires finer level of structuration to represent topic variants. This nested

structure, revealed by Bimax, a pattern-based overlapping biclustering algorithm, captures

in biclusters the co-occurrences of terms shared by multiple documents and can disclose

facts, viewpoints or angles related to events or stories. This thesis tackles issues related to

the visualization of a large amount of overlapping biclusters by organizing term-document

biclusters in a hierarchy that limits term redundancy and conveys their commonality and

specificities. We evaluated the utility of our software through a usage scenario and a quali-

tative evaluation with an investigative journalist.

In addition, the co-occurrence patterns of topic variants revealed by Bimax are de-

termined by the enclosing topical structure supplied by the coarse-grained topic extraction

method which is run beforehand. Nonetheless, little guidance is found regarding the choice

of the latter method and its impact on the exploration and comprehension of topics and topic



variants. Therefore we conducted both a numerical experiment and a controlled user ex-

periment to compare two topic extraction methods, namely Coclus, a disjoint biclustering

method, and hierarchical Latent Dirichlet Allocation (hLDA), an overlapping probabilistic

topic model. The theoretical foundation of both methods is systematically analyzed by

relating them to the distributional hypothesis. The numerical experiment provides statisti-

cal evidence of the difference between the resulting topical structure of both methods. The

controlled experiment shows their impact on the comprehension of topic and topic variants,

from analysts’ perspective. We found that small topics extracted by hLDA contain richer vo-

cabulary, shaping more interpretable topics and topic variants than small topics extracted

by Coclus. Large hLDA topics yield themes with more heterogeneous stories and events

in topic variants while Coclus reveals large topics with more specific and more separable

events with topic variants eliciting slight differences. Such results allow us to recommend

hLDA for topic discovery and hypothesis generation, and to recommend Coclus for hy-

pothesis verification.

Finally we propose two contributions dealing with text streams. The first, in the vi-

sual analytics field, proposes dynamic and coordinated visualizations supporting situation

awareness through a sliding time window. The second, in the data mining field, extends the

Bimax algorithm to support data, typically allowing dynamic addition, update or removal

of documents.



Résumé

À mesure que la production de textes numériques croît exponentiellement, un besoin gran-

dissant d’analyser des corpus de textes se manifeste dans beaucoup de domaines d’applica-

tion, tant ces corpus constituent des sources inépuisables d’information et de connaissance

partagées. Ainsi proposons-nous dans cette thèse une nouvelle approche de visualisation

analytique pour l’analyse de corpus textuels, mise en œuvre pour les besoins spécifiques

du journalisme d’investigation. Motivées par les problèmes et les tâches identifiés avec

une journaliste d’investigation professionnelle, les visualisations et les interactions ont été

conçues suivant une méthodologie centrée utilisateur, impliquant l’utilisateur durant tout

le processus de développement. En l’occurrence, les journalistes d’investigation formulent

des hypothèses, explorent leur sujet d’investigation sous tous ses angles, à la recherche de

sources multiples étayant leurs hypothèses de travail. La réalisation de ces tâches, très fas-

tidieuse lorsque les corpus sont volumineux, requiert l’usage de logiciels de visualisation

analytique se confrontant aux problématiques de recherche abordées dans cette thèse.

D’abord, la difficulté de donner du sens à un corpus textuel vient de sa nature non-

structurée. Nous avons donc recours au modèle vectoriel et son lien étroit avec l’hypo-

thèse distributionnelle, ainsi qu’aux algorithmes qui l’exploitent pour révéler la structure

sémantique latente du corpus. Les modèles de sujets et les algorithmes de biclustering

sont efficaces pour l’extraction de sujets de haut niveau. Ces derniers correspondent à des

groupes de documents concernant des sujets similaires, chacun représenté par un ensemble

de termes extraits des contenus textuels. Une telle structuration par sujet permet notamment

de résumer un corpus et de faciliter son exploration. Nous proposons une nouvelle visua-

lisation, une carte pondérée des sujets, qui dresse une vue d’ensemble des sujets de haut

niveau. Elle permet d’une part d’interpréter rapidement les contenus grâce à de mutliples

nuages de mots, et d’autre part, d’apprécier les propriétés des sujets telles que leur taille

relative et leur proximité sémantique.

Bien que l’exploration des sujets de haut niveau aide à localiser des sujets d’intérêt ainsi

que leur voisinage, l’identification de faits précis, de points de vue ou d’angles d’analyse,

en lien avec un événement ou une histoire, nécessite un niveau de structuration plus fin

pour représenter des variantes de sujet. Cette structure imbriquée révélée par Bimax, une

méthode de biclustering basée sur des motifs avec chevauchement, capture au sein des

biclusters les co-occurrences de termes partagés par des sous-ensembles de documents

pouvant dévoiler des faits, des points de vue ou des angles associés à des événements ou

des histoires communes. Cette thèse aborde les problèmes de visualisation de biclusters

avec chevauchement en organisant les biclusters terme-document en une hiérarchie qui

limite la redondance des termes et met en exergue les parties communes et distinctives des

biclusters. Nous avons évalué l’utilité de notre logiciel d’abord par un scénario d’utilisation



doublé d’une évaluation qualitative avec une journaliste d’investigation.

En outre, les motifs de co-occurrence des variantes de sujet révélées par Bimax sont

déterminés par la structure de sujet englobante fournie par une méthode d’extraction de su-

jet. Cependant, la communauté a peu de recul quant au choix de la méthode et son impact

sur l’exploration et l’interprétation des sujets et de ses variantes. Ainsi nous avons conduit

une expérience computationnelle et une expérience utilisateur controlée afin de comparer

deux méthodes d’extraction de sujet. D’un coté Coclus est une méthode de biclustering

disjointe, et de l’autre, hirarchical Latent Dirichlet Allocation (hLDA) est un modèle de su-

jet probabiliste dont les distributions de probabilité forment une structure de bicluster avec

chevauchement. Les fondements théoriques des deux méthodes sont analysés systémati-

quement en établissant leur lien avec l’hypothèse distributionnelle. L’expérience compu-

tationnelle fournit des preuves statistiques des différences structurelles des sujets obtenus

par les deux méthodes. L’expérience controlée fait apparaître des différences concernant

l’impact des méthodes sur la compréhension des sujets et des variantes, du point de vue de

l’analyste. Nous avons identifié que les petits sujets livrés par hLDA contiennent un voca-

bulaire plus riche, formant des sujets et des variantes plus compréhensibles que les petits

sujets construits par Coclus. Les grands sujets de hLDA forment des thématiques avec des

variantes de sujets concernant des histoires et des événements plus hétérogènes, alors que

Coclus révèle de grands sujets contenant des événements plus spécifiques et séparés plus

nettement, avec des différences plus fines entre les variantes. De tels résultats nous per-

mettent de recommander hLDA pour des tâches de découverte de sujets et de construction

d’hypothèses, et de recommander Coclus pour la vérification d’hypothèses.

Enfin, nous présentons deux contributions traitant des flux textuels. La première, dans

le domaine de la visualisation analytique, propose des visualisations dynamiques et coor-

données dédiées à la surveillance de la situation courante à travers une fenêtre temporelle

glissante. La seconde, dans le domaine de la fouille de données, propose une extension

de Bimax qui supporte des données dynamiques, comportant notamment les opérations

d’ajout, de suppression ou de mise à jour de documents.
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I.1 Context

Due to the growing importance of web-enabled devices and applications firmly anchored

in our societies, the production of text data has exponentially increased. High availability

of data and standardization of data exchanges through Web 2.0 offer unprecedented op-

portunities to share information and knowledge, be they scientific, cultural or social. In

various domains, stakeholders investigate text corpora for different purposes. For instance,

one can mention the analysis of scientific articles [Gerrish 2010], the investigation of col-

lections of emails, various document leaks or documents obtained under the Freedom of

Information Act at the request of journalists [Brehmer 2014], epidemic surveillance in pub-

lic health [Broniatowski 2013], sentiment analysis and opinion mining for decision-makers

or elected officials [O’Connor 2010], as well as surveillance of criminal networks by the

law enforcement authorities [Denef 2013], to name but a few purposes.

Information seeking in a large text corpus is mainly approached by using search en-

gines relying on efficient Information Retrieval technologies. The effectiveness of this

approach is widely recognized considering the impact on our societies of Google, Bing or

Yahoo!. However keyword-based search requires prior knowledge of the subject matter in

order to choose the keywords yielding useful results. Conducting thorough and complete

investigations involves a broader process to discover supporting evidence or to generate

new hypotheses [Brehmer 2014]. This creates the need to design interactive visualization

systems that support the analytical tasks of a given stakeholder having to analyze large text

corpora.

The goal of this thesis is to propose a visual analytics approach for the analysis of text

corpora and to implement it in a software for a real and concrete application. We specifi-

cally focus on the field of investigative journalism. Investigative journalists face a dilemma:
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while the number of sources of information increases dramatically, the time devoted to in-

vestigation is steadily reduced by editorial boards. During their back-grounding work the

journalists gather collections of free texts. They are forced to reduce their size so that they

are able to exploit the content within the deadlines. Nonetheless, journalistic work requires

exhaustiveness in order to ensure a large coverage of the field under investigation and to

multiply sources showing evidence of their working hypotheses. To be more exhaustive

when facing large text corpora, they need software supporting their inquiry process. Our

approach consists first in giving a clear overview of text contents and their semantic rela-

tionships, and second, in allowing the analyst to find specific passages that can validate or

disprove her working hypotheses. In the next section we present the challenges associated

with the design of such a visual analytics software.

I.2 Challenges and problematics

Text analytics and human knowledge. From the last decades, extensive research has

been conducted to deal with text data. Despite the increasing power of computers, their

ability to understand human language is very limited [Turney 2010]. This limitation is

coined by Cambria and White as "‘cognitive gap of algorithms"’ that only rely on a rep-

resentation of observed contents, including the bag-of-words paradigm falling under the

Vector Space Model (VSM) [Cambria 2014]. This representation of text corpora is very

efficient to extract semantic features and their relationships through word frequencies and

co-occurrences [Turney 2010]. Nonetheless, VSM representations of observed contents ig-

nore author intention as well as implicit concepts related to physical knowledge, sensory

knowledge, psychological knowledge and social knowledge gained from human experi-

ence [Cambria 2014]. Research in Natural Language Processing (NLP) aims at filling this

gap. In their survey, Cambria and White draw three overlapping curves of NLP research

evolution by focusing on three paradigms, namely the bag-of-words, the bag-of-concepts

and the bag-of-narratives. According to them, NLP research is currently at the beginning

of the semantic curve under the bag-of-concepts paradigm. For all of these reasons, carry-

ing out text corpus analysis requires to combine both, powerful computational capabilities

and meaningful human knowledge. In this thesis, our work follows precisely the visual

analytics approach [Thomas 2005, Keim 2010], placing the expert at the center of the an-

alytic process and enabling him/her to steer algorithms through interactive visualizations

until useful insights are found.

Discovering hidden structure. Undoubtedly, the current situation and the ambition

of NLP research do not preclude the efficiency and the usefulness of the bag-of-

words paradigm modeled with the VSM. It was initially developed for Information Re-
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trieval [Salton 1975] and shows its efficiency every day in search engines. More-

over, the VSM has a strong relationship with the distributional hypothesis [Turney 2010]

which states that terms are similar if they co-occur in similar contexts [Harris 1954];

it is also the basis of word sense induction [Navigli 2012]. Through this assumption,

VSM allows to characterize the semantics of text contents, i.e. the meaning of words,

sentences or documents. For this reason, VSM is leveraged in many machine learn-

ing and text mining methods for automatic text summarization, document clustering or

topic modeling [Hotho 2005, Aggarwal 2012a]. Besides the unstructured nature of free

text, the use of VSM to model text data entails several issues, typically the loss of

context, the high dimensionality and the sparsity of the resulting term-document ma-

trix [Turney 2010, Aggarwal 2012a]. While the purpose of clustering methods and topic

models are to uncover hidden structure to summarize and organize the corpus in categories,

they must be carefully chosen by the designer to address the limitations of VSM and to sup-

port the tasks of the target analyst [Aggarwal 2012b].

Multiple models for a multi-resolution analysis. As part of text corpus investigation

work, a first high-level task starts by gaining a broad understanding of the corpus. This

tasks requires to draw an overview of its textual contents. On the one hand, one-way

clustering approaches deliver a partition either in the document dimension (e.g. docu-

ment clustering [Steinbach 2000, Aggarwal 2012b]) or in the term dimension (e.g. topic

models [Blei 2003, Crain 2012]), making the result difficult to interpret without post-

processing. In contrast, biclustering methods consider simultaneously the duality of the

term and document dimensions to group similar terms which are representative of similar

documents [Madeira 2004, Govaert 2013, Prelić 2006]. These methods extract homoge-

neous blocks in the term-document matrix, performing dimensionality reduction at the

same time and allowing direct interpretation of clusters. Such bicluster structure can pro-

vide an overview of coarse-grained topics as a starting point for text corpus investigation.

While data and task characterization allows rational choices for determining suitable meth-

ods, one unique method does not fully fit user requirements. For instance, in addition to

an overview of topics, the analyst needs to drill down into the topics to discover interesting

fragments of texts that can support or invalidate her working hypotheses. The flat partition

resulting from a single biclustering method does not support this multi-resolution analy-

sis. A nested structure revealing fine-grained topic variants is necessary and requires a

combination of methods able to handle different bicluster shapes and properties.

Visualization of overlapping biclusters. Term-document biclusters1 can yield frag-

ments of text revealing useful facts or viewpoints for hypothesis validation or generation

1A bicluster in a term-document matrix is a subset of terms shared by multiple documents.
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and seem well suited to represent topic variants. Moreover, overlapping biclustering is

deemed appropriate for handling the multiplicity of topics treated in documents and se-

mantic ambiguity such as word polysemy and synonymy [Shafiei 2006a]. However the

visualization of overlapping biclusters raises challenging issues [Sun 2014]. For instance,

it is difficult to draw a clear overview of biclusters while conveying a clear picture of com-

mon and distinctive elements in both term and document dimensions, especially when a

large number of biclusters are obtained. Little attention has been paid to this problem in

visual analytics research and no solution has been proposed to represent topic variants.

Textual content vs. semantic structure. Text visualization is challenged by the con-

flicting representation of textual content and the semantic structure of the corpus. Indeed,

documents of the corpus can be related to different topics that are more or less linked to-

gether and the contents can take multiple angles of reading giving different viewpoints. On

the contrary, topics, angles or viewpoints can concern multiple documents. These semantic

relationships are of great interest to the analyst and need to be represented visually. At the

same time, to understand the content and to interpret these relationships, textual elements,

i.e. words, must be displayed in a way that avoids overlaps and reduces visual clutter. Opti-

mal visual encoding and interaction design require a good comprehension of the problems

and tasks faced by analysts.

Disjoint biclustering vs. overlapping topic models. In addition, topic models have

shown their efficiency in the analysis of text corpora [Dou 2011, Lee 2012]; biclustering

methods have also been used successfully to model coarse-grained topics [Shafiei 2006a].

However, the impact of both methods on the topical structure and on the topic comprehen-

sion is not well understood. Most evaluation methods assess a document partition against

labeled ground truth. They are often accompanied with lists of the top-10 terms from each

topic to assess the term partition. However, these approaches give little information about

the internal structure and the comprehension of the topics from the analyst perspective.

Characterizing these differences through numerical experiments as well as through a user

study can greatly help to understand which method better suits which task.

Text Streams. Finally, more and more data is provided in live streams which experts seek

to exploit. Confronting huge volumes of streaming data seems however to be a daunting

endeavour. The usual tasks consist notably in monitoring the current situation for tracking

events while detecting changes and trends [Rohrdantz 2011, Wanner 2014]. Providing the

temporal context of the current situation through dynamic historical retrieval can also have

an extensive scope of application. Dynamic contextualization of information becomes a

crucial need in journalism, in particular for breaking news or fact checking during polit-
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ical debates. In addition, investigative journalists follow targeted user accounts in social

media to find sources of information and documents related to their ongoing investiga-

tions [Marcus 2011]. Such tasks require dynamic models and visualizations supporting the

arrival and obsolescence of documents within a sliding time windows.

I.3 Contributions

The main contribution of this thesis is a novel visual analytics approach for text corpus

analysis, applied in the specific field of investigative journalism. This section outlines the

multiple contributions of this thesis to the advancement of the visual analytics research.

A multi-resolution visual analytics approach. We propose a visual analytics approach,

built in collaboration with a professional analytic journalist, supporting the exploratory

analysis of a corpus of free texts gathered during the journalist’s back-grounding work.

Even when the corpus includes thousands of documents, analytic journalists are torn be-

tween the need to be exhaustive and not affording the time to read every document. In their

work, journalists need to identify facts, verify them by locating corroborating documents

and survey all related viewpoints. This requires them to make sense of document relation-

ships at two levels of granularity: coarse-grained topics and fine-grained topic variants.

Our approach supports both aspects. A new Weighted Topic Map visualization conveys

all coarse-grained topics reflecting their importance and their relative similarity. Then,

coordinated multiple views allow to drill down into topic variants through an interactive

term hierarchy visualization. This visualization organizes the term-document biclusters

in a hierarchy that limits term redundancy and conveys their commonalities and specifici-

ties, adressing hence the visualization issues of a large amount of overlapping biclusters.

Through interactions, the analyst can select, compare and filter the subtle co-occurrences

of terms shared by multiple documents in order to find interesting facts or stories. The

effectiveness of the tool is shown through a usage scenario and further assessed through a

qualitative evaluation by the journalist.

A multi-model system based on a nested bicluster structure. While traditional ex-

ploratory text analysis tools are document-centric, term-centric or topic-centric, few so-

lutions consider the duality of terms and documents offered by biclustering methods at

different levels of granularity. To extract coarse-grained topics, our system can accommo-

date multiple topic extraction methods as long as they result in a bicluster structure that

may be of different shapes. A thorough understanding of topics relies on the ability to

make sense of the related term set and to explain the frontier/relationships between distinct
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topics. In order to convey such relationships we designed a new similarity metric that can

handle both overlapping and disjoint biclusters.

The key structure for performing hypotheses validation and generation is the fine-

grained topic variants discovered within each topic. Typically, the topic variants must

capture first-order co-occurrences of terms shared by enough documents, in order to more

likely constitute evidence for the hypothesis at hand. These patterns are nonetheless de-

termined by the topical structure delivered by the enclosing partition. The current work

characterizes in a systematic fashion the differences between overlapping and disjoint

coarse-grained topics. Moreover, objective criteria regarding the quality of topics and

the co-occurrence patterns they contain are needed to choose between different topic ex-

traction methods. To this end, we have defined multiple intrinsic metrics, on the basis

of which a numerical experiment has been conducted to compare the topics extracted by

Coclus [Ailem 2016], a disjoint biclustering method, with topics extracted by the prob-

abilistic Hierarchical Latent Dirichlet Allocation (hLDA) [Griffiths 2004], a widely used

topic extraction method providing overlapping topics. Eventually we aim to judge the suit-

ability of these two families of methods to the tasks carried out by journalists, i.e. the

generation and validation of working hypotheses. The goal of this contribution was also to

inform the design of a subsequent user study investigating the influence of the choice of

both methods on the interpretability of topics by analysts.

Things that matter for topic comprehension: size and topic models. While the doc-

ument partitions resulting from topic extraction methods can be compared with a labeled

ground truth, the semantic of topics is often conveyed by the N most frequent terms. Re-

cent work by Alexander and Gleicher [Alexander 2015] shows that “a topic is more than

the top 10 words”. They argue that, to ensure that a topic model relates document seman-

tics, it must reflect “the subtle patterns of co-occurrences”. The visual analytics approach

we present is precisely designed to explore topics through these subtle co-occurrence pat-

terns called topic variants. Our system can hence constitute a common base to investigate

the influence of the topical structures elicited by alternate topic extraction methods on the

comprehension of topics and their variants by the analyst. Based on the results of the

aforementioned numerical experiment, we identified independent variables and elaborated

several hypotheses to conduct a user study that compares Coclus and hLDA, two topic ex-

traction methods representative of biclustering and topic models respectively. Typically,

we provide evidence of their differences from an analyst’s perspective and identify the

characteristics making either method suitable to relevant tasks in investigative journalism.

Towards a Visual Analytics Tool for Situation Awareness and Real-Time Exploration
of Text Streams. This work in-progress aims eventually to propose a novel visual analyt-
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ics approach for text stream analysis. The visual analytics tool we describe in this section

was designed to take the IEEE VAST Challenge 2014 2 (mini-challenge 3) [Médoc 2014].

Our work is driven by two generic tasks: situation awareness and exploratory analysis

of text streams. Through an efficient web-oriented architecture, the backend exploits in

real time the metadata and named-entities of Twitter-like messages. The frontend offers

dynamic and interactive visualizations supporting flexible analyses of text streams with a

preliminary solution for giving temporal context of the current situation through dynamic

historical retrieval. We discuss several limitations observed during our own analysis of the

twitter-like streaming messages provided by the organization comity of the VAST Chal-

lenge. We also identified the need to apply dynamic co-clustering to uncover the relation-

ships between the twitter metadata and the named-entities extracted from messages.

Dynamic Bimax for Textual Data. We propose DynBimax, a dynamic overlapping bi-

clustering algorithm extending Bimax. Our extension handles streaming data with a sliding

time window strategy, and supports user-driven modifications of biclusters to better meet

user needs. After documents/terms removals or modifications, the algorithm ensures that

all remaining biclusters still verify Bimax’s maximal inclusion constraint. We prove that

certain unnecessary conditions can be pruned from the search space. On a real text stream,

we evaluate the gain in computation time of DynBimax compared to Bimax. The effective-

ness of DynBimax is shown through data visualization interfaces.

I.4 Outline

This thesis is organized in three parts. The first part proposes a survey of the state of the

art in text mining and visual text analytics. The second part describes the visual analytics

system we designed for the analysis of text corpora based on the problems and tasks of

investigative journalists. The last part is devoted to two dynamic approaches dealing with

text streams.

Part I: State of the Art

Chapter 1 starts by describing the Vector Space Model and its relationships with the

distributional hypothesis. Then, it presents a survey of topic models, clustering and biclus-

tering approaches. We explain which techniques address which issues. We bring out the

need of using multiple biclustering approaches and we show the relevance and the novelty

of the nested bicluster structure we propose. Through a survey of the evaluation techniques

2http://hcil2.cs.umd.edu/newvarepository/benchmarks.php
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of clustering and topic models we also justify the need to compare biclustering with topic

models from the human comprehension perspective.

Chapter 2 surveys the most relevant visualization approaches involved in the design of

a visual analytics software for the investigation of text corpora. Document-centric, term-

centric and topic-centric approaches are described and illustrated with figures showing the

most representative solutions. We present several visual analytics tools for investigation of

text corpora and explain the interest and the novelty of our contributions for drawing up an

overview of topics and drilling down into topic variants.

Part II: Visual Analytics System

Chapter 3 describes the user-centered approach we adopted for the visualization design.

The problems of investigative journalism are characterized and relevant journalist tasks are

defined according to the typology of Brehmer and Munzner [Brehmer 2013]. Next, this

chapter gives more details of the biclustering methods and the nested structure supporting

multi-resolution analysis. We formally describe our similarity measure supporting disjoint

as well as overlapping biclusters. Finally a numerical experiment is presented, providing

the statistical evidence of structural differences between a topic model approach and a

diagonal disjoint biclustering method.

Chapter 4 presents each components of our visual analytics software with a justifica-

tion of the design rationale for each of the proposed visualizations and interactions. The

system is evaluated through a usage scenario and a qualitative evaluation with an expert

user. Finally this chapter lays out the controlled experiment we conducted to understand

how different topical structures, resulting from topic models and biclustering methods re-

spectively, impact the comprehension of topics by the analyst. The characteristics of both

methods and their suitability to the tasks of investigative journalists are discussed.

Part III: Towards Visual Analytics of Text Streams

Chapter 7 and 8 discuss preliminarily work dealing with text streams. Chapter 7 pro-

poses dynamic visualizations of text streams. Chapter 8 proposes a dynamic version of

Bimax, the pattern-based overlapping biclustering used in Chapter 3 and 4 for extracting

topic variants.
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I.5 Notations

The following notations are used along this thesis:

• X denotes the data as a term-document matrix of size n ×m where X = {eij , i ∈
[1..n], j ∈ [1..m]} and eij ∈ R+

6=0.

• I is the row set of n documents.

• J is the column set of m terms.

• K is the number of biclusters.

• Xk,l is the submatrix Ik × Jl such that Ik ⊆ I and Jl ⊆ J , k ∈ [1..K] being the kth

class of row partition, l ∈ [1..K] being the lth class of column partition.

• Xk = Xk,k, k ∈ [1..K] is the kth diagonal bicluster/submatrix.

• Bb, b ∈ [1..β] is a Bimax bicluster Ib×Jb such that Ib ⊆ I and Jb ⊆ J in any binary

matrix X of size n×m, β being the number of biclusters discovered by Bimax.

• X̃k, k ∈ [1..K] is the binarized submatrix obtained from Xk with the threshold τk.

• τk, k ∈ [1..K] is the binarization threshold applied to every submatrix Xk to obtain

X̃k.

• B̃k,b, with k ∈ [1..K] and b ∈ [1..βk], is a Bimax bicluster nested in any binarized

submatrix X̃k. For the sake of readability, the notation B̃k,b is written Bb in certain

figures.
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Textual data holds important properties that must be taken into account, namely the

unstructured nature of free texts and their large vocabulary that often carries semantic am-

biguity such as word polysemy and synonymy [Aggarwal 2012a]. Investigating a text cor-

pus requires then a processing pipeline capable of extracting a meaningful structure that

preserves the content semantics and supports content exploration and comprehension. In

this chapter, we propose to briefly survey the techniques involved in such a text processing.

1.1 Text Models

Many text analytics solutions model text corpora using a Vector Space Model representa-

tion (VSM) [Salton 1975] where each data object is a document whose feature vector cor-

responds to the words it contains. The resulting term-document matrix shown in Figure 1.1

is also known as a Bag of Words. Natural Language Processing (NLP) research covers a

large range of computational linguistic techniques such as syntactic parsing, semantic anal-

ysis as well as sentiment analysis and opinion mining [Cambria 2014]. From this field of

computer science, we simply outline the preprocessing steps, listed in Figure 1.1, that are
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Figure 1.1: The pre-processing pipeline for modeling a text corpus in the Vector Space
Model representation.

relevant to this thesis. First, the tokenization parses the plain text content of every docu-

ment to build a list of words. Stop words lists are frequently used to remove meaningless

words such as articles, prepositions, etc. Then, part-of-speech tagging determines the na-

ture of terms (nouns, verbs, adjectives, adverbs, etc.) and prepares the lemmatization step

that reduces the words to their canonical form, i.e. the dictionary form without inflections.

The distinct lemmas so obtained from every document are called “terms” in the rest of this

thesis. The set of terms found in the corpus forms a lexicon that constitutes the features

of the VSM. Finally, named entity recognition can be used to assign categories to proper

names, i.e. location names, organization names, person names, time or numerical values.

The Stanford NLP library [Manning 2014] encompasses a set of algorithms for all of this

standard NLP processing pipeline.

VSM has proven its efficiency in Information Retrieval, but it suffers from a drawback:

it does not preserve the relative order of terms in document vectors inducing important

loss of context for semantic disambiguation. However, VSM is well suited to measure term

similarity through the distributional hypothesis [Harris 1954]:

Hypthesis 1. The distributional hypothesis states that the terms tend to be similar if they

co-occur in similar contexts.

The context constitutes one dimension of the VSM and can be chosen depending on

the needs at different levels of granularity such as the document, the chapter, the paragraph

or the sentence. In the present thesis we use the document context. Various weighting

schemes make different assumptions to build document vectors [Hotho 2005]. The sim-

plest way to encode document vectors is binary weighting which only considers the pres-

ence or absence of the terms in the document. Term Frequency (TF) weighting, associates

word importance to their frequency in the document but assigns high weights to rather

meaningless terms which are frequent in every document in the corpus. Hence, the Term

Frequency - Inverse Document Frequency (TF-IDF) weighting adapts TF by considering
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Figure 1.2: Example of term co-occurrences of different order. The number at each cell of
the matrices corresponds to the number of times the term ti occurs in the document dj .

the rarity of words at the corpus scale to promote surprising events rather than expected

events [Turney 2010]. TF-IDF weighting scheme is defined as follows:

TF -IDF ij = TFij log
1 + n

1 +DFj
,∀i ∈ I, ∀j ∈ J (1.1)

, where TFij is the number of times the term i appears in the document j, n is the number

of documents in the corpus and DFj is the number of documents containing the term j.

TF-IDF holds a more discriminative power than TF and can be viewed as a measure of term

representativeness for each document. Finally, the Point-wise Mutual Information (PMI)

weighting [Church 1990] represents mutual information of the term-document relationship.

PMI is effective for measuring semantic similarity of words but is biased towards low

frequency events [Turney 2010, Role 2011].

To illustrate the assumption underlying the distributional hypothesis (see Hypothe-

sis 1), different patterns of term co-occurrences are presented in Figure 1.2. A first-order

co-occurrence is when multiple terms appear in the same context, e.g. when the terms t1, t2
and t3 co-occur in one document d1. This pattern does not allow finding document relation-

ships. A second-order co-occurrence appears in two contexts that share some of the terms,

e.g. when the terms t1, t2 and t3 co-occur in d1, and t2, t3 and t4 co-occur in d2. In this

case, t1 and t4 participate in a 2nd order co-occurrence. The similarity of the documents

d1 and d2 due to the shared terms t2 and t3 induces similarity between t1 and t4. Higher-

order co-occurrences consider the terms appearing in more similar contexts [Turney 2010]

associated in the same way through a chain of shared terms. In addition, we identified that

another pattern we call consolidated co-occurrences is also important to consider in our

analysis. Indeed, the presence of term co-occurrences shared by multiple documents gives

a better guarantee of having high commonality between documents so that they constitute

similar contexts.

In general, the VSM suffers from the high dimensionality and the sparsity of the term-

document matrix [Turney 2010, Aggarwal 2012a]. It requires dimensionality reduction
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techniques and/or summarization such as clustering or topic modeling.

1.2 Topic Models

To extract semantic features from a text corpus and reduce the dimensionality of the

term-document matrix, numerous solutions rely on Singular Value Decomposition (SVD)

to reveal latent semantic spaces. Latent Semantic Indexing (LSI) [Dumais 1992] applies

SVD to discover concepts through term similarity. The orthogonal Latent Semantic Allo-

cation [Deerwester 1990] focuses on document similarity to discover document classes.

These approaches smooth the term-document matrix in compressed dimensions but the

semantic spaces are still difficult to interpret [Crain 2012], especially when they yield

negative values. Non-negative Matrix Factorization [Paatero 1994] (NMF) relaxes the or-

thogonal constraint of the semantic spaces derived from SVD and guarantees non-negative

values to all of them [Xu 2003] for better interpretation. The probabilistic version of LSI

(pLSI) [Hofmann 1999] also improves over plain LSI, but takes a large number of parame-

ters and does not build topic probabilities for the documents [Crain 2012].

Blei et al. [Blei 2003] propose Latent Dirichlet Allocation (LDA) which provides a

better representation of documents by generating topics in each of them. The goal of LDA

is to find two distributions: β, a distribution of terms for each topic (regulated by hyperpa-

rameter η) and, θ, a distribution of topics for each document (regulated by hyperparameter

α). To obtain these distributions, LDA fulfills the following generative process:

Let βk = (βk1, βk2, ..., βkm)T the distribution of terms in topic k and Θi =

(θi1, θi2, ..., θiK)T the distribution of topics in document i.

• for each topic k: choose βk ∼ Dirichlet(η)

• for each document xi:

– choose Θi ∼ Dirichlet(α)

– for each word j in xi:

∗ choose a topic k ∼Multinomial(Θi)

∗ choose a word j ∼Multinomial(βk)

With the Gibbs Sampling mechanism, the process runs through numerous iterations and

starts with a random distribution for θ. At each iteration, each document is processed by

considering both distributions in order to choose one topic for each term. The β distribution

favors the topics where the term has a high probability, i.e. the topics being often assigned

to this term in many documents. The Θ distribution can be viewed as an internal topical

signature of the document. It favors the most prominent topics with respect to the number

of terms assigned to them in the document.
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The distributional hypothesis (Hypothesis 1 on page 14) is a central assumption in

latent topic models. It is worth noting that preserving high-order co-occurrences in topics

enriches the terms with a context that either disambiguates polysemy [Navigli 2012] or

groups synonyms.

The internal topical signature of the documents given by Θ tends to assign first-order

co-occurrences of terms in the same topics. Then, the β distribution enables higher-order

co-occurrences by associating terms in topics shared by different documents at the corpus

scale. While LDA clusters terms in topics, it does not provide a mechanism to build docu-

ment clusters. They can be obtained at the end of the process by grouping the documents

by their prominent topics in the final Θ distribution. The number of topics must be fixed

arbitrarily.

Hierarchical LDA (hLDA) [Griffiths 2004] adds a mechanism derived from the Chinese

Restaurant Process [Aldous 1985] (CRP, regulated by γ) to build a topic hierarchy depicted

in Figure 1.3 with a fixed depth L. The generative process of hLDA is as follows:

1. For each table k ∈ T in the infinite tree:

(a) βk ∼ Dirichlet(η)

2. For each document xi

(a) Draw the path ci ∼ nCRP (γ)

(b) Draw an L-dimensional topic proportion vector Θi ∼ Dirichlet(α).

(c) For each word j in xi:

i. Choose level zij ∼Multinomial(Θi).

ii. Choose wordwij ∼Multinomial(βci,zij ), where βci,zij denotes the topic

at the level zij on the path ci.

Each node is a topic and, at each iteration, the nested CRP (nCRP) assigns each document

xi to one path ci, i.e. all the nodes of one branch. As illustrated in figure 1.3, the first

document x1 creates the first branch c1. Then, the document x2 creates a new path c2 from

the node β2, x3 creates a new path c3 from β1 but x4 is associated to the existing branch c3.

In the nCRP, the choice of the node (or a table in the CRP vocabulary) from which a new

path is created or not for a document is influenced by the hyperparameter γ as well as the

probabilities of the document terms in every topic of the tree. Once the branch ci is chosen

for a document, the topics of ci ({βci1, ..., βciL}) are assigned to the terms of the document

like LDA does with the joint probability distribution β and Θ.

With hLDA, the branch-wise restriction of topics for each document increases the spar-

sity of Θ. Therefore, the terms occurring together in a document are distributed in fewer

topics, which can increase the likelihood of obtaining consolidated co-occurrences in the
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Figure 1.3: A topic hierarchy built with hLDA. The nCRP chooses a node βk in the tree for
each document xi. If needed, a new path is created from the chosen node to reach depth L.

topics. Such a mechanism can be viewed as a form of document clustering which, com-

pared to LDA, can improve the similarity of the contexts and consequently the similarity

of the terms, according to the distributional hypothesis. However, the nCRP mechanism

considers only groups of term-topic relationships [Wang 2009] which actually guarantee

only high-order co-occurrences. In addition, generic terms tend to appear at the first levels

of the hierarchy because they share many documents. The specific terms shared by less

documents are placed more in depth. hLDA discovers automatically the number of topics

from the data, by only setting the hierarchy depth. Both LDA and hLDA need their hyperpa-

rameters to be set; the interpretation and impact of the latter on topic shapes are not easy

to anticipate by a lay user audience such as journalists.

1.3 Clustering methods

Text corpus summarization is mainly approached by using clustering meth-

ods [Aggarwal 2013]. Belonging to the family of unsupervised learning methods, cluster-

ing aims to group similar objects to discover latent structure from the data itself by opti-

mizing criteria such as intra-cluster compactness and inter-cluster separability [Liu 2010].

Clustering is largely studied in various domains [Everitt 2011, Aggarwal 2013], but

for the specific case of text clustering problems the techniques must be adapted to

the characteristics of textual data, especially the high dimensionality and the sparsity

of the term-document matrix [Aggarwal 2012b]. Similarity/dissimilarity measures are

well suited criteria to represent cluster compactness/separability. A comparative study

of similarity measures has been conducted with text data where Pearson Correlation

Coefficient, Jaccard Coefficient and Cosine similarity proved to be most effective

options [Huang 2008]. We summarize in this section the main categories of existing

clustering methods.



1.3. Clustering methods 19

Hierarchical methods [Murtagh 2012, Steinbach 2000] build a hierarchical structure

where at each level all data objects are partitioned at a different level of resolution. Ag-

glomerative approaches start with unitary clusters (i.e. containing only one object) and

apply multiple pair-wise merges with a linkage criterion until one all-inclusive cluster is

obtained. In contrast, divisive approaches such as MONA and DIANA [Kaufman 2009]

start with one all-inclusive cluster and split the cluster recursively until obtaining a single-

ton for each object. One advantage of these methods is that the desired number of clusters

can be chosen by cutting the hierarchy horizontally at one depth level. Hierarchical struc-

tures are preferable for text corpus exploration [Dou 2013], but the high complexity (O(n3)

and O(2n) of agglomerative and divisive approaches respectively) limits their applicability

to small corpora [Steinbach 2000].

Partitioning methods include the k-means algorithm [MacQueen 1967], one of the most

popular clustering methods due to its simplicity and performance. This approach starts

by initializing k centroids (mean vectors of clusters’ objects). k-means iterates the two

following steps until convergence:

1) objects are first associated to their closest centroid with a distance metric;

2) new centroids are computed based on the objects in the new clusters.

Identifying the optimal number of clusters is not straightforward and the choice of the

distance/similarity metric is of great importance since it shapes the result [Huang 2008].

While the Euclidian distance is commonly used with k-means, spherical k-means us-

ing cosine similarity is more effective for textual data [Dhillon 2001b]. Instead of us-

ing centroids, alternative cluster representations have been proposed. For instance, k-

medoids method [Kaufman 1987] represents the cluster with one of its objects, and k-

medians [Bradley 1997] uses the cluster’s median instead of the mean.

Density-based methods such as DBSCAN [Ester 1996] suppose that the density of ob-

jects within a cluster is higher than the density of objects in the remaining data. DBSCAN

requires a density threshold characterized by two parameters: a radius ε and the minimum

number of objects minPts to be found in the circle area delimited by ε. Every data object is

scanned to determine its cluster membership. Core objects that verify the density threshold

are member of a cluster and transmit their membership to all the density-reachable objects

appearing in their ε area. A first cluster starts with one core object and its cluster member-

ship is hence extended by transmission over the neighborhood of the core objects. Other

clusters are formed among unreached objects in the same way until all objects are scanned.

This approach has the advantage of revealing clusters of various shapes and discovering

the number of clusters automatically from the data.
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Graph-based methods have recently received a great attention in the field of social sci-

ences and social networks analysis. A graph is represented by a set of nodes linked by

edges, often weighted by a similarity measure (e.g. from the corresponding adjacency

matrix). Graph clustering aims to identify a community structure by maximizing the

intra-cluster connectivity and minimizing inter-cluster connectivity. The most straight-

forward formulation of graph clustering consists in solving the minimum cut problem

by minimizing the adjacent nodes belonging to different clusters (inter-cluster connec-

tivity) [Leighton 1988, Ding 2001, Schaeffer 2007]. The more recent modularity crite-

rion [Newman 2004] optimizes intra-cluster connectivity. The principle is to maximize

the difference between the number of observed intra-cluster edges and this same number

expected in a random distribution of edges in the graph. The Modularity measure is for-

mulated as follows:
1

2|E|

n∑
i,i′=1

(eii′ −
ei.ei′.
2|E|

)

K∑
k=1

zikzi′k (1.2)

where eii′ = 1 if there is an edge between node i and i′ and eii′ = 0 otherwise, ei. is the

degree of the node i (number of adjacent nodes), ei′. is the degree of the node i′, and ei.ei′.
2|E|

is the expected number of edges between i and i′, |E| is the number of edges and thus 2|E|
is the sum of node degrees. Since this formulation of the problem is NP-Hard, an efficient

alternative is the spectral approach [Ng 2001] that computes eigenvectors of the Laplacian

matrix of the graph.

Model-based methods consider that data can be generated by a mixture model, which

gives a great flexibility with respect to the data types and structures. The model relies on

the assumption that data objects are independent and identically distributed conditionally

to their cluster membership. Given X a n × m matrix, the number of clusters K and

a probabilistic model family, the density function of a mixture model is formulated as

follows:

f(X,Θ) =

n∏
i=1

K∑
k=1

πkϕ(xi|αk) (1.3)

where πk is the probability that any object belongs to the kth cluster with
∑K

k=1 πk = 1,

ϕ(xi|αk) is the probability density function of an observation xi from the kth cluster

that takes the parameter αk (e.g. αk = {µk,Σk} for a Gaussian distribution). The

clustering problem consists in estimating Θ = {π1, π2, ..., πk, α1, α2, ..., αk} that bet-

ter shapes the structure of the observed data X . To this end, Expectation Maximiza-

tion (EM) [Dempster 1977] and its classification variant CEM [Celeux 1992] are both

two usual algorithms that maximize the log-likelihood of a mixture model from ob-

served data X . For more details the interested readers may refer to the following sur-
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veys [McLachlan 2004, Govaert 2009].

Conclusion. Clustering methods applied on a text corpus group similar documents in

homogeneous clusters. Clustering is useful in several applications such as document or-

ganization and browsing as well as corpus summarization [Aggarwal 2012b]. However,

such a one-way clustering remains difficult to interpret directly because it does not reveal

the features (the terms) that better characterize the clusters. A straightforward solution

consists in labeling the clusters with the “top-N” frequent terms [Brehmer 2014] or with

representative sentences [Krstajić 2013]. Beyond cluster labeling, using semantic graphs,

taking into account term relationships within clusters [Role 2014], can make them easier to

interpret. However, such traversal graphs are only built in post-processing once the clusters

are supplied.

1.4 Biclustering

In this thesis we propose to exploit biclustering approaches that simultaneously reveal row

and column partitions. The purpose is to organize the document collection while selecting

at the same time the relevant terms for a thorough comprehension of cluster contents.

1.4.1 Generalities

Biclustering, also known as co-clustering, is widely used in bio-informatics [Madeira 2004,

Prelić 2006, Govaert 2013] but may apply to other fields, e.g. text analysis or recommender

systems. It takes as input any 2D matrix whose entries represent a relation between its rows

and columns, and delivers homogeneous sub-matrices or blocks that reveal consistent row-

column relationships. In a term-document matrix, these methods define an optimization

criterion that considers simultaneously the term and document dimensions to take into

account the duality of their relationships, i.e. multiple terms co-occur in a given document

and multiple documents share a given term. Biclustering brings certain advantages for

text analysis: it deals with high dimensionality and sparsity of term-document matrices

through an adaptive dimensionality reduction at each iteration; it delivers a consistent latent

structure that preserves the document/term duality; it allows a thorough comprehension of

document clusters by simultaneously clustering the terms.

Bicluster structures fall in two main categories, having their pros and cons. On the

one hand, hard biclusters assume that rows and columns are allocated exclusively to one

bicluster. This approach does not account for term polysemy and the multiplicity of top-

ics treated in documents [Shafiei 2006a]. But the terms remain semantically consistent

within a cluster of documents and can entail more specificity. The hard partitioning can
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serve the purpose of dimensionality reduction and is expected to produce more specific

and separable topics. On the other hand, overlapping biclustering avoids strict partition-

ing by assigning rows and columns to multiple biclusters. However, overlapping biclusters

lead to visualization issues as it complicates the creation of comprehensive overviews and

the identification of the common and distinctive items of the biclusters [Sun 2014]. An-

other distinction to mention concerning bicluster shapes is the fuzzy (or soft) assignment of

objects to biclusters, i.e. weighted assignment to biclusters, versus crisp (or binary) assign-

ment to biclusters. The fuzzy approach supplies more nuanced and accurate results, albeit

more difficult to analyze by a lay audience. In contrast, the crisp assignment is easier to

interpret but confers to the algorithm the responsibility of deciding cluster membership.

1.4.2 Biclustering techniques for topic extraction

Different approaches have been proposed for biclustering.

Metric-based methods optimize a criterion that measures the coherence of the bicluster

structure with the original data. For instance, a criterion suitable for continuous data is the

least-squares [Govaert 1995] formulated as follows:

Q(C,Z,W ) =
∑
i,j,k,l

zikwjl(xij − ckl)2 (1.4)

where Z and W are respectively the row and column partitions, and C = (ckl) is the ma-

trix summarized by representative values of biclusters. The biclustering problem consists

in minimizing criterion 1.4 to find the optimal partitions Z and W as proposed in double

k-means [Govaert 1995]. Other methods optimize the mean square residue [Cho 2004]

for biological data. However for contingency tables which are well suited for textual

data, the chi-squared statistic and mutual information are more adapted as proposed in

CROKI2 [Govaert 1995] or ITCC [Dhillon 2003].

Graph-based biclustering methods consider the data matrix as a bipartite graph and

look for diagonal biclusters. For instance, spectral relaxation optimizes the minimum cut

criterion [Dhillon 2001a] or the modularity measure [Labiod 2011] in a term-document

bipartite graph, but the recent Coclus algorithm [Ailem 2016] avoids the eigenvector com-

putation through an alternating optimization procedure that outperforms the previous ones.

In this thesis we used this algorithm to extract topics grouping similar documents and their

most representative terms. This is why we describe Coclus in more details below.

Given the rectangular matrix X defined on I × J (a bipartite graph), the diagonal

biclustering problem consists in finding simultaneously the row and column partition with a
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block seriation relationC = ZW T defined on I×J where cij = 1 if object i appears in the

same block as feature j and cij = 0 otherwise. Through this formulation, cij =
∑

k zikwjk

and the modularity criterion becomes:

Q(X,C) =
1

e..

∑
i,j,k

(eij −
ei.e.j
e..

)zikwjk, (1.5)

where e.. =
∑

ij eij = |E| is the total edge weight (number of edges for a binary matrix

X), ei. is the sum of the edge weights of i (or degree of i in the binary case), e.j is the sum

of the edge weights of j (or degree of j in the binary case).

Equation 1.5 can be rewritten as follows:

Q(X,C) =
1

e..
Trace[(X − δ)tZW t] = Q(X,ZW t), (1.6)

where δ = (δi,j) is the n×m matrix defined by ∀i, jδij =
ei.e.j
e..

.

The alternating maximization of Modularity proposed in Coclus starts with the following

proposition proven in [Ailem 2016]:

Proposition 1. Let X be a n×m positive data matrix and C be a n×m matrix defining

a block seriation, the modularity measure Q(X,C) can be rewritten as

1. Q(XW , Z) = 1
e..
Trace[(XW − δW )tZ] = Q(X,C)

where XW := {eWik =
∑m

j=1wjkeij ; i = 1, .., n; k = 1, ..,K}

and δW := {δWik =
ei.e

W
.k

e..
; i = 1, ..., n; k = 1, ...,K} with eW.k =

∑m
j=1wjke.j

2. Q(XZ ,W ) = 1
e..
Trace[(XZ − δZ)tW ] = Q(X,C)

where XZ := {eZkj =
∑n

i=1 zikeij ; j = 1, ..,m; k = 1, ..,K}

and δZ := {δZkj =
e.je

Z
k.

e..
; j = 1, ...,m; k = 1, ...,K} with eZk. =

∑n
i=1 zikei.

In Algorithm 1, Coclus maximizes alternativelyQ(XW , Z) andQ(XZ ,W ) until con-

vergence. This method does not have hyperparameters but requires a predefined number

of biclusters. Coclus is computationally efficient for sparse matrices and requires a max-

imum of 20 iterations [Ailem 2016]. It surpasses other commonly used diagonal biclus-

tering algorithms with respect to the quality of the document partition in terms of Ac-

curacy, Normalized Mutual Information (NMI) [Strehl 2002], and Adjusted Rand Index

(ARI) [Rand 1971], for most data sets [Ailem 2015, Ailem 2016].

Even though hard biclustering produces disjoint topics, the analyst still needs to un-

derstand topic frontiers and topic relationships. Existing similarity metrics use pairwise

overlaps to compare a bicluster partition with a labeled ground truth [Horta 2014], and fail

to build confusion matrices for disjoint partitions. In the case of disjoint biclusters, we
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lack similarity metrics needed to capture topic relationships. This is why we propose in

this work a new similarity metric that works for both disjoint and overlapping biclusters in

section 3.3.2.2.

Model-based biclustering methods consider that data can be generated by a mixture

model also called Latent Block Model (LBM) [Govaert 2013] for the specific case of the

biclustering problem. Given X a n × m matrix with the rows set I = {1, .., n} and

the columns set J = {1, ..,m}, a latent block (or bicluster) is a set of matrix entries eij
generated by a probability density function. LBM assumes that

1. data objects eij are independent and identically distributed conditionally to their bi-

cluster membership zi and wj ;

2. z and w are independent latent variables, i.e. p(z, w) = p(z)p(w) generated by a

Multinomial distribution.

Given the matrix X , the number K of row clusters, the number L of column clusters

and a probabilistic model family, the density function of the LBM framework is as follows:

f(X|Θ) =
∑
z,w

n∏
i

αzi

m∏
j

ρwj

∏
ij

ϕ(eij |Θziwj ) (1.7)

where the parameters Θ = {α, ρ,Θ11, ...,ΘKL} are composed of α = {α1, ..., αK} and

ρ = {ρ1, ..., ρL} the probabilities that any entry eij appears in row clusters, respectively

column clusters, and Θkl is the parameter of the probability function ϕ related to the bi-

cluster labeled by kl. The generative process is described as follows:

Algorithm 1 Coclus [Ailem 2016]
1: Input: binary or contingency matrix X , number of biclusters K
2: Output: partition matrices Z and W
3: Initialization of W
4: repeat
5: Compute XW = XW
6: Compute Z maximizing Q(XW , Z) by

zik = arg max
16l6K

(eWil −
ei.e

W
.l

e..
)∀i = 1, ..., n; k = 1, ...,K

7: Compute XZ = ZtX
8: Compute W maximizing Q(XZ ,W ) by

wjk = arg max
16l6K

(eZlj −
eZl. e.j

e..
)∀j = 1, ...,m; k = 1, ...,K

9: Compute Q(X,ZW t)
10: until no change of Q(X,ZW t)
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1. For each row i: choose a row cluster zi = k ∼Multinomial(α1, ..., αK)

2. For each column j: choose a column cluster wj = l ∼Multinomial(ρ1, ..., ρL)

3. For each entry (i, j): choose a value eij ∼ ϕ(eij |Θziwj )

Resolving the biclustering problem consists in estimating Θ that better shapes the struc-

ture of the observed data X . Similarly to one-way clustering, Expectation Maximization

(EM) [Dempster 1977] and its classification variant CEM [Celeux 1992] are also used un-

der the LBM to maximize the log-likelihood of observed dataX . EM delivers fuzzy biclus-

ter assignment in w and z while CEM delivers crisp bicluster assignment. The interested

readers may refer to [Govaert 2013] for more details and a complete survey.

1.4.3 From coarse-grained topics to fine-grained topic variants

For textual data, the biclustering techniques presented above consider both the document

and term dimensions to deliver homogeneous biclusters, that is a set of terms consistently

grouped to describe a set of similar documents. Such biclusters can be considered as topics

but they are not granular enough to identify specific viewpoints or facts shared by multiple

sources; they are rather well-suited to model coarse-grained topics that capture high-order

co-occurrences.

During the biclustering process, the optimization of the document partition improves

their similarity and thus the likelihood to have co-occuring terms in similar contexts. In

contrast, the optimization of the term partition improves their similarity and thus the like-

lihood to have multiple documents sharing similar terms in biclusters. Thereby the duality

of the two alternated optimizations increases the intra-cluster commonality between both

terms and documents, and increases the likelihood to have consolidated co-occurences in

the biclusters, i.e. co-occurrences of terms found in multiple documents. Such fine-grained

patterns reveal meaningful topic variants that can represent angles, viewpoints or facts

shared by multiple sources and constitute a suitable structure for thorough text corpus in-

vestigation, typically for hypothesis validation, refining or generation. For this reason,

we propose in this thesis a nested bicluster structure combining both fine-grained topic

variants nested in coarse-grained topics. The pattern-based biclustering method presented

below delivers the fine-grained topic variants of this structure.

1.4.4 Pattern-based biclustering for topic variant extraction

Prelić et al. [Prelić 2006] evaluate various biclustering methods for gene expression data.

They propose Bimax a pattern-based overlapping biclustering algorithm satisfying a con-

straint of maximal inclusion (MIC). On a term-document matrix, Bimax identifies all
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Figure 1.4: (a) Bimax biclusters in a term-document matrix. No bicluster is completely
covered by another one. (b) Intermediary state of Bimax after the addition of four docu-
ments.

distinct combinations of terms shared by multiple documents, i.e. consolidated co-

occurrences. Bimax takes as input a binary matrix that can be obtained from the original

matrix by applying a threshold. It delivers a crisp assignment of objects to multiple biclus-

ters. The formal definition of Bimax biclusters is described hereafter.

Given I a set of n documents in rows, J a set of m terms in columns and X a binary

n ×m matrix defined as X = {eij ∈ {0, 1},∀i ∈ [1..n],∀j ∈ [1..m]}, a Bimax bicluster

Bk, k ∈ [1..β] is a submatrix Ik × Jk where Ik ⊂ I and Jk ⊂ J and for which all entries

eij = 1,∀i ∈ Ik,∀j ∈ Jk. The MIC ensures that no bicluster is completely covered by

another one (Figure 1.4a) and is defined as follows [Prelić 2006]:

Proposition 2. For any Bk, k ∈ [1..β] described by the pair (Ik, Jk) the MIC ensures that

@ Bk′ , k′ ∈ [1..β] with Ik′ ⊆ I and Jk′ ⊆ J such that (1) ∀i′ ∈ Ik′ ,∀j′ ∈ Jk′ : ei′j′ = 1

and (2) Ik ⊆ Ik′ ∧ Jk ⊆ Jk′ ∧ (Ik′ , Jk′) 6= (Ik, Jk).

Prelić et al. propose an incremental approach defined in Algorithm 2. For any new

document i ∈ I described by the set of terms Ci = {j ∈ J |eij = 1}, all biclusters

Algorithm 2 Incremental Bimax [Prelić 2006]
1: var:B
2: for i := 1 to n do
3: Ci := {j|eij = 1 ∧ 1 6 j 6 m}
4: for all k ∈ [1..|B|] do
5: λi,k := Jk ∩ Ci
6: if ∃k′ ∈ [1..|B|] with Jk′ = λi,k then
7: Ik′ := Ik′ ∪ {i}
8: else
9: B := B ∪ {(Ik ∪ {i}, λi,k)}

10: if @k′ ∈ [1..|B|] with Jk′ = Ci then
11: B := B ∪ {({i}, Ci)}
12: return B
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Bk ∈ B are scanned to look for any intersection λi,k between Ci and the terms Jk. λi,k
is the maximal set of terms shared between Ci and Ik. The condition in line 6 extends

Bk′ to its maximality by adding i in Ik′ (in Figure 1.4b, o3 adds d3 to B1 due to λ3,1 =

J1 = {t5, t6}). Otherwise, a new bicluster is added, with the documents Ik ∪ {i} (B6

during o4 with J6 = {t3, t4, t5}). Finally, after updating B, the condition in line 10 creates

a new unitary bicluster (UB) with Ik = {i} and Jk = Ci (B5 during o4). Note that

∀i ∈ I , ∃Bk ∈ B|Jk = Ci. This ensures that any new row will also be compared with all

previously added rows. In the result, only the biclusters with a minimum number of rows

(MinR) and columns (MinC) are kept.

This algorithm works indifferently by either adding exclusively row vectors or exclu-

sively column vectors and the number of biclusters β is discovered by the algorithm. Since

the time complexity of Bimax (O(nmβmin{n,m})) is sensitive to the size and density of

the matrix at hand, this method cannot be directly applied to the high-dimensional term-

document matrix resulting from the entire corpus.

In this work, we rely on a top-level partitioning method to identify matrix blocks where

Bimax is applied. We describe this nested biclustering method in the chapter 3. To our

knowledge, the present work is the first attempt to use Bimax with textual data.

1.5 Topic Models vs. Biclustering

The purpose of this thesis is to propose a visual analytics system supporting investigation

of text corpora. Due to the unstructured nature of free texts, such a system must rely on

multiple techniques to reveal meaningful structures and to preserve the semantic of textual

content.

This chapter has presented an overview of text mining techniques from which two main

approaches stand out for coarse-grained topic extraction, namely topic models and biclus-

tering methods. Indeed, they are able to group similar documents in topics and to select the

most representative terms for direct interpretation. However exploring the topics through

a set of terms and a set of documents allows only a superficial analysis of the dominant

themes. A thorough investigation requires searching meaningful angles, viewpoints and

facts treated in documents and at the same time identifying their commonalities and dif-

ferences. Moreover identifying low-frequency events in a corpus can be of great interest

for investigative journalists searching for alternate viewpoints. The fine-grained structure

revealed by Bimax is well suited to this purpose. Through the proposed nested bicluster

structure this exact pattern-based biclustering method reveals the internal structure of the

topics, shaped actually by the upper-level topic extraction method. Therefore, we sum-

marize below the theoretical differences between the topical structures obtained with both

families of methods.
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The topical structure delivered by any topic extraction method must preserve the se-

mantic cohesion of the terms as well as their consistency with document contents. To

this end, topic models as well as biclustering methods rely on the distributional hypothe-

sis (Hypothesis 1 on page 14). To give a clear comprehension of what the topical struc-

ture fitting the distributional hypothesis is, we state the guarantees given by the different

kinds of co-occurence patterns depicted in Figure 1.2. A topic with simple first-order co-

occurrences does not give any guarantee that documents share terms and constitute similar

contexts in topics. When topics contain high-order co-occurrences, the terms shared be-

tween documents increase the likelihood to have similar contexts but does not guarantee

a large commonality between many documents. Therefore, we also consider the consoli-

dated co-occurrences, i.e. term co-occurrences shared by multiple documents that ensure

stronger commonality (or similarity) between multiple contexts.

As described in section 1.2, LDA provides overlapping clusters of terms but relies on

a complete generative model for the documents [Shafiei 2006b]. Therefore LDA does not

exploit the document-term duality and considers only high-order co-occurrences. hLDA ex-

tends the original LDA process by grouping documents in topics. While this could increase

the similarity of the contexts, hLDA does not consider the term-document duality either; the

document-topic assignments do not result from document relationships but actually from

multiple groups of word-topic relationships [Wang 2009] (one group for each document)

that deliver only high-order co-occurrences. In contrast, biclustering methods exploit the

term-document duality during the process by alternating optimizations of criteria in both

dimensions as proposed through the Latent Block Model [Govaert 2013]. Thereby biclus-

tering captures high-order co-occurrences while promoting consolidated co-occurrences.

To this end, Wang et al. propose a biclustering extension of LDA named the Latent Dirich-

let Bayesian Co-clustering method [Wang 2009].

In this thesis we designed a numerical experiment to provide statistical evidence

of the differences between the two families of methods we retained for topic extrac-

tion, i.e. topic models and biclustering. Moreover we conducted a user study to ob-

serve how these differences impact topic comprehension through our visual analytics

system. In addition we were also concerned with the differences between disjoint and

overlapping shapes of topics in terms of their interpretability. To this end, we compared

Coclus [Ailem 2016] a graph-based diagonal biclustering approach with the hierarchical

topic model hLDA [Griffiths 2004].

The next section surveys different existing evaluation approaches for clustering, biclus-

tering and topic models.
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1.6 Evaluation of clustering and topic models

Evaluating mathematical models and algorithms can be approached by both validation and

verification processes [Isenberg 2013]. While a validation process ensures that a model is

correct with respect to some aspects of reality, a verification process assesses the accuracy

of algorithms with respect to the mathematical model. Both validation and verification are

of empirical nature and rely on a ground truth as well as on recognized baseline models

or algorithms. In this way, reproducibility of research is of great importance to improve

confidence in the proposed models.

Hence, clustering methods are mainly evaluated by comparing new algorithms with

state-of-the-art algorithms through extrinsic metrics measuring the agreement of a par-

tition against labeled ground truth. Such metrics can be Accuracy, Normalized Mutual

Information (NMI) [Strehl 2002], and Adjusted Rand Index (ARI) [Rand 1971].

Besides extrinsic quality measures, intrinsic measures can be used to assess the quality

of a partition when ground trough is unavailable [Liu 2010]. These metrics are often used

to optimize the parameters of clustering methods applied on unknown data, e.g. to find the

appropriate number of clusters. The chosen metric can be the objective criterion optimized

by the clustering method itself [Ailem 2016]. More general metrics are proposed in the

literature for one-way clustering [Deborah 2010, Liu 2010, Vendramin 2010, Saber 2015]

and for biclustering [Horta 2014]. They generally characterize intra-cluster compactness

and inter-cluster separation [Liu 2010]. For a bicluster partition, existing approaches ex-

amine overlapping elements in both dimensions [Horta 2014] and are not fit to measure

inter-cluster similarity/dissimilarity in a hard-partition such as diagonal biclustering. In

this thesis we propose a similarity measure designed for both overlapping and disjoint bi-

clusters. Neither extrinsic or intrinsic metrics take the semantic quality of the term partition

into consideration.

Topic models are often evaluated through predictive metrics [Wallach 2009] measuring

to which extent a learned model applies to new documents. These measures are based on

perplexity or log likelihood which do not evaluate the usefulness or the meaningfulness of

topics. Chang et al. [Chang 2009] evaluate topic semantic through analyst efficiency in ac-

complishing two tasks: searching for intruding terms in topics and searching for intruding

topics in documents. In the user study of Newman et al. [Newman 2010], analysts were

asked to assign a score to judge the usefulness of topics in the light of their top 10 terms.

These scores are compared with those obtained automatically with Pointwise Mutual Infor-

mation (PMI), by measuring the cohesion of the top 10 terms in light of external data such

as Wikipedia or Google n-grams. Newman et al. made the assumption that the usefulness

of topics is assessed by judging the semantic association of terms. PMI is specifically well

adapted to such semantic cohesion of terms through their co-occurrences [Turney 2010].
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The results of the experiment show that the correlation between the human scores and PMI

scores exceeds the inter-rater correlation, telling that PMI is a good candidate to measure

the usefulness of topics based on external data. Several other similar metrics have been

used to measure the semantic cohesion of topic terms [Mimno 2011, Aletras 2013], but for

all these experiments the analysis was limited to the top 10 terms.

However, according to Alexander and Gleicher [Alexander 2015], the analysis of doc-

ument relationships (a prerequisite of investigation tasks) cannot be limited to so few terms

per topic. They compare the achievement of such analysis without limitation of the number

of terms and with limitation to the top 50 terms. Their study shows that the whole term

distribution must be taken into account. According to them, the quality of topic models

relies on their ability to reveal subtle co-occurrence patterns representing document rela-

tionships. The distributional hypothesis (Hypothesis 1 on page 14) states the same idea

in the following terms : the terms tends to be similar if they co-occur in similar contexts.

Hence, in our controlled experiment in the section 4.5 we studied the human comprehen-

sion of topics through the term co-occurrence patterns revealed by Bimax biclusters (a.k.a.

topic variants) and their hierarchical structure for the tasks undertaken in journalistic work.

The next chapter presents related work in the area of text visualization and visual ana-

lytics systems for the exploratory analysis of text corpora.



CHAPTER 2

Visual Analytics of text corpora

Contents
2.1 Feature-based visualizations . . . . . . . . . . . . . . . . . . . . . . . . 32

2.1.1 Document-centric approach . . . . . . . . . . . . . . . . . . . . . 33

2.1.2 Term-centric approach . . . . . . . . . . . . . . . . . . . . . . . . 34

2.2 Topic-based visualization . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.2.1 Temporal evolution of topics . . . . . . . . . . . . . . . . . . . . . 37

2.2.2 Exploring semantic relationships . . . . . . . . . . . . . . . . . . . 42

2.3 Model-driven design vs. domain-specific design . . . . . . . . . . . . . . 46

2.3.1 Model-driven design: from coordinated multiple views to interac-
tive clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

2.3.2 Domain-specific visual analysis of text corpora . . . . . . . . . . . 49

2.4 Bicluster Visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

Information Visualization employs computer graphics and interactions to support hu-

man data analytic tasks. As described by Jacques Bertin [Bertin 1977], information is

visually encoded by using basic graphical units called marks (points, lines, areas, surfaces,

volumes) whose attributes, referred to as visual variables (position, length, shape, value,

color, orientation, texture), can be modified according to data and tasks. In practice, the

design of a visualization software requires a good comprehension of user tasks to prop-

erly map data types and operations to visual encoding and interactions. In chapter ??, we

present the methodology we adopted for the visual design proposed in chapter 4.

The purpose of text corpus visualization is first to speed up the analysis of textual con-

tent by avoiding reading all the documents. During investigative work, the analyst seeks

passages of texts that allow to verify, refine or generate her working hypothesis. The widely

recognized Visual Information-Seeking mantra “Overview first, zoom and filter, then de-

tails on demand” [Shneiderman 1996] is well suited to this purpose. However, the visual

exploration of textual data relies, to a great extent, on data processing algorithms pre-

sented in chapter 1 that must be painstakingly configured to address user needs. The more
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recent Visual Analytics paradigm [Thomas 2005] places the user at center-stage in a pro-

cess supporting analytic reasoning through the combination of automated and visual anal-

ysis [Keim 2010]. Ideally, such an approach relies on semantic interactions [Endert 2012],

i.e. visual manipulations that control the underlying model and enhance the sensemaking

process.

In the present chapter we describe the most relevant research work related to this the-

sis, pertaining to the visual analysis of text corpora, including text, topic and bicluster

visualization, and visual analytics solutions supporting the investigation of text corpora.

Text visualization has intensively been studied in the last decade and several surveys give

an overview of the large scope of this research field [Šilić 2010, Alencar 2012, Gan 2014,

Wanner 2014]. Recently an online interactive survey1 proposes a taxonomy of text visu-

alizations involving multiple aspects. They concern high-level analytic tasks, low-level

tasks for interactions and visual representations, the source (Single document, Corpora,

Streams), the properties (Geospatial, Timeseries, Networks) and the domain of data (So-

cial Media, Scientific papers, Editorial Media, Literature, etc.), as well as visualization

techniques [Kucher 2015]. The present survey emphasizes the advantages and drawbacks

of state-of-the-art approaches in light of three other aspects of differentiation. First, we

differentiate the structuration level of text corpora leveraged by the visualizations, from the

low-level feature-based visualizations up to topic-based visualizations. Secondly, we dif-

ferentiate two kinds of patterns emphasized by visualizations of text corpora, i.e. temporal

patterns or semantic relationship. Finally, visual analytics tools with coordinated multi-

ple views are differentiated through their design orientation, i.e. model-oriented design or

domain-oriented design. We start this survey with the lower level of structuration of text

corpora, qualified as feature-based visualizations.

2.1 Feature-based visualizations

Many text visualizations are based on data features such as terms, documents or sentences.

Document- or term-centric visualizations are mainly approached by the spatialization of

items in the form of scatterplots, node-link diagrams or tag clouds. Based on abstract

shapes and multiple visual variables, these visualizations aim to convey structural patterns

revealed by text mining algorithms. However, the interpretation of patterns is only possible

through labels displaying text features, i.e. terms. The main difficulty in text visualization

is to combine, in the same visual space, the representation of structural patterns such as se-

mantic relationships or temporal context, and the uncluttered representation of meaningful

text features.

1http://textvis.lnu.se

http://textvis.lnu.se
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Figure 2.1: The “Galaxy View” of IN-SPIRE [Wise 1995] spatializes documents in a
scaterplot where the proximity of the objects represents the similarity of documents. Sev-
eral clusters of documents can be depicted and some of them are directly interpretable
through the three most representative terms.

2.1.1 Document-centric approach

Projection techniques such as Principal Component Analysis (PCA), Correspondance

Analysis (CA) or Multi-Dimensional Scaling (MDS) are widely used to visualize clus-

ters of documents with scaterplots. IN-SPIRE [Wise 1995] proposes a “Galaxy View”

where similarity between documents is represented by spatial proximity. The document

clusters are labeled at their position in the plot with the most representative terms. We

observe in Figure 2.1 that the number of clusters having a label and the number of terms

displayed for each are limited to a few in order to prevent label overlaps. More recently,

ForceSPIRE [Endert 2012] improves sensemaking through an interactive node-link repre-

sentation of documents with a force-directed layout. Semantic interactions enable direct

manipulation of spatialization and modification of a keyword weighting scheme with re-

spect to the user’s analytical reasoning. Such document-centric approach is too granular to

give a broad overview of content. Moreover, the study of Brehmer et al. [Brehmer 2014]

reveals that journalists prefer hierarchical navigation of document clusters to scatterplot

representations.
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Figure 2.2: A tag cloud created with Wordle [Viegas 2009]. The visual variables such as
label size and color can be mapped to metrics such as word frequency or TF-IDF. The
orientation of terms can be fixed horizontally to ensure a good readability.

2.1.2 Term-centric approach

To understand textual content or extracted topics without reading the documents, Tag

Clouds [Viegas 2009] emphasize the most important terms through their size or color as

shown in Figure 2.2. Tag clouds are commonly adopted in many Web 2.0 sites and some of

them propose to generate tag clouds from texts. It was shown that flat lists are more efficient

than tag clouds for tasks involving a ranking strategy such as alphabetical search or iden-

tifying the “top-N” frequent terms [Halvey 2007, Rivadeneira 2007, Archambault 2013].

However, when the ranking strategy is unknown or is not constitutive of the task, having

to scroll through the lists limits user efficiency and no significant difference is found be-

tween lists and tag clouds representations. In this case, the latter becomes preferable due to

the more engaging interface [Archambault 2013]. Recently, many extensions of tag clouds

have been proposed to lay out temporal patterns or semantic structure. For instance, Spark

Figure 2.3: Sparklines of SparkCloud [Lee 2010]. The terms are displayed with a line plot
representing the evolution of their importance over time.
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Clouds [Lee 2010] incorporates sparklines [Tufte 2006] in tag clouds, i.e. line charts de-

picting the temporal evolution of terms in Figure 2.3. Without temporal alignment, it is

difficult to identify common trends between terms. Giving the temporal context of text

contents is crucial for investigative journalism [Fulda 2015]. We discuss some preliminary

work in the field of visual analytics of text stream in chapter 5, but it does not constitute

the core contribution of this thesis.

Using an explicit hierarchy, Word Tree [Wattenberg 2008] represents an interactive

form of the “keyword-in-context” method for information retrieval. In Figure 2.4, the

searched keyword is placed at the root of a tree where the children are the subsequent

terms of the sentences retrieved as the result of a search query. Quite informative, this ap-

proach shows the multiple contexts in which one term or multiple collocated terms appear.

Nonetheless this bottom-up approach does not give a broad overview of the corpus contents

as recommended by the Visual Information Seeking mantra [Shneiderman 1996].

Figure 2.4: The Word Tree visualization [Wattenberg 2008] allows to retrieve all sentences
containing a searched keyword and displays in a tree the divergence of the subsequent
fragment of sentences.

Tree Cloud [Gambette 2010] uses a node-link diagram to organize the terms like a

phylogenetic tree to reflect their semantic proximity (Figure 2.5). This solution places the

terms at the leaves of the tree and internal node ramifications represent semantic diver-

gences between terms. Hence, terms are spatially grouped by semantic proximity to depict

common lexical fields. However this approach requires a drastic feature selection to keep

the most representative terms only and tree ramifications are difficult to interpret because

only leaves are labeled. Spark Clouds, Word Tree and Tree Clouds are term-centric repre-

sentations where topics are not clearly delineated.

Parallel Tag Clouds [Collins 2009] is a mixture of tag clouds and parallel coordinates

as depicted in Figure 2.6. Each column represents a list of terms representing a subset

of the data (the facets) and term relationships are displayed explicitly on user interaction.

While multiple topics can be shown simultaneously, it does not scale to many topics due to

the spatial organization of terms in columns.

We observe in this section that, on the one hand, marks with abstract shapes in scatter-
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Figure 2.5: The TreeCloud visualization based on phylogenetic tree [Gambette 2010] show
semantic relationships between terms. The internal nodes representing semantic diver-
gences are not labeled.

Figure 2.6: The Parallel Tag Cloud visualization [Collins 2009] where each column corre-
sponds to a facet of data. Common terms are explicitly linked to reveal semantic relation-
ships between facets.
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plots or node-link diagrams convey the structure revealed by analytic processing, typically

the semantic proximity of terms or documents. A remaining problem is the interpretation

of such a structure that can be done by overlaying the terms of the underlying content.

Indeed, the difficulty is to give enough context allowing correct interpretation while avoid-

ing the visual clutter induced by label overlaps. One solution relies on feature selection to

keep only the most representative terms. Another solution consists in displaying labels on

demand based on user interaction. While a straightforward dynamic labeling approach re-

veals single labels of hovered items by showing a tooltip, excentric labeling [Fekete 1999]

can simultaneously lay out multiple labels included in a larger range giving more context

for a more precise and correct interpretation. Such an on-demand labeling remains subop-

timal to provide a broad overview of contents. One the other hand, tag clouds optimize the

spatialization of labels by avoiding overlaps. Although the number of terms with a readable

size is limited, fisheye interaction can be added to enhance the readability of small labels.

Tag clouds favor hence the interpretation of text contents but does not support a thorough

understanding of the underlying semantic structure. To conclude, a challenging issue with

text corpus visualization is to deal with this trade-off: giving an overview of the textual

content allowing a precise semantic interpretation while depicting the topical structure as

a meaningful starting point for deeper analysis.

2.2 Topic-based visualization

In complement to term/document-centric visualization discussed above, many visual an-

alytics tools are devoted to topic exploration. Indeed topic extraction methods surveyed

in chapter 1 provide a useful structure for text summarization or categorization, helping

corpus exploration. Depending on user needs, topic visualizations emphasize either the

analysis of temporal context or semantic relationships. Since in many situations experts

need both, visual analytics solutions often resort to coordinated multiple views due to the

difficulty of simultaneously representing data structure and time in the same 2D visual

space [Bach 2016]. We distinguish two general forms of visual text analytics approaches.

The first relies on text mining algorithms and display the result with interactive visual ma-

nipulation that only change the visual encoding. The second follows a human-centered

machine learning approach [Sacha 2016] that relies on semantic interactions, i.e. visual

interactions incorporating human knowledge in machine learning algorithms.

2.2.1 Temporal evolution of topics

NewsLab [Ghoniem 2007], Tiara [Wei 2010], TextFlow [Cui 2011] and Parallel-

Topics [Dou 2011] show the temporal evolution of topics using variants of Theme
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Figure 2.7: The original Theme River visualization [Havre 2002]. Temporal alignment of
topics allows to compare evolution of topics relatively to each other. The labels are however
limited to one term.

Figure 2.8: NewsLab, a multi-scale theme river with a burstiness-based filtering and a
replay animation [Ghoniem 2007]. The NewsRings view reveals better emergence, disa-
pearence patterns as well as periodic patterns.
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Figure 2.9: Tiara visualization with optimized placement of tag clouds [Wei 2010]. Thin
layers have not enough space for labeling.

River [Havre 2002]. Dedicated to temporal data, Theme River represents topics as stacked

areas as shown in Figure 2.7. Time is represented on the x-axis and the thickness of the

layers on the y-axis encodes the relative importance of the topics in the corpus. The Theme

River visualization reveals global temporal patterns such as the evolution of the importance

of topics, but also local patterns such as the emergence or disappearance of topics. In ad-

dition the temporal alignment with respect to the x-axis as well as the relative thickness of

topics allow comparative analysis and offer a great insight for contextualization. However

the difficulty remains in the interpretation of topics due to the lack of place for labeling.

NewsLab [Ghoniem 2007], as shown in Figure 2.8, supports the exploration of text

streams through a multi-scale theme river. While global patterns can be explored through a

coarse time scale, a replay animation allows to explore patterns at a finer time scale. While

this approach can deals with hundreds of topics in a theme river the interpretation relies on

a colored legend and interactive labeling. Multiple sorting and filtering are proposed based

on keywords, time or event burstiness. A NewsRings complementary view allows to better

identify emergence/disapearence of topics as well as periodic patterns.

Tiara [Wei 2010] incorporates tag clouds in the layers of a Theme River by considering

three criteria [Liu 2009]: temporal proximity, content legibility and content amount. Their

algorithm optimizes the placement of the tag clouds (Figure 2.9), but the main limitation

stems from the limited number of layers whose thickness is large enough to fit readable

labels. Like NewsLab, Tiara proposes multiple topic ordering criteria including topic cov-
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Figure 2.10: TextFlow visualization with glyphs representing topic merges and splits in
a river metaphor [Cui 2011]. Topic labeling is provided on user interaction in order to
prevent visual clutter.

erage and variance, distinctiveness or information gain.

In contrast, TextFlow [Cui 2011] displays glyphs representing meaningful patterns

such as topic merges and splits in a river flow metaphor (Figure 2.10). In this case, di-

rect interpretation of topics in the main view is not possible. Topic semantic is shown in a

coordinated tag cloud view.

Focusing on event detection, LeadLine [Dou 2012] relies on the extraction of

topics and named entities. Events are characterized from the content by the 4W

questions: What=topics, Where=location names, Who=person/organization names and

When=documents’ timestamps. In Figure 2.11, topics are arranged in an Even-

tRiver [Luo 2012], i.e. fixed-size areas where event burstiness is detected through bubbles

Figure 2.11: LeadLine for event detection with named entities [Dou 2012]. Each event as-
pect is depicted in coordinated multiple views. For instance, topics are represented through
an EventRiver [Luo 2012], a node-link diagram and a geographical map represent person
relationships and location names respectively.
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labeled with two or three keywords following the time axis. Other aspects of the events

are depicted through coordinated multiple views, namely a graph of entity relationships,

a geographical map placing location names, and a topic cloud view showing more topic

terms line by line.

As described above, time-oriented visualization has raised a great deal of interest in

visual text analytics in view of the importance of time for the contextualization of text

streams. We also present in chapter 5 an approach based on dynamic Theme Rivers and

a time-synchronized geographical map to support the investigation of twitter-like text

streams. A drawback of explicit time representations is that one dimension (the x-axis)

of the 2D space is used for time, making more challenging the representation of complex

patterns such as topic similarity in the remaining dimension (the y-axis).

HierarchicalTopics [Dou 2013] address this issue with an adaptable hierarchy grouping

the topics by similarity (Figure 2.12). Their user study shows that a hierarchical structure

improves the exploration of large numbers of topics compared to flat ordered lists or layers.

However, the semantic of topics is depicted through horizontal flat lists with only a few

terms which limit their interpretation. In addition, the internal nodes are not informative.

They have to be annotated manually after the analysis of the term lists placed on the leaves

of the tree.

Figure 2.12: HierarchicalTopics [Dou 2013] allows a hierarchical exploration of topics
while depicting temporal patterns. Topics are interpreted through flat lists containing the N
most representative terms.

In conclusion, the depiction of topical temporal patterns can be achieved to the detri-

ment of the semantic interpretation of textual content. Indeed explicit representations of

time in a 2D space leave only one remaining dimension for the spatialization of seman-

tic structure and labels. Various solutions handling the visual representation of time and

data structure are surveyed in [Bach 2016] with the help of the Space-Time Cube, includ-
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ing small multiple and animations [Rufiange 2013, Bach 2014, Archambault 2016]. In the

present thesis, we propose two dynamic approaches for the investigation of text streams in

the fields of visualization and data mining. Nonetheless we mainly focused our work on the

visual exploration of topics and topic variants for the investigation of static text corpora.

The following section surveys topic visualizations that favor semantic analysis of topical

structure to the detriment of temporal contextualization.

2.2.2 Exploring semantic relationships

TopicNet [Gretarsson 2012] allows the visual analysis of large corpora through a

document-topic graph and a force-directed layout built on the output of LDA. Document-

topic edges are created with a threshold applied on the topic probability distribution of

each document. This threshold can be modified interactively by the user through a slider

to control the number of edges, and consequently the amount of visual clutter. A first lay-

out preserves topic similarity by fixing their position based on their similarity computed

with Kulback-Leiber divergence and MDS. Then, document positions are computed with

the force-directed algorithm as shown in Figure 2.13a. The second layout preserves the

timestamp order of documents by fixing their position on the circumference of a circle.

Then, topic position is given by a force-directed algorithm, as shown in Figure 2.13b. Mul-

tiple interactions allows the expert to filter and explore data from different perspectives. In

Figure 2.13: TopicNets[Gretarsson 2012], a node-link diagram representing document-
topic relationships obtained with LDA. (a) The topic-similariy layout fixes the topic po-
sitions based on their similarity and computes the position of the document with a force-
directed layout. (b) The order-preserving layout fixes the documents based on a predefined
order, here the timestamps, and computes the topic position with a force-directed layout.
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addition LDA can iteratively be applied on filtered data, revealing sub-topics of a selection

of interest. Node-link diagrams provide an intuitive representation of node connections,

clusters and outliers but often result in visual clutter in dense areas inducing node overlaps

and edge crossing. Moreover, the number of terms describing each topic must be limited

to reduce node overlaps.

News Map [Weskamp 2004] in Figure 2.14 organizes a larger number of topics in a

two-level treemap where the size of each tile is mapped to the number of enclosed doc-

uments. In the first level, the topics are grouped in predefined color-encoded categories

(e.g. Sports, Business, etc.). In the second level, the topics are labeled using the title of

a representative document. While single titles are quite informative, they reflect a limited

and incomplete view of the actual topic content.

Figure 2.14: NewsMap: a Tree Map for breaking the news [Weskamp 2004] where rectan-
gle size encodes the number of documents in the topic and each label corresponds to the
title of one representative document within the topic.

Based on tag clouds, WordBridge [Kim 2011] is a composite view of tag clouds incor-

porated in a node-link diagram (Figure 2.15). The topic and their links are represented by

tag clouds, eliciting the nature of the relationships. The drawback of this approach is that

the whole graph cannot be visualized and expand/collapse interactions are needed. This

approach is then limited to local analyses and does not convey a broad overview.
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Figure 2.15: The Word Bridge visualization [Kim 2011] where tag clouds inform topics
as well as their relationships. This approach limits the number of displayed topics and
relationships.

Figure 2.16: TwitterCrowd: a treemap of tag clouds [Archambault 2013]. Space filling
layout allows to display more terms for important topics and less terms for minor topics.
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TwitterCrowd [Archambault 2013] arranges tag clouds in a one-level treemap as shown

in Figure 2.16. The advantage of the treemap space filling approach is that it optimizes the

available space to extend the tag clouds to their maximality. The relative size of tiles allows

to display more terms for important topics and less terms for minor topics. However topic

similarity is not visually encoded.

TopicPanorama [Liu 2014] gives an overview of topics, as long as they are common or

specific to different sources. It is designed to summarize very large corpora and builds a

hierarchy of topics to support multi-resolution exploration. An incremental graph matching

algorithm merges topic graphs from multiple sources by integrating user feedback into the

algorithm. While topic similarity is represented as a graph at each resolution level, only a

subset of topics are labeled with two or three terms (Figure 2.17). TopicPanorama unravels

a more exhaustive tag cloud through user interaction.

The Weighted Topic Map view we present in this thesis supports exhaustive interpreta-

tion of all topics through multiple tag clouds while reflecting their relative importance and

similarity.

Figure 2.17: Topic Panorama for a multi-resolution comparison of multiple
sources [Liu 2014]. Each topic is represented as a pie chart depicting its presence in one or
several sources. Two or three terms allow to interpret a subset of topics. The radial stacked
tree placed at the circumference of the radial layout shows multiple levels of topic clusters.
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2.3 Model-driven design vs. domain-specific design

Soft clustering, i.e. weighted assignment of terms/documents to topics, as generated by

probabilistic topic models or NMF involves challenging analysis of the results which requires

sophisticated visual analytics tools with multiple coordinated views. Ensuring analyst’s in-

terpretation and trust against model-driven visualization of text corpora also depends on

model alignment [Chuang 2012], i.e. how the model, the visual encoding and the tasks

of the analyst are well-aligned together. Chuang et al. propose other design recommen-

dations such as model verification, model modification and progressive disclosure that we

took into account along this thesis. The next subsection exemplifies such model-driven

designs where visual encoding is aligned to the model. Subsection 2.3.2 presents several

approaches where the design is motivated by domain-specific tasks.

2.3.1 Model-driven design: from coordinated multiple views to interactive
clustering

Based on the probability distribution of LDA [Blei 2003], ParallelTopics [Dou 2011] help

identify what documents contain multiple topics through coordinated multiple views (Fig-

ure 2.18). In the parallel coordinates view each line shows the distribution of topics in one

document. In the scatterplot view, the position of documents encodes the number of topics

modeled using Shanon entropy, from single-topic documents on the top-left to multi-topic

documents on the bottom-right. Topic evolution is depicted through a theme river view and

horizontal flat lists expose the most representative terms of each topic.

In Figure 2.19, IVisClustering [Lee 2012] is a sophisticated tool providing semantic

interactions taking into account user intention in an iterative process. A hard clustering of

documents is derived from the LDA probability distribution by choosing the most prominent

topic for each document. Each color-encoded cluster/topic is depicted within a node-link

diagram and is labeled with its top-6 terms. The parallel coordinates view supports the

analysis of soft-clustering through the topic distribution of documents, as in ParallelTopics.

On the one hand, semantic interactions allow the modification of term weights, influencing

the computation of the probability distributions of LDA. On the other hand, modifications

of the topical structure, i.e. deleting, merging, re-clustering and sub-clustering, are sup-

ported by drag-and-drop interactions in the “Cluster Tree View”. Such an iterative process

is supported by multiple views that trace changes applied by LDA processing after user

modifications.

UTOPIAN [Choo 2013] in Figure 2.20 models topics using a semi-supervised NMF al-

gorithm. Document clusters are represented as a node-link diagram that supports multiple

user interactions influencing the algorithm. Semantic interactions include keyword weight

refinement in existing topics, splitting/merging of topics for interactive adjustment of their
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Figure 2.18: In ParallelTopics [Dou 2011], coordinated multiple views help identify what
documents contain multiple topics through parallel coordinates on the top-left and a scat-
terplot on the bottom-right. Multiple interactions order the topics by similarity, highlight
terms across topics or reveal topical distribution of documents through pie charts in the
scatterplot view.

Figure 2.19: IVisClustering for interactive topic modeling [Lee 2012]. Coordinated mul-
tiple views help explore LDA results. Semantic interactions allow the modification of term
weights and changing the topical structure. (A) Node-link diagram show a network of
documents colored by cluster/topic. Each cluster is labeled according to its top-6 terms.
(B) Cluster Tree View with semantic interactions. (C) Cluster summary view. (D) Parallel
coordinates. (E) Term weight view with semantic interactions. (F) Document Tracer View
to trace changes of document membership after re-clustering. (G) Document view.
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Figure 2.20: UTOPIAN, a visual analytics software based on semi-supervised NMF. Multi-
ple semantic interactions allow (1) topic merger, (2) document-induced topic creation, (3)
topic splitting, (4) keyword-induced topic creation and keyword refinement.

number, or even keyword/document-induced topic creation by giving a small set of exem-

plar terms/documents.

Visual text analytics solutions presented in this section, e.g. [Dou 2011, Lee 2012,

Alexander 2014] use topic models derived from LDA [Blei 2003] or Non-Negative Matrix

Factorization [Lee 1999, Choo 2013]. While the semantic of topics is often represented

by their N most representative terms, recent work [Alexander 2015] shows that “a topic is

more than the top 10 words”. The authors found that, for a topic model to relate the se-

mantic of the documents, it must reflect “the subtle patterns of term co-occurrences”. This

observation corroborates the distributional hypothesis (Hypothesis 1 on page 14). This is

why we do our best to preserve all topic terms in our visualizations. BY doing so, we

are also able to extract low-frequency co-occurrences that can constitute alternative and

interesting facts, angles or viewpoints for text corpora investigation.

In addition, these solutions propose coordinated and multiple views with semantic in-

teractions that integrate the expert knowledge and intention into the model. But the task

definition arises from the structure of the model itself. Moreover, these approaches re-

quire a good comprehension and anticipation of the behavior underlying the models and

algorithms. Model alignment, as recommended in [Chuang 2012], must also consider user

tasks. The following section surveys visual analytics approaches for text corpora designed

for domain-specific tasks.
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2.3.2 Domain-specific visual analysis of text corpora

Feature Lens [Don 2007] has been motivated by students in English literature working on

The Making of Americans, a book written by Gertude Stein, that extensively uses repeti-

tions. Hence, Feature Lens is devoted to investigate text collections through text patterns

such as frequent words or frequent itemsets of n-grams. The topic variants extracted in this

thesis by the Bimax algorithm are very close to these patterns. In Figure 2.21, multiple sort-

ing strategies reveal meaningful patterns that can be located in the context of documents.

However the myriad of patterns are displayed as a flat list. Instead, we propose an overview

of co-occurrence patterns, i.e. topic variants, presented through a hierarchy based on term

overlaps.

Figure 2.21: Feature Lens [Don 2007] is devoted to the exploration of books or corpora
with many repetitions, through frequent patterns of n-grams. The flat list view does not
provide a broad overview of such patterns.

Designed for journalists, the Overview system [Brehmer 2014] supports hypothesis

verification and generation (Figure 2.22). It relies on an agglomerative hierarchical clus-

tering of the documents. Interactions such as expand/collapse offer a well-balanced trade-

off between usability and cluster fidelity. Hierarchical clustering does not intrinsically

extract clusters of representative terms; the N most frequent terms are used to interpret

each document cluster, which was found to be semantically suboptimal [Alexander 2015].
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However, this tool summarizes large collections of documents and is designed to support

hypothesis verification and generation, two tasks which are also supported by our solution.

Both tasks and visual encoding are defined following Munzner’s user-centered methodol-

ogy [Munzner 2009] and the Brehmer’s typology of tasks [Brehmer 2013]. The design of

the Overview system results from multiple iterations and adjustments integrating expert

feedbacks collected through a long-term adoption study. Our approach supports similar

tasks through progressive disclosure of topic variants to search facts and viewpoints rele-

vant to the working hypothesis.

Figure 2.22: Overview is a visual analytics tool for investigative journal-
ism [Brehmer 2014]. The expandable hierarchical view on the right hand allows progres-
sive disclosure of document clusters. Their labels are comprised of their N most frequent
terms. On the right hand, a document viewer provides access to the original content.

Alexander et al. [Alexander 2014] have designed a tool to investigate a large text cor-

pus, visible in Figure 2.23. Their work were motivated by literary scholars studing histor-

ical text corpora at the Folger Shakespeare Library. Based on LDA, they designed coordi-

nated multiple views and different sorting strategies allowing both top-down and bottom-up

analyses. In addition, they applied a set of principles fostering serendipitous discovery for-

mulated in [Thudt 2012], i.e. providing multiple access points, highlighting adjacencies,

offering flexible pathways for exploration and enticing curiosity and playfulness.

In our work, we identified focus and diversification processes followed by investigative

journalists [L. Hunter 2011]. Lee Hunter et al. formulated diversification processes with

principles similar to those formulated in [Thudt 2012]. Both processes also encompass the
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Figure 2.23: Serendip [Alexander 2014] is built in collaboration with literary scholars. Re-
sulting from a user-centered design this software allows top-down and bottom-up analyses
and follows principles promoting serendipitous discoveries.

top-down and bottom-up analyses described in [Alexander 2014] as well as the hypothesis

verification and generation tasks defined in [Brehmer 2014]. However we support such

analysis through a multi-resolution exploration of text corpora to identify different angles

or viewpoints with the precision and the exhaustiveness offered by the Bimax biclustering

algorithm [Prelić 2006]. None of related work presented above proposes a solution to draw

a broad overview while supporting detailed exploration of such topic variants, captured

by subtle document relationships based on term co-occurrences. Exploring the plethora

of overlapping biclusters extracted by Bimax requires however carefully designed visual-

izations. We therefore survey bicluster visualization approaches in the following section.
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2.4 Bicluster Visualization

As described in section 1.4, bicluster structures fall in two main categories: hard biclusters

where matrix rows and columns are allocated exclusively to one bicluster, and overlapping

biclusters, where rows and columns can be assigned to multiple biclusters. However, over-

lapping biclusters lead to visualization issues as it complicates the creation of comprehen-

sive overviews and the identification of the common and distinctive items of the biclusters.

In their survey of bicluster visualization techniques, Sun et al. [Sun 2014] propose a de-

sign framework modeling five levels of database-like relationships: entities (1:1), groups

(1:n), biclusters (n:m), chains (n:m:...:z) and the schema level. In this scheme, biclusters

represent (n:m) relationships between two dimensions of the data.

Jigsaw [Stasko 2008] is a visual analytics tool devoted to the analysis of text corpora.

The analyst can organize sets of named entities (i.e. by categories) in parallel coordi-

nates view and can explore group relationships (1:n) as shown in Figure 2.24. Entities are

connected if they co-occur in at least one documents, i.e. first order co-occurrences (see

Figure 1.2 on page 15). By selecting one entity, this view shows group relationships (1:n)

between two coordinates. Nevertheless, individual biclusters, i.e. (n:m) relationships, can

be found interactivelly after alternating multiple times selection/reordering steps. Coor-

dinated multiple views give multiple perspectives to the analyst. A graph view encodes

multiple types of nodes using different graphical symbols: squares for documents and cir-

cles for entities. The entity-document memberships are shown as edges. This view depicts

entity-document biclusters but they are not clearly delineated. Therefore, this tool is very

powerful to identify group relationships (1:n) between entities but require multiple user

manipulations to elicit biclusters individually.

Figure 2.24: Jigsaw visual analytics approach based on named entities [Stasko 2008].
Parallel coordinates allow to analyze (1:n) relationships of entities through first-order co-
occurrences.
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Figure 2.25: BicOverlapper [Santamaría 2008] proposes coordinated multiple views to ex-
plore overlapping biclusters in gene-expression data: a) Parallel coordinates reveal similar
evolution of genes across coordinates. b) A matrix visualization reveals individual biclus-
ters after reordering both dimensions. d) The node link diagram gives an overview of
biclusters delineated by transparent hulls.

In bio-informatics, BicOverlapper [Santamaría 2008] visualizes biclusters extracted by

the Bimax algorithm as a node-link diagram. The force-directed layout brings together the

nodes from both dimensions and transparent hulls outline the biclusters and reveal their

overlaps. However, in dense areas with numerous overlaps, node overlaps or edge crossing

hinder the perception of common and distinctive parts of biclusters as shown in Figure 2.25.

Matrix visualizations and parallel coordinates are more effective than node-link di-

agrams at the bicluster level [Sun 2014]. And, even though matrix visualizations are

less intuitive, they are often more readable for large and dense datasets [Ghoniem 2005].

Many solutions in bio-informatics propose coordinated multiple views with both a matrix

heatmap and parallel coordinates [Barkow 2006, Santamaría 2008, Heinrich 2011]. They

display the items of both dimensions of a matrix in well separated rows and columns that

may be reordered to reveal biclusters. While individual biclusters can effectively be inter-

preted, the linear arrangement of each dimension fails to convey a clear overview of all

overlapping biclusters without duplicating items [Heinrich 2011, Streit 2014] as shown in

Figure 2.26. These approaches are not scalable with respect to the high dimensionality and

the sparsity of term-document matrices. They also fail to support the comparison of biclus-

ters and the identification of their common and distinctive items in the two dimensions.
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Figure 2.26: In a matrix visualization, Bicluster Viewer duplicates items in column to
depict complete biclusters in a compact block [Heinrich 2011]. Common and distinctive
parts of biclusters are hardly identifiable.

In response, Streit et al. [Streit 2014] propose a hybrid visualization where biclusters

are represented by multiple matrices which are linked through their common columns/rows

(see Figure 2.27). However the node-link representation cannot handle the large number

of overlapping biclusters produced by Bimax. Bixplorer [Fiaux 2013] proposes a simi-

lar approach for text data to explore chained relationships between different categories of

named entities (see Figure 2.28). This visualization works well as a workspace for the an-

alyst to focus on a selection of biclusters of interest, chosen from a flat list. This bottom

up approach does not support the prerequisite step consisting in exploring and identifying

interesting biclusters within the whole corpus.

Figure 2.27: Furby: hybrid visualization with node-link diagrams and matri-
ces [Streit 2014]. The multiple edge crossings induce visual clutter.
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Figure 2.28: Bixplorer allows exploration of text corpus through the relationships between
named entities [Fiaux 2013]. Such a bottom up approach does not convey a broad overview
of biclusters.

More recently, BiSet [Sun 2015] was designed for top-down exploration of

chained bicluster relationships (n:m:...:z) without duplicating items. Inspired by Jig-

saw [Stasko 2008], the parallel coordinates in Figure 2.29 display named entities in mul-

tiple categories, and the chained relationships are shown through semantic edge bundles

formed by the biclusters extracted from each pair of categories.

Through multiple interactions, BiSet enables a top-down exploration of chained rela-

tionships between multiple categories of named entities, without duplicating items. Our

problem is different. Instead of exploring chained relationships of named entities, our goal

is to support the exploration of thousands of biclusters extracted from the plain text con-

tents of documents, i.e. many-to-many relationships between the terms and the documents.

For this problem, BiSet’s visualization becomes a bipartite graph where the thousands of

edge bundles resulting from biclusters produce large number of intersecting curves.

Figure 2.29: BiSet: parallel coordinates view with semantic edge bundles [Sun 2015].
BiSet allows top-down exploration of chained relationships between multiple categories
of named entities. Bidirectional interactions through edge bundles and entities allow task-
oriented rearrangements for sensemaking purposes.
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For bipartite graphs, Xu et al. [Xu 2016] display separately one-dimensional projec-

tions of bisclusters either in an adjacency matrix or in a 2-level treemap as shown in Fig-

ure 2.30. The color intensity of cells in adjacency matrices informs the analyst about the

consistency of nodes in the bicluster. The 2-level treemap organizes the nodes according

to nominative and quantitative attributes coming from computed metrics or metadata. Both

dimensions of biclusters are connected through biparite connections, bundled together to

reduce visual clutter. Semantic interactions are proposed for cluster refinement by merging

clusters with drag-and-drop interaction or by marking subsets of nodes with must-link or

cannot-link constraints. However this approach does not scale to thousands of biclusters.

Items are duplicated in clusters and for tasks consisting of searching topic variants char-

acterizing alternate viewpoints about similar stories or events, it could be tedious to follow

bipartite edge bundles to depict common and distinctive terms of biclusters.

Figure 2.30: Visual co-cluster analysis of bipartite graphs [Xu 2016]. The space is divided
horizontally to display each dimension of biclusters with either an adjacency matrix (A.1)
or a 2-level treemap (A.4). The nodes (A.2) of both dimensions of the bipartite graph are
connected through aggregated edge bundles (A.3).

Through a hierarchy of topic variants based on the overlap degree of terms, coordi-

nated with a Topic Variant Comparator view, our solution proposes a trade-off to discern

the common and distinctive parts of biclusters by avoiding node superposition and edge

crossings while limiting the duplication of items. The directed labeling we propose allows

to quickly explore thousands of biclusters in a radial tree visualization.

The next chapter describes the tasks taken into account and the nested bicluster struc-

ture leveraged by the visualizations.
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3.1 Introduction

The design of a visual analytics software requires to understand the problems and tasks

of application domain analysts. We focus in this thesis on the problems of investigative

journalists when faced with face large text corpora. This chapter starts by a presentation of

the user-centered method we followed for the design of our visual analytics software. The

workflow and the tasks of the targeted users are described. In a nutshell, the journalists

initiate their work by mapping the field under investigation. Then, they aim to analyze

the relationships between documents, searching for multiple sources, i.e. fragments of text

showing evidence related to their working hypotheses. Leveraging such a process in a large

text corpus requires a well suited model supporting multi-resolution analyses.
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Many recent visual text analytics solutions [Dou 2011, Lee 2012, Choo 2013,

Alexander 2014] use variants of Latent Dirichlet Allocation (LDA) [Blei 2003] or Non-

Negative Matrix Factorization [Lee 1999] to extract coarse-grained topics. These meth-

ods produce for each topic a weighted combination of terms and for each document a

weighted combination of topics. Albeit less popular, biclustering methods [Govaert 2013,

Madeira 2004] have also been used successfully to model coarse-grained topics. Applied

on a term-document matrix, these methods consider simultaneously the rows and columns

of the matrix and deliver homogeneous biclusters, each being a set of terms consistently

grouped to describe a set of similar documents. We consider that a topic as understood by

a journalist can be characterized by a bicluster from a data analytics perspective.

The nested biclustering approach we propose is depicted in Figure 3.1. It supports the

analysis of both coarse-grained topics and fine-grained topic variants. The coarse-grained

structure summarizes the corpus and gives an overview of the field under investigation.

Then, for a topic of interest, the fine-grained structure allows the inspection of document

relationships through their common and distinctive terms. This multi-resolution approach

aims to spare the analyst the painstaking task of reading all documents in order to identify

facts or viewpoints and the associated evidence.

Figure 3.1: The proposed nested biclustering approach builds: (a) in black, diagonal bi-
clusters (coarse-grained topics) and their pairwise confusion blocks; (b) the overlapping
biclusters (topic variants) extracted from each topic e.g. X3,3.

Our system is designed to accommodate any topic extraction method, as long as a bi-

cluster structure can be derived from it. With topic models such as LDA, a bicluster structure

can for example be extracted from the probability distributions with arbitrary probability

thresholds to obtain overlapping topics, term-wise and document-wise. In particular, the

proposed system deals with the fact that biclusters (and the associated topics) may come in

various shapes [Madeira 2004], including their being disjoint or overlapping with respect

to their term set and/or document set. For a given corpus, the shape of biclusters is how-

ever influenced by the chosen topic extraction method and/or its parametrization. Because

the comprehension of a topic boils down to the journalist’s ability to make sense of the
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related term set and explain the frontier/relationships between distinct topics, the present

chapter aims to characterize in a systematic fashion the differences between two families of

methods: disjoint biclustering and overlapping topic models. Conveying the relationships

between topics of various shapes also requires the design of a new similarity metric that

can handle both overlapping and disjoint biclusters.

As part of the journalistic work, the analysis of a coarse-grained topic also requires the

identification and comparison of different viewpoints to ensure a well-balanced coverage

of the topic. This is why our system extracts the fine-grained topics, called “topic variants”

in this thesis, which lie within a given coarse-grained topic.

To assess the adequacy of the topic variants with regard to the user tasks, we propose an

evaluation approach that does not depend on any labeled ground truth, making it applicable

in practice on any real text corpus. This approach is based on multiple intrinsic bicluster

metrics regarding both the terms and the documents of the topics as well as their variants.

These metrics help to understand the structure of the topics, their quality and the shape

of the underlying term co-occurrences. In this evaluation, we compare the disjoint topical

structure given by Coclus [Ailem 2016], a diagonal biclustering method, with the overlap-

ping topical structure yielded by the probabilistic Hierarchical Latent Dirichlet Allocation

(hLDA).

The contributions of this work are the following:

1. we propose a new analysis approach of text corpora based on a nested bicluster

structure supporting both overlapping and disjoint topics;

2. we propose a new similarity metric, suited for both overlapping and non-overlapping

topics;

3. we set up and run an evaluation protocol based on multiple intrinsic bicluster metrics

allowing

(a) the systematic comparison of the topical structure of two topic extraction meth-

ods producing overlapping and disjoint topics and,

(b) the appraisal of their suitability to user tasks on a real data set.

This last contribution aims to inform the design of the user study in section 4.5 investigating

the influence of the choice of topic extraction method on the interpretability of topics by

analysts.

In the rest of this chapter, section 3.2 describes the user-centered method and the defi-

nition of problems and tasks under consideration for this thesis. Next, the proposed nested

biclustering approach and the related similarity metric are presented in section 3.3. Our

evaluation method and results are described in section 3.4. Finally, we discuss the results

in section 3.5.
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3.2 User centered approach

Our work adopts a user-centred methodology where the final user is actively engaged at

each level of the design, from data and tasks characterization [Brehmer 2013, Schulz 2013]

until the software evaluation and validation [Isenberg 2013, Munzner 2009]. We are firmly

committed to enforcing state-of-the-art methodology adapted to the design of visualiza-

tion software. In this thesis, we follow the commonly used Munzner’s nested model for

visualization design presented below.

3.2.1 Munzner’s Nested Model

Munzner et al. [Munzner 2009] proposes a methodology for visualization design based on

the four nested levels presented in Figure 3.2.

Figure 3.2: The four nested levels of the Munzner’s model for visualization design (Figure
from [Munzner 2009]).

This model provides a guidance to prevent threats to validity at each level of design

and suggest appropriate evaluation methodologies [Isenberg 2013] to validate the design

choices, upstream or downstream their implementation. The nesting order of levels does

not impose an order in their achievement but indicates that the choices made at one level

has a cascading impact in the lower levels. Each level may shed light on every other level

during the design and the implementation. Therefore the development process is rather

cyclic and each iteration can cover all or part of these different levels.

As seen in Figure 3.2, visualization design is guided by the user’s data and tasks learned

by the designer. Data and tasks can be defined at different levels of resolution. High-

level tasks characterize the data and problems of the targeted users with its own domain
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vocabulary. Low-level tasks are drawn on data and operation abstraction. Firstly described

in natural language with the domain expert, the tasks are next formalized with a typology of

tasks [Brehmer 2013, Schulz 2013] that prepares the design of the visual encoding and the

interactions. Finally, the system as a whole implements algorithms whose complexity in

runtime and memory must be characterized. Specifically, the design of our visual analytics

software, in the application domain of investigative journalism, is described in the next

section, in compliance with the Munzner’s Nested Model [Munzner 2009] and the typology

of tasks for visualization proposed by Brehmer et al. [Brehmer 2013].

3.2.2 Data and problem characterization

In our work we are pointedly interested in the field of investigative journalism that is reg-

ularly facing large text corpora. In 2014 and 2015, we have met journalists in events such

as “Les Assises du Journalisme”1 in order to understand their tasks and their problems

with text corpora investigation, and more generally the workflow they adopt during their

inquiries. Next we started a partnership with Warda Mohamed, a professional analytic jour-

nalist and editor at Orient XXI. She also writes for a number of french media, including

Le Monde diplomatique and Mediapart. We started by conducting a semi-supervised inter-

view. Globally, she expressed a sense of frustration about not having time to be exhaustive

in her investigations. She is always forced to reduce the number of documents aggregated

during her back-grounding work. A tool that could summarize document contents and

extract all document relationships could clearly help her identify interesting facts without

having to read every document. In addition, we completed our understanding of the prob-

lem through complementary documentation. In their manual for investigative journalism,

Lee Hunter et al. [L. Hunter 2011] state that: “a hypothesis is a story and a method to test

it”. Indeed the core task of journalists is telling a story that can be “promoted, defended

and remembered”. Therefore the inquiry is initiated by the formulation of a hypothesis

telling a story that has to be verified or disproved by the information found by the journal-

ist. Hence, Lee Hunter et al. [L. Hunter 2011] propose a method to process inquiry based

on hypothesis formulation and verification. But the investigation can also reveal facts that

go against the initial hypothesis which require multiple reformulations.

From our preliminary analysis, we extracted a general workflow composed of three

alternating processes summarized as follows:

• Mapping the subject: during this process, the journalist gets an overview of the

subjects of inquiry.

• Focus: the journalist focuses the investigation on a specific aspect to identify facts,

viewpoints that verify, refute or refine her hypothesis.

1http://www.journalisme.com/les-assises-presentation

http://www.journalisme.com/les-assises-presentation
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• Diversification: the journalist looks one step farther from the targeted object, hoping

to find unexpected information and new angles of analysis. This step is important to

ensure that she does not miss essential information that could call into question the

initial hypothesis.

While presented linearly, this workflow is actually discontinued, intertwined and repeated

multiple times during the investigations. We took this workflow into account as we de-

signed our system. In the next section we will describe in details the task abstraction.

3.2.3 Data and operation abstraction

During our preliminary analysis we have identified the need to analyze a large collection

of texts with an exploratory tool. We defined three high-level tasks.

T1 summarize the corpus to identify topics of interest and aspects to investigate.

T2 find the documents that verify an aspect of the working hypothesis

T3 identify new angles or viewpoints that incite the journalist to refine or generate new

hypothesis that better fit the facts discovered in the text content.

Each high-level task is divided into low-level tasks described in Table 3.2.

To summarize the corpus, our system leverages a bicluster structure to represent coarse-

grained topics. Secondly, the nested bicluster structure reveals fine-grained topic vari-

ants lying within each topic. We consider this nested structure as a starting point for our

task abstraction. We characterize the tasks by using the typology of Brehmer and Mun-

zner [Brehmer 2013] formalizing the motivation of the tasks (Why) and the mean used to

support them (How). For the why question Brehmer and Munzner suggest to specify the

purpose of the visualization consumption, the type of search and the type of query con-

cerned by the tasks. In this thesis, we focus only on the generic discovery purpose, and

the two forms it takes, i.e. verify and generate hypothesis. Next, the type of search can

be characterized by locate, look-up, explore or browse depending on whether the search

target and its location are known or not, as showed in Table 3.1. The kinds of query can

Target known Target unknown

Location known lookup browse
Location unknown locate explore

Table 3.1: Different type of search depending on whether the search target and its location
are known or not

be identify, compare or summarize. Moreover, input and output data involved in each task

must be considered. We also add a short description of how the tasks are achieved through

a list of interactions. The description of the low-level tasks we identified with the journalist

are described in Table 3.2.
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ID Short description Description Why How
Consume Search Input Query Output

T1.1 Discovering the top-
ics

Understand and locate top-
ics of interest

Discover Explore /
Locate

All topics Identify Many topics Encode, navigate, select

T1.2 Discovering the topic
variants

Understand/Identify facts
or view points related to
events or stories

Discover Explore All topic
variants

Identify Many topic variants Encode, derive, navigate,
select

T2.1
Keyword-based
search of topic
variants

Identify/Select variant of
interest related specific
facts or view points

Verify Locate Terms Identify Many topic variants Encode, filter, select

Filter out others Verify Lookup Many
topic
variants

Identify Many topic variants Encode, filter, change, se-
lect

T2.2 Compare topic vari-
ants

Common and distinctive
terms/documents

Verify Browse Many
topic
variants

Identify Terms/Documents of
interest

Encode, select, change, ar-
range

T2.3 Show documents de-
tails

Identify documents of a
topic variant / Show raw
text for reading / Identify
terms of variant in their
context

Verify Lookup One topic
variant

Identify Raw text of the doc-
uments and the terms
in their context

Encode, arrange, navigate,
annotate

T3.1 Discovering topics re-
lations

Identify the most similar
topics

Generate Browse One topic Identify Many topics Encode, navigate

T3.2 Suggesting terms for
search query

The terms from the content
that can be used for queries

Generate Explore All topic
variants

Identify Terms Encode, navigate, select

T3.3 Suggesting new vari-
ants

Identify new variants shar-
ing terms/documents with
one variant of interest

Generate Explore Many
terms/documents

Identify Many topic variants Encode, select

Table 3.2: The low-level tasks defined under the typology of Brehmer and Munzner [Brehmer 2013].
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3.3 Multi-model and multi-resolution biclustering approach

Our tool relies on a nested topic structure built with two biclustering methods as presented

in Figure 3.1. It is generic enough to support overlapping or disjoint topics, falling within

the diagonal blocks and the confusion blocks of the term-document matrix. These blocks

serve as a basis for the exploration of topics and their relationships. The complete process-

ing pipeline, summarized in Figure 3.3, is described in details below.

Figure 3.3: Our data processing pipeline: From left to right, NLP technology is used to se-
lect relevant text tokens. A term-document matrix is built. Various topic extraction meth-
ods, e.g. Coclus and hLDA, partition the TF-IDF matrix in topic blocks (in black) with
various shapes. The latter are analyzed with Bimax to reveal topic variants. In parallel,
topic relationships are extracted from their confusion blocks. Finally, interactive visualiza-
tions convey the topical structure and relationships to the analyst.

3.3.1 Text Processing

We use the popular Vector Space Model to build a term-document matrix. Each docu-

ment is represented by a vector of distinct terms weighted by the Term Frequency-Inverse

Document Frequency (TF-IDF). To this end, the raw text is processed using the Stanford

CoreNLP library [Manning 2014] up to the Part-of-Speech tagging step. We keep only

nouns and adjectives because they carry enough information to support the interpretation

and exploration of topics and topic variants. We filter the resulting matrix keeping the

10,000 terms having the highest TF-IDF values.

3.3.2 Coarse-grained Topics

In order to spare the analyst the trouble of reading all documents, we summarize the corpus

by extracting coarse-grained topics. On the one hand, the extracted topics must group

documents that concern the same subject matter and also select the terms that are consistent

for these documents. On the other hand, the topics must delimit meaningful subspaces, i.e.

submatrices, for the second round of biclustering that extracts all topic variants.
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3.3.2.1 A bicluster structure representing topics

Two topic extraction methods. In the survey of text mining in chapter 1 we have retained

two families of methods suitable for the purpose of this thesis: biclustering methods and

topic models. Biclustering methods exploit the duality of terms and documents to reveal

consistent patterns. They group terms and documents in the same biclusters in such a way

that the terms are representative to a set of similar documents. To extract such topics we can

use Coclus, the diagonal biclustering algorithm proposed by Ailem et al. [Ailem 2016].

We anticipate that the non-repetition of the most common terms creates space for revealing

the specificity of topics while giving consistent context to understand them. We hence ex-

pect that disjoint biclustering methods produce well separated biclusters and deliver useful

patterns such as consolidated co-occurrences (see Figure 1.2), which helps find topic vari-

ants. Coclus does not depend on hyperparameters or arbitrary thresholds which cannot be

defined by journalists. It must only be given the desired number of biclusters and can serve

as a dimensionality reduction step prior to the fine-grained topic variant search.

To extract coarse-grained topics, we also retained topic models such as hLDA, provid-

ing a topic hierarchy where each topic is a probability distribution of terms (β) and each

document is associated to one branch of the tree and is represented by a probability distri-

bution of the topics (θ) found in its branch (see Figure 1.3). The high-order co-occurrence

obtained in topics of hLDA are expected to enclose terms having more distant relationships.

The fact that a term can be involved in multiple topics handles polysemy and reveals their

multiple usage contexts in the corpus. However, the hyperparameters of the underlying

probabilistic model (η, α and γ as described in section 1.2) need to be set and their impact

on the topic shapes are not easy to anticipate by a lay user audience such as journalists.

The probability distributions inherited from LDA (β & Θ) are also difficult to interpret and

to manipulate [Alexander 2015]. Indeed, dealing with such distribution requires sophisti-

cated visual analytics software [Dou 2011, Lee 2012, Alexander 2014]. For these reasons,

the crisp membership of items offered by a bicluster structure allowing direct interpretation

seems preferable.

Biclustering structure with a crisp membership. A bicluster structure can be formal-

ized as follows. Given I a set of n documents and J a set of m distinct terms, a term-

document matrix is defined by the sparse representation X = {eij , i ∈ [1..n], j ∈ [1..m]}
where eij 6= 0. With TF-IDF weights (see equation 1.1 p. 15) in the matrix cells, each

entry eij measures how much a term is representative of the documents. These weights are

exploited further along the data processing pipeline shown in Figure 3.3. A schema of two

overlapping biclusters is presented in Figure 3.4 and we can define biclusters as follows.

Given K the number of biclusters and X a matrix of size n×m, bicluster Xk, k ∈ [1..K]
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is a submatrix Ik × Jk such that Ik ⊆ I and Jk ⊆ J . In disjoint biclustering, the hard

allocation of rows and/or columns to one exclusive bicluster adds the following constraint:

∀k, l ∈ [1..K] with k 6= l, Ik ∩ Il = ∅ and Jk ∩ Jl = ∅. Such a bicluster structure can

model any shape of topics, overlapping or disjoint, term-wise or document-wise, and can

hence support a large number of topic extraction methods. In this thesis we investigated

both biclustering and topic models through Coclus and hLDA respectively.

Configurations and implementation Although hLDA builds a hierarchy of topics, we

consider only the topics placed at the leaf nodes as they contain more specific and inter-

pretable terms. Indeed, the visual inspection of the topics enclosed at different depths of the

hLDA hierarchy shows that internal nodes contain rather generic terms. In a way, they serve

to categorize their children nodes rather than constitute real topics in their own right. By

keeping the leaf nodes only, the bicluster structure created from the probability distribution

of topics features overlapping term sets and disjoint document sets (see Figure 3.3). The

number of iterations needed to learn the probability distributions is a parameter that must

be set. The default value proposed in the Mallet toolkit [McCallum 2002] is 500 iterations.

Besides, Coclus provides a disjoint bicluster structure as direct output. It is computa-

tionally efficient with sparse matrices; its time complexity is O(e ·p ·K), where e = |X| is
the number of non-zero entries in X , K is the number of clusters fixed as parameter and p

is the number of iterations the algorithm runs until convergence to a local optimum. Empir-

ically, less than 20 iterations were sufficient for the datasets we used (4,000 documents for

60,000 terms). Since the algorithm starts with a random initialization and converges to a lo-

cal optimum, we resort to multiple tests to find the optimal partition for a given value ofK,

each test including the p iterations run by the algorithm until convergence. We perform 200

trials measuring the associated modularity score and, ultimately, we choose the partition

yielding the best modularity. An alternative approach may consist in starting with a doc-

ument clustering partition resulting from the efficient spherical k-means [Dhillon 2001b].

Then, Coclus refines the document partition while simultaneously finding the optimal term

partition. For a given corpus, the number of topics to extract is an important parameter that

must be chosen carefully, either by the analyst or trough a background process that sets

the value of K empirically by varying its value in the range [10..500]. The direct mapping

between a cocluster and a topic makes this task feasible for journalists.

While most evaluation approaches consist in analyzing the document partition through

external metrics measuring the agreement between the partition and a ground truth, the

structure of the topics is rarely considered in evaluations. Yet it is this structure that the

analyst explores through the visualizations and that enables carrying out the tasks defined

in the section 3.2.3.

On the one hand, the quality of the internal structure of topics is strongly related to the
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distributional hypothesis (Hypothesis 1 on page 14) and the lattent co-occurrence patterns

constitute the topic variants expected to reveal the multiple angles and viewpoints related

to facts or events. In section 1.5 we elicited the structural differences of both families of

methods, from their theoretical foundation and mechanisms. To go further, the numerical

experiment described below in section 3.4 achieves a statistical characterization of this

topical structure based on real data sets and two representative methods, Coclus and hLDA.

For instance, several metrics characterize the structure of the term co-occurrence patterns

uncovered in each topic (i.e. topic variants), other metrics concern the topic size as well as

the intra-cluster compactness and inter-cluster separability.

On the other hand, topic relationships help comprehend the frontiers of topics, highlight

adjacency and create favorable conditions to serendipitous discovery. The next section

explains how such relationships are built.

3.3.2.2 Topic relationships

We build topic relationships using a matrix-based measure of similarity between topics.

The measure exploits the pairwise confusion blocks of topics shown in Figure 3.4. Indeed,

these blocks inform about terms and documents two topics have in common. Previous

work by Hanczar and Nadif [Hanczar 2011] uses the following Jaccard-based similarity

measure:

Sim(Xk, Xl) =
|Xk ∩Xl|
|Xk ∪Xl|

=
|Xk ∩Xl|I + |Xk ∩Xl|J
|Xk ∪Xl|I + |Xk ∪Xl|J

(3.1)

where |.| denotes the cardinality of a set and, |.|I is the cardinality in the set of rows (i.e.

documents) and |.|J is the cardinality in the set of columns (i.e. terms). But, for distinct

diagonal biclusters (with k 6= l), we have |Xk ∩ Xl|I = 0 and |Xk ∩ Xl|J = 0. Thus

this similarity measure needs to be adapted for diagonal biclusters. The diagonal partition

divides the matrix X in K × K sub-matrices Xk,l (Figure 3.4), k ∈ [1..K] denotes one

subset of the row partition and l ∈ [1..K] denotes one subset of the column partition. Bi-

cluster Xk is also noted Xk,k, its corresponding diagonal block in X . Given (Xk, Xl) a

pair of diagonal biclusters, Xk,l and Xl,k constitute the confusion blocks that may share

rows or columns with either diagonal bicluster of the pair. Hence, we consider that mea-

suring the similarity between two diagonal biclusters consists in measuring to which extent

they share rows or columns with their confusion blocks. So, we propose a new similarity

measure Sim(Xk, Xl) computing the extent of the intersection between the biclusters and

their confusion blocks in rows and columns. Equation 3.1 is then transformed into:

|Ik,k ∩ Ik,l|+ |Il,l ∩ Il,k|+ |Jk,k ∩ Jl,k|+ |Jl,l ∩ Jk,l|
|Ik ∪ Il|+ |Jk ∪ Jl|

(3.2)
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Figure 3.4: Two overlapping biclusters (in blue and orange): the columns of the confusion
blocks show how many documents share common terms and the rows of the confusion
blocks show how many terms occur in the same documents.

where Ik,l = {i ∈ Ik|∃j ∈ Jl, eij ∈ Xk,l} and Jk,l = {j ∈ Jl|∃i ∈ Ik, eij ∈ Xk,l} are

respectively the set of rows and columns having non-empty vectors in block Xk,l.

We assume that any biclustering method building consistent topics yields a partition

such that any term j ∈ Jk occurs in at least one document i ∈ Ik. Similarly, any document

i ∈ Ik contains at least one term j ∈ Jk. Thus, we can say that Ik,k = Ik and Jk,k = Jk and

then Ik,k∩Ik,l = Ik,l and Jk,k∩Jl,k = Jl,k. Likewise, Il,l∩Il,k = Il,k and Jl,l∩Jk,l = Jk,l.

Equation 3.2 can therefore be expressed:

|Ik,l|+ |Il,k|+ |Jl,k|+ |Jk,l|
|Ik ∪ Il|+ |Jk ∪ Jl|

. (3.3)

Equation 3.3 supports only disjoint biclusters. Indeed, in case of overlap, Ik ∩ Il 6= ∅ and

Ik ∩ Il = Ik,l ∩ Il,k. Therefore, in Equation 3.3, the overlaps in lines are taken into account

twice in Ik,l and in Il,k. Likewise, when Jk ∩Jl 6= ∅, Jk ∩Jl = Jk,l ∩Jl,k and the overlaps

in columns are taken into account in both Jl,k and Jk,l
We can generalize Equation 3.3 for any pair of overlapping biclusters (Xk, Xl) by

avoiding double counting of Ik ∩ Il and Jk ∩ Jl. We obtain the following equation:

|Ik,l|+ |Il,k| − |Ik ∩ Il|+ |Jl,k|+ |Jk,l| − |Jk ∩ Jl|
|Ik ∪ Il|+ |Jk ∪ Jl|

. (3.4)

Note that for disjoint biclusters, Equation 3.4 is equivalent to Equation 3.3. When no

similarity is observed between Xk and Xl, the confusion blocks Xk,l = ∅ and Xl,k = ∅.
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We also have Ik ∩ Il = ∅ and Jk ∩ Jl = ∅. So, Sim(Xk, Xl) = 0. In case of equality,

Sim(Xk, Xk) =
|Ik|+ |Ik| − |Ik|+ |Jk|+ |Jk| − |Jk|

|Ik|+ |Jk|
= 1.

We then have a similarity metric in [0, 1] where 0 means no similarity and 1 means equality.

We use Equation 3.4 to build a similarity matrix of topics. The next processing steps build

the structure for the second level of detail devoted to Topic Variants.

3.3.3 Fine-grained Topic Variants

A journalist verifies his working hypothesis by finding multiple sources relating the same

facts or stories. We work under the assumption that the aggregated corpus contains such

repetitions. Topic Variants must, on the one hand, identify informative terms related to

facts or stories, and on the other hand, retrieve multiple documents sharing them. If the

multiplicity of documents strengthens the similarity of co-occuring terms through the dis-

tributional hypothesis, the multiplicity of terms also strengthens the similarity of docu-

ments. Hence, biclustering is a good candidate to extract such co-occurrence relationships.

As terms and documents can be involved in multiple facts or stories, pattern-based over-

lapping biclustering such as Bimax [Prelić 2006], is appropriate to this purpose.

3.3.3.1 Topic Variants extracted by Bimax

Originally designed for gene expression data, Bimax [Prelić 2006] has never been used

with textual data as far as we know. It takes a binarized term-document matrix as input

and satisfies a constraint of maximal inclusion to extract all the maximal sets of terms that

co-occur in maximal sets of documents. According to their study with gene expression

data, this simple divide and conquer algorithm achieves similar results to those achieved

by more complex methods. Bimax biclusters in a nested bicluster structure are formally

defined as follows:

Given Xk ⊂ X , the bicluster or submatrix Ik × Jk of the topic k ∈ K, Bimax takes as

input X̃k, the corresponding binary matrix of size ñk × m̃k such as

X̃k = {ẽij =

{
1 if eij ∈ Xk and eij > τk

0 otherwise
,∀i ∈ Ik,∀j ∈ Jk},

where ñk ≤ |Ik|, m̃k ≤ |Jk|, and τk is the binarization threshold of the kth topic.

Bicluster B̃k,b with b ∈ [1..βk] is the submatrix Ĩk,b × J̃k,b where Ĩk,b ⊂ Ik and J̃k,b ⊂ Jk

and ∀i ∈ Ĩk,b, ∀j ∈ J̃k,b, ẽij = 1.

In the nested structure, Proposition 2 formalizing the maximal inclusion constraint

expressed by Prelić et al. [Prelić 2006] becomes as follows:
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Proposition 3. For any B̃k,b described by the pair (Ĩk,b, J̃k,b) the maximal inclusion con-

straint ensures that @b′ ∈ [1..βk] with Ĩk,b′ ⊆ Ik and J̃k,b′ ⊆ Jk such that (1) ∀i′ ∈
Ĩk,b′ , j

′ ∈ J̃k,b′ : ẽi′j′ = 1 and (2) Ĩk,b ⊆ Ĩk,b′ ∧ J̃k,b ⊆ J̃k,b′ ∧ (Ĩk,b′ , J̃k,b′) 6= (Ĩk,b, J̃k,b)

In essence, the maximal inclusion constraint ensures that no bicluster can be fully cov-

ered by another one. Instead, each bicluster is extended to its maximality. In a term-

document matrix, Bimax extracts the maximal term co-occurrences shared by the maximal

set of documents. In other words, Bimax finds all optimal consolidated co-occurrences pat-

terns (see Figure 1.2) satisfying the exhaustiveness required by journalists. Such biclusters

are called topic variants in this thesis.

We want to elicit all Topic Variants of each topic defined by the upper bicluster

structure (see section 3.3.2). Since, for a given topic k, the complexity of Bimax is

O(ñkm̃kβk min{ñk, m̃k}) [Prelić 2006], the number of Bimax biclusters βk increases with

the size and density ofXk, causing drops in runtime. While the extraction of coarse-grained

topics acts as a dimensionality reduction mechanism, the diagonal blocks Xk correspond-

ing to topics still come in various sizes and densities. Since Bimax works on a binary

matrix, we define a configurable binarization threshold τk specific for each topic k. En-

tries of the submatrix Xk whose TF-IDF weight is lower than the threshold τk are set to 0;

they are set to 1 otherwise. This reduces the density of the matrix (|X̃k| < |Xk|), or even

its dimensionality as zero vectors appear (ñk ≤ |Ik| and m̃k ≤ |Jk|). Moreover, Bimax

takes three parameters: the minimum number of rows (MinRows) and the minimum num-

ber of columns (MinCols) per bicluster, and a maximum number of biclusters fixed to stop

the algorithm (MaxBC). By definition of biclusters, MinRows ≥ 2 and MinCols ≥ 2.

In section 4.3.3, we vary all these parameters individually to observe their effects on the

resulting visualizations.

To extract topic variants, an efficient divide and conquer implementation of Bimax

exists in BicAT [Barkow 2006]. Nevertheless we used our own java implementation of

the incremental algorithm described in section 1.4.4 to prepare the dynamic approach we

propose in chapter 6.

3.3.3.2 Term hierarchy

While Bimax fulfills the exhaustiveness required by journalists, it finds a large number

of biclusters that overlap each other with respect to some of the terms and documents they

contain, causing major interpretation issues. Since the meaning of a Topic Variant is mainly

interpretable through its terms, we propose a hierarchy of terms that organizes Topics Vari-

ants (the Bimax biclusters) based on term overlaps. The example in Figure 3.5 is taken from

the usage scenario unfolded in section 4.4.1. It concerns an event where Prim Minister Ne-

tanyahu met President Obama at the White House. In general, we observe that a term
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Figure 3.5: (a) Five Bimax biclusters (fine-grained topic variants) and (b) the related term
hierarchy built with FPTree. The numbers in orange are document references. Each path
from the root to a leaf describes a unique sequence of terms ordered by their overlap degree
that represents one topic variant. They are grouped in the tree by their common prefix.

having a high overlapping degree (i.e. appearing in a large number of variants) tends to

have a generic meaning associated to the event. Such a term, e.g. “Abbas”, “Clinton”, “Is-

raël”, “Netanyahu”, “Obama” in Figure 3.5(b), also appears in all the documents gathered

by the overlapping biclusters, e.g. documents #197628, #197786, #197984, #197892 in

Figure 3.5(b). It only makes sense to put these generic terms in the first levels of the hierar-

chy. Conversely, terms with a low overlap degree are more specific to some Topic Variants

(“diplomacy”, “Jerusalem”, “Palestinian”, “peace” in Figure 3.5(b)) or can be exclusive

to one variant (“jewish”, “secretary” or “nuclear” in Figure 3.5(b)) and appear in fewer

documents. Such terms are expected to reveal specific angles, viewpoints or facts (T1.2)

and it makes sense to place them deeper in the branches of the hierarchy. For instance,

B1 relates to the difficult diplomacy between Obama and Netanyahu and B2 concerns the

nuclear deal with Iran. Both B5 and B6 raise the possible benefit for Hilary Clinton, the

US Secretary of State and candidate for president elections, in case of successful meeting

between Obama and Netanyahu.

To build such a term hierarchy, the FPTree algorithm [Han 2004] perfectly matches

the needs described above. The lexicon of the topic is first sorted through the overlapping

degree of terms. In case of equality an alphabetical sort is applied to ensure a unique



74 Chapter 3. Method and model

global order for each topic. Every bicluster is inserted in the tree, starting from the root,

by maximizing the prefix commonality of every bicluster with regard to the global order

of terms. The first term in the sequence of the inserted bicluster that does not match an

existing path in the tree causes the creation of a new branch. A bicluster is placed at the

path matching its complete term sequence. It can be placed on leaves (e.g. B1,B2,B4 or

B5) or on internal nodes (e.g. B3).

Each path in the hierarchy is a unique sequence of terms describing one topic variant,

starting with the most common terms at the root level and ending with the most distinctive

terms in the leaves (T2.2). Moreover, each node in the hierarchy selects all the documents

of the corresponding overlapping biclusters (T2.3). For instance in Figure 3.5, the term

“abbas” appears in the five overlapping biclusters: B1, B2, B3, B4 and B5. The union

of the documents of these biclusters is the whole set. Next, the term “deal” appears in

two overlapping biclusters: B4 and B5. The union of the documents of these biclusters is

composed of documents #19768, #197786 and #197984. They constitute the maximal set

of documents that share the term sequence defined by the path starting from “clinton” until

“deal”. As the analyst moves deeper along the branches towards the leaves, the document

set under consideration melts down while the set of terms reaches its full extent.

Hence the nodes of the hierarchy correspond to the terms in the biclusters with different

overlap degrees. They can be viewed as articulation points that gradually guide the analyst

to specific topic variants. More generally, this hierarchical organization of biclusters aims

to help the analyst understand the commonalities and specificities of fine-grained topic

variants and possibly spot interesting facts or stories. While chapter 4 proposes coordinated

views to explore the nested bicluster structure proposed in this section, the next section

describes a numerical experiment that characterizes the structural properties of the topics

and gives statistical evidence of the differences between a biclustering approach and a topic

model approach.

3.4 Evaluation

The purpose of the journalists is to verify and generate hypotheses. This activity boils

down to the exploration of term co-occurrences shared by multiple documents. While

Bimax is leveraged to extract such co-occurrences at a granular level, the structure of the

enclosing coarse-grained topics may have an important impact on the results. For example,

it was found that topic overlaps harms the interpretation of topics [Sun 2014]. Before

delving into the setup of a time-consuming user study, we seek presently to understand

the influence of the chosen topic modeling technique on the characteristics of the resulting

topics. This understanding will further guide us in the choice of independent variables to

include in a controlled experiment comparing the influence of topic modeling techniques
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on the interpretability of topics by analysts. In this work, we focus on two methods, Coclus

and hLDA.

3.4.1 Protocol

Our system is flexible enough to integrate any topic extraction method producing consistent

sets of terms and documents, regardless of whether these sets are disjoint or have overlaps.

It currently supports the extraction of overlapping topics using hLDA and disjoint topics

using Coclus. In this section, we present an evaluation protocol allowing to understand in

details topic shape and quality as well as the shape of the resulting Bimax biclusters and

the corresponding term hierarchy built by the FPTree algorithm. We compare the Coclus

method with hLDA in order to first elicit their differences and determine which method

might better suit which user task. To this end, we have defined a set of bicluster metrics

listed in Table 3.3 associated to each topic k ∈ K. The first three metrics inform about

the size of the topics and the next three metrics about their quality in terms of compact-

ness, separability and density. For intra-cluster compactness we used Root Mean Square

Deviation. For the inter-cluster separability we used our own metric defined by the equa-

tion 3.4. In order to understand the co-occurrence structure of topics we propose several

metrics concerning Bimax biclusters. Typically, we report their abundance (NbCCs) and

how many terms/documents they cover in the topic. Finally, the term hierarchy given by

FPTree is expected to be easier to understand than a flat list of sequences (topic variants).

In such trees, deeper ramifications are expected to be more meaningful to the analyst than

shallow ones. The global BranchingFactor metric measures the complexity of the inter-

nal structure of topic variants. However, we also aim to understand fan-out patterns with

respect to the level/depth at which they occur. We then compute the branching factor at dif-

ferent levels of the term hierarchy (BrFact_L0-BrFact_L3). Wider initial fan-out patterns

Table 3.3: Intrinsic metrics computed for each topic.
Name Description
NbTerms log(|Jk|), logarithm of the number of terms
NbDocs log(|Ik|), logarithm of the number of documents
Size log(|Ik|.|Jk|), logarithm of the topic size
Density |Xk|

|Ik|.|Jk|
, with ∀eij ∈ Xk, eij 6= 0

Compactness
∑

i∈Ik,j∈Jk
(eij−ēk)2

|Ik|.|Jk|
, where ēk =

∑
i∈Ik,j∈Jk

eij

|Ik|.|Jk|
, Root Mean Square (RMS)

Separability
minl∈[1..K](1−sim(Xk,Xl))

maxl,l′∈[1..K](1−sim(Xl,Xl′ ))
, where sim refers to Equation 3.4

NbCCs Number of Bimax biclusters (βk)
TermCoverage Number of terms covered by at least one Bimax bicluster
DocCoverage Number of documents covered by at least one Bimax bicluster
NbDocsByCC (average) Number of documents in the Bimax biclusters
NbTermsByCC (average) Number of terms in the Bimax biclusters
BranchingFactor (average) Number of children of the internal FPTree nodes, the leaves being ignored
LastBranchingNode (average) The level in each bicluster branch where the last FPTree node has multiple children
BrFact_L0-BrFact_L3 The branching factor at each level of the FPTree
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suggest that the corresponding FPTree produces numerous linear sequences of terms with

few shared terms between documents, which may be equated to more diversity of stories

or events with short commonality. In contrast, narrower fan-out patterns close to the root

produce term hierarchies that may be explored more easily. Indeed, the topic variant are

grouped by longer common prefixes that can concern common stories or events.

For each metric we generated distribution histograms. The most informative ones are

shown in Figure 3.6, Figure 3.7 and Figure 3.8. Some of them (e.g. the metrics related

to the size) have a lognormal distribution. Moreover, we have identified several metrics

that are sensitive to topic size. To avoid any bias due to the topic size distribution, we

compared Coclus and hLDA through 14 fixed-size bins. We then applied a discretization

of 14 equal intervals on the log(Size) domain, in which statistics are computed for each

metric (Figure 3.7 and 3.8). The p-values generated using Student’s T-test are displayed

to assess the statistical significance of the samples. In the following analysis, we only

consider the comparisons having a p-value < 0.05.

In order to fairly compare Coclus and hLDA, we harmonized as much as we could

the pre-processing steps for both. We used a Python implementation of Coclus available

online2. We ran 200 trials because Coclus converges to a local optimum with a random

initialization step. We used the hLDA implementation shipped in Mallet [McCallum 2002]

with the default values of the hyperparameters and the number of iterations (α = 10, η = 1,

γ = 0.1, iter = 500). We set a fixed hierarchy depth = 5. For both Coclus and hLDA, we

used the tokenization provided by Mallet to build the TF-IDF matrix. Only the top 10,000

terms with the highest TF-IDF weights were kept.

Since Coclus needs the number of topics to be set a priori, we decided to use the

number detected automatically by hLDA from the data. By giving both algorithms the same

targeted number of topics, we make our best to present topics of comparable granularity to

the analyst eventually. By considering only the leaf nodes in the topic hierarchy of hLDA

and by keeping all the terms with a probability greater than 0, the obtained topics overlap

with respect to their terms but are disjoint document-wise. In contrast, Coclus builds

fully disjoint topics. To extract topic variants, we used our own implementation of the

incremental algorithm (see section 1.4.4) with the following parameters: MinRows = 2,

MinCols = 2, MaxBC = 10, 000 and τk = 0,∀k ∈ [1..K].

3.4.2 Dataset

We used a real dataset composed of news articles continuously aggregated in a database

from multiple online news sources (BBC, CNN, Reuters, France24, Egypt Independent and

Der Spiegel). We chose five time intervals lasting two weeks each as recapped in Table 3.4.

2https://pypi.python.org/pypi/coclust

https://pypi.python.org/pypi/coclust
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Table 3.4: Characteristics of the dataset
Period start date #Documents #Terms #Topics Coclus

NbCCs>0
hLDA
NbCCs>0

07/03/2016 3,738 55,983 99 92 98
04/04/2016 3,466 53,199 93 84 89
06/06/2016 3,467 52,775 109 95 109
04/07/2016 3,386 52,610 91 80 78
01/08/2016 3,498 53,118 105 93 99
05/09/2016 3,732 59,133 116 105 108

For each two-week period we ran both Coclus and hLDA, whose output is analyzed with

Bimax. We chose non contiguous time periods to reduce the effect of long-lasting news

stories that would result in very similar topics across two contiguous periods. The dataset

has a total of 1,130 topics having a nonzero number of Bimax biclusters (NbCCs > 0),

for which we also computed the metrics listed in Table 3.3.

3.4.3 Analysis

Our goal is to investigate the behavior of both Coclus and hLDA regarding the metrics

enumerated in Table 3.3. We start our analysis with the size distribution in Figure 3.6.

Firstly, we observe that the topic distribution of Coclus (in red) is right-skewed, with

more topics of small to medium sizes. The topic distribution of hLDA has a bell shape and

extracts more topics having a large size than Coclus does. Secondly, we aim to understand

which of NbTerms or NbDocs has the greatest impact on topic size. For hLDA (in blue),

the distribution of NbDocs is more spread and NbTerms shows a left-skewed distribution

with more topics in the higher value ranges. We also aim to get more detailed patterns for

topics of similar size in Figure 3.7(a). Unsurprisingly, NbTerms is higher for hLDA. This

Figure 3.6: Distributions and comparison of different metrics for all topics produced by
Coclus and hLDA. Note, for hLDA, the impact of its large topic size on the distributions of
DocCoverage, BranchingFactor, TermCoverage, NbDocsByCC and NbCCs. These metrics
need also to be compared with topics of similar size in Figure 3.7 and Figure 3.8.
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(a) Distribution and comparison of the size and quality metrics. For NbDocs, the difference observed in the
boxplot is not visible in the corresponding histogram in Figure 3.6.

(b) Distributions and comparison of metrics concerning Bimax biclusters discovered in each topic.

Figure 3.7: Comparison of Coclus and hLDA through different metrics (Shaded area for
p-value>0.05).
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Figure 3.8: Comparison of Coclus and hLDA through metrics concerning the term hierar-
chy (Shaded area for p-value>0.05).

observation can be explained by the numerous overlapping terms generated by hLDA and

its higher-order co-occurrences described in section 1.5 which in turn increase the topic

vocabulary. However, for Coclus the number of documents (NbDocs) is higher, as shown

in Figure 3.7(a). In this case, the simultaneous analysis of document and term vectors

achieved by Coclus favors consolidated co-occurrences (see Figure 1.2 page 15). Thus,

the topics extracted by Coclus tend to have more documents described by fewer, yet more

specific terms.

Next, we would like to understand how the metrics influence one another and whether

some of them explain the differences between Coclus and hLDA. To this end we used

Principal Component Analysis (PCA). The topics and the metrics are respectively plotted

through the first two components in Figure 3.9. Again, hLDA appears in blue and Coclus in

red. We first analyze the metrics that better explain topic variance. In Figure 3.9(b), the X-

axis sets apart two groups of metrics that are vertically centered (i.e they have no influence

on the Y-axis). These are, on the right, the metrics related to the topic size (Size, NbDocs,

NbTerms, NbBCCs) and, on the left, the quality metrics (the Separability, the Compactness

with RMS and the density). In Figure 3.6, the histograms show that Coclus topics tend to

be small, weakly compact (high RMS) and highly separable (high Separability). In contrast,

hLDA topics tend to be large with high compactness (low RMS) and a low Separability. In

Figure 3.9(a), the PCA projection of topics also reveals this pattern: on the left side, there
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Figure 3.9: (a) PCA Projection of topics (blue for hLDA and red for Coclus). (b) PCA
projection of metrics with strongly correlated groups (G1 to G7). (c) Interactive histograms
to sort the metrics according to their contributions on the X- and/or Y-axis.

is a higher concentration of red topics (Coclus) and on the right side there is a higher

concentration of blue topics (hLDA). We also observe in Figure 3.9(b) that a majority of

metrics are correlated with the X-axis (they all appear on the extremities of the X-axis)

and are thus sensitive to the size. This shows that the comparison of metrics through

the histograms is biased by the preponderance of large topics for hLDA. A more qualified

analysis of the metrics may be achieved by examining topics of similar size through the

boxplots. Figure 3.7(a) confirms the differences described above, associating hLDA with

higher compactness (lower RMS) and density values. This is an effect of the higher number

of terms associated with hLDA topics for a given number of documents. But, Coclus makes

for better separability due to its hard partitioning scheme.

So far, we analyzed the differences between Coclus and hLDA regarding topic shapes

and quality. We also want to understand their differences with respect to the characteristics

of the resulting Bimax biclusters, as this informs us on the properties of co-occurrence

patterns. The boxplots of the NbCCs metric in Figure 3.7(b) reveal that, in the lower

topic size ranges, hLDA leads to a higher number of biclusters than Coclus whereas the

opposite trend is observed with large topics. Indeed, the comparatively larger number of

terms provided by hLDA makes it easy to find common terms even in topics with a few

documents. But for topics with a greater number of documents, Coclus selects better the

documents sharing the terms related to the topics and surpasses hLDA regarding the number

of extracted Bimax biclusters NbCCs, i.e. the number of distinct lists of terms shared by

multiple documents.

In Figure 3.9(b), the PCA projection shows several groups of closely located metrics

that are strongly correlated. We then try to explain this correlations below. Groups G1

and G2 concern the quality of topics (compactness, separability and density) and the size

of topics (size, nbDocs, nbTerms) respectively. Group G3 captures three variables: Doc-

Coverage, NbTermsByCC and LevelOfLastBranching. In Figure 3.7(b), we observe that
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hLDA achieves higher document coverage than Coclus. In addition, NbTermsByCC and

LevelOfLastBranching follow the same crossing pattern as NbCCs. We discuss in detail

this crossing pattern and the advantage of hLDA in terms of DocCoverage in section 3.5.

In group G4, Coclus achieves higher TermCoverage and higher number of documents per

bicluster (NbDocsByCC). We conclude that Coclus finds more documents sharing term

co-occurrences. The superior term coverage suggests that the terms are more specific to

the documents.

Finally, the last three groups (G5-G7 in Figure 3.9) concern the properties of the term

hierarchy built by FPTree. In Figure 3.8, the global BranchingFactor shows larger values

for Coclus. In the first hierarchy levels, hLDA topics have more branches, i.e. higher values

for BrFact_L0 and BrFact_L1. This suggests that hLDA produces more linear sequences of

terms in the tree, which may be equated to more noisy terms or more diversity of stories

with short commonality. In the next levels (starting from BrFact_L3), Coclus topics are

more ramified in the medium and large topic categories. We thus expect the Coclus term

tree to be more easily explored. Below we discuss the most significant differences found

between Coclus and hLDA and anticipate their impact on the journalist tasks.

3.5 Discussion

The first difference we found is that hLDA extracts larger topics, mainly due to their larger

number of terms. This can be explained by the fact that hLDA identifies more high-order

co-occurrences. This difference has an impact on most other metrics. Indeed, the higher

the number of terms in topics (i.e. hLDA method), the more likely they will occur in its doc-

uments. This explains the advantage of hLDA in terms of compactness and density, but also

the higher document coverage achieved by the Bimax biclusters. However, the higher the

branching factor in the first levels of the term hierarchy the fewer the common terms found

in Bimax biclusters. Nevertheless, we expect the higher-order co-occurrences fetched by

hLDA to lead the journalist to examine a greater variety of documents and to explore more

distant relationships through the term hierarchy. Therefore, we expect hLDA to be well

suited for the diversification process of journalists as it would favor serendipitous findings,

and hypothesis generation, in line with previous work by Alexander et al. [Alexander 2014]

using LDA. This expectation comes with the caveat that large hLDA topics will generate an

overwhelming quantity of linear sequences of terms that is difficult to explore, even with a

tree visualization.

Secondly, a thorough analysis of the metrics for a given topic size shows that Coclus

topics have comparably more documents. This observation is explained by the bicluster-

ing mechanism which promotes consolidated co-occurrences. As opposed to the previous

observation about hLDA: the higher the number of similar documents in topics, the higher
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the chance to find documents sharing term co-occurrences. Hence, Coclus leads to Bimax

biclusters with more documents.

In addition, we observed earlier that several metrics feature a crossing trend as the

topic size grows, in particular the number of Bimax biclusters (NbCCs), the number of

terms in each bicluster (NbTermsByCC) and the average of the deepest ramification level in

the term hierarchy (LevelOfLastBranching). These metrics capture respectively document

relationships as characterized by the abundance of term sequences, the length of these

sequences and the depth of the ramifications (long vs. short commonalities). It appears

that for these criteria, hLDA surpasses Coclus regarding small topics. But hLDA produces

large topics when dealing with major news stories much more than Coclus. In this case,

the chained relationships of the higher-order co-occurrences bring more noise with hLDA. In

contrast, Coclus finds terms that are specific to more documents, surpassing hLDA for the

same criteria when dealing with large topics. Coclus deals better with major news stories

by locating more specific topic variants with slight differences. Moreover, in every topic

size range, Coclus finds term co-occurrences shared by more documents, strengthening

the evidence backing the working hypothesis of the journalist.

3.6 Conclusion

The proposed approach relies on a nested biclustering structure extracting coarse-grained

topics and breaking them into fine-grained topic variants. This structure is exploited by

every analytic component of the visual analytics software detailed in chapter 4. It supports

multiple topic extraction methods delivering any top-level topic shapes. A new similarity

metric developed for both overlapping and disjoint biclusters allows to depict topic fron-

tiers and relationships. The numerical experiments examines multiple intrinsic metrics to

characterize the properties of the coarse-grained topical structure of both hLDA and Coclus.

We found that hLDA extracts more high-order co-occurrences of terms and identifies more

distant document relationships. We expect this to be useful to refine a hypothesis or gen-

erate new ones, but it tends to generate more noise with major news stories. In contrast,

Coclus spots more specific term co-occurrences shared by multiple documents. It handles

better major news stories and is expected to better serve hypothesis verification. The result

of this numerical experiment allowed us to express hypotheses for the design of the user

study described in chapter 4. In addition, topic size must be considered as an independent

variable to fairly assess the quality of the topic interpretation given by both methods.

The next chapter gives more details about the design rational of the proposed visual-

izations.
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4.1 Introduction

We propose a visual analytics approach, built in collaboration with an analytic journalist,

supporting the exploratory analysis of a corpus of free texts gathered during the journalist’s

back-grounding work. Even when the corpus includes thousands of documents, analytic
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Figure 4.1: The nested structure delivered by our hybrid biclustering approach. (a) The
diagonal biclusters (topics) denoted Xk,k, k ∈ {1, 2, 3} and the confusion blocks for each
pair denoted Xk,l, k ∈ {1, 2, 3}, l ∈ {1, 2, 3}. (b) Bimax biclusters delivered for one topic.
(c) The biclusters organized in a prefix-based term hierarchy and the documents retrieved
at each node (the union of the documents sets in the biclusters of the subtree). If the terms
of a bicluster do not contains an existing prefix a new branch is created which can involve
redundancy, e.g. {t5, t2} ⊂ {t3, t4, t5, t2}.

journalists seek to be exhaustive without wasting time reading every document. Our so-

lution aims to address this issue by supporting the analyst in carrying out two high-level

tasks: 1) search the documents that verify a given hypothesis and, 2) identify new angles or

viewpoints that makes him/her refine or generate a new hypothesis that better fits the facts

found in the data.

A first challenge is to avoid the analyst to read all documents for identifying such facts,

angles or viewpoints. This challenge can be tackled by summarizing text corpora into

multiple topics. Second, the journalists seek to identify multiple sources sharing common

facts, angles or viewpoints concerning stories of interest. This can consist in analyzing all

relationships between documents, and in identifying the terms they share. Ultimately the

analyst aims to identify fragments of textual contents related to her working hypothesis.

A majority of visual analytics solutions are based on topic models derived from La-

tent Dirichlet Allocation [Blei 2003] and Non-Negative Matrix Factorization [Lee 1999,

Choo 2013]. With these models, the semantic meaning of topics is often represented by

the N most frequent terms. However, recent work [Alexander 2015] shows that “a topic is

more than the top 10 words”. The authors argue that, to ensure that a topic model relates

the semantic of the documents, it must reflect “the subtle patterns of co-occurrences”. The

visual analytics tool described in this chapter leverages the advantages of the nested struc-

tures described in chapter 3 (see Figure 4.1) to provide multi-resolution analysis starting

with coarse-grained topics and focusing on fine-grained topic variants.

While we can typically identify more than 50 coarse-grained topics in a corpus con-



4.1. Introduction 85

taining thousands of documents, the analyst must quickly locate topics of interest and un-

derstand their relationships. A major visualization issue is to organize topic terms in such a

way that they give sufficient context to understand the meaning of the contents while show-

ing structural patterns such as the importance of topics and their semantic relationships. To

this end, we propose a novel visualization named Topic Weighted Map that depicts all ex-

tracted topics in multiple tag-clouds, while reflecting their relative size and similarity.

Another challenge has to do with the exploration and the interpretation of the numer-

ous overlapping Topic Variants (Bimax biclusters) sharing many terms and documents. To

address this issue we designed a hierarchical visualization showing term overlaps. This

approach gives an overview of all topic variants while limiting their term redundancy and

conveying their commonalities and specificities. The topic analysis through these vari-

ants focuses the work on a preselection of documents potentially useful for the journalist

inquiry.

The latent topical structure shaping the Topic Variants found within each topic is de-

termined by the upper-level topic extraction method. However, previous work does not

provide clear recommendations regarding the choice of topic extraction methods to lever-

age analyst’s tasks. The current work contributes to establish this kind of recommendation,

according to the topic extraction method and the intrinsic properties of the extracted topics.

Indeed, our system can constitute a common base to investigate the influence of the topical

structures elicited by alternate topic models on the comprehension of topics and their vari-

ants by the analyst. First, we evaluated the usefulness of our system and the feasibility of

investigative journalists’ tasks through a usage scenario and a qualitative evaluation with

an expert. Second, we conducted a controlled experiment that compares the interpretation

quality of topics extracted by two methods; the first is Coclus [Ailem 2016], a diagonal

biclustering method, and the second is the probabilistic Hierarchical Latent Dirichlet Al-

location (hLDA) [Griffiths 2004]. Thereby we provide evidence of their differences from

an analyst’s perspective and identify the characteristics making either method suitable to

tasks of investigative journalists.

Our contribution is manifold:

1. We designed a multi-resolution approach for the analysis of text corpora; it supports

journalist’s top-down and bottom-up analytical processes. We demonstrated the use-

fulness of our system through a usage scenario and a qualitative evaluation with an

expert user.

2. We experiment Bimax with textual data and allow the analyst to control its parame-

ters.

3. We propose a hierarchical model leveraged by coordinated multiple views allow-

ing to explore numerous overlapping term-document biclusters, handling their term

redundancies and conveying their commonalities and distinctive traits.
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4. We propose the Topic Weighted Map, a novel topic visualization based on multiple

tag clouds nested in a treemap reflecting their size and their relative similarity.

5. We conducted a controlled experiment investigating the impact of two topic extrac-

tion methods and their topical structure on the comprehension of topics and topic

variants by analysts.

In the rest of this chapter, we recall the tasks under consideration and describe the visual

components of the software system we implemented to meet this need in section 4.2. The

visual encoding and the design rational are described in section 4.3. A usage scenario and a

qualitative evaluation are reported and discussed in section 4.4. The controlled experiment,

its results and the related discussion are described in section 4.5. Finally, we conclude our

work in section 4.6.

4.2 System overview

4.2.1 Workflow and tasks abstraction

Our system has been designed following Munzner’s four-level nested

model [Munzner 2009] as described in section 3.2. We recap the process of inves-

tigative journalists [L. Hunter 2011]:

• Mapping the subject: during this process, the journalist gets an overview of the

subjects of inquiry.

• Focus: the journalist focuses the investigation on a specific aspect to identify facts,

viewpoints that validate, refute or refine her hypothesis.

• Diversification: the journalist looks one step farther from the targeted object, hoping

to find unexpected information and new angles of analysis. This step is important to

ensure that she does not miss essential information that could call into question the

initial hypothesis.

While this workflow is presented linearly, it is actually intertwined and repeated during

journalists’ investigations. We took these processes into account as we designed our sys-

tem. We also recall the tasks defined in section 3.2:

T1 Summarize the corpus to identify topics of interest and aspects to investigate.

T1.1 Understand and locate topics of interest

T1.2 Understand and identify topic variants to find facts and viewpoints related to

stories or events.

T2 Find the documents that verify an aspect of the working hypothesis.

T2.1 Select topic variants of interest related to specific facts, angles or viewpoints /

filter out the rest.

T2.2 Identify common and distinctive terms/documents of topic variants.
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T2.3 Retrieve the documents related to the topic variants / read raw original text /

identify terms of a given topic variant in the text.

T3 Identify new angles or viewpoints to refine or generate new hypotheses that better fit

the facts discovered in the text content.

T3.1 Identify the most similar topics.

T3.2 Identify terms of interest for queries.

T3.3 Identify topic variants sharing documents/terms of interest.

4.2.2 Four visual components

The tool presented in Figure 4.2 supports topic exploration at multiple resolutions, from

coarse-grained topics down to raw text within documents. It relies on the nested structure

built with the hybrid biclustering approach described in chapter 3 and summarized in Fig-

ure 4.1. It comprises four visual components shown in Figure 4.2 that cover all the tasks

described in section 4.2.1: the Topic Weighted Map (1) and the Topic Variant Overview

(3), the Topic Variant Comparator (4) and the Document Detail View (5). The analyst

starts his work by inspecting the Topic Weighted Map to get an overview of all the topics

(T1.1) extracted from the corpus by a diagonal biclustering algorithm. By selecting a topic

of interest, Topic Variants are then captured by an overlapping biclustering algorithm and

organized hierarchically with respect to their common terms (3.1). The analyst can then

explore all Topic Variants through a sunburst visualization (T1.2).This visualization is used

to start the focus process aiming to verify specific aspects of the working hypotheses. The

analyst can then filter the Topic Variants by keyword and hide uninteresting variants (T2.1).

Next, a subset of Topic Variants can be chosen for further inspection in the Topic Variant

Comparator (4). This view shows a matrix representation of the distribution of terms (4.1)

and documents (4.2) within the selected topic variants (T2.2). Various sorting strategies

(4.3) provide alternate insights, helping the journalist to find the most informative terms.

Finally, the lowest level of detail (5) displays the raw textual content of the retained docu-

ments (T2.3), giving a precise semantic context to all upper level visualizations. Obviously,

documents remain the ultimate material used by a journalist to evidence his hypotheses.

The diversification process is supported through multiple interactions combined to pro-

mote serendipity. Firstly, in the Topic Weighted Map, the analyst can browse the vicinity of

a topic of interest and follow the suggested links with adjacent topics to deepen the inves-

tigation (T3.1). Secondly, the term hierarchy visible in the Topic Variant Overview reveals

meaningful terms suggesting new keyword combinations for search queries T3.2. Thirdly,

Topic Variants are highlighted in the Topic Variant Overview when they share terms or doc-

uments explored in the Topic Variant Comparator or in the Topic Variant Overview itself

(T3.3).
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Figure 4.2: The 1st version of our visual analytics tool and its components. The Topic
Weighted Map visualization (1) shows 50 topics extracted from online news between Nov.
2 nd and Nov. 16 th , 2015. The topic selected in the Topic Variant Overview (3) is about
the U.S. presidential elections. Five topic variants concerning Hillary Clinton have been
sent to the Comparator (4) and the term “Obama” is hovered.
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Through a Web architecture our tool is implemented in Java, Scala and Python for the

backend, and in Javascript (D3.js) for the visualizations. The tool presented in Figure 4.2

is the first version we have developed. This version has been presented to an investigative

journalist for a qualitative evaluation as described in the section 4.4.2. The collected feed-

back allowed us to identify limitations of the first version that have been addressed in the

second version presented in Figure 4.8. In the rest of this chapter, we present the state of

the second version of our tools. The next section describes in detail our visual encoding

design.

4.3 Visualization Design

4.3.1 Topic Weighted Map

One of the challenges we address is to avoid the expert to read every document. We sum-

marize the corpus by extracting coarse-grained topics as presented in chapter 3. On the

one hand, the extracted topics must group documents that concern the same topics and also

select the terms that are consistent for these documents. On the other hand, the topics must

deliver a meaningful subspace for the second level of biclustering that extracts all topic

variants.

In order to convey a bird’s-eye view of the topics enclosed in the corpus, we define a

novel visualization, called Topic Weighted Map (Figure 4.2(1)) which combines: 1) an

MDS projection of topics in the 2D plane generating spatial coordinates used by 2) a

Weighted Map visualization (a spatially consistent variant of treemaps) where each node

is depicted by 3) a word cloud. For instance, Figure 4.2(1) represents 50 topics extracted

from online news between Nov. 2nd and Nov. 16th, 2015. Topic size is proportional to

the number of terms and the number of documents it involves, characterized as follows:√
|Ik| × |Jk|. Topic proximity in the 2D plane reflects topic similarity. We discuss the

building blocks of the Topic Weighted Map visualization in detail below.

Topic word clouds. The diagonal biclustering step extracts topics, each grouping a set

of terms that are consistent with respect to a set of documents. Rather than displaying the

top N terms for each topic, we consider all terms and show their relative importance within

the topic. To this end, we use a tag cloud visualization to depict each topic. The size of a

term is mapped to an interest criterion (Interest(j)) based on the sum of its TF-IDF weights

(see equation 1.1) across all documents belonging to the topic.

Interest(j) = log (1 +
∑
i∈Ik

eij), ∀j ∈ Jk (4.1)
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Figure 4.3: (a) The large tag cloud concerns news about U.S. presidential campaign. (b)
The small tag cloud contains two distinct stories. The first concerns articles about the
danger of betel nuts consumption in Taiwan and the second concerns the bankruptcy of the
South Korean firm Handjin Shipping.

The log transformation is applied to better distinguish the differences in the lower end of

the range. The color intensity is mapped to the number of documents containing the term

in the topic, the darker the more documents. Through this visual encoding, the analyst can

quickly identify various patterns of interest such as: a) contrasted terms which are typical

of alternate viewpoints, e.g. those with a strong interest in few documents (large words

with a light color like “betel” in Figure 4.3b); b) terms with a strong interest but appearing

in many documents (large words with a dark color like “trump” in Figure 4.3a). We used

the word cloud layout implemented by Davies in D3.js [Davies 2013].

Treemap of word clouds. In order to make sense of dozens of extracted topics, it is

tempting to nest the individual word clouds described earlier in an overarching treemap

structure. A more meaningful display can yet be obtained if topic similarity and topic

relative weight are taken into account. Inspired from the underlying matrix model, we set

topic weight to be the size of the corresponding bicluster (the product of the number of

terms and the number of documents in our case). In turn, topic similarity can be captured
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by an MDS projection of the topic similarity matrix computed with our similarity metric

defined by equation 3.4 in page 70. The resulting set of 2D coordinates and weights then

serve to generate a Weighted Map layout, a variant of treemaps proposed by Ghoniem et

al. [Ghoniem 2015] for georeferenced hierarchical data. In the resulting Topic Weighted

Map visualization in Figure 4.2(1), each rectangle encloses a word cloud, rectangle size

conveys topic importance and rectangle proximity conveys topic similarity.

Through this visualization, the analyst can get the broad picture of the topics cov-

ered in the corpus, locate topics of interest, and browse the vicinity of a topic to discover

similar topics. In addition, topic relationships are also shown on demand by overlaying

links [Fekete 2003] to the 5 most similar topics when the mouse hovers over a given topic.

Link color encodes the strength of the relationship based on equation 3.4 in page 70. These

links engage the analyst more actively into exploring related topics. Because larger topics

tend to “attract” smaller ones when using our similarity measure, we first filter the top 20

similar topics based on link reciprocity (both topics must appear in each other’s top 20

similar topics). Then, we only show the top 5 among the remaining candidate neighbors.

At this point, the analyst can click on a topic in order to drill down and explore all

document relationships through the Topic Variant Overview.

4.3.2 Topic Variant Overview

The Topic Variant Overview is designed to explore a large number of topic variants, i.e. bi-

clusters uncovered by Bimax within a topic of interest. The purpose is to search for multiple

sources that relate the same facts or the same stories. Under the Maximal Inclusion con-

straint (Proposition 2), Bimax results in all the optimal consolidated co-occurrence patterns

(see Figure 1.2) satisfying the exhaustiveness required by journalists. However, the ex-

haustiveness of Bimax finds an overwhelming number of biclusters that overlap each other

with respect to some of the terms and documents they contain, causing major interpretation

issues.

In order to make sense of the large number of Topic Variants and their overlaps, we

designed an interactive hierarchical visualization (see Figure 4.4). Indeed, the study of

Dou et al. [Dou 2013] shows that the hierarchical exploration of topics is more effective

than flat exploration based on lists. In addition, the hierarchy of clusters proved to be

attractive for journalists in the Overview system [Brehmer 2014]. This is why we also

adopt a hierarchical approach for the exploration of Topic Variants.

In fact, providing an overview of overlapping biclusters consists in finding a trade-

off between 1) representing repeated terms once, and having to draw explicit links be-

tween terms or contours around them, producing clutter (node-link views or parallel co-

ordinates [Santamaría 2008], bipartite graphs [Sun 2015]), which complicates bicluster
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identification; 2) duplicating redundant terms when representing biclusters, e.g. in ma-

trix views [Heinrich 2011, Streit 2014], which impedes the identification of common and

distinctive elements of biclusters. The hierarchical visualization enhanced with the inter-

actions proposed below embodies this trade-off and allows topic variants to be identified

individually (T1.2, T2.1) as well as trough their common and distinctive terms (T2.2).

The semantic of a Topic Variant is mainly interpretable through its terms. So we pro-

pose a hierarchy of terms that organizes Topics Variants (the biclusters) based on their over-

laps (schema (c) in Figure 4.1). The design rational of the term hierarchy and the adequacy

of the FPTree algorithm [Han 2004] is already raised in section 3.3.3.2. We only describe

the visual design and associated interactions leveraging the tasks defined in section 4.2.1.

We represent the resulting term hierarchy using a Sunburst visualization [Stasko 2000]

implemented with D3.js [Bostock 2013]. The radial tree representation benefits from in-

creasing space as we move away from the center, coinciding with an increased number of

nodes due to branching. In Figure 4.4, each branch represents the complete term sequence

of one Topic Variant. The hierarchy organizes the multiple term sequences shared by mul-

tiple documents and gives access on demand to the relevant documents (Document Detail

View (5) in Figure 4.8) at different levels of topic granularity (T2.3). In the Document

Figure 4.4: The Topic Variant Overview resulting from a topic about local elections in
Germany in September 2016. Two variants are shown concerning the event.
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Detail View the content can be expanded to understand the specific meaning of terms from

their context and the terms are highlighted in distinct colors to quickly locate them in the

text. A first goal is to find informative terms and associated documents that can confirm or

disprove the working hypothesis (T2). A second goal is to suggest combinations of terms

to help the analyst to find unexpected viewpoints or to express queries (T3.2).

As the analyst hovers over a node, the related root-to-leaf path of the topic variant is

materialized by a directional labeling, an overlay red radial line like in Figure 4.4 starting

from the center and extending outwards. Node labels are placed alongside, through differ-

ent layouts chosen by the user: on the left side, on the right side or alternatively on both

sides of the red line (see Figure 4.8(3b)). While the latter layout is less efficient for reading

sequences of terms, it optimizes their placement at their node position and reduces the la-

bel overlaps. Label orientation is adjusted to always obtain comfortable reading angles as

described in Figure 4.5. For easier comparison across topic variants (T3.3), hovering over

a term highlights it in red in all branches where they occur throughout the Sunburst (see

Figure 4.4).

Figure 4.5: Label orientation changes automatically according to the angle of the ray and
the label alignment.

We adopted this on demand labeling strategy to avoid the visual clutter that occurs when

all the terms in the Sunburst are simultaneously displayed. In the first version we used for

the qualitative evaluation with a journalist (see section 4.4.2), we labeled the hovered node

only. The sequence from the root until the hovered node was displayed on the right hand

of the Sunburst as a breadcrumbs trail. Through this first approach, the journalist felt lost

and disorientated in the sunburst. The directional labeling described above addresses this

issue and have been developed in a second version of our tool used for the controlled ex-

periment presented in section 4.5. None of the participants to this study was disturbed by

the directional labeling. Indeed, it displays better the context of the whole term sequence
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at the hovered position during the exploration. The analyst can quickly scan through many

topic variants to spot interesting events or stories (T1.2) as well as common and distinctive

sub-sequences of terms (T2.2). For example, Figure 4.4 shows two scanned topic variants

both sharing the terms (“angela”, “merkel”, “germany”, “afd”, “election”), which tells that

the topic is about elections in Germany. The titles of the documents informs that they con-

cern a specific story: the situation of the political party of Angela Merkel (CDU) in view of

the local election held in Germany in September 2016. By analyzing the short differences

between the scanned topic variants, we found two angles, among others, concerning the

event. One discusses the defeat of Merkel’s party in the Mecklenburg-Vorpommern state

(Merkel’s district), and the second relates a debate about the responsibility of Merkel’s

immigration policy for the defeat.

We propose three interaction modes to further support tasks targeted in section 4.2.1.

These modes can be chosen as shown in Figure 4.8(3d).

1. The Document distribution mode allows the analyst to highlight in shades of orange

all paths containing at least one of the documents associated with the clicked node

(see Figure 4.6a). This points the analyst to new topic variants sharing the selected

documents (T3.3). These new Topics Variants can bring new documents together

with ones already known, revealing new angles, new facts or viewpoints.

2. The Filtering mode shows the paths that contain all the terms entered in the search

field. The paths from the root to the deepest term of the query are colored in shades

of blue in Figure 4.6b. All other nodes remain shaded in gray (T2.1). At any time,

the topic variants that are grayed out can be interactively hidden/unhidden.

3. The Select for comparison mode sends the paths of the clicked nodes to the

Topic Variant Comparator visible in Figure 4.6c. The nodes belonging to these

paths/variants appear in shades of blue in the Topic Variant Comparator view while

other nodes remain in gray shades. The Topic Variant Comparator gives the analyst a

detailed view of the selected topic variants to better identify common and distinctive

terms/documents (T2.2,T3.3).

4.3.3 Human in the loop

As described in section 3.3.3, the number of Bimax biclusters increases when the size and

the density of the matrix grow, causing drops in execution time. We tackle such issues in

the Topic Variant Overview through an iterative process where the analyst can modify the

parameters of Bimax (see (1) Figure 4.8) and adapt the results depending on the shape of

each topic. Following the visual analytics principle, we then enable the analyst to steer the

Bimax algorithm until useful results are found.
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Figure 4.6: Interaction Modes. a) The orange biclusters contain any document selected by
the clicked node “Israel”. b) The biclusters not matching the term “Israel” are filtered. c)
The bicluster colored in blue is sent to the topic variant comparator.

The parameters that the user can tweak for each topic are recalled below. A config-

urable binarization threshold can be defined on the TF-IDF matrix to reduce the density of

the matrix, and its dimensionality. In addition Bimax takes three parameters: the minimum

number of rows (MinRows) and the minimum number of columns (MinCols) per biclus-

ter, and a maximum number of biclusters fixed to stop the algorithm (MaxBC). Increasing

MinCols ignores co-occurrence patterns with too few terms, which could be considered

irrelevant. Increasing MinRows ignores the term co-occurrences found in too few docu-

ments. By default, our system considers biclusters having at least 3 terms co-occurring in

at least 2 documents. For all coarse-grained topics, Bimax is run with the same default

parameter values.

We observed empirically using text datasets that the time performance drops drastically

as the number of biclusters reaches 10,000, which we use as the default value of MaxBC.

This parameter is used to stop Bimax when the density or the size of the matrix are too

large, hence leading to a huge number of biclusters and significant drops in runtime. In

this case, the user cannot by any means exploit the overwhelming results. The density of

the topic matrix must then be reduced by raising the binarization threshold to keep only

the most meaningful entries given by the TF-IDF weights. For the sake of clarity, we call

this threshold “Interest threshold”. The analyst may easily understand that it must be raised

to keep the most interesting variants only. Conversely, if the number of Topic Variants is

low, the threshold must be lowered to include more topic variants. We note the importance

of using a binary matrix at this step. The binarization component is greatly flexible and

can accommodate any weighting scheme (not only TF-IDF) combined with any query that

captures user needs and prior knowledge in order to retain the matrix entries to be processed

by Bimax.

In Figure 4.7, we visualize the effect of varying each parameter separately on the term

hierarchy built from the U.S. presidential elections topic. After each parameter variation,

the root node “Obama” is clicked to highlight in orange the distribution of the selected
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documents. With the default parameters (MinT = 3, MinD = 4, τk = 5), only the first

levels of the 13,000 biclusters are visible in the sunburst visualization. Increasing both τk
and MinT reduces the dispersion of the documents concerning “Obama” (see the path in

shade of orange in the Figure 4.7), but the changes of τ maintain the variety regarding the

number of terms per variant. As MinD increases, the number of terms per variant tends to

be reduced but the documents selected by the node “Obama” remain largely dispersed in

the biclusters until the node disappears.

Figure 4.7: Number of biclusters as the parameters of Bimax vary.

This set of parameters enables the analyst to drive Bimax until interesting insights are

found. The nested structure obtained in this fashion allows the analyst to explore all docu-

ment relationships within topics, which could potentially reveal interesting facts or stories.

The next section describes the visualization designed to compare selected topic variants.

4.3.4 Topic Variant Comparator

The Topic Variant Comparator (Figure 4.8 (4)) is a workspace where the analyst can store

and remove Topic Variants of his choice. It provides multiple interactions enabling the user

to find meaningful terms documents. Both the Topic Weighted Map and the Topic Variant

Overview reveal informative terms at their respective level of detail. The first reveals the

most interesting ones at the granularity of coarse-grained topics. The second proposes a hi-
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erarchy of terms that drives the user toward Topic Variants of interest. Discovering thereby

sets of terms shared by multiple documents is a first means to identify meaningful terms

related to stories or facts. However, the hierarchy shown in the Topic Variant Overview

organizes the terms of topic variants based on the prefix commonality of term sequences in

the related Bimax biclusters, the order of terms in the sequences being determined by the

overlap degree of terms in the biclusters of the topic. The Topic Variant Comparator com-

pletes this view by supplying multiple sorting strategies offering multiple perspectives. The

analyst can hence better understand the Topic Variants and identify the most informative

terms as shown in Figure 4.8.

Figure 4.8: The 2nd version of our tool. The selected topic concerning an event in France :
four women have been arrested after they fail a terrorist attack in Paris near Notre Dame
Cathedral. Multiple topic variants have been sent to Topic Variant Comparator. In the
matrix view, the terms are sorted by the number of documents in which they appear and the
color of cells are mapped to the TF-IDF metric. Thereby, we hence identify the terms that
are representative to few documents. We found “Kassim” (hovered term colored in red)
being the name of the instigator of multiple attacks in France. He communicated with the
women through “telegram” (the term just before “Kassim”), a messaging application.
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In Figure 4.8 (4), the Topic Variant Comparator displays Topic Variants as columns

in a matrix visualization. The matrix is split horizontally in two parts. In the upper part

(4a), rows correspond to the terms occurring in the Topic Variants; the cells are colored in

shades of blue. In the lower part (4b), rows correspond to documents containing theTopic

Variants; the cells are colored in shades of orange. Obviously, we keep the same color

palettes as in the Topic Variant Overview for consistency (term related information in blue

and document information in orange). For each term, three metrics are computed:

1. the bicluster overlapping degree (#Variants) arranges the terms in the same order as

in the branches of the hierarchy,

2. the degree of interest of terms is based on the TF-IDF weights,

3. the last metric is the number of documents where the term occurs within the topic.

More details of the last two metrics are given in section 4.3.1. These metrics, shown on the

left hand side as barcharts (4c), enable multiple term sorting strategies. We also provide

an alphabetical sorting for fast term lookups. In addition, the user can choose through a

checkbox either of these metrics to display in the matrix cells (4d), either in a barchart mode

or in heatmap mode (4e). The different combinations of sorting strategies and displayed

metrics provide multiple perspectives on the data. This allows the analyst to focus the

investigation on the most informative terms. For instance, the journalist can sort the terms

by interest and display the number of documents to identify meaningful terms occurring in

few documents within the topic. In Figure 4.8, the term “kassim” has been found by this

mean. When she sorts the terms by the bicluster overlap degree, and shows the degree of

interest metric, the journalist can identify meaningful terms that are specific to few Topic

Variants.

The hover interaction in the Topic Variant Comparator is synchronized with the Topic

Variant Overview. The hovered terms are colored in red in both and their path is highlighted

from the root. The hovering is also synchronized in the list of terms in the Topic Variant

Comparator. The hovered terms are colored in red and their path in blue. By clicking on a

matrix cell, the selected documents are listed in the Document View (5).

The bottom part of the matrix (4b) shows the document distribution. Only two met-

rics are proposed: an interest measure based on the TF-IDF aggregated row-wise and the

number of terms in the topic variant for each document. In this part of the matrix, the

interactions take place at the column/variant level. The hover interaction highlights the

complete path in the Topic Variant Overview as well as in the Topic Variant Comparator.

By clicking on any (orange) cell of a column, all documents of the corresponding Topic

Variant are listed in the Document View. The labels of the selected documents are colored

in orange in the list.

These interactions are designed to help the user compare the Topic Variants (T2.2) and

identify terms and documents being shared or specific (T3.2, T3.3). We can also support
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the diversification process. For instance the journalist can hover over an interesting term

for further investigation, and identify new variants to add in the workspace (T3.3). For

instance, in Figure 4.8, “kassim” has been hovered (red term in the Topic Variant Com-

parator). The highlighted terms in the Sunburst (3c) allows to locate new topic variants

potentially interesting to add in the comparator.

4.4 Evaluation

The first version of our tool (Figure 4.2) has been evaluated in two ways. Firstly we present

in the next section a usage scenario that explores a corpus of 3,992 news articles. Secondly

we conducted a qualitative evaluation with an analytic journalist. We describe our method

and our results in the section 4.4.2.

4.4.1 Usage scenario

This usage scenario shows how our tool is used to explore a large data set, and demon-

strates its ability to generate, refine and verify hypotheses. A video related to this scenario

is provided with comments in french (https://youtu.be/rj9YrTMPClQ). The data set

is composed of 3,992 news articles aggregated from multiple online news sources (BBC,

CNN, Reuters, France24, Egypt Independent and Der Spiegel) between the 2nd of Novem-

ber 2015 and the 16th of November 2015. We extracted the topics with Coclus a diagonal

biclustering algorithm [Ailem 2016]. We performed multiple tests and found the best mod-

ularity value to be 50 biclusters or topics. In Figure 4.9, the Topic Weighted Map shows

these 50 topics. Despite the variety of topic sizes and the broad range of topics, we observe

that similar topics are located close together. For example, there are two football related

topics close to one another, and two astronomy topics at the top of the figure. On the right

side, the large topics depict the most treated events in the news for that period (the crash

of a Russian airplane in Egypt, the American presidential elections, the war in the Middle

East, the immigrant crisis, and the terrorist attack in Paris). The topic related to the Amer-

ican elections attracts our attention. The tag cloud contains large terms in dark blue such

as “president”, “debate”, “candidate”, “clinton”, “trump”. It contains also large terms in

lighter shades of blue such as “netanyahu”, “israel”, “palestinian”. Recall that the lighter

terms are found in less documents in this topic than the darker ones.

By clicking on the topic, the Topic Variant Overview displays a sunburst (Figure 4.2)

containing 1,163 Topics Variants (leaf nodes). By hovering over the nodes at the center

of the hierarchy we discover the most shared terms among the Topic Variants: “republi-

can”, “clinton”, “rubio”, “israel”, “trump”, “debate”, “candidate”. The terms are all clearly

related to the US presidential campaign except “israel”. We hypothesize that Israel is a

https://youtu.be/rj9YrTMPClQ
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Figure 4.9: The Weighted Topic Map shows 50 topics extracted from 3,992 news articles
aggregated from multiple online news sources between the 2nd November 2015 and the
16th November 2015. One of the links highlighted from the topic about Ebola targets
another topic about health being far away.

topic debated between candidates. We then explore the relationships between documents

to explain why Israel may be related the US election topic. We first use the Document

distribution mode to know if the documents linked to the Topic Variants matching the key-

word “israel” also appear in the Topic Variants related to the US elections. By clicking on

the central node “israel”, certain Topic Variants (branches) are selected in orange. Some of

them have a common path “clinton”, “hillary”, “obama”, “israel”, “israeli”, “netanyahu”.

We can hence quickly distinguish the Topic Variants specific to Israel from those linking

the US elections to Israel.

Next we use the Filtering mode and hide Topic Variants of the elections that don’t

contain “israel”. The result is shown in Figure 4.10(a). Then we decide to compare all Topic

Variants containing “clinton”. We switch to the mode Selection for comparison and add

all the variants with “clinton” in the Topic Variant Comparator (Figure 4.10(b)). We chose

to sort the terms by the number of enclosing variants and to display the degree of interest
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metric in the matrix cells. Some patterns emerge from the matrix. First of all, the terms

shared by all variants helps focus on the topic: “clinton”, “hillary”, “obama”, “israel”,

“israeli”, “netanyahu”, “settlement” and “abbas”. In the middle, one Topic Variant groups

all these shared terms and all documents. By quickly reading the titles of the documents,

we identify an event : “Netanyahu meets Obama at the White House”.

In Figure 4.10(b), the two Topic Variants on the left have specific terms: “palestinian”,

“diplomacy” and “peace”. One of them contains the term “nuclear”. These variants group

three documents evoking difficult diplomacy between Obama and Netanyahu. The term

“nuclear” refers to their disagreement about the nuclear deal with Iran. On the right, two

variants have other specific terms: “president”, “secretary” and “jewish”. These two vari-

ants bring in a new document from CNN (id=197786) titled “Obama-Netanyahu could

benefit Hillary Clinton”. The author anticipated that a successful meeting between Obama

and Netanyahu could influence Jewish voters for the benefit of Hilary Clinton, the US

Secretary of State, and candidate for president. This new document leads us to refine our

hypothesis: “successful diplomacy between Obama and Netanyahu benefits the democratic

candidates”.

This usage scenario shows the ability of our tool to drill down into a topic, generate

and refine hypothesis, identify document relationships that reveal facts and stories while

distinguishing multiple angles or viewpoints.

4.4.2 Qualitative evaluation with a domain expert

Our Visual Analytics tool has been designed in collaboration with Warda Mohamed, a

professional analytic journalist and editor at Orient XXI. She also writes for a number

of French media, including Le Monde diplomatique and Mediapart. As part of her daily

work, she needs to verify, confirm and refine hypotheses by confronting them to available

evidence in document collections.

We met the expert three times, for two to three hours each time. First, we conducted a

semi-structured interview to understand the needs of analytic journalists and identify high-

level tasks. During the second meeting we presented a first version of the Topic Weighted

Map and Topic Variant Overview visualizations. We aimed to validate and refine our task

definition as well as collect her feedback about our system.

In the third meeting we carried out a qualitative evaluation split in two parts. The

evaluation lasted around 3 hours. We made a voice recording of the entire meeting to

thoroughly analyze expert feedback. In the first part, we demonstrated the usage of the

tool on a small set of 9 documents previously supplied to us by the expert, corresponding

to the handpicked material she used to prepare a previously published paper. The aim

was to analyze the corpus on our own and confront our findings with hers without prior



102 Chapter 4. Multi-resolution Visual Analysis of Text Corpus

(a) The Topic Variant Overview where Topic Variants of the elections that don’t contain “israel”
are hidden. The Topic Variants in shade of blue are sent to the Topic Variant Comparator in Fig-
ure 4.10(b)

(b) Five topic variants selected in the Topic Variant Comparator to compare different aspects of the
event. We chose those of the subtree containing “Clinton”

Figure 4.10: The Sunburst and the Topic Variant Comparator used for the usage scenario.
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knowledge of her conclusions. She was investigating the blunders made by the French

police. Her starting hypothesis was three-fold: (1) The main victims of police blunders

are of African or Arab descent. (2) They are in majority innocent of any offense, but are

killed. (3) These killings remain unpunished and have been covered by the French State

for decades. We investigated the dataset with our tool to find facts that verify, refute or

refine the three aspects of the hypothesis. The comparison of our findings to hers on this

small corpus aimed to validate the consistency of our findings with a form of ground truth

that was known to the expert and build trust in the tool. In the same time, using a familiar

dataset allowed her to appreciate the functionality offered by the tool as we operated it.

During 30 minutes we gave a live demo of the system while explaining what the tool

reveals from her small collection. During this phase, she could ask questions to understand

how the visualizations and the interactions work. She also could comment the results

shown by the tool. For a corpus of 9 documents the Topic Weighted Map was of little use.

We moved quickly to the Topic Variant Overview and the Topic Variant Comparator in

Figure 4.11. After a quick glance, the expert validated the relevance of the terms shown in

the Topic Variants view. She said: “I know the subject and all interesting and important

points do stand out”. For instance, the term “arm” (the limb) refers to how Ali Ziri has

been bent during his arrest. The term “fugitive” has widely been debated in the media. The

term “April” corresponds to the month where Amine Bentounsi has been killed in 2012.

This event led to debates between the two rounds of the French presidential election that

followed shortly.

In the second part of the evaluation, she manipulated the visualizations with a larger

corpus, i.e. the one used for our usage scenario in section 4.4.1. This part lasted two hours

and a half. She manipulated the tool in order to answer our questions covering all the

tasks listed in Table 3.2. At any time she could ask questions about the meaning of the

visualizations or the way to carry out a particular task. We invited her to comment what

she understood, what she found interesting, what the difficulties were or ways to improve

the tool.

The first assignment we gave the expert was to find in the Weighted Topic Map shown in

Figure 4.9 two topics respectively about: football, astronomy, health/medicine and Asia’.

For three of these themes she found the two topics in a few seconds. Concerning Asia, she

found only one topic. We explain this by the fact that one of the two topics mixed news

about China with news about refugees (see Figure 4.12). For each of these four themes,

we asked her to explain the difference between the two related topics she spotted, which

she did. Globally she enjoyed the Topic Weighted Map view: “I like this tool, because

3,000 documents it’s very large for me”. “Even though there is some noise in the topics,

there is always a link with the terms”. She added: “The color and position of terms within

the topics make sense and the overlayed links are relevant.” She found it strange that the
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Figure 4.11: The Topic Variants Overview shows lists of co-occurring terms that constitutes
relationships between 9 documents used by the investigative journalist to write an article.
This small set of documents served us as a ground truth to validate with the expert the
effectiveness of the tool and to build trust in the system. In the Topic Variant Comparator,
the terms are sorted by degree of interest. In the Top-10 terms in the list we identify
“bentounsi”,“fuyard”, “légitime”, “défense”. The journalist validated that even if she didn’t
know the subject matter, she could investigate closely to the top-10 terms for her enquiry.

largest topics were stacked on the right hand side.

Next she wondered why the refugees and China were grouped in one topic. As this was

the purpose of our next question, we proposed her to select this topic and explore it in the

Topic Variant Overview. She first hovered over the Topic Variants. We had one question

at this point: “Are the terms in the center of the visualization consistent with the general

meaning of the upper level topic captured from the Topic Weighted Map ?” After scan-

ning different Topic Variants she agreed. But she also explored the terms deeper in each

branch revealing various European countries, but also Eritrea as shown in Figure 4.13. She

commented that: “Eritrea is rather uncommon in the European refugee crisis. This shows

that the Topic Variants Overview covers a broad range of detailed aspects. For instance,

we spot both the countries and the debated questions such as the Shengen Agreement, and

asylum claims”. Next, she commented that she may have trouble using this visualization

if she were on her own, even though she understood its benefits. One reason might be the

on-demand labeling strategy we adopted at the time of the qualitative evaluation, which

labeled a single word at a time. Even if the complete sequence of terms was displayed on
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Figure 4.12: Two topics concerning Asia are close together. The topic about China includes
however news about refugee crisis.
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Figure 4.13: The large orange node on the left of the first ring corresponds to the term
“Refugee” and groups many related topic variants. The highlighted one mentions “eritrea”,
and the complete term sequence is shown on the right hand.

the right hand as a breadcrumbs trail, the user’s focus is often near the mouse pointer. This

complicated the whole interpretation of term sequences. In the second version of our tool,

we have developed the directional labeling shown in Figure 4.4 that better suits exploration

of multiple term sequences.

We then proposed to use the Document distribution mode to explain the relationship

between China and the European refugee crisis. She clicked on multiple central nodes.

Clicking alternatively on the roots “China” then “refugee”, distinct parts of the hierarchy

turn orange (see Figure 4.13 and 4.14 for comparison). However, clicking on the term

“island” turns orange a large part of the hierarchy, covering subset of both “China” and

“refugee” branches as depicted in Figure 4.15. Further scrutiny of the related documents

revealed that the association of China and island refers to Taiwan, while the association

refugee and island refers to the Greek islands at the forefront of the European refugee
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crisis. She then commented: “We see that things are brought together from a certain angle

that could be very narrow and could make sense or not. But it’s good that the system shows

these links, this stirs up curiosity”.

Next we asked her to identify Topic Variants of interest and add them in the Topic

Variant Comparator to identify the most meaningful ones. We noticed that she followed

a repetitive analytic scheme. After manipulating the sorting strategies of the Topic Variant

Comparator, she checked the meaning of the terms in the context of the enclosing docu-

ments. She commented: “It can save me a lot of time. Even with an unfamiliar topic, if

I know that the first terms are the most relevant, I will look closely at the first ten terms

only.” In the first version of the Document View, we observed that when all the terms are

highlighted in the same color this hinders locating terms of interest in the document body.

Figure 4.14: The large orange node on the right of the first ring corresponds to the term
“China”. The highlighted topic variant concerns a “meeting” between “China” and “Tai-
wan”.
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Figure 4.15: The small orange node highlighted on the left of the first ring corresponds
to the term “Island”. This term brings documents that also appear in the paths colored in
oranges. We can see that the documents containing “Island” cover the branch starting from
“China” and the branch starting from “Refugee”. Therefore, “Island” contributes to the
grouping of a mixture of documents about both themes in the same topic.

In the second version proposed in Figure 4.8, the terms are highlighted with the 12 cate-

gorical color scheme of Brewer [Brewer 2017]. When the topic variant contains more than

12 terms the color scheme is repeated consecutively in the sequence. In general, a maxi-

mum of two distinct terms are highlighted with the same color, which does not impede the

search.

We also noticed that she did not spontaneously use the document comparison available

in the bottom part of the Topic Variant Comparator. She finally explained that among nu-

merous documents, there is a lot of redundancies and she has to keep only the ones match-

ing the core of the subject from her angle. She would then build a master file gathering

all the material she will use to write her article. We believe that the document comparator

view could be the precursor of this master file used by many journalists.

Finally she suggested the following improvements of our tool. First, the ability to

save the workspace to analyze the corpus according to different angles and reopen the

previous ones. Next, the exclusive assignment of terms to topics (due to hard partitioning)

is troublesome. If certain terms in the documents are ignored because they are already used
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in another topic, someone who is unfamiliar with the subject could miss important aspects.

We will discuss this issue and the solution we envision in the next section.

4.4.3 Discussion and future work

The usage scenario presented above shows that our visual analytics tool allows to explore

the multiplicity of angles and view points shared by documents, and give evidence of the

feasibility of the tasks T1 to T3 described in section 4.2.1. The participation of the expert

at the begining of the design was a first guarantee that the problem and the tasks were well

characterized [Munzner 2009]. If the qualitative evaluation gave us an appreciation of the

usefulness of our tool, it also allowed us to identify some limitations we addressed in a

second version.

However, the qualitative evaluation relying only on one expert and a semi-directed

exploration remains preliminary. Indeed, the expert is the sole judge of the importance

and the novelty of the topic variants found with our tool. To evaluate the effectiveness

of our tool to support hypothesis verification or generation, we are facing the issue that

a majority of journalists limit their corpora to a small number of documents. Without

large corpora holding a known ground truth, we have to observe the long-term adoption

of the tool by several journalists through their new enquiries, while avoiding the bias of

the semi-directed approach. This is one of our concerns for future work. We also aim to

conduct a controlled experiment to compare the effectiveness of the sunburst compared to

other implicit hierarchy visualizations [Schulz 2011] or explicit hierarchies such as word

tree [Wattenberg 2008], in order to leverage the tasks listed in section 4.2.1. Our qualitative

evaluation showed us that the Sunburst view might be difficult to use by journalists due to

labeling issues. Our own experience with the directional labeling developed in the second

version of our tool is promising. We aim in future work to compare the effectiveness of

this approach with other labeling approaches such as excentric labeling [Fekete 1999].

We have seen earlier in this chapter that the hard partitioning of data is problematic

since both terms and documents can logically belong to multiple topics. We have alle-

viated this problem in the Topic Weighted Map view by computing and overlaying topic

relationships in support of the diversification process in analytical journalism. In future

work, we would like to further exploit information about topic overlap as captured by the

confusion blocks described in section 3.3.2. Typically, we will exploit them to help the

user import terms and/or documents from related topics into the topic of interest. This

could result in a partial merge or a complete merge between two or multiple topics, which

allows the analyst to shape new topics depending on her needs. This requires the integra-

tion of user-defined grouping constraints into the biclustering algorithm while rebuilding

the topics for the rest of the matrix based on modularity.
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Another limitation of most biclustering algorithms is that they require the number of

biclusters to be set in advance. However, we observed that certain topics actually contain

multiple themes. This could be resolved by increasing the number of biclusters. However,

the diagonal biclustering algorithm starts with a random initialization that may result in a

completely different partition. To preserve the mental map of the analyst, an incremental

approach must be adopted for both the biclustering algorithms and the visualizations. This

incremental approach is likely to be suitable for the analysis of text streams, which we aim

to handle in future work. An incremental version of Bimax is already available and we

propose a dynamic version in chapter 6. More work is required to make modularity-based

diagonal biclustering dynamic too. Moreover, all the visualizations presented in this work

must be adapted to gracefully handle incremental analyses.

4.5 User study

In order to deal with large text corpora, the visual analytics tool proposed in the cur-

rent chapter allows top-down navigation following the visual information seeking mantra

“Overview first, zoom and filter, details on demand” [Shneiderman 1996], and avoids the

painstaking tasks of reading numerous documents to search for facts, and the related view-

points that validate or disprove working hypotheses. The usefulness of this approach for

investigative journalism has been showed through a qualitative evaluation in the previous

section. However, previous work does not provide clear recommendations regarding the

choice of topic extraction methods to leverage analyst’s tasks. Indeed, the standard cluster-

ing evaluation approaches consist in assessing the quality of a document partition against

labeled benchmarks and global metrics such as Accuracy, Normalized Mutual Information

(NMI) [Strehl 2002], and Adjusted Rand Index (ARI) [Rand 1971]. While these metrics

tell how close the partition is to a known ground truth, they give little information about the

underlying topical structure and they do not focus on topic comprehension by the analyst.

In the present work we would like to understand how the topical structures extracted

by different methods may impact topic comprehension through tasks we characterized with

journalists. To answer this question from an analyst perspective, we used the multi-model

capability of our system to conduct a controlled experiment in which subjects have to

interpret topics extracted from a real news corpus. In this experiment, we compare Coclus,

a disjoint biclustering method, to hLDA, a probabilistic topic model that yields overlapping

topics. We start in the next section by eliciting the properties of both methods.

4.5.1 Properties of topic extraction methods
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Figure 4.16: Our data processing pipeline: From left to right, NLP technology is used
to select relevant text tokens. A term-document matrix is built. Various topic extraction
methods can partition the TF-IDF matrix in topic blocks (in black) with various shapes.
The blocks are analyzed by Bimax to reveal topic variants and FPTree hierarchizes their
term sets. Finally, interactive visualizations convey the topical structure to the analyst.

Text Processing. To model the corpus, we adopt the widely used Vector Space Model

(VSM) that provides a term-document matrix. First, the raw text goes through tokenization,

part-of-speech tagging and lemmatization steps using Stanford CoreNLP [Manning 2014]

(Figure 4.16.1). We keep only nouns and adjectives because they carry enough information

to support the interpretation and exploration of topics and topic variants. As shown in

Figure 4.16.2, each document i is represented by a vector of distinct terms j, weighted by

the Term Frequency-Inverse Document Frequency (TF-IDF) score. This weighting scheme

measures how much a term is representative of the documents and is exploited both by the

biclustering methods and the visualizations.

Topic extraction. Biclustering methods exploit the duality of terms and documents to

obtain high-order co-occurrences within biclusters while promoting the appearance of con-

solidated term co-occurrences. To extract such biclusters as coarse-grained topics, we use

the diagonal biclustering algorithm proposed by Ailem et al. [Ailem 2015]. This algorithm

extracts disjoint biclusters as shown in Figure 4.16.3a. The number of topics to extract is

an important parameter of this algorithm and must be chosen carefully. Hierarchical LDA

(hLDA) builds a topic hierarchy where the number of topics is discovered automatically

from the data. Like LDA, hLDA does not take into account the duality of term-document re-

lationships and captures only higher-order co-occurrences. The bicluster structure derived

from the probability distribution of hLDA we obtain topics with overlapping terms sets and

disjoint documents sets.

Beyond the structural differences between both methods summarized above and thor-

oughly detailed in chapter 1 and 3, their impact on topic comprehension is not well under-

stood. In addition, the Bimax biclusters revealed within each topic, a.k.a topic variants, can

be representative of facts, angles or viewpoints shared by multiple documents. Nonethe-
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less, the quality of the topic variants supplied by Bimax essentially depends on the quality

of the topical structure offered by the coarse-grained topics, e.g. the terms can repre-

sent specific stories or general themes; term co-occurrences can be first-order, high-order

or consolidated; the overlapping terms can inform the stories and facts treated in the docu-

ments or can be generic; distinctive terms can represent distinct stories or interesting angles

and viewpoints of the same story, but sometimes also uninteresting noise. This incited us

to conduct a controlled experiment. We define in the next section the independent variables

and the hypotheses taken into account for this experiment.

4.5.1.1 Independent variables and hypotheses

To design the experiment, we systematically examined the tag clouds and the Topic Vari-

ant Overview (Sunburst) obtained with both methods. Figure 4.17 shows large and small

tag clouds resulting from both methods. If large tag clouds are interpretable without prior

knowledge for both extraction methods, for small tag clouds, we observe that the vocabu-

lary of Coclus topics is very specific to the events at hand and requires specific knowledge

to understand the story. For instance, “betel”, “nuts”, “tobacco”, “danger”, concern arti-

cles about the danger of betel nuts consumption in Taiwan. Likewise, “handjin”, “vessel”,

“shipping”, “art”, “artist”, “moss” concern the specific story related to the bankruptcy of

Figure 4.17: Examples of treemap tiles representing large and small coarse-grained topics
extracted by hLDA (a,b) and Coclus (c,d) respectively.
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the South Korean firm Handjin Shipping. 3,000 sailors and the British artist Rebecca Moss,

whose residency aboard the Handjin Geneva vessel took part of an artistic project, were re-

tained at sea because Handjin’s vessels were barred from international ports due to the firm

bankruptcy. Such a tag cloud relates two independent stories whose the terms cannot be

associated to a story or event without prior knowledge. In contrast, the small hLDA tag

cloud concerns one story and the terms give more context to interpret the topic: it concerns

agriculture in Mexico and the consequences of the Trump’s declared intention to build a

wall along the U.S. border with Mexico.

In addition, Figure 4.18(a) shows two scanned topic variants both sharing the terms

(“film”,“actor”), which tells that the topic is about cinema. The large differences in the

remaining terms of these topic variants reveal two distinct stories. The first concerns a

review of the film “Sully” directed by Clint Eastwood. The second discusses the place

of female actors in movies. In Figure 4.18(b), the larger commonality of the two scanned

topic variants concerns a specific story: the situation of the political party of Angela Merkel

(CDU) in view of the local election held in Germany in September 2016. By analyzing the

short differences between the scanned topic variants, we found two angles concerning the

event. One discusses the defeat of Merkel’s party in the Mecklenburg-Vorpommern state

(Merkel’s district), and the second relates a debate about the responsibility of Merkel’s

immigration policy for the defeat. Figure 4.18(b) shows a small Coclus topic with nine

unrelated stories separated in distinct subtrees (delineated by dashed lines). These stories

are represented each by few topic variants yielding few documents.

For each method we observed hence specific traits which can be summarized as fol-

lows:

O1 in Coclus topics, topic variants are often grouped by common terms describing spe-

cific events or stories (Figure 4.18(b));

O2 some small Coclus topics aggregate unrelated stories or events, that end up in dis-

tinct subtrees in the term hierarchy (Figure 4.19);

O3 within hLDA topics, especially the large ones, generic shared terms correspond more

to a general theme and result in topic variants from mixed events or stories (Fig-

ure 4.18(a)).

Seeking to identify which topic attributes qualify as independent variables for the

present controlled experiment on topic comprehension, we ran a preliminary computa-

tional experiment described in section 3.4 looking for statistically significant structural

differences between the topics extracted by Coclus and the ones extracted by hLDA. Some

metrics captured the size of the topics and their quality in terms of separability, compact-

ness and density. Other metrics measured the abundance of Bimax biclusters and the struc-

ture of the resulting term hierarchy such as the branching depth. While a hierarchical

structure is expected to be easier to explore than a flat list of term sequences [Dou 2013],
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(a) The Sunburst obtained from a large topic delivered by hLDA, with a great
variety of stories in one subtree about one general topic (cinema).

(b) The Sunburst obtained from a large topic delivered by Coclus, with a
common term sequence about one story (Germany local election of September
2016) and grouping many topic variants with short variations.

Figure 4.18: The Sunburst obtained from two large topics of hLDA and Coclus respectively.
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Figure 4.19: Nine unrelated low frequency events separated in distinct subtrees (delineated
by dashed lines) in a small Coclus topic.

we also anticipated that late (deeper) branching of term sequences is more meaningful for

the analyst than early branching. We reasoned that longer subsequences of shared terms

are more likely to group topic variants concerning the same events or stories, and to better

reveal differences among the related viewpoints or angles (Figure 4.18(b)).

For the sake of brevity, we found that hLDA extracts more often large topics with a com-

paratively larger number of terms. Many metrics appeared to be correlated with topic size,

suggesting that topic size was a suitable independent variable for the present controlled

experiment. In contrast, Coclus topics have more documents and fewer terms compar-

atively. This can be explained by the biclustering mechanism which produces a disjoint

term partition and promotes consolidated co-occurrences (Figure 1.2). We infered that the

terms in Coclus topics are more document-specific, which may explain observation O1. In

addition, we anticipated that Coclus deals better with major news topics by locating more

specific topic variants with more commonalities and slight specificities as shown in Fig-

ure 4.18(b). Again, this may explain observation O1. However, the shorter commonalities

in term sequences within large hLDA topics (Figure 4.18(a)) is consistent with observation

O3. Indeed the high-order co-occurrences fetched by hLDA yields a greater variety of doc-

uments and more distant relationships to explore through the term hierarchy. Finally, since

Coclus emphasizes consolidated co-occurences, one can expect it to reveal low frequency
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events by grouping documents and specific terms placed in well separated topic subtrees,

as observed in Figure 4.19 (O2). The previous analysis leads to elaborate the following

hypothesis we would like to verify through this controlled experiment:

H1.1 Small topics produced by hLDA are easier to interpret using a word cloud than those

produced by Coclus (Figure 4.17b Vs. Figure 4.17d).

H1.2 Small topics produced by hLDA lead to Topic variants that allow a richer analysis and

a more precise interpretation than the ones based on Coclus.

H2.1 Large Coclus topics are more focused and allow a more precise comprehension than

large hLDA topics, when both are depicted as word clouds.

H2.2 With less variety and more commonality between topic variants in the subtrees, the

term hierarchies of large topics are easier to explore with Coclus (Figure 4.18(a) Vs.

Figure 4.18(b)).

Before describing the design of our experiment in section 4.5.2, we give more details

about the dataset and relevant data processing parameters.

4.5.1.2 Dataset and data processing parameters

We used a real dataset composed of news articles continuously aggregated in a database

from multiple online news sources (BBC, CNN, Reuters, France24, Egypt Independent

and Der Spiegel). We ran both Coclus and hLDA on a corpus of 3,732 documents and

59,133 terms, covering the period from September 5th to September 18th, 2016. For a fair

comparison of the methods, we harmonized as much as we could the pre-processing steps

for both. We used a Python implementation of Coclus available online1. We used the

hLDA implementation shipped in Mallet [McCallum 2002] with the default values of the

hyperparameters and the number of iterations (α = 10, η = 1, γ = 0.1, iter = 500). We

set a fixed hierarchy depth = 3. For both Coclus and hLDA, we used the text preprocessing

pipeline described in section 3.3 except that we did not filter the first 10,000 terms with the

highest TF-IDF weight in the matrix. All nouns and adjectives were kept.

Since Coclus needs the number of topics to be set a priori, we decided to use the num-

ber detected automatically by hLDA from the data. By giving both algorithms the same tar-

geted number of topics, we made our best effort to present topics of comparable granularity

to the analyst eventually. From the topic hierarchy of hLDA, we consider only the leaf nodes

as they contain more specific and interpretable terms as described in section 4.5.1. In the

corpus described above, hLDA found 83 topics whose variants are extracted with our own

implementation of the incremental algorithm of Bimax, configured with the following pa-

rameters: MinRows = 2, MinCols = 2, MaxBC = 10, 000 and τk = 0, ∀k ∈ [1..K].

In the sunburst visualization, the minimum angle to display is fixed to 0.3 degrees. We can

1https://pypi.python.org/pypi/coclust

https://pypi.python.org/pypi/coclust
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hence display up to 1, 200 term sequences (or Bimax biclusters). Therefore, the optimal τk
parameter is searched automatically to obtain a maximum of 1, 200 biclusters. The coarse

topics are presented to the participants as individual word clouds extruded from the Topic

Weighted Map and topic variants are presented in the Topic Variant Overview.

4.5.2 Experimental protocol

19 volunteers participated in the experiment. 16 have a background in computer science

and 3 in other domains. We consider two independent variables: the topic extraction

method (Coclus and hLDA) and topic size. The 166 topics (83 topics from each method)

have been distributed in 3 classes based on topic size using the following quantile split:

25% of small, 50% of medium and 25% of large. For each combination of topic size and

method, two topics were presented to each participant, giving a total of 2 × 3 × 2 = 12

topics per participant. In order to avoid the same participant examining two semantically

related topics (extracted with different methods), we adopted a between-subject approach.

To assess topic similarity we inspected the 83 topics of each method using the correspond-

ing Topic Weighted Map overview and identified the most salient pairs of similar topics.

Five pairs of topics were chosen and separated in two user groups. In each group, the

topic list was randomly completed with non-paired topics until obtaining two topics for

each size and method. For each user group we defined two series of 6 distinct topics pre-

sented in a random order to mitigate the learning effect. Participants had also the choice

to analyze one or two topic series. This between-subject approach increases the variety of

topics by having 4 distinct topics per method and per size. The experiment started with

a 15-minute demo followed by 15 minutes of training with two topics. We dedicated 30

minutes for each series of topics (5 minutes for each topic). The experiment time was not

strictly limited, but the elapsed time was shown to encourage the participants to enter a

response. 13 participants explored two series of topics and 6 participants explored only

one. We obtained 32 interpretations per topic extraction method and per topic size.

The purpose of the study was first to understand how different topic extraction methods

influence topic comprehension. From the word clouds displayed for each topic, we asked

the participants to report the stories they found by entering up to 5 terms and by proposing

a title that describes their understanding. In order to evaluate the interpretation of each

reported story, we tried to be as objective as possible by defining the scores described in

Table 4.1. Hence a better score was obtained for correct and precise interpretations. To

characterize a global interpretation quality for each of the word clouds, we considered the

average score of every story found. By doing so, we meant to evaluate the feasibility of

task T1.1 per se using the word clouds.

Secondly, we aimed to understand the influence of the methods on the exploration and
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Table 4.1: Scores and criteria to evaluate topic interpretations through tag clouds.
0 No story is found or the chosen terms are not semantically related.

1 Terms are semantically related but the title is not given or is not related to the terms.

2 Terms are semantically related and the proposed title does not correspond to a theme in any
document of the topic.

3 Terms are semantically related and the title corresponds to a theme treated in at least one
document of the topic.

4 Terms are semantically related and the title describes precisely an event or a story treated in at
least one document of the topic.

the interpretation of the topic variants. To do so, we presented the Topic Variant Overview

to the participant with a preselected topic variant. The participant was asked to explain

his interpretation in one or two sentences, and to find two other topic variants revealing

different angles or viewpoints related to the same story. The rationale was to evaluate the

following aspects:

• the interpretability of the topic variants in terms of precision and correctness;

• the ability to explore and find topic variants and to understand their commonalities

and specificities;

• the difficulty to deal with the amount, the variety and the heterogeneity of topic

variants;

• the difficulty of dealing with term redundancies in the hierarchy;

• the ability to deal with different topic sizes (small vs. large);

The precision and the correctness received scores between 0 and 4 in the same spirit of the

scores in table 4.1, as detailed in Table 4.2.

Table 4.2: Scores and criteria to evaluate topic variants through the Sunburst.
0 No topic variant is found.

1 One topic variant is found but no explanation is given or, if any, it is not related to the terms.

2 One topic variant is found. The explanation is consistent with the term sequence but corre-
sponds to an hypothetical interpretation the documents do not hold.

3 One topic variant is found and the explanation corresponds to a general description of an event
treated in at least one of the documents but it does not describe a specific angle, viewpoint or
fact.

4 One topic variant is found and the explanation describes with precision a specific angle, view-
point or fact treated in at least one of the documents. The concerned story must be the one
designated by the initial topic variant.

However, the more numerous the alternative viewpoints or angles found in the view,

the better the exploration and understanding of commonalities and specificities. So, in-

stead of averaging the scores of topic variants, we considered as a global topic score the
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sum of scores obtained by every topic variant found. As the participant had to interpret a

maximum of 3 topic variants, the best score could not exceed 12 for each topic. Thereby

we also evaluate the feasibility of the tasks T1.2, T2.2 and T3.3 through the Topic Variant

Overview. The interaction giving access to document titles and raw contents was enabled

for the word clouds as well as the Topic Variant Overview. Generally, a quick check on

the list of document titles was enough for the users to validate the hypothetical interpreta-

tions they elaborated from the term sequences. By lack of time, the users rarely looked at

document contents, and if so, only one or two sentences around a specific term of interest

helped them understand the precise meaning of the term in its context. Finally we also

asked the participant to judge the usefulness of the Topic Variant Overview (Sunburst) and

to quantify the difficulty of explorating them by answering the following questions on a

Likert scale:

Q1 The subtle differences between term sequences help identify precise and interesting

angles or viewpoints.

Q2 Term sequences reveal a great variety of stories interesting to explore together.

Q3 Term redundancy across sequences complicates the analysis.

Q4 The number and the variety of the sequences are too large, which complicates the

analysis.

4.5.3 Results

Figure 4.20: The qualitative scores obtained for Coclus and hLDA topics. The bar charts
show the means and the standard errors of topic scores by size (a,d) or by size and by prior
knowledge (b,e). Histograms (c,f) depict the distribution of scores for each size.
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Figure 4.21: (a) Histograms showing user ratings of the quality of the Topic variant
Overview on a Likert scale (built with R package HH [Heiberger 2014]). (b) The distri-
bution of topics by size and by prior knowledge.

Interpretation scores: precision and correctness. For each size and method we com-

puted the mean and standard error of the global score received by every topic. We present

the results in Figure 4.20. A p-value less than 0.05 indicates that the difference is statisti-

cally significant, according to the Student’s T-test. In Figure 4.20a the small and medium-

sized tag clouds get significantly better interpretations based on hLDA topics than Colcus

topics (H1.1). We essentially explain this difference by the higher number of terms in

small hLDA topics, which retains more semantic context in the word clouds. However, we

note in Figure 4.20c that for small topics, Coclus got more interpretations with the highest

score=4, and as many as hLDA for medium and large topics. The differences for small and

medium sizes are mainly due to a large number of interpretations with a score 0 obtained

by Coclus, that decreases as the size of topics increases. This contrasted result for Coclus

can be explained by the lower number and the specificity of Coclus terms (O2) that re-

quire prior knowledge to successfully interpret smaller word clouds. The large topics yield

no significant differences and obtain an average score around 3. While H2.1 was not ver-

ified, we can conclude that for both methods the word clouds showing large topics allow

a correct interpretation of a theme (T1.1) but not always of precise events or stories. Fig-

ure 4.20d shows that the participants better explore the topic variants for hLDA with small

and medium topics, by reporting more precise and correct interpretations (H1.2). However

for large topics the average score is close to 8 for both hLDA and Coclus. It is interesting

to note in Figure 4.20f that for large topics, hLDA interpretation never get the highest score

of 12 while Coclus has 6 interpretations with the highest score (H2.2). For both methods

the score increases with topic size showing that our Topic Variant Overview supports effec-

tively the search for interesting angles and viewpoints among more than a thousand Topic

Variants (T1.2, T2.2, T3.3).
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Does prior knowledge matter? The familiarity of participants with the topics can have

an impact on the interpretation score. To separate the analysis of known and unknown

topics, we asked the participant to rate their familiarity with each topic on a 5-level Likert

scale. We considered that the topics were familiar if the scores were between 3 and 5.

Figure 4.21b shows the distribution of topics in the two groups. Unsurprisingly, we can

see that familiar topics are mainly large and unknown topics are small. In Figures 4.20b

and 4.20e, we observe that the familiarity of topics has an impact only on the interpretations

based on word clouds. Indeed, in Figure 4.20b, the differences between Coclus and hLDA

are not significant when the story is known. The differences appear more convincing when

the stories are unknown.

Judgment of usefulness. We also collected qualitative judgments of topic variants by

participants through multiple questions formulated in section 4.5.2 and reported in Fig-

ure 4.21a. For the first question (Q1), both techniques have a good appreciation for medium

and large topics with a slight advantage for hLDA. However Coclus has a poor appreciation

with small topics (H1.2). The responses to question Q2 follow exactly the same pattern

as for question Q1. For the next two questions, the color of the bar chart is reversed be-

cause the responses “Not at all” and “Not really” correspond to better performance. For

both methods the two kinds of difficulties increase with topic size. For question Q3, the

participants report greater difficulty with hLDA in small and medium topics while for large

topic the difficulty is the same for both methods. However through question Q4, the variety

and the amount of topic variants make the exploration more difficult with hLDA, and more

significantly for large topics (H2.2).

Participant observations. We also analyzed the observations entered by the participant

themselves through a field available under each topic to enter free comments, as well as

notes we took while observing the participants. We labeled these observations in differ-

ent categories reported in Figure 4.22. The categories mainly concern problems observed

during the analysis of certain topics. We can hence discern the variety of limitations re-

ported by participants and establish profiles for each size and method. First, we notice the

presence of the category “KNOWLEDGE_DEPENDENT” for every size and method but it

appears more importantly for the topics built by Coclus with a medium size. This remains

consistent with the large number of unknown stories observed for small and medium topics

in Figure 4.21b, but the more specific terms given by Coclus can also be an explanation

(H1.2). However, for both methods alike, the lack of data (“NEED_MORE_DATA”) seems

to be a more important limitation for small topics.

Moreover, we took note of each topic for which the participants needed to access doc-

ument content (“NEED_DOCS”). This need appears for every size and method except for
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Figure 4.22: Observations of participants collected during the user study.

small hLDA topics. This observation is certainly related to the lack of familiarity with

the concerned topics. Sometimes the participants reported that in some topic variants the

terms were not semantically related, or even the documents concerned different stories. We

grouped these observations under the category “NO_SENSE”. Again, both methods and all

sizes are concerned. This situation is mainly due to term polysemy or the usage of the same

concepts in different contexts.

In addition, for some medium and large topics from both methods, unrelated stories

have been forced together in one topic (“UNRELATED_STORIES”). However, one par-

ticipant reported for a topic of Coclus that unrelated stories were well separated in differ-

ent subtrees of the hierarchy (“STORIES_WELL_SEPARATED”). In this case, the variety

of stories does not hinder the analysis because uninteresting topic variants can easily be

ignored or filtered out, as we also observed in O2. Yet concerning Coclus, two topics

appeared to be very clear compared to other topics seen until then (“MUCH_CLEAR”)

and one large topic has been qualified as “HOMOGENEOUS” (H2.2). However Coclus

shows some limitations concerning more generally the difficulty of dealing with noise.

Typically, for medium and large topics, participants reported problems concerning the het-

erogeneity of the stories revealed by topic variants grouped in one subtree (“HET-

EROGENEOUS”). One participant reported also the difficulty for a large topic to dis-

cern interesting facts (“INDISCERNIBLE_FACTS”). Nonetheless, for hLDA, the com-

ments concerning the difficulty to deal with noise are made for all topic sizes and are

more diverse. For instance, some participants report that the first word is rather generic

and not informative (“FIRST_WORD_NOT_INFORMATIVE”) or that the differences be-

tween term sequences are difficult to discern (“UNDIFFERENTIATED_SEQUENCES”).
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As for Coclus, one participant found “INDISCERNIBLE_FACTS” for one small topic,

and more importantly, the “HETEROGENEOUS” rating appears much more frequently

for large hLDA topics (15) than for any Coclus topic (4), which strengthens H2.2.

4.5.4 Discussion

The goal of our experiment was to study how different topic extraction methods impact

topic comprehension by analysts and eventually to assess which method is better for which

tasks. First, the better scores obtained by hLDA with small and medium topic sizes (Fig-

ure 4.20) validate both H1.1 and H1.2. The responses to questions Q1 and Q2 (Fig-

ure 4.21a) also confirm these hypotheses. However, the contrasted scores for small and

medium Coclus topics (Figure 4.20c) could be due to the lack of familiarity observed

in Figure 4.21b and 4.22; the terms being too few and specific, under a disjoint partition

scheme, to give sufficient context to understand the topics without prior knowledge. Sec-

ondly, H2.1 and H2.2 are not directly validated by the scores of large topics in Figure 4.20

by lack of statistical significance. But the responses to question Q4 (Figure 4.21a) show

that with hLDA, it is more difficult to cope with the variety of topic variants. Moreover

the analysis of user observations in Figure 4.22 reveals that the participants identified more

issues with hLDA concerning noise, even with small topics to some extent, but much more

for large ones. While the responses to questions Q1 and Q2 (Figure 4.21a) are slightly

better for hLDA, Coclus received good appreciations too. Coclus is also the only method

that obtained positive observations (Figure 4.22) and the highest score in Figures 4.20c

and 4.20f.

This controlled experiment reveals a trade-off to find between the two topical struc-

tures of Coclus and hLDA. On the one hand, Coclus produces less interpretable small

and medium topics, but more specific large topics (Figure 4.18(b)) with sometime low-

frequency unrelated stories that are well separated in distinct subtrees (Figure 4.19). There-

fore, Coclus seems interesting to verify hypotheses. We also envision improving user anal-

ysis by supporting interactive topic editing. To this end, interactions such as reallocating,

removing or merging topic variants are useful, but are easily done when the stories are

well separated in distinct subtrees in the hierarchy, as Coclus does. On the other hand,

hLDA produces small and medium topics with more context (Figure 4.17a) allowing better

interpretations, but the large topics are less specific and sometimes produce intertwined

stories in the same subtree (Figure 4.18(a)). While low-frequency events can be scattered

or hidden by the hLDA topical structure, the large variety of its topics remains interesting

and reveals precise and interesting viewpoints. It seems to better promote serendipitous

discoveries and hypothesis generation.

The process of inquiry such as journalistic investigation alternates both verification and
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generation of hypothesis. It is hence useful to deal with the limitations of both methods in

order to better support both processes. Applying visual analytics principles fits this goal by

giving the possibility to the expert to steer both methods until interesting results are found.

By starting with hLDA the expert can better analyze the variety of topics and their relation-

ships. In a second analysis, the expert can adopt Coclus in a subset of hLDA topics to better

reveal the specificities of the stories. Thereby, we expect that topic variants extracted by

Bimax could be better organized in the Topic Variant Overview in well discernible stories

to facilitate topic exploration and transformation. This will be our main concern for future

work.

Another issue we aim to deal with is term redundancy in the Topic Variant Overview.

While Bimax searches for optimal biclusters, they contain lots of overlapping terms with

slight differences. To build a term hierarchy, we consider biclusters as sequences of terms

ordered by their overlap degree. Then, FPTree hierarchizes the term sequences by max-

imizing the common subsequences starting with the first terms. In this way, when differ-

ences are observed in prefix terms (e.g. the sequences of B4 and B5 in Figure 4.16(4b)), the

sequences are separated in distinct subtrees, even if they have large commonalities in their

remaining terms (t5, t2 aligned through the red dashed line in Figure 4.16(4b)). In future

work, we aim to tackle this issue by considering the whole set of bicluster terms to group

topic variants. We expect that such an approach better brings out events, while quickly

identifying the commonalities and the specificities of topic variants while searching for

interesting viewpoints, angles and facts during the investigation. The preservation of a

hierarchical representation in order to ease the exploration of large number of biclusters

remains a challenging issue.

4.6 Conclusion

In this chapter, we described a visual analytics tool supporting analytic journalists in deal-

ing with large corpora. With our system analysts can access their data at multiple levels of

detail. For topic overview, we designed a new visualization, the Topic Weighted Map, that

combines an MDS projection, a Weighted Map visualization and multiple word clouds.

We experimented a hybrid biclustering approach, leveraging hard biclustering and overlap-

ping biclustering algorithms. We demonstrated that through this hybrid structure, Bimax

biclusters reveal meaningful Topic Variants that help the analyst understand document re-

lationships. We proposed a new approach to explore overlapping term-document biclusters

based on a hierarchy of associated terms. A qualitative evaluation showed that this term

hierarchy linked to the Topic Variant Comparator view allows the analyst to explore a large

number of Topic Variants and find useful facts or viewpoints. Overall, the system supports

the analysis of corpora that are significantly larger than journalists may be used to. The
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system lets the journalist initiate a focus process on specific aspects to verify hypotheses,

and then engage in a diversification process to discover new aspects and refine hypothesis.

We conducted a comparative study showing the impact on topic comprehension of

topic size and of the topical structure elicited by two different topic extraction methods,

Colclus and hLDA. The study reveals that the two methods have opposite behaviors with

respect to topic size. Small Coclus topics hold specific vocabulary and are more difficult

to interpret without prior knowledge, whereas small hLDA topics contain richer vocabu-

lary giving more context for the analyst’s comprehension. When hLDA large topics yield

themes with heterogeneous topic variants, large Coclus topics uncover more specific and

more separable events in spite of slight differences between topic variants. We conclude

that Coclus is more suitable for hypothesis verification while hLDA is more relevant for

hypothesis generation.

The current chapter was devoted to a visual analytics system for static text corpora.

The next chapter propose dynamic visualizations dealing with text streams.
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5.1 Introduction

The wide adoption of portable devices has led to an exponential increase in information

sharing in social media. Nowadays everyone can produce information everywhere at any

time. In this context, many professions use microblogs such as Twitter to find relevant

information. For example, emergency services use them to target more efficiently their

interventions in a disaster area [Chae 2014]. The law enforcement forces also exploit them

to identify and track criminals [Denef 2013]. Last but not least, investigative journalists
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follow targeted user accounts to find sources of information and documents related to their

ongoing investigations [Marcus 2011]. In this regard, visual analytics tools may be used

to provide such users with valuable help to carry out situation awareness and exploration

tasks dealing with text streams.

In this chapter, we present a work in-progress that aims eventually to propose a novel

visual analytics approach for text stream analysis. The visual analytics tool we describe

is a preliminary step designed to take the IEEE VAST Challenge 2014 1 (mini-challenge

3) [Médoc 2014]. Based on a user-centered method, our design is driven by two generic

tasks: situation awareness and exploratory analysis of text streams. Through an efficient

web-oriented architecture, the backend exploits in real time the metadata and named-

entities of the messages, while the frontend offers dynamic and interactive visualizations

supporting flexible analyses of Twitter-like text streams.

To evaluate the tool, we conducted a case-study through our investigation of streaming

text messages in the context of the VAST Challenge questions. This case-study led us

to identify, regarding the targeted tasks, the advantages and the limitations of the proposed

visualizations, the needs in terms of analytic processing, and more generally the challenges

we aim to address in future work.

The remainder of this chapter is organized as follows. In Section 5.2 we present related

work that has inspired our approach, our data models, and our visualizations. We describe

briefly in Section 5.3 our software architecture and our data model, then our visualization

design in Section 5.4. In Section 5.5 we develop a case-study illustrating how our prototype

may be used to explore text streams. Finally we reflect on the issues that we encountered

during this work in Section 5.6.

5.2 Related Work

The design of our tool is inspired by four main pieces of research. Firstly, we based our de-

sign on the following tasks listed by Rohrdantz et al. [Rohrdantz 2011] to achieve situation

awareness:

1. monitoring the current situation by a short-term analysis of data;

2. an exploration task consisting in navigating through all dimensions of data using

interactive visualization, allowing the user to fully understand multiple aspects of

data;

3. event tracking as well as change and trend detection tasks allow the user to follow

the temporal evolution of data in real time;

1http://hcil2.cs.umd.edu/newvarepository/benchmarks.php
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4. a historical retrieval task allows the user to analyze the historical development of a

selected subset of data;

5. finally, a temporal context task seeks to compare each data item relatively to the

others at any time point, for example by using ranking [Krstajić 2013].

Secondly, one of the most used techniques to model text corpora is the Vector Space

Model (VSM), also known as Bag Of Words, where each document is represented by

a word vector. The entries of the vector are the words of the entire corpus and the

weights are the frequency of these words in the document. Based on the VSM, Turney

and Pantel [Turney 2010] identified three models to handle three kinds of matrices: Term-

Document matrices, Word-Context matrices and Pair-Pattern matrices. We propose a more

general framework described in Section 5.3 defining general spaces that can handle these

three kinds of matrices for streaming text messages. We refer to these spaces as Object

Space and Context Space; they support the creation of multiple Object-Context matrices.

Thirdly, a Theme River visualization [Havre 2002] conveys an overview of the tempo-

ral evolution of multiple items of interest depicted as layers in a stacked area chart (e.g.

word counts, author counts etc.). The evolution of each item can be analyzed individually,

or globally through its relative importance compared to other items of the same kind. In

this way the temporal context and change and trends detection tasks can be achieved. We

will see further in this chapter that, by adding interaction mechanisms and parsimonious

animations, most of the remaining tasks can be achieved too.

Lastly, Kandogan et al. [Kandogan 2013] propose a reference web architecture for real-

time visual analytics on large streaming data. For the needs of the VAST Challenge, we

implemented a subset of their architectural patterns using Esper Streaming Engine (see sec-

tion 5.3.1). However, we had to implement our own model of multiple dynamic frequency

matrices presented in section 5.3.3.

5.3 Architecture and Models

5.3.1 Event-driven Web-oriented Architecture

We adopted a web-oriented architecture (see figure 5.1) comprising a Java backend running

on a Tomcat Web Server and a Javascript web frontend based on the D3.js and AngularJS

libraries.

During our initial requirements study, we identified two main tasks: monitoring the

current situation and exploring the history. These tasks rely on two different data scopes

for which flexible expiration strategies can be defined depending on various considerations

such as elapsed time or a fixed number of items. Monitoring the current situation bears on
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Figure 5.1: Event-driven web-oriented architecture

a sliding short-term period up to the current time. We call this scope the short-term buffer.

Exploring the history requires a longer period in which the historical data is collected. We

call this scope the long-term buffer.

For exploration and monitoring tasks, the visualizations do not exploit directly raw

texts. At regular time intervals, the Analytical Processing in Figure 5.1 applies the NLP

module on the streaming messages to extract named entities. The designer must define

beforehand pairs of features chosen from categories of named entity or metadata. Given

these pair-wise combinations the Dynamic Vector Space Model Builder (DVSM Builder)

computes multiple dynamic matrices. The server-side Visualization Processing component

transforms the multiple DVSM in a JSON data structure proper to the visualizations. At

regular intervals the frontend calls the server to retrieve the new state of data and renders

the visualizations. The last callback responses are cached in JSON on the server and can

be retrieved by the client call signature. This improves the interaction efficiency in a multi-

user mode. The cached data is marked as obsolete as soon as the Visualization Processing

component updates the structure.

The design of our Analytical Processing and Visualization Processing components

was guided by the processing approach for streaming data proposed by Kandogan et

al. [Kandogan 2013]:

1. The Local Processing (LP) is stateless and applies local transformation on each in-

coming item.

2. The stateful Incremental Processing (IP) contains a common internal model that is

updated for each incoming item.

3. The Sliding Window Processing (SWP) requires an expiration strategy defining the

selection criterion of the items that represent the window. The common internal

model is maintained at regular intervals.

4. Finally the Global Processing (GP) computes in batch mode all the items collected
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from the stream.

In the case of SWP we privilege the use of incremental algorithms. But, since most data

mining algorithms compute the data in batch mode, we may want to apply them on a

static snapshot retrieved from the sliding window at regular intervals. Unlike Kandogan et

al. [Kandogan 2013] we distinguish two types of SWP: the Sliding Window Batch Process-

ing (SWBP) and the Sliding Window Incremental Processing(SWIP). Each component in

Figure 5.1 is identified by one of these processing approaches in the green rectangles.

All these processing approaches as well as the architectural patterns Queue of Ob-

servers and Sliding Window Repository [Kandogan 2013] were implemented using Esper,

an opensource Java component for Complex Event Processing. Each streaming item is

wrapped in an event handled by the Esper Engine. Based on continuous queries that filter

items and define expiration strategies, events are sent regularly to registered components, or

each time an item flows in or expires. The listeners receive either a full snapshot of events,

or only the newly added/expired events. We define two continuous queries respectively for

long-term and short-term buffers.

This architecture is designed in order to minimize server-side processing of client calls,

hence supporting more efficient interactions. Although this architecture induces a large

usage of memory, it scales up well in a cluster through a distributed in-memory computing

engine such as Apache Spark if needed.

5.3.2 Text Processing

Besides the textual content, microblog messages carry exploitable metadata such as date

and author information, hashtags and mentioned users. We use Twitter’s Text Processing

Library to extract such information from the messages. We leverage Named-Entity Recog-

nition using the Stanford CoreNLP API to extract meaningful structured data in real time

such as person names, locations and organizations present in messages. We refer to all such

metadata and structured contents as ‘aspects’.

5.3.3 Model for Multiple Dynamic Frequency Matrices

Based on the VSM, our model is designed in order to ensure the following requirements.

The model must compute multiple dynamic frequency matrices by combining each desired

aspect of the messages. Each matrix must be updated as messages stream in/out and the

state of matrices must represent the messages belonging to the related long-term or short-

term buffers. Hence the number of rows and columns in the matrices can vary over time,

increasing when new messages stream in, or decreasing when old ones expire.

Since libraries such as Apache Lucene or S-Space, don’t handle DVSM with a flexible

combination of spaces, we implemented our own model. We defined two kinds of spaces:
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Object Spaces and Context Spaces. In Object Spaces, entries can be any aspect extracted

from message contents. In Context Spaces, entries correspond to aspects for which items of

Object Space can occur many times. Various Object-Context matrices can then be built by

combining instances of both Spaces, the weight being the number of occurrences of Object

items in each Context items. For example, hashtags can serve as Object Space, while time

in minutes is used for Context Space to analyze the temporal evolution of hashtags.

The entries of each Space as well as the related matrix weights are maintained as mes-

sages stream in. When a message expires, various removal strategies may apply depending

on how the matrices are impacted and how the effects have to be propagated to the spaces.

For instance, if the vector corresponding to a space entry is empty (all the weights are equal

to 0) we propose two choices: either keeping this entry in the space to retain the informa-

tion that it has existed earlier, or removing/forgetting it until a new message reintroduces it

in the buffer.

Moreover, the model is flexible enough to define several instances of both Spaces and

combine them in several matrices. An application of this model is the analysis of the rela-

tionships between all aspects of the messages. For example, by combining author as Con-

text Space and hashtags or extracted named-entities as Object Space, one can know how

much one author talks about something, about someone or about a place. These relation-

ships are monitored in real time in the short-term buffer while their historical development

is traced in the long-term buffer. This model sets the stage for event detection.

Matrix combinations can also be used to achieve multi-resolution temporal analy-

ses. One instance of Object Space can be combined with different Context Space rep-

resenting different time granules. For example, defining the two combinations Author-

TimeInMinute, Author-TimeInSecond lets the user switch on demand from a per-minute to

a per-second time resolution without rebuilding the whole matrix: both matrices are kept

up-to-date and available in memory.

5.4 Visualization Design

Our tool is composed of two windows Figure 5.2(a,b) that can be visualized simultaneously

on a dual-monitor setup.

5.4.1 Temporal View

In Figure 5.2(a), two dynamic and interactive temporal views are displayed. Both comprise

four visual components: a configuration bar (1), a Theme River in the Detail view (2) with

its Legend (3) and its Focus+Context lens (4). In addition, the Message view displays full

text messages (5). At the top of the window (a), the Historical Theme River (HTR) view
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Figure 5.2: (a) Two dynamic Theme Rivers visualize the temporal evolution of different
aspects of streaming messages from a microblog. (b) A map of Abila City is displayed
using the GoogleMap API. Capital letters correspond to the multiple events found in the
stream: (A) the POK Rally with (B) the secured street, (C) the “Dancing Dolphin” fire,
(D) the black van hit a bike, (E) the black van pursuit with the police, (F) the gun fire
and negotiations with the police and (G) the last messages of “trollingsnark” launching the
“stage 3” of operations.

is dedicated to historical analysis. It shows the evolution of text streams, based on the

long-term buffer. On the bottom, the Current Theme River (CTR) view provides situation

awareness of text streams based on the short-term buffer. From the configuration bar (1)

the analyst chooses which Context Space to encode on the time axis and which Object

Space to encode as aspect (i.e. authors, hashtags or extracted named-entities) on the Y

axis. At regular intervals, the corresponding frequency matrix is retrieved from the server.

In the Detail view (2) a dynamic Theme River depicts the temporal evolution of the chosen

object-context martix where weights are encoded as layer thickness. Therefore, the analyst

gets a global overview of the temporal development of the selected aspect and achieves the

temporal context task.

To support the exploration task, we added a Focus + Context lens (4) allowing the ana-

lyst to zoom in and explore the Detail view (2) by dragging a selected time-window along

the whole history. This lens is defined interactively and resized at will. The layers/items

are identified by their color mapped to the labels in the Legend (3). Furthermore, when

the mouse hovers over the Theme Rivers or the legend, the targeted layer is highlighted

showing its temporal patterns and a tooltip provides more information. The legend can be

filtered according to a text query entered in the search box, and the user can access the

actual messages on demand (5) by clicking on a layer or on a legend item.

Finally, through the two dynamic Theme Rivers the analyst can monitor the current

situation and detect changes. To support the historical retrieval task, the items of the HTR



136 Chapter 5. Situation Awareness and Real Time Exploration of Text Streams

view are automatically highlighted when they match those in the short-term buffer. In

contrast, the CTR view highlights the items never encountered in the long-term buffer to

support the trend detection task. To avoid overwhelming the user when too many items are

highlighted, this behavior can be deactivated using a check box in (1).

5.4.2 Map View

In Figure 5.2(b), the Map view (6) encodes with circle shapes the messages coming from

the law enforcement Control Center (CC), i.e. alerts issued by the police or fire depart-

ment provided in the steaming data of the IEEE VAST Challenge 2014. The square shapes

represent the MicroBlog (MB) messages supplying spatial coordinates. Shape size is pro-

portional to the number of messages at the given position. While the Map view gives a

cumulative representation of all the historical events, the bar Chart view (7) shows their

temporal distribution across the long-term buffer.

Moreover, each message can be highlighted on the map with a thick border to achieve

two objectives. Firstly, the monitoring mode helps monitor the current situation by ob-

serving the items belonging to a sticky time window capturing the last few minutes of the

stream. Secondly, the brushing mode consists for the user to select interactively a period in

the bar chart and drag it at will on the timeline. The messages belonging to the active time

period are highlighted accordingly; by clicking on a shape the corresponding messages are

displayed (8). This helps the user carry out exploration and change and trends detection

tasks.

5.5 Case Study

The present case study describes our own analysis of a text stream as provided by the IEEE

VAST Challenge 2014.

5.5.1 Data and Tasks

A fictive scenario is drawn up: several employees of the GASTech company have dis-

appeared; the Protector of Kronos (POK) is an organization known to be hostile to the

activities of the company on the account of pollution and possible ties to health problems

in the city of Abila.

The mission of the analyst consists in investigating the disappearance of GasTech em-

ployees and answer general questions such as where the employees are? who is behind a

possible abduction crime? To answer these questions, the analyst has access to two kinds of

streaming messages. Firstly, the MB messages are formatted like Twitter messages. Some
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Figure 5.3: Each peak in the Historical Theme River concerns talks delivered by members
of the POK organization in a park. The highlighted layer corresponds to Sylvia Marek. In
the map, a street is secured by the police. The highlighted alerts are those appearing in the
time window selected in the timeline.
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of them contain geolocation data to locate them in Abila City. Secondly, the CC messages

correspond to geolocated alerts sent by the police and fire departments.

Hence the first objective is to discover in real time important events through thousands

of messages. A second objective is to identify the main persons related to the events, the

witnesses of a criminal scene, potential hostages or even the criminals themselves. A third

objective is to track in real time these events on a map and on a time line.

The VAST challenge dataset is split in two segments. The first is provided as a static

file to allow tool design and serves as an initial history for the plot. The second is provided

as a live stream through a socket connection made available by the challenge organizers a

few hours before the closure of the challenge.

5.5.2 The Case-Study

The stream starts at 18:30. In the CTR view, we choose to monitor author activity. At

18:34, a new author starts texting; his layer is highlighted as a new author in the CTR view.

Clicking on the layer to read his messages, we find his first message to be quite ironic. We

decide to note his name ‘trollingsnark’ to track him.

In the HTR, we explore alternately all aspects of data. Through both the author and

hashtag aspects we notice, in the Context view, a peak located between 17:23 and 17:29

(see Figure 5.2 (A)). Zooming on this period in Figure 5.3, we inspect the layers using

tooltip information and browse through the message view in order to explain the peak.

Amidst the jabber, we learn that many people are attending a rally organized by the POK

organization in a park. Analyzing the person aspect (i.e. named-entities) in Figure 5.3

gives us more insight about the events occurring during the rally: “Sylvia Marek” speaks

at 17:17 followed by “Lucio Jakab” at 17:26, the music band Viktor-E, Prof Lorenzo Di

Stefano and Dr. Audrey Newman. In the Map view we locate a street secured by the police

in Figure 5.3(B). A large square shape near this street depicts MB messages sent by a single

author commenting the rally events and sheds light on the peak observed earlier.

In the Map view, at 18:40 a CC message (circle) is highlighted (see Figure 5.4 (C)),

which draws our attention to the message “POSSIBLE FIRE-REPORT”. Next, around

18:42 in Figure 5.4, an MB message is highlighted saying “i think the dancing dolphin

is on fire!”. Reverting to the temporal views we switch to the hashtag aspect and filter the

CTR with the query ‘fire’. In the HTR view a peak appears around 18:47. Both views

confirm that a building called ‘Dancing Dolphin’ is on fire.

During idle periods we track regularly the messages of our ironic author. In the HTR

view, we switch to the author aspect, we filter the author list with the query ‘trollingsnark’

to see his temporal trends and read his messages. At 18:56, a message makes this author

suspicious: “There we go. False flag operation entering stage 2.” (see Figure 5.5). We
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Figure 5.4: The pink circle alert concerns a fire started in the ‘Dancing Dolphin’ building.
A witness describes the event through a set of messages.

assume that the “false flag operation” is the fire at the Dancing Dolphin, that is, a diversion

created by terrorists.

On the map, we observe at 19:20 a new highlighted square shape that grows in a few

minutes. The corresponding messages report that a “Black Van has hit a bike” as shown in

Figure 5.6(D). At 19:39 we observe in Figure 5.6(E) six highlighted CC alerts forming a

path along the street. These alerts identify a Black Van and report a high-speed pursuit with

the police. Using the brushing mode on the time line, we highlight successively the six CC

alerts over the path reported also in Figure 5.2(E). We hence track the Black Van pursuit

that stops on the map close to a highlighted square shape in Figure 5.6(F). This corresponds

to messages posted from a restaurant. A witness tweets that “some crazy black van just got

pulled over in the parking” and that two persons exchange gunfire with the police.

During another idle period, we go back to the messages of our suspicious author in

Figure 5.6(G). At 19:20 he writes: “Watch for stage 3. Stage 3 everybody!” and at 19:26

“Next round of deportations beginning. #disappeared”. These messages strengthen our

suspicions about him.

We continue our analysis with the live stream. Moving back and forth between the map

and the CTR view, we track the events and verify the information by filtering and drilling

down into the hashtag aspect in the HTR view. We learn that the van carries hostages, and
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Figure 5.5: Ironic messages of ‘trollingsnark’ among which the message “False flag op-
eration entering stage 2”. We assume that the “operation” refers to the fire caused by the
terrorist as a diversion.
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Figure 5.6: The last messages of ‘trollingsnark’ launching the stage 3 of operations, i.e. the
deportation of hostages (G), are posted five minutes after the “Black Van has hit a bike” (D)
and one minute before the pursuit and the gunfire exchange with the police.



142 Chapter 5. Situation Awareness and Real Time Exploration of Text Streams

that the police is negotiating with the terrorists.

We decide to analyze the messages of our suspect in the temporal context of all the

events discovered in the city. In HTR, we brush a long period (see Figure 5.2). We observe

that his activity starts at the beginning of the fire event (C) and stops at the beginning of the

Black Van pursuit (E). The message announcing “stage 2” appears fifteen minutes after the

fire starts and the one about “Stage 3” five minutes after the bike accident. His last message

comes one minute after the pursuit starts. As a result we have found converging clues tying

this suspicious author to the criminals in the van and making him the potential head of the

operations. The stream ends while the terrorists surrender and the hostages are rescued.

5.6 Discussion and future work

In the previous section we described what we learned in real time from the stream using our

dynamic visual analytics tool. In the next section we discuss the lessons learned concerning

user issues, the solutions we provide as well as their advantages and limitations.

5.6.1 Discussion

5.6.1.1 Support for Real-time Analysis

Firstly, in a real-time analysis the user is faced with a dilemma: is it better to explore past

history or to monitor the current situation? If the throughput of messages is low, the user

may start with a quick exploration of the CTR view and take advantage of idle periods to

explore the HTR view. For higher throughput, a collaborative approach may be adopted.

Instead of opposing the CTR and the HTR views, we propose to show relationships be-

tween them through the auto-highlighting feature in both. In the CTR the highlighted lay-

ers emphasize what is new. During the historical exploration, the highlighted layers of the

HTR show that these items are currently active in the CTR. We noticed that, when a large

number of items occurs in the CTR, everything gets highlighted in the HTR, which may

hinder the analysis. In this situation, the user can disable this feature using the checkbox

(‘Current layers’).

A second issue for the analyst is to handle the pressure of real-time analyses. The user

stops frequently his HTR exploration to see what is happening in the CTR. To minimize the

cost of context switching, our tool helps the user preserve the current analysis by keeping its

state including the active filters, the time window selection and the list of messages selected

for reading. Even if the underlying data changes, the newly displayed items correspond to

what the user expects to see when he continues his analysis.
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5.6.1.2 Support for Multi-aspect Analysis

The data model proposed in section 5.3.3 supports the analysis of the temporal evolution of

multiple aspects of the stream. We observed that certain message aspects are more valuable

for event analysis or for certain tasks. For example, author names in the HTR view do not

bring enough semantics of the messages to orient the analysis during the exploration task.

Even if the hashtag aspect brings stronger semantics, both show thin layers due to the

high number of items they display. This hinders the detection of their individual temporal

patterns. In contrast, the aspects resulting from the named-entity recognition (persons,

organization, location) contain fewer items with stronger semantics. Moreover, these items

bring a mixture of witness statements from different authors which, put in their temporal

order, allow to tell a story with greater confidence. As a result, the person aspect leads to

faster and more exhaustive analysis than other aspects to discover the rally-related events.

But, for the Dancing Dolphin fire and the black van pursuit events, no named-entities are

found; the hashtags and authors aspects are more useful in this case. Finally the author

aspect turns out to be essential to track suspects or witnesses (e.g. tracking ‘trollinsnark’)

while hashtags help verify hypotheses.

This multi-aspect analysis incites the user to often switch between aspects during his

investigation. Supporting this interaction is crucial in real-time exploration. Our proposed

architecture and model, handling multiple matrices maintained incrementally and avail-

able at any time in the server-side memory, has successfully handled the 4,058 messages

provided in the IEEE VAST Challenge 2014.

5.6.1.3 Location of Events on the Map

The map visualization is useful to locate and monitor the area in which events occur in

real time. The displayed messages are aggregated throughout time. The time dimension

is flatened to give a historical overview in the map while monitoring the current situation

via the synchronized highlighting mode. The low number of geolocated MB messages and

the stability of their position helps preserve the mental map of the user and identify the

changes quickly (growing shapes or new ones). Moreover, the list of messages ordered

by time allows to easily understand the sequence of events. However, for CC alerts, a

lot of scattered items appear and disappear which overwhelms the user. The brushing

mode allows hence to control the extent and the speed of the sliding window to observe

trajectories of alerts, as we did to identify the trajectory of the “Black Van”.

5.6.1.4 Coordinated Multiple Views

This study shows that the Theme River views with the interactions we propose allows to

obtain an overview, to zoom in on a period of interest and drill-down the messages to detect
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and understand events while monitoring the current situation to detect new items. These

views are suitable for a low number of items, each carrying a strong semantic value and

therefore referencing a mixture of meaningful messages. This observation will guide the

choice of analytical processes such as clustering and dimension reduction techniques we

aim to include in future work.

This study shows also that the Map view is useful to locate and monitor the area in

which interesting events occur in real time. Although MB messages located on the map

correspond often to meaningful witness statements reported by a single author, they must

be verified through other aspects in the temporal views. The dual monitor setup supports

this complementarity between both views.

5.6.2 Challenges and Future Work

In this work we have identified many limitations recapped below. In the HTR, the adop-

tion of a global ranking of layers does not match their local ranking in user selected time

windows and complicates the analysis. By filtering the corresponding matrix on the period

of interest and applying the sorting strategy in this subset, we may offer a more accurate

temporal context. We may also benefit from the temporal multi-resolution capability of our

model to propose a finer time granularity for this selected period.

Scalability issues may arise as we support historical retrieval through an in-memory

data structure. To cater for long time periods or high throughput streaming, more efficient

data storage and information retrieval techniques must be considered to keep the message

history accessible by the analyst. We are currently testing state-of-the-art distributed in-

memory structures.

To monitor the current situation, the CTR represents explicitly the time as an axis. On

the one hand, this representation lets the user estimate when items will expire from the

CTR (e.g. when items approaches the end of the sliding window) and become scattered

in the HTR. The user can hence assess the priority they have for his ongoing analysis. On

the other hand, real-time analyses require the user to get a quick understanding of all as-

pects of data. This is not possible with a river showing one aspect at a time. Addressing

the limitation of single-aspect river views, we may consider abstracting the time dimen-

sion, recovering one visual dimension to represent one more aspect to characterize events

(ie: what, where, who). One option may be to use a matrix visualization to show the

relationships between multiple aspects and leverage the multiple dynamic matrices avail-

able in-memory. Time is then implicitly apprehended through animations by brushing an

auxiliary timeline.

Moreover, discovering the relationships between these aspects (groups of authors that

talk about the same hashtags, the same places, the same persons, etc.) may be useful to
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better understand events. This may consist in analyzing the co-occurence of Object Space

items in Context Space items and reciprocally. We aim to discover these co-occurences

by applying co-clustering techniques to the frequency matrices we already build. We ex-

pect that the resulting co-clusters reduce the item size to display and contain a mixture of

meaningful messages, as discussed in section 5.6.1.4. In this perspective the remaining

challenges are first to propose efficient ways to run these analytic techniques in real time.

For instance, we plan to use incremental clustering algorithms or static approaches based

on consecutive snapshots.

5.7 Conclusion

Our Visual Analytics tool allows the user to achieve situation awareness and exploration

tasks for text streams. Through a case study, we show the user’s ability to discover, locate

and explain different events in their temporal context. In this activity, the monitoring and

exploration of all message aspects appears to be crucial. These tasks are supported by a

flexible and dynamic VSM underlying the web-oriented architecture we propose. Nonethe-

less, we have highlighted several limitations in this solution, among which the lack of ac-

curate temporal context for a selected period, the limitation of single-aspect river views and

the large use of memory by our model and architecture. This preliminary work has paved

the way for us to start experimenting with novel visualizations and analytical processing

techniques for text streams, in order to tackle these issues. To this end, the next chapter

proposes DynBimax, a dynamic version of the Bimax algorithm.
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Dynamic Bimax
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6.1 Introduction

Dealing with news streams, investigative journalists need to verify or refine their hypothe-

ses by identifying viewpoints or facts shared by multiple sources. To support these tasks

for static text corpora, Bimax [Prelić 2006] can be combined with a diagonal biclustering

method [Ailem 2015]. The latter provides coarse-grained topics from which Bimax ex-

tracts fine-grained topic variants. To obtain good insights, the analyst has yet to refine the

model by reassigning documents and terms within the partition. Therefore, the Bimax re-

sults must be updated dynamically in order to better capture user knowledge. To deal also

with dynamic news streams, sliding windows are commonly used. While most bicluster-

ing methods are static [Govaert 2013, Madeira 2004], other solutions process consecutive

time slices by using the prior partition to smooth the next one [Greene 2010]. In contrast,

dynamic approaches are proposed for one-way overlapping clustering [Pérez-Suárez 2013]

and consist in updating the partition when objects are added, removed or modified. While

these solutions deal with data streams they provide coarse-grained clusters or biclusters.

We propose in this chapter a dynamic algorithm, DynBimax, that extends the incremental

version of Bimax [Prelić 2006] to provide dynamic topic variants.

6.2 Dynamic Bimax Algorithm

After recalling the general notations used in this chapter, we present below the necessary

changes to the incremental Bimax algorithm [Prelić 2006] (simply referred to as Bimax for
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Figure 6.1: a) The Bimax biclusters of the whole static binary matrix. b) The state of B
after 5 operations of DynBimax through a sliding window (size=3 and shift=1)

brevity in the sequel) needed to obtain DynBimax.

Given I a set of n documents in rows and J a set of m terms in columns, a binary

matrix is defined as X = {eij ∈ {0, 1},∀i ∈ [1..n], ∀j ∈ [1..m]}. A bicluster Bk, k ∈
[1..β] is a submatrix Ik × Jk where Ik ⊂ I and Jk ⊂ J and for which all entries eij =

1,∀i ∈ Ik, ∀j ∈ Jk. Bimax verifies the maximal inclusion constraint (MIC) reported in

Proposition 2 page 26, according to Prelić et al. [Prelić 2006]. The MIC ensures that no

bicluster is completely included in another one (Figure 6.1a).

Bimax [Prelić 2006] is described in details in section 1.4.4 and in Algorithm 2 page 26.

For the sake of clarity in this chapter we recall the principle of Bimax algorithm with the

help of dynAdd in algorithm 3 and the Figure 6.1. For any new document i ∈ I described

by the set of terms Ci = {j ∈ J |eij = 1}, all biclusters Bk ∈ B are scanned to look for

any intersection λi,k between Ci and the terms Jk. λi,k is the maximal set of terms shared

between i and Ik. The condition in line 6 extends Bk′ to its maximality by adding i in Ik′

(in Figure 6.1b, o5 adds d4 to B4 due to λ4,4 = J4 = {t3, t4}). Otherwise, a new bicluster

is added, with the documents Ik ∪ {i} (B6 during o5 with J6 = {t3, t4, t5}). Finally, after

updating B, the condition in line 13 creates a new unitary bicluster (UB) with Ik = {i}
and Jk = Ci (B5 during o5). Note that ∀i ∈ I , ∃Bk ∈ B|Jk = Ci. This ensures that

any new row will also be compared with all previously added rows. For the result, only the

biclusters with a minimum number of rows (MinR) and columns (MinC) are kept.

To handle dynamic data in Algorithm 3, we defined two distinct methods: 1) dynAdd

corresponds to Bimax with several changes highlighted in red and 2) dynRemove to remove

any row i from each bicluster Bk ∈ B containing it. If the MIC is no longer met, Bk must

be removed too. To do so, Bk is compared to all other biclusters Bk′ ∈ B, leading to a

lengthy search in B. We first reduce the size of B, by integrating the MinC constraint in

line 5 of dynAdd. For easy check of MIC, we introduce a state Sk taking four possible

values for each bicluster: (1) UB for unitary biclusters with Ik = {i} and Jk = Ci, (2)

NB for non-constrained biclusters when |Ik| < MinR, (3) CB for constrained biclusters

when |Ik| > MinR and (4) REM when the bicluster is marked for removal (|.| is the set

cardinality). Only constrained biclusters (BC) are kept for the DynBimax result. The other
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Table 6.1: Conditions changing Sk in changeStateOnRemoving(k). ⊥ is a contradic-
tion.

Prior Sk |Ik| = 0 Ik = {r} ∧ Cr = Jk Ik = {r} ∧ Cr 6= Jk 1 < |Ik| < MinR |Ik| >MinR
UB REM ⊥ ⊥ ⊥ ⊥
NB ⊥ UB REM NB ⊥
CB ⊥ UB REM NB CB

states are used internally by the algorithm. This state is updated in dynRemove and dynAdd

according to Tables 6.1 and Table 6.2. In Table 6.1, |Ik| = 0 results in a simple removal of

Bk. But when one row Ik = {r} remains, Bk must be kept as UB if Cr = Jk and removed

otherwise (S1 = REM during o4 in Figure 6.1). The remaining conditions, i.e. Ik > 1,

results in Sk ∈ {NB,CB}, depending onMinR. In this case, we have to check ifBk still

verifies the MIC.

In Table 6.3 we analyze all the situations of inclusion between Bk and any Bk′ ∈
B, k′ 6= k. Only one condition (marked by REM) captures the MIC violation and removes

Bk (line 10 of dynRemove). We demonstrate in section 6.3 that all other situations can

be ignored. Finally, the modification of a row is handled by removing the outdated row,

followed by adding the up-to-date version.

Algorithm 3 DynBimax

1: dynAdd(Ci)
2: var:B
3: for k ∈ [1..|B|] do
4: λi,k := Jk ∩ Ci

5: if |λi,k| > MinC then
6: if ∃k′ ∈ [1..|B|] with Jk′ = λi,k then
7: Ik′ := Ik′ ∪ {i}
8: changeStateOnAdding(Ci, k

′)

9: else
10: B|B|+1 = (Ik ∪ {i}, λi,k)
11: B := B ∪ {B|B|+1}
12: changeStateOnAdding(Ci, |B|)

13: if @(Ik′ , Jk′ ) ∈ B with Jk′ = Ci then
14: B|B|+1 = ({i}, Ci);B := B ∪ {B|B|+1}
15: changeStateOnAdding(Ci, |B|)

1: global:MinC . Minimum #columns
2: global:MinR . Minimum #rows
3:
4: dynRemove(Ci)
5: var:B
6: for all k ∈ [1..|B|] with i ∈ Ik do
7: Ik := Ik \ {i}
8: changeStateOnRemoving(k)
9: if Sk = NB ∨ Sk = CB then

10: if ∃k′ ∈ [1..|B|] with Ik = Ik′ ∧ Jk ⊂ Jk′

then
11: Sk := REM

12: if Sk = REM then
13: B := B \ {Bk}
14:
15: DynBimax()
16: output:{Bk ∈ B|Sk = CB}
17:
18:
19: . The changes in dynAdd for DynBimax

Table 6.2: Changing Sk in
changeStateOnAdding(k).
|Ik| = 1 1 < |Ik| < MinR |Ik| >MinR

UB NB CB

Table 6.3: Only one condition must be
checked between Bk and any Bk′ ∈ B for
which MIC is not met after a row removal
from Bk.

Jk ⊂ Jk′ Jk = Jk′ Jk′ ⊂ Jk otherwise
Ik ⊂ Ik′ ⊥ ⊥ ⊥ ignore
Ik = Ik′ REM ⊥ ⊥ ⊥
Ik′ ⊂ Ik keep ⊥ ⊥ ⊥
otherwise ⊥ ⊥ ⊥ keep
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6.3 Proof of condition validity after and before remove

We assume that, before removing any row i from Bk, the prior biclustering B verifies the

MIC. Axiom 1, ensured by line 6 of dynAdd in Algorithm 3, guarantees that each bicluster

is extended by the rows to its maximality. Axiom 2, guaranteeing the exhaustiveness, is

ensured by the lines 6 to 12.

Axiom 1. ∀Bk ∈ B, ∀i ∈ [1..n] : Ci ∩ Jk = Jk ⇒ i ∈ Ik

Axiom 2. ∀Bk ∈ B, ∀i ∈ [1..n] : Ci ∩ Jk 6= ∅ ⇒ ∃Bk′ ∈ B : i ∈ Ik′ ∧ Jk′ = Ci ∩ Jk

Lemma 1. Given two biclusters Bk and Bk′ with k 6= k′, Jk ⊂ Jk′ ⇒ Ik′ ⊂ Ik

Proof. By definition, ∀i′ ∈ Ik′ ,∀j′ ∈ Jk′ : j′ ∈ Ci′ . In addition, Jk ⊂ Jk′ ⇒ ∀j ∈ Jk:

j ∈ Jk′ and thus, j ∈ Ci′ . This implies that, Ci′ ∩ Jk = Jk. Thus, according to the

Axiom 1, ∀i′ ∈ Ik′ : i′ ∈ Ik, and Ik′ ⊂ Ik.
The symetric lemma is true:

Lemma 2. Given two biclusters Bk and Bk′ with k 6= k′, Ik ⊂ Ik′ ⇒ Jk′ ⊂ Jk.

For all the cases in Table 6.3, if the prior state does not verify the MIC, the condition

can be ignored for the search.

1. Jk = Jk′ (¬MIC)
Prior: Jk = Jk′ (¬MIC ⇒ ⊥)
Jk = Jk′ implies ∀i ∈ Ik, Ci ∩ Jk′ = Jk′

and ∀i′ ∈ Ik′ , Ci′ ∩ Jk = Jk . Axiom 1 implies
i ∈ Ik′ and i′ ∈ Ik and thus Ik = Ik′ (¬MIC).

2. Ik ⊂ Ik′ ∧ Jk ⊂ Jk′ (¬MIC)
Prior: Ik ∪ {i} *+ Ik′ ∧ Jk ⊂ Jk′ (⊥)1

Lemma 1 results in a contradiction: Ik′ ⊂ Ik∪{i}.

3. Ik = Ik′ ∧ Jk ⊂ Jk′ (¬MIC ⇒ REM )
Prior: Ik′ ⊂ Ik ∪ {i} ∧ Jk ⊂ Jk′ (MIC)

4. Ik′ ⊂ Ik ∧ Jk ⊂ Jk′ (MIC ⇒ keep)
Prior: Ik′ ⊂ Ik ∪ {i} ∧ Jk ⊂ Jk′ (MIC)

5. Ik *+ Ik′ ∧ Jk ⊂ Jk′ ( ⊥)
Prior: Ik ∪ {i} *+ Ik′ ∧ Jk ⊂ Jk′ (⊥)
Lemma 1 results in a contradiction: I′k ⊂ Ik ∪{i}.

6. Ik ⊂ Ik′ ∧ Jk′ ⊂ Jk (MIC)
Prior: Ik ∪ {i} *+ Ik′ ∧ Jk′ ⊂ Jk (⊥)
Lemma 1 results in a contradiction: Ik∪{i} ⊂ Ik′ .

7. Ik = Ik′ ∧ Jk′ ⊂ Jk (¬MIC)
Prior: Ik′ ⊂ Ik∪{i}∧Jk′ ⊂ Jk (¬MIC ⇒ ⊥)

8. Ik′ ⊂ Ik ∧ Jk′ ⊂ Jk (¬MIC)
Prior: Ik′ ⊂ Ik∪{i}∧Jk′ ⊂ Jk (¬MIC ⇒ ⊥)

9. Ik *+ Ik′ ∧ Jk′ ⊂ Jk (⊥)
Prior: Ik ∪ {i} *+ Ik′ ∧ Jk′ ⊂ Jk (⊥)
Lemma 1 results in a contradiction: Ik ∪{i} ⊂ I′k .

10. Ik ⊂ Ik′ ∧ Jk′ *+ Jk (⊥ ⇒ can be ignored)
Prior: Ik ∪ {i} *+ Ik′ ∧ Jk′ *+ Jk (MIC)
We can show with Axiome 2 that ∃Bk” : Ik” =

Ik ∧ Jk” = Jk ∪ Jk′ , that meets the condition to
remove Bk . But, Lemma 2 results in a contradic-
tion: Jk′ ⊂ Jk . This case can hence be ignored.

11. Ik = Ik′ ∧ Jk′ *+ Jk (⊥)
Prior: Ik′ ⊂ Ik ∪ {i} ∧ Jk′ *+ Jk (⊥)
Lemma 2 results in a contradiction: Jk ⊂ Jk′ .

12. Ik′ ⊂ Ik ∧ Jk′ *+ Jk (⊥)
Prior: Ik′ ⊂ Ik ∪ {i} ∧ Jk′ *+ Jk (⊥)
Lemma 2 results in a contradiction: Jk ⊂ Jk′ .

13. Ik *+ Ik′ ∧ Jk′ *+ Jk (MIC ⇒ keep)
Prior: Ik ∪ {i} *+ Ik′ ∧ Jk′ *+ Jk (MIC)

1A *+ B ⇔ A * B ∧B * A
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We observe that except for conditions 3, 4, 10 and 13, the prior state is proved to be

¬MIC or to result in a contradiction due to lemma 1 or lemma 2. However, Bk must be

removed if prior state is MIC and the current state is ¬MIC. Only condition 3 leads to

this situation.

6.4 Performance evaluation

we evaluate the computation time DynBimax compared to Bimax by varying the sliding

windows. Our experiment runs on a real dataset comprising 3,992 news articles aggregated

from multiple online news sources (BBC, CNN, Reuters, France24, Egypt Independent

and Der Spiegel) from November 2 to November 16, 2015. The corpus is modeled by a

TF-IDF matrix where the top 10,000 nouns and adjectives are kept. The matrix is binarized

with a threshold Thr = 5. The sliding windows are defined with increasing sizes (from

100 to 1, 000 documents) and increasing shift ratios (5% to 20% of the window size). In

this way, each window is moved over all documents of the corpus. At each step, we run

both algorithms with MinR=2 and MinC=2. For Bimax, we measure the computation time of

dynAdd over the entire window. For DynBimax, we cumulate the time of both dynRemove

and dynAdd for the expiring documents and for the incoming ones. We aim to identify the

shift ratio at which DynBimax surpasses Bimax. Figure 6.2 shows, for each shift size, how

the computation time evolves as the window size grows. We observe that for a shift of less

than 20%, DynBimax is faster than Bimax and the difference increases with the window

size. However for a 20% shift, DynBimax reaches its limit because dynAdd is faster than

dynRemove. For a given window size, the boxplots show a larger variation for Bimax. We

account for it by the event burstiness typical of breaking news, e.g. Paris attacks in Step 13

of Figure 6.3. Such a major event commented by an increasing share of articles yields

more biclusters and takes longer to process. However, for DynBimax we observe lower

variations, indicating a better stability against news burstiness.

Figure 6.2: computation time of DynBimax vs. Bimax for different sizes and shifts of
sliding widows.
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Figure 6.3: Visualization through a term hierarchy of DynBimax applied on news streams.

For each window step, Figure 6.3 shows the topic variants extracted by DynBimax

and organized in a term hierarchy with the FPTree algorithm [Han 2004]. One variant

is selected whose the term sequence is displayed by the breadcrumbs trail. Each path,

from root to leaf, depicts one bicluster (Bk) described by its unique sequence of terms

(Jk). The first terms of a sequence are closer to the root and group the biclusters and all

the documents sharing them. They describe events or stories treated in the news. Less

frequent terms are placed further away and describe a topic variant. Hovering over a node

displays its term in a tooltip and its path on a breadcrumbs trail. Clicking a node retrieves

all the documents sharing its path. We color in orange all the biclusters containing at least

one of these documents in order to show their dispersion. After shifting the window, we

systematically choose a topic by clicking the representative parent node and we highlight

one topic variant. We can see that from step 1 to 7 the topic about a plane crash in Egypt is
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fading. Steps 11 and 13 show the surge of Paris attacks news and a topic variant about its

impact on the U.S. presidential election campaign.

6.5 Conclusion

We presented DynBimax a dynamic overlapping biclustering, allowing to add, modify and

remove objects from prior partitions of streaming news articles. Following a sliding win-

dow strategy, we showed through visualization that DynBimax enables the user to track the

evolution of topics over time, while identifying specific viewpoints or facts. Our numerical

experiment shows that DynBimax surpasses Bimax for a window shift of less than 20%

of the window size. But, DynBimax trades computation-time stability to better cope with

the surge of breaking news. Finally, we identified the necessary and sufficient condition

for which the maximal inclusion constraint is not satisfied after removing a row. In future

work, we envision to define a structure pruning the search space to faster target biclusters

meeting this condition.





Conclusion and perspectives

This thesis presents a novel visual analytics approach for the exploration of text corpora. In

particular, the developed software supports the process carried out by investigative journal-

ists for hypothesis verification, refining and generation. Through the user-centered method-

ology outlined in chapter 3, we designed a multi-resolution system based on two nested

bicluster structures. The top-level biclusters summarize the corpus by grouping similar

documents within coarse-grained topics described by subsets of representative terms. The

low-level biclusters reveal fine-grained topic variants within each topic, i.e. all optimal

co-occurrences of terms shared by multiple documents. The visual analytics software is

composed of two main visual components. The Topic Weighted Map gives an overview

of the field under investigation. The Topic Variant Overview allows drilling down topic

variants for searching multiple facts, angles or viewpoints related to stories found in the

corpus.

The survey of text mining techniques in Chapter 1 elicits the different assumptions

underlying the topic models and biclustering mechanisms. Both methods consider dif-

ferent kinds of co-occurrence patterns which inform about how they deal with the distri-

butional hypothesis. In particular, topic models consider only high-order co-occurrences

while biclustering methods additionally promote the consolidated co-occurrences strength-

ening context similarity involved in the distributional hypothesis. This difference has an

impact on the topical structure delivered by both approaches and explains a lot of observa-

tions and results obtained from our experiments in chapters 3 and 4.

Chapter 3 describes the nested biclustering approach supporting the muti-resolution

analysis of text corpora. This approach is flexible enough to handle any top-level topic

shapes, i.e. biclusters overlapping or being disjoint, document-wise and/or term-wise. To

analyze the relationships between coarse-grained topics, we developed a new similarity

metric for both overlapping and disjoint biclusters. We defined an evaluation protocol based

on multiple intrinsic metrics characterizing the properties of the coarse topical structure.

We used hLDA as a baseline to assess the strengths and weaknesses of Coclus, the diagonal

biclustering method we leverage for topic extraction. We found that hLDA, which extracts

more high-order co-occurrences, identifies more often large topics with more distant docu-

ment relationships and a comparatively larger number of terms. In contrast, Coclus spots

additionally consolidated co-occurrences and thus the terms of topics are more document-

specific. Multiple metrics show that large topics of Coclus enclose more specific topic

variants with more commonalities and slight specificities. We hence anticipate that Coclus

deals better with major news topics. The result of this numerical experiment guides the

design of the user study presented in chapter 4 in order assess the impact of these differ-
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ences on the comprehension of topics. Typically, we need to consider the topic size as

an independent variable, and hence fairly observe the quality of the topic interpretation

given by both methods. Future work would consist in extending our analysis to encompass

full-overlapping topic extraction methods such as LDA, as well as overlapping biclustering

methods [Shafiei 2006a].

The visual design of every component of our visual analytics software is presented in

chapter 4. Through the proposed visualizations, the analyst can access the corpus at mul-

tiple levels of detail. For high-level topic overview, we designed a new visualization, the

Topic Weighted Map, that combines an MDS projection, a Weighted Map visualization and

multiple tag clouds. The plethora of overlapping term-document biclusters representing

topic variants are organized in the term hierarchy of the Topic Variant Overview. The lat-

ter alleviates term redundancies and exposes the commonalities and specificities of topic

variants. We also enable the domain expert to steer the Bimax algorithm until finding in-

teresting results. Multiple interactions and coordinated views let the journalist initiate a

focus process on specific aspects to verify hypotheses, and then engage in a diversifica-

tion process to discover new aspects and refine her working hypothesis. We experimented

with a nested biclustering approach, leveraging hard biclustering and overlapping biclus-

tering algorithms. A usage scenario and a qualitative evaluation showed that, through the

Weighted Topic Map the journalist can quickly identify topics of interest, and through the

Topic Variant Overview, coordinated with the Topic Variant Comparator, the analyst can

explore a large number of Topic Variants and find useful facts or viewpoints. Overall, the

system supports the analysis of corpora that are significantly larger than journalists may be

used to. Future work includes needs to improve the understanding of topic frontiers and to

provide interactions to change them. We also aim to conduct a user study to compare our

directional labeling with excentric labeling in the Topic Variant Overview.

The Topic Variant Overview and the tag clouds of Topic Weighted Map provide both

common base to analyze the impact on topic comprehension of the size and structure of

topic elicited by two different topic extraction methods. In chapter 4, we conducted a user

study comparing Colclus and hLDA. Based on the results of our numerical experiment

outlined in chapter 3, we expressed hypotheses, confirmed in part by the user study. We

expected small topics to be easier to interprete with hLDA whereas Coclus might surpasses

hLDA for large topics. The study reveals that small Coclus topics hold specific vocabu-

lary and are more difficult to interpret without prior knowledge, whereas small hLDA topics

contain richer vocabulary giving more context for the analyst’s comprehension. The supe-

riority of Coclus with large topics is not clearly established but several independent results

converge towards the following trends. When large topics of hLDA yield themes with het-

erogeneous topic variants, large Coclus topics uncover more specific and more separable

events with slight differences between topic variants. We infer that Coclus is more suit-
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able for hypotheses verification while hLDA is more relevant for hypotheses generation.

Short-term extensions of this work include a user study with investigative journalists in

order to confirm our assumptions about the suitability of the Coclus and hLDA methods for

high-level tasks such as verifying, refining and generating hypotheses.

Chapters 5 is an ongoing work for twitter-like text stream investigation, initiated during

2014 VAST Challenge. The visual analytics tool we proposed for the contest allows the

user to achieve situation awareness and exploration tasks for text streams. Through a case

study, we show the user’s ability to discover, locate and explain different events in their

temporal context. In this activity, the monitoring and exploration of all message aspects

appear to be crucial. These tasks are supported by a flexible and dynamic VSM underly-

ing the web-oriented architecture we propose. Nonetheless, we have highlighted several

limitations in this solution, among which the lack of accurate temporal context for a se-

lected period, the limitation of single-aspect river views and the large use of memory by

our model and architecture.

Since in VAST challenge MC3, the Microblogs messages contain semi-structured con-

tent, our visualizations exploit them directly to explore different aspects of twitter-like

data. Only fast analytic processing is done such as tokenization, part-of-speech tagging

and named entity extraction. However, uncovering the relationships between these aspects

(groups of authors that talk about the same hashtags, the same places, the same persons,

etc.) may be useful to better understand events. This may consist in taking two aspects

of data as the two dimensions of a dynamic Object-Context frequency matrix and in ap-

plying biclustering to reveal their relationships. In this perspective a remaining challenge

is to propose efficient ways to execute these analytic techniques in real time. Moreover,

the large volume of data requires a multi-resolution approach relying on a dynamic nested

structure.

We started such work with the lower level structure of our system, i.e. the topic vari-

ants. Indeed, in chapter 6 we propose DynBimax, an extension of Bimax algorithm that

support dynamic text streams involving adding, modifying and removing documents. Both

chapters 5 and 6 are early initiatives to deal with text streams. For dynamic data, a re-

maining challenge has to do with the design of comprehensible visual representations of

complex relationships that do not overwhelm the user. A combination of matrix-based vi-

sualizations, multi-modal graphs and tree visulizations, with parsimonious animations that

preserve the analyst’s mental map, may help monitor multiple aspects of text streams and

uncover insightful structural patterns. Finally, supplying interactions to put the user in the

loop by steering the underlying algorithms and refining the results has the potential to lead

to a novel and useful visual analytics tool to investigate text streams.
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