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ABSTRACT 

 

THERMAL STORAGE MODELING IN BINARY ALLOY PHASE CHANGE MATERIALS SUBMITTED TO A 

CONTROLLED COOLING RATE 

Latent Heat Thermal Energy Storage (LHTES) shows high storage density compared to sensible thermal 
systems. For high temperature applications, the use of alloys as phase change materials presents many 
advantages. Principally, varying alloy composition allows controlling the storage\discharge of thermal energy 
through an expected temperature range (defined by the heat source), and the high thermal conductivity gives 
suitable heat transfer properties to the system that receives/supplies the energy. However, some systems 
need a specific temperature range to correctly operate. In such conditions, subcooling (also known as 
undercooling) and segregation are undesirable phenomena in alloys when they are used as PCM. In the 
present work, we propose a method to predict the latent heat release during phase transformation of a binary 
alloy submitted to a controlled cooling rate, including subcooling, segregation and variation of composition. 
This thesis describes the physical models that apply when heat is released from such a material. We take 
into consideration the cooling rate applied to the PCM, the solidification velocity, convective phenomena, 
melting temperature and subcooling. In the present work, phase diagrams and the CALPHAD methodology 
are used to determine the temperature range for phase change (or constant temperature value for isothermal 
transformation) by minimizing the Gibbs equilibrium energy. The Gibbs free energy minimization has been 
implemented in a homemade numerical code. The material can be screened with different compositions for 
equilibrium or off-equilibrium solidification allowing quick selection of the optimal material for the specific heat 
source. In the proposed method, the solidification velocity is obtained from the cooling rate. Then, variation 
in microstructure is driven by the solidification velocity using the local non-equilibrium diffusion model. Based 
on the local nonequilibrium model that depends on the partition coefficient variation, the subcooling degree, 
wich is derived from the applied cooling rate is predicted. A bibliographic study has been carried out and a 
numerical comparison has been undertaken to ensure the capacity of our code to reproduce the phase 
change of various materials that include phenomena such as subcooling and recalescence. The results 
highlight that the cooling rate is one of the most important parameters in the performance of the thermal 
storage, having a large effect on segregation and subcooling degree. Moreover, we show the influence of 
partition coefficient on the time evolution of solid fraction, considering a constant or a composition-dependent 
value. We can conclude that the latent heat release can be correctly predicted provided that the method 
correctly predicts the phase diagram and the variable partition coefficient. This work helps to accelerate the 
design and development of thermal storage systems and lays the foundation to continue exploring other 
kinds of materials (e.g. paraffins). 

Keywords: Latent heat, thermal energy storage, CALPHAD, phase change, undercooling, subcooling, cooling rate, 

solidification rate, segregation, alloy phase change, Gibbs energy, phase diagramme 
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RÉSUMÉ 

 

Modélisation du stockage de chaleur par changement de phase d'alliages à composition binaire 
soumis à un refroidissement contrôlé 

La thèse est centrée sur la modélisation de la physique du comportement d’un alliage binaire et 

l’implémentation du meilleur modèle mathématique pour simuler le changement de phase liquide solide en 

tenant compte de la vitesse de refroidissement, la vitesse de solidification, la ségrégation, la convection 

naturelle et la surfusion afin d’optimiser la capacité de stockage de chaleur d'un tel matériau. Dans le présent 

travail, les températures pour lesquelles le changement de phase s'opère sont estimées grâce aux 

diagrammes des phases et la méthodologie CALPHAD qui retraduisent les différentes phases d'un alliage 

binaire, y compris la transformation isotherme. Pour cela, la minimisation de l'énergie de Gibbs est résolue 

dans un code de calcul développé à cette occasion et aboutit à l'identification des phases stables du 

matériau. Pour un intervalle de température souhaite le code permet d'estimer rapidement la décharge de 

chaleur pour la composition de l'alliage sélectionné en équilibre ou hors équilibre. Dans la méthode 

proposée, la vitesse de refroidissement du système permet de calculer la vitesse de solidification. Puis, 

celle-ci établit la relation entre la cinétique globale et la macrostructure. Basé sur le modèle de non-équilibre 

local, qui dépend de la variation du coefficient de partition, le degré de surfusion est prédit à partir de la 

vitesse de refroidissement appliquée. Une étude bibliographique a été réalisée pour amener une 

comparaison numérique et assurer la capacité de notre méthode à reproduire le changement de phase, en 

incluant des phénomènes spécifiques tels que la surfusion et la recalescence. 

 

Mots clés: Chaleur latent, stockage d’énergie thermique, CALPHAD, changement de phase, surfusion, vitesse de 

refoidissement, vitesse de solidification, segregation, changement de phase des alliages, énergie de Gibbs, 

diagramme de phase. 
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Chapter 1 Introduction and context 

Since 2012, in France industry represents 21 % of the total energy consumption, ranking 

third after residential buildings and transport. 71 % of this consumption is devoted to heat 

production, mainly in the food industry through ovens and dryers that allow food transformation 

processes[1]. The low efficiencies of thermal processes, that can reach up to 50 % or 60 %, lead 

to a heat loss considered as waste heat, since it has been produced but does not participate in 

the desired processes[1], [2]. Waste heat is a global term corresponding to the heat lost by a 

process. This heat may be possibly recovered and used under another form. For ovens or dryers, 

for which the efficiency remains relatively low (as low as 50%), the waste heat could be recovered 

and could be introduced in other industrial activities to limit energy consumption. Figure 1 shows 

the temperature at which waste heat is rejected by industrial processes and confirms the 

necessity to limit the consumption. 

Two kinds of waste heat can be mentioned [1]: High temperature waste heat concerns 

applications with an operating temperature above 300°C, like the steel industry that needs to 

supply high heat to form materials. Such applications are subjected to heat recovery. On the 

contrary, low temperature applications, like chemistry applications, paper or food industries, have 

less potential heat recovery which represents a source of future improvement. The most difficult 

waste heat sources to recover are the diffuse ones, due to low insulation.  As shown in Figure 1, 

thermal rejection appears for a large range of temperatures. The ADEME Agency [3](Agence de 

l’Environnement et de la Maitrise de l’Energie) devoted to environment energy control, estimated 

that the annual waste heat in France, due to applications at temperatures above 100°C, reaches 

51TWh, with 50 % of waste heat due to 100°C to 200°C temperature applications. 

Reuse of the waste heat can be accomplished by two methods. The first one consists in 

recovering heat. The waste heat produced from a given process can be supplied to a similar 

process, operating at a lower temperature. The second one is thermal storage. When waste heat 

repurposing is not possible, its reuse can be considered through heat storage systems that 

capture energy for later use. Storage systems can be based on sensible heat when related to a 
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temperature evolution, or latent heat if the discharge is expected to occur at a constant 

temperature. In general, sensible heat storage, where charging and discharging are obtained by 

varying the system's temperature, is used more often than latent heat storage, where the phase 

change can occur at a constant temperature or through a temperature range. The two storage 

systems are of interest but they don’t show the same thermal density. In both scenarios, however, 

the heat can be transported to another place. In both scenarios, however, the heat can be 

transported to another place. 

Metal, glass and cement industries operate at high temperatures (above 400°C) and 

recovery of the generated waste heat is usually neglected [4]. For this waste heat, reuse is 

important, not only from an economic point of view, but also for environmental considerations. 

Nowadays, thermal energy storage and transport are key points of responsible industries 

development. Transportable high temperature latent heat storage tanks can be used to feed 

industrial processes requiring energy at a lower temperature. For example, the industrial waste 

heat represents an interesting heat supply for residential buildings, where temperatures of around 

Figure 1 Typical temperature range for waste heat processes in France 
industry [1] 
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50°C to 70°C are generally needed [2]. As another example, during winter, heat can be use on 

farming applications to avoid freezing of crops. 

Nowadays, different heat storage and transport systems are being developed. They are 

based on the use of heat exchangers immersed in a phase change material (PCM) that stores 

and discharges latent heat during melting or solidification. One of the first transportable heat 

storage systems was developed and designed in Japan in 2008 [5]. This system is fed by thermal 

oil that serves as heat transfer fluid and erythritol that composes the material dedicated to heat 

storage with a capacity of 5.3GJ. The melting point of such a system corresponds to a 

temperature of 110°C, which allows waste heat recover above 180°C. This heat can be 

discharged in applications where the operating temperature is up to 90°C, which is largely 

convenient for residential buildings for example. These systems, (also know as trans-heat 

system), are used, when the heat source and heat demand are not on the same location. 

The German company Latherm [6] has started to investigate economical advantages of 

such a system. They have found that a PCM characterized by a melting temperature of 60°C 

helps to store waste heat produced by sources at temperatures above 100°C. They 

commercialize this waste heat into transportable heat storage (see Figure 2). Most storage 

systems are based on a temperature range that allows benefiting both latent and sensible heats, 

so that the combination of the two storage modes supplies heat for applications requiring 

temperatures below 50°C, like swimming pools or office buildings. 

Figure 2 Commercial LHTES made by Latherm 
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Of the two possibilities, the more efficient way to store energy is based on latent heat 

thermal energy storage (LHTES). The operating principle of latent heat storage is based on the 

heat absorption and subsequent release through phase change materials (PCM). 
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 Latent heat thermal energy storage 

 In Figure 3, the stored heat as function of the temperature is illustrated, comparing a 

typical phase change material with an one, where only sensible heat is stored. Basically, for a 

similar temperature difference, the phase change material involves a higher stored heat than the 

inertial one, especially on a small temperature scale around the melting temperature Tm. While 

the PCM is totally solid (temperature below Tm) or liquid (temperature above Tm), the material 

efficiency is related to the heat capacity Cp, by storing or releasing heat through a temperature 

variation (see Figure 3). Consequently, this kind of charge or discharge depends on the operating 

temperature range. When the material melts or solidifies, the captured or released heat 

corresponds to the latent heat, which is a material property. 

Selecting a PCM and developing a LHTES is not an easy task. The use of these materials 

has three requirements: i) a melting point in the desired temperature range; ii) an efficient heat 

exchanger to transfer heat and iii) a suitable container compatible with the PCM. Consequently, 

the design of an efficient storage process involves the understanding of three essential subjects: 

phase change materials, container materials and heat exchangers. 

Different type of storage system [7] are involved in the development of a latent heat 

storage system as shown in Figure 4. It shows how the selected material has an important role 

to develop a heat exchanger. Firstly, the PCM is chosen from its working temperature range, 

desirable thermophysical properties, kinetics and chemical stability. PCM selection can define 

Figure 3 Comparison of heat stored between a PCM material 
and a sensible heat storage material 
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the success of the thermal energy storage system. For example, if the PCM transition 

temperature is above the charging temperature, the material can exploit all its capacity to store 

energy. On the other hand, if the PCM transition temperature is under the cooling temperature 

(discharge), only a few degrees are sufficient to interfere with a proper heat extraction, resulting 

in an inefficient LHTES. 

A suitable PCM will give the best heat charge and discharge, with the following 

characteristics[8]: maximal thermal density (stored energy per unit mass), adequate 

charge/discgarge power to ensure an effective heat transfer, low material cost and low toxicity of 

the material. It will also have adequate thermophysical properties, principally high thermal 

conductivity of the PCM and thermochemical stability to keep the same thermal density over 

charge/discharge cycles. Generally, such a criterion is obtained through a heat exchanger 

immersed in the PCM combined with a suitable heat transfer fluid that directs the heat flow. Most 

of PCM used for temperatures below 300 °C have low thermal conductivity, which must be 

improved by means of a suitable conductive system. 

Figure 4 Algorithm of the different stages involved in the development of a 
LHTES [5] 

 



Chapter 1 Introduction and context 

 

7 

For LHTES, the melting temperature Tm is inside the operating temperature range. These 

storage systems are particularly interesting for systems where the operating temperature is 

around Tm and the stored heat is nearly entirely supplied during phase change. In such a 

situation, the main thermal properties or constraints can be identified: 

 The melting/solidifying point must be within the operating temperature range to 

charge/discharge using latent heat. 

 The PCM must have a large latent heat and specific heat. 

 The PCM must have a high thermal conductivity to transfer heat efficiently. 

 The volume expansion of the PCM during phase change must be low as the PCM 

is generally in a container that should not be submitted to constraints. 

Another criterion to consider while designing a storage system that uses latent heat is the 

cost. Various PCMs are presented following their melting temperature and their media cost per 

kWh [9] as shown in Figure 5. This graphic shows that the concerned PCMs exhibit a large range 

of melting temperatures, with a large range of costs, so that various waste heat storage systems 

may benefit from PCM. The PCM must be carefully selected to be financially feasible. 

On the other hand many authors have analyzed PCMs and categorized them by their 

melting temperature and their latent heat, as shown in Figure 6.[10]This figure exhibits some 

materials with a melting temperature above 600°C. They can be found in solar plant applications 

Figure 5  PCM cost and its melting temperature [10]  
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that involve high heat concentration and high temperature systems to convert heat into electricity 

via heat transfer fluids under pressure. On the contrary, paraffins are usually used for systems 

such as heat exchangers for food applications that require a moderate temperature as their 

melting temperature does not exceed 120°C. 

The paraffins mentioned above are not the only PCM considered for heat storage. The 

advantages of metals and alloys as PCMs are their higher  heat storage capacity per unit volume 

and their higher thermal conductivity [11]. Metals and alloys are expensive but when space 

availability is a criterion, they become one of best choices for LHTES due to their higher thermal 

density. Also, they represent good sensible heat storage materials as liquid or solid metal and 

their latent heat can be close to paraffins or even higher (≈565 [kJ/kg] for AlSi12). Another 

technical advantage is that alloys have a large range of melting temperature as can be seen in 

Figure 5. 

 

 

  

Figure 6 Melting enthalpy for types of PCM [11] 
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 Problems associated with LHTES  

Many studies can be found for paraffines on LHTES applications. These studies estimated 

and consider the potential use of PCMs but also the potential issues while involving PCMs. 

Depending on the application and the operating temperature, undercooling can represent an 

advantage or a drawback. The undercooling phenomenon directly influences the temperature 

evolution and the moment the latent heat starts to be released. This is one of the main problems 

stated in literature. Undercooling represents the capacity of the material to remain at liquid state 

while its temperature is below the melting temperature. This means that the latent heat is not 

released as expected at the melting temperature. This is a metastable state (liquid) that can be 

broken (when a first steady solid germ appears) by an external perturbation, the addition of 

impurities or by lowering the temperature until the nucleation temperature. Depending on the 

application, undercooling is able to improve or to limit efficiency of the storage system. The 

improvement can be effective when the system needs to reach a temperature below the melting 

point before releasing heat. For applications that requiring release/store heat at a particular 

temperature (the melting temperature Tm), Shama et al. [12] mention that a undercooling degree 

of about 10°C can prevent the correct operation of the PCM storage system. In practice however, 

controlling the undercooling degree is still a challenge. 

In her doctoral work, Soupart Caron [13] investigated the mechanics of heat transfer 

involved in the design of a heat storage system. She concluded that in such an application, the 

undercooling can stop the recuperation of the heat storage. Thus, controlling both nucleation and 

crystallization is the key issue to determine which PCM material will be optimal. Nevertheless, 

the potential undercooling present on PCMs are not reported in commercial materials such 

paraffines and complicate the selection of the best PCM. Supercooling is also an issue and in 

pure metals or binary mixtures can be as high as 100 °C for homogeneous nucleation in Mg and 

Al metals. Therefore, metal alloys for LHTES systems are complex and a thorough understanding 

of metallurgy is needed. 

Although metals and alloys have great potential as high temperature PCMs, many issues 

need to be taken into consideration. After repeated thermal cycles, metals and alloys can undergo 

modifications in their microstructure due to precipitation, oxidation, segregation etc. It can change 

their properties including phase change temperature and latent heat. They require an inert 



Chapter 1 Introduction and context 

 

10 

atmosphere to prevent oxidation, but these inert gases themselves may be absorbed by metals 

during the melting and solidification cycles and these retained gases can affect the 

thermophysical properties of metals alloys. Metal alloys have shown thermochemical stability. Li 

et al.[14] conducted a study on the suitability of aluminum–silicon alloys when used as PCM. 

They found that aluminum–silicon alloys are relatively stable through multiple heating and cooling 

cycles. Zhengyun et al. [15] evaluated the thermal storage performance and thermal cycle 

stability of Al-Si alloys and showed that the latent heat of Al-12Si decreased from 499.2 KJ/kg to 

493.4 [KJ/kg] after 1000 cycles while the phase change temperature was essentially constant, 

but they did not study the performance with different cooling rates. All their samples were heated 

from 500°C to 650°C at 10[°C/min] and 6 [°C/min]. 

 

      Table 1 Problems associated with PCMs 

Problem Classification 

Segregation Thermophysical  

Low thermal conductivity Thermophysical  

Supercooling or undercooling  Kinetic 

Long term stability Chemical 
 

For the reasons mentioned above, numerical studies devoted to thermodynamic 

simulation of a material is fundamental to select the best material. Usually in literature, numerical 

simulation is used to predict thermophysical properties and PCM behavior. These models often 

propose simplifications through numerous assumptions and exclude important thermophysical, 

kinetic and chemical phenomena. Some of them are listed in Table 1. The design and 

development of LHTES is a challenge, requiring extensive experimental characterization and 

many cycles of charge/discharge. Also, thermodynamically the behavior can be different if the 

LHTES is scaled to a big system or the heat exchanger is modified. 

One of the main challenges to predict the phase change in an alloy is the definition of the 

parameters that contribute to an accurate description of the phenomena to model: composition 

evolution, convection phenomena, undercooling and cooling rate. To demonstrate the feasibility 

of our method, we develop our own software based on the Gibbs free energy and the CALPHAD 
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methodology [16] to obtain the phase diagram information. At this moment, our software is limited 

to binary phase diagrams and the Gibbs free energy  contained in the SGTE database [17]. The 

main reason to develop our software is the possibility to extend the methodology to other non-

metallic mixtures. 

To simulate phase transformation, we used the ANSYS software[18]. This is a general-

purpose software, used to simulate interactions of different disciplines of physics, structural, 

vibration, fluid dynamics, heat transfer and electromagnetic for engineers. We used the 

commercial software ANSYS to test the implementation of our method and then evaluated the 

feasibility to be implemented in others simulation software. Figure 7 illustrates the general 

approach implemented for the phase transformation. This considers all the parameters and 

characteristics for the metallic alloy and integrated in the software. The simulation results are 

compared with experimental results from literature. 

   

Figure 7 Phase change specifics included in the proposed method 
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 Aim of the present work 

Even if some authors propose that the use of alloys metals are feasible as PCMs for 

industrial processes in LHTES [19]–[22],. it seems that the available literature still lacks system 

studies. Cardenas et al. [23] claimed that the use of metal alloys as PCM have been 

underestimated by researchers even though they have desirable properties. Others authors as 

[12], [24], [25] claim that these materials have not yet been seriously considered for PCM 

technology. For thermal storage the procedure that includes material selection and latent heat 

estimation is not developed in literature. 

For these reasons the main objective of our research is to develop a method that predicts 

the thermal behavior of metal binary alloys used as PCM, considering segregation and 

undercooling phenomena. The proposed method has the intention of optimizing the development 

of new LHTES using PCM metallic mixtures and even set the stage for studying other non-

metallics mixtures. 

The first chapter is dedicated to the description of LHTES and the motivation to use alloys 

as PCMs. The purpose is to explain the different phenomena and how they affect the LHTES.  

The second chapter is dedicated to the phenomena involved in phase change of materials 

submitted to a large cooling rate. From this description, the aim is to propose the definition of the 

physical basis to predict the materials’ behavior during solidification. 

The third chapter is devoted to the numerical models of a binary alloy phase change. The 

methodology describes the steps of a numerical method dedicated to the estimation of heat 

supply during solidification or melting of a particular material for heat storage. Also, this method 

consists in simulating the phase change processes and then describing the thermal behavior for 

an alloy used to store thermal energy, considering the variation of the proportion of the mixture 

and the cooling rate when the recuperation of the heat stored occurs. This methodology, will be 

useful to develop enhanced numerical models which can be easily translated into various 

programming languages such as Python, C, C ++, Fortran, or implemented as an add-on in multi-

physics numerical simulation programs like Ansys or Abaqus. 
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The fourth and last chapter is the application of the model described in the previous 

chapter. Validations are carried out by parts as our model is composed of several functional 

blocks that represent successive phenomena.  Several validation cases are proposed, based on 

different materials as it is difficult to find a reference that integrally validates all the steps of our 

method. As Information concerning metal behavior where the phase transformation and the 

undercooling degree are controlled by the cooling rate are very rare.  The last part of the chapter 

describes the solidification of Al-Si alloys. Unfortunately, we could not find experimental results 

published to validate our numerical results. This simulation model uses functional blocks and 

models previously validated and these left us to suppose a good approach in our results. 

A general conclusion and perspectives will conclude the document. 
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Chapter 2 Definition of the physical model. 

This chapter aims to describe the physical phenomena and associated numerical models. 

The step concerning the solidification corresponds to the latent heat and represents a critical 

stage of LHTES application as recovering the latent energy is a complex step.  We aim to select 

the optimal material that maximizes the heat source. To do so, the thermal density of the different 

candidate materials must be estimated considering the operating temperature range. Then, we 

can improve our selection adding more criteria (and constraints) like economic, environmental 

factors or improve the system design.  

Solidification of an alloy is a complex phenomenon starting with the adequate initial 

composition to find a desired phase change temperature. From a microstructure point of view the 

most basic solidification begins with the existence of a crystal nucleus in an undercooled liquid 

melt. Then, the crystal nucleus grows to initiate the formation of solid phase. In almost all binary 

alloys, materials also have other solid to solid phase transitions, and these correspond to the 

transformation from one crystal structure to another. Understanding all of these transformations 

has been the key topic of many studies such as the design of steels or the improvement of 

strength in aluminum alloys [26]–[28]. The comprehension of these transitions is fundamental to 

determine the mechanical properties and to design the correct material for the specific application 

[29], [30].  

The mechanism of kinetic transformation for both of these types of transformation is 

studied in almost the same way. Solid-liquid or solid-solid phase transition occurs with nucleation 

and/or crystal structure growth under condition of thermodynamic equilibrium. A first order phase 

transition involves two distinct phases physically separated by a sharp interface. In this interface, 

an energy exchange between both phases occurs.  

The phase transitions for most solid-liquid or solid-solid transformation are usually studied 

at constant pressure. These mechanisms of phase transitions are complex and, in most cases, 

difficult to investigate via experiments [30]–[32]. The atomistic mechanism of transformations is 

poorly understood. For example, it was unexpected for Peng et al.[33] to discover polymer 
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particles of an intermediate liquid phase transitions between solid to solid phase transition at 

molecular range. In their conclusion they suggest it may also occur in metals and alloys and this 

can play an important role to define molecular morphologies or defects in alloys.  

For these materials the main difficulty is the rapid crystallization during phase transitions. 

Measurements of thermodynamic data at the high speeds present during phase transformation 

have been possible only with small scale samples [34] [35]. The conditions of these small 

samples don’t allow considering any degree of liquid movement and this phenomenon has been 

well known to affect phase transformation in macrosamples. The material and physical properties 

of alloys (and other kind of materials with crystal structure) are governed by the microstructure, 

which is mainly governed by the nucleation growth and its morphology. Actually, in practice, it is 

very difficult to characterize the nucleation behavior that will define macrostructures. Moreover, 

if a largely different composition and material are considered, the prediction of the nucleation 

behavior is very difficult.   

Different theoretical approaches of solidification behavior were defined from the beginning 

of the 20th century and the main advance in this subject appeared in the works of Kaufman and 

Hillert and theirs coworkers [36] [37]. They present the foundation of the CALPHAD method to 

model phase diagrams and thermodynamic properties. Phase diagrams use theoretical modelling 

to predict which phases should be expected for given conditions [36]. These involve temperature, 

pressure and overall composition of the alloy. They are a very useful tool for prediction of 

macrostructure phases, melting temperatures and final behavior of its morphology. The phase 

Figure 8 Implementation of the proposed method in ANSYS. 
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diagram is based on the knowledge of thermodynamic properties, and they estimate the 

metastable phases at their equilibrium state. The crucial information used in the calculation of 

phase diagrams is the Gibbs free energies of all phases and for all constituents existing in the 

studied mixture. For this reason, the use of an established and reliable description of the Gibbs 

free energy is fundamental to predict the thermodynamic characteristics and solidification 

behavior. 
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 Gibbs free energy 

In terms of energy that describes the kinetics of phase transitions, each phase is 

represented by its Gibbs free energy as a function of temperature, pressure and composition. 

Phase transformation occurs in a system in equilibrium favoring the phase with the lower Gibbs 

free energy. The equilibrium state can be found from the Gibbs free energy dependence on 

temperature and composition at constant pressure for a cooling rate slow enough to assume an 

equilibrium transition.  

 

The Gibbs free energy curves of liquid and solid intersect at the melting temperature (Tm), 

as is shown in Figure 9. This figure shows a continuous curve with a slope change between the 

phase transformation defined as:  

 ∆𝐺 = 𝐺௅௜௤௨௜ௗ − 𝐺ௌ௢௟௜ௗ (1) 

 

where ΔG is the driving force for the transformation. In the bottom graph of Figure 9, the entropy 

shows a discontinuity change at the transition point, Tm. This is given by:  

Figure 9 Gibbs free energy and entropy curves for a liquid-solid phase 
change 

 

Tm 

Tm 
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 ∆𝑆 = ൫𝑆௅௜௤௨௜ௗ − 𝑆ௌ௢௟௜ௗ൯ = ቆ
𝜕𝐺௅௜௤௨௜ௗ

𝜕𝑇
−

𝜕𝐺ௌ௢௟௜ௗ

𝜕𝑇
ቇ (2) 

Assuming that the heat capacities are equal in both phase transitions, the driving force 

ΔG can be estimated as 

 ∆𝐺 = ∆𝐻 − 𝑇∆𝑆 (3) 

where ΔH is the difference in enthalpy between both phases, expressed as: 

 ∆𝐻 = 𝐻௅௜௤௨௜ௗ − 𝐻ௌ௢௟௜ௗห ்ୀ்௠ (4) 

and at T=Tm → Δ G=0. Then from Equation 3: 

 ∆𝐻 = 𝑇𝑚∆𝑆 (5) 

hence with Equation 3 and Equation 5:  

 ∆𝐺 = ∆𝐻 − 𝑇∆𝑆 = ∆𝐻 − 𝑇 ൬
∆𝐻

𝑇𝑚
൰ = ∆𝐻 ൬

𝑇𝑚 − 𝑇

𝑇𝑚
൰ (6) 

Equation 6 is known as the Turnbull extrapolation. It is valid in almost all solidification 

situations except under rapid cooling for large undercooling effects. The heat capacity can be 

defined as the change in enthalpy per change in temperature: 

 𝐶𝑝 =
𝜕𝐻

𝜕𝑇
= 𝑇

𝜕𝑆

𝜕𝑇
= −𝑇

𝜕ଶ𝐺

𝜕𝑇ଶ
 (7) 

The derivation of the molar enthalpy from Equation 6 using Gibbs free energy can be used 

to estimate the latent heat of solidification as:  

 𝐻 = 𝐺 − 𝑇
𝜕ଶ𝐺

𝜕𝑇ଶ
 (8) 

Hence: 
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 𝐿 = 𝐻൫𝑇௅௜௤൯ − 𝐻(𝑇ௌ௢௟) − න 𝐶𝑝 ∙ 𝑑𝑇
𝑇𝑆𝑜𝑙

𝑇𝐿𝑖𝑞

 (9) 

where TLiq and Tsol are the liquidus and solidus temperature of an alloy respectively. This equation 

can be used in the heat transfer calculation. The validation of these formulations was studied by 

F. Richter [38] [39] where enthalpy and specific heat data are compared for 30 low-alloyed steels. 

Figure 10 shows the good agreement of their results between calculated region and experimental 

data [39].It’s important to note that the variation reported between both was about 10 percent 

higher for the calculated enthalpy and 0 to 7 percent lower for calculated specific heat. 

The calculated latent heat should be considered as an approximation. The latent heat 

obtained by experiment is very close to those calculated [40], [41] for some casting and pure 

materials. The main difficulty is the usual impurity found in all materials that can modify physical 

properties and the procedure to measure enthalpy excess. This has been confirmed thanks to 

another set of experimental data for the same material [42]. 

Figure 10 Experimental and calculated regions of a) enthalpy and 
b) specific heat for 30 low-alloyed steels [24] 
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The utilization of Equations 6, 7 and 8 focuses on the description of the equilibrium phase 

transformation for metastable phases of multicomponent and multiphase systems. As mentioned 

before, the equilibrium criterion is attained when the Gibbs free energy is at a minimum. Another 

fundamental concept to define an equilibrium phase transformation is the chemical potential. 

 

2.1.1 Chemical potential 

Until now the phase transformation was considered with constant mass in a homogeneous 

phase. The addition of a variation in its mass through the number of moles (ni) of component i 

gives the concept of chemical potential that increases the Gibbs free energy when the component 

i is added to form a mixture. This is associated in chemistry to the transfer of matter represented 

as the molar flow from one phase to another for all the components. A complete formulation and 

explanations can be found in [43] and [44].  

Figure 11 shows a system in equilibrium, this phase diagram has three single phase 

regions namely liquid(L), alpha (α) and beta (β); also, we can see three two-phases regions L+ 

Figure 11 (left) Microstructure development during the solidification of a 
hypothetical alloy with alpha and beta phases. (right) Cooling curve for a hypo-
eutectic alloy. 
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α, L+ β and α+ β. The eutectic composition is identified with the dotted green line. Their Gibbs 

free energy for a phase with composition A and B is defined as: 

 𝐺 = 𝑛஺𝐺஺ + 𝑛஻𝐺஻  (10) 

To explain the use of chemical potential as an equilibrium criterion for binary alloys, only 

two metastable phase α and β are considered as can be seen in  Figure 11. If an amount dn of 

component A is transferred from phase α to phase β at constant temperature and pression 

(equilibrium phase transformation) the change in Gibbs free energy associated with each phase 

by composition is: 

 𝑑𝐺஺
∝ = 𝜇஺

ఈ𝑑𝑛 (11) 

 𝑑𝐺஻
ఉ

= 𝜇஻
ఉ

𝑑𝑛 (12) 

and since at equilibrium, the Gibbs free energy is equal to 0 using G=nAGA + nBGB it follows that: 

 0 = 𝜇஺
ఈ − 𝜇஻

ఉ (13) 

This gives another condition of equilibrium transformation: the chemical potential of each 

component must be the same in all phases. The principal assumption of equilibrium is that 

reaction rates at the interface are rapid compared to the rate of interface advance. This implies 

a chemical potential in equilibrium before an advance in the phase transformation interface. 

Experimentally this concept has been demonstrated for alloys but only for solidification velocities 

up to 5 m/s [38], [44], [45]. For common alloys submitted to this solidification velocity an 

equilibrium transformation cannot be achieved and some modification of the phase diagram or 

the equilibrium equations must be performed.  

 

2.1.2 Phase calculation 

Using the assumptions of local thermodynamic equilibrium (same temperature at the 

interface) the liquid and solid composition of alloys can be determined using an equilibrium phase 

diagram. These equilibrium phase diagrams describe the structure of a system as function of 



Chapter 2 Definition of the physical model. 

 

22 

composition and temperature assuming the thermodynamic equilibrium and consequently, that 

the diffusion rate is infinitely fast. Such phase diagrams are based on experimental cooling curves 

for selected compositions. 

From phase diagrams the principal information obtained is: 

 According to the initial composition: initial liquidus and solidus temperature. 

 The melting temperature at the eutectic point.  

 Initial composition of formation during crystallization.  

 Partition coefficient and liquidus slope. 

Based on equilibrium criteria, the calculations of the chemical potential and the 

minimization of Gibbs energy of multicomponent and multiphase systems can predict phase 

formation and their compositions for constant temperature and pressure. The calculation of the 

phase diagrams can be formulated and solved as optimization problems. This technique has 

been largely studied in [46]–[49]. The calculations of the chemical potential and the Gibbs free 

energy sometimes lead to numerical complications. The first and most complex is the number of 

phases for a mixture changing from liquid to solid and metastable phases changing from solid to 

solid. Each metastable phase is an equation, and these give a number of equations that can lead 

to an unstable equilibrium point [50], [51]. To solve these instabilities the convex hull model helps 

to find the thermodynamic equilibrium point [52] 

The convex hull algorithm is used to search for two-phase equilibria in multicomponent 

alloys. The first step is based on the determination of the convex hull for the two-phase Gibbs 

free energy. Then, at each composition the lowest Gibbs free energy is determined as illustrated 

in Figure 12. The Gibbs free energies are discretized into grids of Nd nodes, where N is the 

number of nodes along one species axis and d is the number of independent species. The 

minimization of the Gibbs free energy is the approach used by Hildebrandt et al. [53]. 

For each phase the discretization is first carried out regularly from 0 to 1 along the site 

fractions (yi) of the independent species. For a given phase (liquid, solid alpha, solid beta, etc.) 

nodes are discarded if their Gibbs free energies are greater than the Gibbs free energies of the 

other phases at the same compositions. Moreover, nodes belonging to non-convex regions are 

detected by computing the equilibrium criterion (defined by the chemical potential [16]) and 
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discarded if they do not belong to the phase equilibrium of the binary system. The optimization 

to find the convex hull for the set of nodes is carried out by a Quick-hull algorithm [54], which has 

been shown empirically to be the fastest for multidimensional space and thus for multicomponent 

alloys. The implementation of these algorithms is found in the SciPy Python open-library [55]. For 

these reasons we chose to compute the convex hull of the Gibbs hypersurfaces with the Quick-

Hull algorithm.  

The most accepted correlation between thermodynamics and phase equilibria is the 

CALPHAD method.  This uses the definition of the Gibbs free energy (established by J.W. Gibbs 

[56]) and the foundation established by Kaufman and Bernstein  [16], [57]. This method is used 

to obtain the phase diagram and the solidification behavior.  
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 The CALPHAD methodology 

Recent works using CALPHAD tools are accelerating the design and development of new 

alloys [58]–[60] including the prediction of phase equilibrium for complex multi-component 

systems. These tools are included in many commercial software packages, such as ThermoCalc 

[61], FactSage [62] and Pandat [63]. These become important for the characterization or in the 

development of new materials and products. 

To define the phase change, we used the CALPHAD method that consists in describing 

the Gibbs free energies of the different phases in a given system as a function of thermodynamic 

variables: composition, temperature and pressure. The CALPHAD approach [16], [36] is derived 

from the original work of Kaufman et al.[57] by adding assumptions such as a regular solution for 

dilute alloys. The CALPHAD method is an extensively used semi-empirical technique for phase 

diagram calculation and modeling. As mentioned before, Equation 3 is the main equation of the 

Gibbs free energy. In the CALPHAD methodology this is fundamentally represented by Equation 

14, which contains all the thermodynamic functions that may be easily derived, e.g. enthalpy, 

entropy, heat capacity and molar volume. 

The Gibbs free energy per mole of a liquid or a substitutional solid solution is:  

 

 𝐺௠ = ෍ 𝑥௜𝐺௜
଴

௖

௜

+ 𝑅𝑇 ෍ 𝑥௜𝑙𝑛𝑥௜

௖

௜

+ ෍ ෍ 𝑥௜𝑥௝𝛺௜௝

௖

௝

௖ିଵ

௜

 (14) 

 

where the molar Gibbs free energy and universal gas constant are Gm and R respectively; x 

represents the mole or mass fraction of components i in a system with c components; and Ω is 

the excess Gibbs free energy. The first term on the right-hand side of Equation 14 is the Gibbs 

free energy of pure component elements at a given temperature (T) and constant pressure (P) 

of 1 atm, the second term is the ideal Gibbs free energy of mixing and the third term is the excess 

Gibbs free energy describing the real behavior of the phase. This third term has been formulated 

by Redlich-kister in their algebraic representation [64] where Ω are the model parameters 
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normally obtained only by experimentation. This parameter describes the influence of the mutual 

interactions between constituents i and j.  

The first term of Equation 14 (Gibbs free energy of pure element) is commonly found in 

its standardized form of the Scientific Group Thermodata Europe [17]( SGTE) equation of the 

Gibbs free energy as: 

 𝐺 = 𝑎 + 𝑏𝑇 + 𝑐𝑇𝑙𝑛𝑇 + ෍ 𝑑௡𝑇௡

𝑛

2

 (15) 

where n is an integer typically equal to 2 or 3 or -1. The parameters a, b, c and d are optimized 

fitting experimental and theoretical data by a least squares minimization method. These material 

parameters are standardized by the SGTE [17].  

Using the SGTE database of pure element and Equations 14 and 15, we can calculate 

the Gibbs free energy of binary compositions for a specific temperature at constant pressure. The 

Gibbs free energies are calculated for the different phases. For example, for a mixture that 

solidifies with two different crystal structures α and β, the Gibbs free energy can be calculated for 

the liquid phase and the α-β solid phase. They are then used to calculate the chemical potential. 

For the equilibrium points of compounds A and B, the chemical potential is used to identify 

the tangent of each curve representing the phase’s Gibbs free energy in function of composition 

x. Figure 12 shows two Gibbs curves, one for liquid and another for solid phases, where in the 

illustration (i) all the material is liquid at the initial Xo composition. The second illustration (ii) 

illustrates Gibbs free energy curves for a lower temperature with the presence of liquid and solid 

phases. The chemical potential is represented by the intersection of two lines formed by the 

tangent of the Gibbs free energy curve at compositions XL (liquid phase) and XS (solid phase).  

At this point μ represents the chemical potential equilibrium criterion for the phase transition 

defined as:  

 𝜇஺
ௌ =  𝜇஺

௅        𝑎𝑛𝑑     𝜇஻
ௌ = 𝜇஻

௅  (16) 
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In the system at equilibrium, Figure 12ii) the composition of solid and liquid phases are XS 

and XL respectively and these are the compositions estimated with Gibbs free energy 

minimization of the system at the specific temperature. Figure 13 shows the graphical 

construction of a phase diagram using μ. This system has two Gibbs free energy curves for solids: 

phase α (Gα) and phase β (Gβ); and another for the liquid phase (GL). Each curve is defined by 

Equations 14 and 15. As we can see in Figure 13, these Gibbs free energy curves are calculated 

for all compositions at a given temperature. The tangent point formed between them by the 

chemical potential criterion is the equilibrium phase where the tangent compositions are the 

liquidus and solidus lines in the phase diagram.  

These general principles for Gibbs free energy are sufficient for common materials to 

model all metastable phases (liquid and solids) and to define the phase diagram. However, for 

some materials there are other parameters that can modify the description of the phase diagram. 

Figure 12 Relationship between Gibbs free energy and chemical 
potential in a binary system A-B with initial composition Xo. i) Liquid 
phase at Ti; ii) Mushy region containing liquid and solid phases, with 
Xs and XL compositions respectively and equal chemical potential in 
both phase 
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For example, the magnetic contribution and surface energy may be considered. Furthermore, 

specific models with complex crystallography and/or particular physical properties are defined 

with difficulty in a phase diagram. More detailed descriptions for some special cases and their 

typical treatment can be found in [16], [36], [65] . Nevertheless, for most materials the phases 

can be modeled with Gibbs free energy and the CALPHAD methodology, using the SGTE 

database for Gibbs free energy of pure elements.  Using the SGTE database and Equations 14 

and15 based on the CALPHAD methodology we develop our software to trace the phase of a 

binary system. 

 

  

Figure 13 Gibbs free energy minimization to determine all the 
liquidus and solidus compositions  
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 Partition coefficient in equilibrium   

Phase diagrams are unavoidable when modeling alloy phase change. They give 

temperature and composition evolution during phase transition and the corresponding physical 

properties. Figure 14 shows a region of a phase diagram for a solid solution [45]. The ratio 

between the solid composition and the liquid composition at the interface is called the equilibrium 

partition coefficient, expressed as: 

 𝑘 =
𝐶ௌ

𝐶௅
 (17) 

Cs and CL are respectively the solid and liquid compositions, and Csolidus and Cliquidus 

are the composition of the solidus and liquidus lines. The partition coefficient is constant only 

when the liquidus slope (m=dTL/dC) is constant. Though in almost all phase diagrams m is 

variable and thus k is variable, for mathematical simplicity in most calculations m and k are 

assumed constant. This approximation is often reasonable for common alloys (the variation 

between constant and variable coefficient partition is rarely reported).  

 

 

When the left-hand corner of a phase diagram is considered as in Figure 14, the partition 

coefficient in equilibrium (ke) is always lower than 1. 

Figure 14 Equilibrium phase diagram for an alloy. k 
the is partition coefficient; m is the liquidus slope 
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Understanding the role of phase diagrams in the solidification process of an alloy is 

essential to predicting the related transport phenomenon. The partition coefficient based on the 

particular phase diagram is essential to consider segregation phenomena, and this can be 

considered as the link between microsegregation and macrosegregation phenomena. The 

corresponding concept will be discussed in details later.  

 

2.3.1 Alloy microstructure evolution 

The internal structure of alloys is described by the nature of their solute distribution 

occurring during solidification. In casting the main objective is to control crystallization to maintain 

a uniform composition and thermodynamic equilibrium during solidification. Almost all metal 

alloys solidify with columnar or equiaxed dendritic structures [66]. As shown in Figure 15 the 

interface pattern between liquid and solid is defined by dendrite tip radius and liquid with a 

modified composition between dendrite arms. The dendrite arms result in the formation of cells, 

where some “fingers” protrude from the cell. These “fingers” are called primary dendrite arms. 

The side branches on the primary arm are the secondary arms. Dendrite spacing has a significant 

influence on mechanical properties. Several analytical models have been proposed in the 

literature to predict the growth of the primary dendrite arm and the radius at the tip for binary 

alloys. Understanding the characteristics of dendrite arm, tip radius and microsegregation 

behavior during solidification is of great importance to predict metallurgical solidification defects 

Figure 15 Almost all metal alloys solidify with a) 
columnar dendritic structure; b) equiaxed dendritic 
structure 
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such as microporosity and macrosegregation, freckling [67], [68] and undercooling degree [69]. 

We will use dendrite arm information to estimate the undercooling.  

Equilibrium of a mixture is defined by uniform chemical potentials [45] across the liquid-

solid interface during solidification as shown in Figure 14. The interface between the solid and 

liquid phase, defined respectively with the solid composition Cs and liquid composition CL, has a 

continuous temperature T*. Equilibrium solidification is the base of every phase diagram where 

the principal assumption is that the material has enough time to completely diffuse solute in both 

solid and liquid phases. In such a situation the composition becomes uniform throughout the 

solid. The two main conditions to obtain an equilibrium solidification are: a) slow solidification 

times with very slow cooling rates, b) very fast solid and liquid diffusion. 

The physical relationship between microstructure, solute composition, temperature and 

liquid fraction is shown in Figure 16, where the solidification microstructure evolution is 

represented in Figure 16a. For a given temperature distribution (Figure 16b), the liquid 

Figure 16 Physical evolution of solidification for a) equiaxed dendritic 
microstructure; b) temperature distribution at x distance; c) solute 
composition distribution at x distance; d) solid fraction distribution at 
x distance. 
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composition at any location within the liquid-solid zone is defined by the liquidus line of the alloy 

system at equilibrium solidification (Figure 16 (c)). The solid fraction at a given location in the 

liquid-solid zone (Figure 16 (d)) is given by the relation between temperature and solute 

distribution.  

In literature, usually the liquid-solid interface is divided in four stages function of the 

solidification velocity [94], [114], [115]. (shown in Figure 17). The first stage of the transformation 

is full diffusional equilibrium with uniform phase composition and where the lever rule is 

applicable. This step is represented in Figure 17 as dendritic structure with null solidification 

velocities and without undercooling. For this condition all the information generated by the 

CALPHAD method corresponds to an equilibrium solidification, and the phase transformations 

are described by the phase diagram. 

The second stage shown in Figure 17 is the transition between dendritic and banded 

structure. It considers undercooling and liquid diffusion effects. The phase diagram can be used 

but needs corrections such as the Gibbs-Thomson effect or Scheil-Gulliver scheme (to be 

discussed later in more detail) due to the interface curvature in the solidification or melting 

process. Undercooling serves to start the nucleation. The solidification forms dendritic or eutectic 

structure with segregation effects. This second stage represents one of the challenges of this 

work. 

The banded structure shown in Figure 17 is the third stage where the undercooling effect 

increases due to a greater solidification velocity[45], [66], also known as supercooling. 

Consequently, the cellular/dendritic stable phase cannot nucleate or grow sufficiently fast to 

reach the phase indicated in the phase diagram. This kind of transformation can occur normally 

at solidification velocities exceeding 0.1 m/s [45] depending mainly on the properties and 

composition of the material. The partition coefficient can reach the limit value of one 

corresponding to a zero solutal diffusion in liquid and solid and a final solid composition equal to 

the initial liquid composition. 



Chapter 2 Definition of the physical model. 

 

32 

In the fourth stage shown in Figure 17 new metastable phases can form or go directly to 

phases described in the phase diagram without passing intermediate stable phases [45], [66], 

[70], [71]. Due to this new metastable phase, composition and undercooling have strong 

differences in comparison with the other stages, the solidification velocity is above 5m/s or even 

at cooling rates exceeding 100K/s [41], [72]. Under these conditions only experimental 

investigations can predict the final metastable phase and its microstructure due to the occurrence 

of a new metastable phase or directly jump to another phase described in the phase diagram.  

While considering the composition variation during solidification, a fundamental stage 

consists in calculating the partition coefficient (for liquidus and solidus lines). This is done under 

equilibrium considerations following the CALPHAD method.  A modification of this parameter 

helps to perform the composition variation for the second and third stages described before in 

Figure 17. 

For some castings, non-equilibrium solidification may be considered when the phase 

transformation velocity exceeds 0.01 m/s [45]. Solidification occurring at rates above this value 

is named rapid solidification. This rate is directly related to the amount of undercooling and could 

be used to differentiate rapid and equilibrium transformations. 

 

 

Figure 17 Common cases of microstructures transition 
for growth rates of absolute stability 
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2.3.2 Equilibrium solidification 

The equilibrium solidification behavior is described by the classical lever rule defined 

as[45]:  

 𝐶𝑠 =  
𝑘𝐶𝑜

1 − (1 − 𝑘)𝑓𝑠
 (18) 

 𝐶𝑠𝑓𝑠 + 𝐶௅𝑓௅ = 𝐶𝑜 (19) 

 𝑓𝑠 + 𝑓௅ = 1 (20) 

 𝑚 = 𝑑𝑇/𝑑𝐶௅ (21) 

This leads to an expression of the solid fraction with temperature:  

 
𝑓௦ = ൬

𝑇௅ − 𝑇 ∗

(𝑇ெ஺ − 𝑇 ∗)(1 − 𝑘)
൰ 

𝑇௅ = 𝑇ெ஺ + 𝑚𝐶𝑜 
(22) 

where fs and fL are the mass solid and liquid fractions respectively. TMA is the melting temperature 

of element A, TL is the temperature at which the composition starts to solidify, and k is known as 

the equilibrium partition coefficient (less than 1). T* is the calculated temperature and m is the 

liquidus slope. Cs and CL are the concentrations of the liquidus and solidus at the same 

temperature T*. The principal characteristic in equilibrium is that the solute concentrations can 

be attained between the liquid and the solid through the partition coefficient. Actually, the partition 

coefficient is a function of temperature, but in practice a constant value is assumed, which 

constitutes an acceptable assumption for a low concentration. 

The utilization of these equations is shown in Figure 18, where liquidus and solidus lines 

represent equilibrium solidification, and the initial composition is Co. At T1, solidification begins 

with a composition CL =Co. Using the partition coefficient (k) the first solid formed will have the 
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composition Cs1= kCo, shown in Figure 18 at the temperature T1. At a subsequent instant during 

the solidification, T* in Figure 18, the composition of solidus has grown (Cs*>kCo) and the 

liquidus composition has risen to CL*>Co. At the end of solidification under the assumption of 

infinite solid diffusion the material presents a uniform composition. This homogeneity is only true 

before and after the solidification process. 

The assumption of equilibrium solidification assumes complete mixing in both liquid and 

solid at every instant of solidification. It also supposes local thermodynamic equilibrium at the 

interface of solid and liquid. Such an assumption is acceptable for a very slow process 

(solidification velocity → 0) or where diffusion is very rapid in both solid and liquid phases (Ds 

and Ds →infinite). However, in practical applications, equilibrium phase transformation is a 

complex task due to the required very slow cooling rates. 

Case a) in Figure 19 shows the solute redistribution during equilibrium solidification, where 

CS is represented by kCo at the beginning of equilibrium solidification. During redistribution of the 

Figure 18 Comparison of equilibrium and non-equilibrium phase diagram. T1 and 
T3 are the temperature at which under equilibrium solidification begins and ends 
respectively. T2 and T4 are the start and end of solidification under non-equilibrium 
solidification. The difference between T1 and T2 is undercooling due to the rapid 
solidification. Tm is the melting temperature of pure element A. 
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composition, segregation occurs and can change the behavior of solidification and heat release. 

On further cooling at T* shown in Figure 19[45](case a) is in a equilibrium solidification), all the 

solid has the composition Cs* due to an infinite solid diffusion. The temperature-concentration 

evolution follows the solidus line described in the phase diagram shown in Figure 18 as a 

continuous line. The same situation continues through the process of equilibrium solidification 

until the entire solidification at T3, reaching a final composition CS3=Co. During a non-equilibrium 

phase transformation, solidification ends at T4 (Figure 18). This is represented by the dotted line 

with a final solid composition CS4=Co.  

Figure 20[45] shows a schematic evolution of composition at the liquid-solid interface 

representing an equilibrium solidification of a non-isothermal transformation. The concentration 

of C*L will decrease according to the concentration gradient until the composition will be that of 

the bulk liquid Co. A diffusion boundary layer will exist. Assuming no convection in the liquid 

phase, the diffusion layer can be defined as δ=DL/V where DL is the diffusion in liquid and V is 

the solidification rate. The diffusivity is one of the parameters that define the behavior of 

solidification as mentioned before and this is different for each material. If the solidification rate 

Figure 19 Solute redistribution in a directional solidification. Case a), 
equilibrium solidification. Case b), non-equilibrium solidification [45] 
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increases the diffusion layer becomes thinner until a partition coefficient of unity, this means that 

Cs=CL=Co for the phase transformation. 

 

 

 

  

Figure 20 Evolution of composition at  the solid-
liquid interface [45] 
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 Segregation and non-equilibrium partition coefficient 

To take into account non-equilibrium solidification, different models can be proposed 

based on different assumptions. Under real conditions the diffusion in the solid is not considered 

complete (infinite). This leads to the apparition of microsegregation in alloys. This phenomenon 

leads to a coarse and inhomogeneous microstructure that will result in poor mechanical 

properties. 

One of the first attempts to describe microsegregation quantitatively is the Scheil-Guilliver 

equation [45], [73]. It assumes i) that there is complete mixing of the solute in the liquid but no 

diffusion in the solid; ii) that local thermodynamic equilibrium exists at the solid-liquid interface 

described by a constant equilibrium partition coefficient; iii) undercooling is not present. With 

these assumptions, the multi-component and multi-phase solidification problem can be 

implemented as a simple and robust numerical procedure, where thermodynamic equilibrium 

using Scheil-Guilliver is calculated repeatedly for small temperature decrements. To define the 

solidification process with macrosegregation the Scheil-Guilliver approach is used.   

Macrosegregation is the result of coupling two phenomena: microsegregation at the scale 

of dendrites and internal movement in the mushy region due to internal convection or 

sedimentation [66], [74]. Microsegregation results from the solidification of solute enriched liquid 

in the interdendritic space. In equilibrium this microsegregation is removed during subsequent 

solidification and recalescence. Macrosegregation causes disorderly composition in large-scale 

samples causing problems in alloy quality. The segregation pattern is closely linked to 

morphological features (grain structure), its internal properties and solidification behavior. This is 

one of the biggest topics researched in metallurgical domains and it has been largely studied in 

the last 50 years where we can find excellent reviews in  [45], [66], [75]–[79]. All of these 

references describe the basic principles of formation of microsegregation and macrosegregation.   

When solidification is not in equilibrium, the solidification velocity exceeds the diffusive 

speed of solute atoms in the liquid phase and the solute is trapped into the solid at levels 

exceeding the equilibrium solubility.  Liquid and solid chemical potentials across the interface are 

not equal and consequently the information of the phase diagram can’t be used directly. Figure 

18 shows a comparison for a hypo-eutectic phase diagram between equilibrium and non-

equilibrium solidification at the initial composition Co. In an equilibrium assumption, the mixture 
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begins the solidification process at the temperature T1 and the first solid formed has a 

composition CS1. However, on non-equilibrium with undercooling phenomenon the phase 

transformation begins at T2 and the first solid formed has a composition CS2. 

The difference between an equilibrium solidification and a non-equilibrium solidification is 

shown in Figure 19. As the behaviors are different, the partition coefficient obviously needs to be 

modified to model the non-equilibrium phase transformation. Figure 19 case b) shows the solute 

distribution during non-equilibrium solidification using a partition coefficient k* considering the 

solidification velocity. When the eutectic temperature is reached with a remaining liquid fraction, 

the rest of liquid fraction continues to solidify at the eutectic temperature (isothermal 

transformation). The variation in the composition is due to a practically null diffusion in the solid 

and consequently the composition does not change during solidification as shown in Figure 19.b). 

A concentration gradient will be established between the initial solid composition kCo and the 

solid composition at the intermediate time (or temperature, T∗), which is CS∗. In the liquid phase 

the composition is homogeneous and equal to CL∗ > Co since diffusion is very rapid. The 

composition of the solid will continue to grow till the end of solidification and will finally reach the 

maximum solubility in the solid solution on the phase diagram, CSM in Figure 19 case b). The 

basic equation as a function of the solid fraction is the Scheil-Gulliver equation defined as:  

 
𝐶𝑠 =  𝑘𝐶𝑜(1 − 𝑓௦)௞ିଵ 
𝐶௅ =  𝐶𝑜(1 − 𝑓௦)௞ିଵ 

(23) 

 𝑓𝑠 = 1 − ൤
(𝑇ெ஺ − 𝑇௅)

(𝑇ெ஺ − 𝑇 ∗)
൨

ଵ
ଵି௞

 (24) 

When fs=1 this equation gives Cs=∞ but the composition of the solid can only increase 

to the maximum solid solubility at the eutectic temperature.  

Some other analytical equations besides the Scheil Gulliver equation have been studied 

and include different assumptions. A summary of major hypotheses used in these different 

mathematical models are given in Table 2. The main difference between these and the Scheil 

equation is how the diffusivities in liquid and solid are modeled. The Brody and Fleming model, 

for example, is more accepted recently. This model’s principal characteristic is that the solid state 

diffusion is quantified in the intermediate regime between the Scheil and lever rule. 
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Table 2 Different mathematical models for non-equilibrium solidification 

 

 

 

 

 

 

 

2.4.1 Segregation and cooling rate 

A link can be observed between microstructure and cooling rates, as shown in Figure 17. 

This shows various phases that the material can present during solidification at different cooling 

rates. As mentioned before, the first one is equilibrium solidification. The second one presents a 

small undercooling (neglected) with a controlled segregation and the third one has a huge 

undercooling and segregation is more linked to convection phenomena. Especially in common 

alloy materials, non-equilibrium phase transformation with neglected undercooling (second zone) 

is a typical situation because solidification is a long process (with very low cooling rates). 

The cooling rate (CR) is the main key in solidification behavior.  Non-equilibrium 

solidification becomes relevant when a huge CR is imposed. A significant undercooling is present 

before solidification begins, and the equilibrium partition coefficient increases with interface 

velocity and tends to unity. This phenomenon is known as solute trapping and occurs when 

V>>DS/ao where DS is the diffusivity in the solid and ao is the atomic jump distance. The non-

equilibrium liquidus & solidus lines are the same. This means that the composition becomes 

uniform across the interface CS =CL. The interface temperature is significantly undercooled with 

Model Solid 
Diffusion 

Liquid 
Diffusion 

Partition 
coefficient 

Lever Rule Complete Complete Variable 

Scheil No Complete Constant 
Brody-
Flemings Incomplete Complete Constant 

Kobayashi Limited Complete Constant 
Nastac-
Stefanescu Limited Limited Variable 
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respect to the temperature at which equilibrium solidification should start. The solidification 

temperature can start below eutectic temperature and the effect of the latent heat release can be 

insignificant due to the operating CR (Figure 21 third case). The temperature at which the partition 

coefficient is one is defined as the To temperature, where the molar free energies of the solid 

and liquid phases are equal for a given composition. The locus of To over a range of compositions 

constitutes a curve between the liquidus and solidus lines where the liquid and solid phase 

compositions are equal along the curve. 

The next section explains the equations used to model solidification of a undercooled alloy 

with a given cooling rate, calculating the non-equilibrium partition coefficient considering 

undercooling phenomena. The main objective is to obtain the partition coefficient for non-

equilibrium and the dendrite tip radius value. These are both necessary to calculate the amount 

of undercooling present and composition during solidification. These are used to estimate the 

latent heat released. 

  

Figure 21 Effect of the cooling rate during solidification of a eutectic mixture. 
1- Isothermal equilibrium solidification; 2- Undercooling effect present, the 
solidification starts below the eutectic temperature Te; 3- Strong undercooling 
effect due to cooling rate, high solidification velocity and the heat delivered is 
practically instantly absorbed by CR. 

 



Chapter 2 Definition of the physical model. 

 

41 

 Undercooling degree 

In most cases phase change occurs with equilibrium considerations. When solid-liquid 

phase change occurs, the solidification is usually seen as a transition at a given temperature: the 

melting temperature Tm. This state where liquid and solid phases are in equilibrium means that 

the free energies of the solid and the liquid are equal when the material is at temperature Tm. 

For a pure material, when the temperature is below the melting temperature the solidification is 

accompanied by extraction of latent heat. For a temperature below Tm, the solidification is seen 

as a variation of free energy as 

 ∆𝐺𝑣 =  ∆𝐻(𝑇 − 𝑇𝑚)/𝑇𝑚 (25) 

Depending on the material properties and the cooling process (fast or slow cooling for 

example), solidification may occur at a temperature below Tm. The material can then remain at 

liquid state under the melting temperature. This state called undercooling, but also commonly 

called subcooling, is not stable and can be disturbed to initiate solidification. Then, the material 

comes back to a stable equilibrium and in such considerations, the liquid-solid interface tends to 

reach the melting temperature Tm through the recalescence process.  

Many authors have studied this phenomenon from various points of view. From 

thermodynamics considerations undercooling corresponds to a negative ΔGv, this corresponds 

to T<Tm as was presented by H. Biloni et al. [41]. In this case, Tm-T is called the undercooling 

or undercooling degree (ΔTu) and the initial solidification is composed by two steps. During the 

first step the material is undercooled (T<Tm). Figure 22 shows the undercooled zone defined by 

ΔTu. Nuclei may appear in the bulk to form a micro germ. When these reach a critical radius r* 

[41] the nucleated germ grows constantly to form the solid. This step is considered as micro-

solidification and occurs at the nucleation temperature. In the second step, crystal growth governs 

the solidification process. The nucleation temperature T<Tm, increases during solidification 

toward Tm, which represents the equilibrium melting temperature, and the remaining liquid 

solidifies as shown in Figure 22. During this step, the latent heat release is tied to the solidification 

velocity and macrosegregation.  From a macroscopic point of view the undercooling is mainly 

seen as a delay in latent heat release ts in Figure 22. This release depends on the material 
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properties and cooling conditions. Experiments are usually useful to quantify the relations 

between temperature and solidification rate. Our work is focused principally on macro-

solidification. 

 When solidification starts at the nucleation temperature, the material solidifies in a quasi-

constant rate until it reaches Tm. This rapid solidification can be considered as quasi-adiabatic, 

where the latent heat release acts as a heat sink with a small amount of heat transferred to the 

environment. This released heat leads to an increase of temperature (recalescence effect) 

consuming latent heat. Then, the remaining fraction of latent heat is released at its melting 

temperature during the plateau regime (Δt in Figure 22). At Tm the solidification rate is controlled 

by the heat extraction. 

Figure 23 shows a cooling curve during solidification for a non-eutectic material. The 

crystallization begins below its liquidus temperature TL and after an undercooling amount (ΔTu), 

the recalescence leads the temperature toward equilibrium conditions (1). The remaining melt 

solidifies at equilibrium conditions.  Such behavior shows that LHTES needs precision in 

calculating properties of the PCM. If undercooling occurs, the start of solidification is delayed and 

for the typically small operating temperature range of LHTES applications, this is an undesirable 

behavior [80]. The heat used in recalescence reduces the system performance and this behavior 

leads to a great discrepancy between theoretical calculations (using constant melting 

temperature) and application results [81]. An important conclusion observed by different 

Figure 22  Schematic illustration of a cooling curve 
during the solidification of an undercooled material 
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researchers [80], [82]–[85] is that the solidification temperature decreases due to high heat flux 

and hence the presence of a undercooling increase. Also, this confirms that a large amount of 

undercooled material is used in the recalescence process. This results in the apparent availability 

reduction of the latent heat. Consequently, the LHTES performance is reduced 

Many works demonstrated that any solidification process presents an undercooling 

degree. The undercooling requirement to start the solidification process for most liquids is larger 

than 0.15Tm (Tm being the melting temperature) [86]. Therefore, the solidification process 

normally considered isothermal at Tm actually occurs in a small range of temperature. The 

material nature also plays a role in undercooling degree. For example for the metallic crystalline 

structure face centered cubic (FCC) and body centered cubic (BCC), a undercooling degree of 

approximately ≈0.18Tm has been estimated to start the solidification process [86]. Quantifying 

the undercooling degree is a challenge. The solidification and undercooling are affected by the 

different techniques used. For example, the droplet emulsion technique [70] demonstrated a 

undercooling almost twice as large as that obtained with the same material in previous works that 

used other experimental apparatus. Research finds new parameters to explain these differences 

but these data are less reliable due to change in material purity or changes in their general 

experimental conditions. In commercial alloys, homogeneous nucleation is virtually inexistent. 

Even if micro-solidification and macro-solidification are represented separately, both are 

necessary to understand and develop new theories involving rapid solidification processes or 

Figure 23 Schematic illustration of a cooling curve during 
the solidification of undercooled non-eutectic material 
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changes at macro scale in molecular structure. The undercooling is subject to many causes and 

controlling this behavior remains a hard task. 

 

Table 3 Principal conclusions in literature to define the undercooling process over phase 
change materials. 

Reference Conclusion 

[87] The solidification process depends significantly on the heating/cooling rate and 

the size of the sample used 

[88] For numerical simulations if natural convection is omitted, the PCM temperature 

heats much more slowly compared to experimental result 

[89] The inlet coolant temperature affects the start of solidification, the undercooling 

degree and the time for charging/discharging.  

[89] The coolant flow rate did not have any effect on the undercooling degree 

[83] Internal natural convection can make a uniform temperature in all internal 

positions, the solidification apparently starts over all the positions.  

[81] The heat used in the recalescence process reduce the LHTES performance and 

leads to a great discrepancy between theoretical and application results.   

[80], [83], 

[85], [89] 

The solidification temperature decreases due to the high heat extraction flux and 

hence a strong undercooling are present 

[80], [83], 

[85], [89] 

Recalescence uses a fraction of the latent heat, which results in the apparent 

availability reduction of the latent heat for the LHTES 

[90], [91] Temperature and position of nucleation have a probabilistic behavior. The 

higuest probability to start the nucleation is in the coolest and roughest wall.   

 

Normally, the effect of a small undercooling to start the solidification is neglected. 

Neglecting this effect is a practicable approach if undercooling is small compared to the 

modifications of temperature in an application. On the other hand, in the presence of significant 

undercooling, the results can be completely wrong. In such cases undercooling has to be 

included in the numerical model. Nevertheless, a mathematical model to predict undercooling 
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degree in metal alloys considering composition and boundary conditions does not exist. Figure 

22 shows the principal four parts for a temperature-time profile during the solidification of a 

undercooled material: i) the undercooling zone until the nucleation temperature (∆Tu), ii) 

recalescence after the start of the solidification, iii) phase transformation considered as an 

isothermal solidification when the temperature reaches Tm and finally iv) post-solidification. 

A brief summary of the publications relative to the undercooled material and their principal 

conclusions is presented in Table 3. In the assembly of this literature we conclude that the cooling 

rate can be used to define the undercooling degree. Also, it is necessary to define if the 

convective flux homogenizes the internal temperature as was demonstrated by Solomon et al. 

[83] , where consequently the solidification apparently starts at all locations. Otherwise, in the 

presence of a stronger cooling rate, the temperature gradient favors the appearance of a 

solidification front driven by a solidification velocity. Solidification of binary alloys presents other 

challenges in comparison with organic/inorganic PCMs. Additional phenomena occur, like 

segregation or significant differences in thermal diffusivity coefficients or solidification velocity. 

Hence, in most cases it’s more difficult to predict the undercooling degree or the general behavior 

of phase change. 

 

2.5.1 Cooling rates and undercooling degree 

Many experimental studies are focused on understanding undercooling effects due to 

specific conditions. Arkar and Medved [87] conducted a differential scanning calorimetry (DSC) 

analysis at various cooling rates of 0.1, 1 and 5 K/min. They reported that the shape of the DSC 

curve depended significantly on the heating/cooling rate and the size of the sample used. 

Undercooling effects were surely in part responsible for this.  In their experimental study, Solomon 

et al. evaluated the effects of undercooling due to the surface heat flux and the location of the 

PCM in the tested section. They concluded that at a higher cooling rate, the undercooling effects 

are more significant. Consequently, the undercooling degree is not the same for all locations and 

depends on the advance of the solid frontier. The sample shows high temperature gradients, and 

the start of solidification occurs at different times. This is driven by the solidification rate, material 
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properties, cooling rate and heat extraction. Furthermore, as shown in Figure 24, on their 

experimental work Solomon et al. [83] reduce the cooling rate in their experimental work. The 

natural convection homogenizes the internal temperature before the solidification process 

begins. Hence, considered as a massive solidification process in the entire sample the nucleation 

process initiates apparently at the same time. This is possible if the temperature of solidification 

is uniform over the different locations in the sample and if the sample dimensions allow convective 

flows. Once the solidification process is initiated, the latent heat released at the closest position 

to the cooled wall (location 1 in Figure 24) acts as thermal insulation for the rest of the internal 

locations. Then, the other locations stop the solidification process and only heat extraction drives 

solidification rate. Solomon et al.[83] conclude that the time of the temperature plateau shown in 

Figure 24 depends on the undercooling degree and the rate of the heat extraction. Chen et al. [89] investigated 

Also, statistical studies [92], [93] have shown that the beginning of solidification 

(nucleation temperature) is not completely defined with precision and has a probabilistic 

distribution. Moreover, it is influenced by the volume of the sample, the presence of foreign bodies 

or surface treatment, the thermal cycle of charge/discharge and principally the cooling rate. 

2.5.2 Microstructure and solidification velocity by undercooling effects 

Despite the difficulty, normally the central role of undercooling an alloy is to influence its 

microstructure [75], [79]. The challenge to define all the parameters that define microstructure in 

Figure 24 Temperature history at various radial positions. All of them have the same 
temperature before the start of solidification. Solidification starts massively [88] 
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metals continues to be an attractive research field, where these are principally focused on new 

experimental methods to understand solidification behaviors, characterization techniques and 

modeling approaches in microstructure or new metastable phases to improve materials for 

specific applications [94], [95]. 

Grain structure was largely studied in the last 50 years [96] to define growth laws at the 

solid liquid interface. The solidification processes are mainly governed by the temperature field, 

natural convections effects and solute diffusion. Further, these are not the only parameters: 

solute trapping, solidification speed, interface kinetics or impurities into the melted alloy may 

become important to avoid equilibrium solidification [75], [79]. The classical theory related to the 

undercooling is about the solid-liquid interface in metallurgical or crystal growth. Growth 

undercooling is not the same as nucleation undercooling. The nucleation undercooling is difficult 

to define or control due to the numerous sites and a probabilistic behavior. In literature the 

difference between them is not clearly defined when microstructures are studied. The quantitative 

evaluation of undercooling is defined in literature by the equation of the interface undercooling 

[97], [98]. Accordingly, the total undercooling measured in their experiments are expressed as 

the sum of the thermal, the constitutional, the curvature and the kinetic undercoolings. 

The main interest of many researchers is focused on nucleation, crystallization growth 

and definition and prediction of intermediate phases and their mechanical physical characteristics 

due to kinetic transformation.  The most important examples of research interest from an 

industrial point of view are Fe-C systems, copper and aluminum alloys, nickel-based superalloys 

and titanium aluminides. Many of these studies track the nucleation and crystal growth to trace 

the microstructure transformation described in phase diagrams for equilibrium solidification. 

These studies relegate thermal properties below mechanical properties or omit information 

relative to undercooling cooling rates. 
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In all of these works, it is well known that the increase in nucleation undercooling was 

attributed to an increase in the thermodynamic driving force for the formation of the new phase 

(liquid to solid, solid to solid). This leads to higher reaction and transformation kinetics. This 

undercooling degree depends directly on solidification conditions that are the key parameters to 

predict/control the microstructure morphology in alloys [75], [79], such as cooling rate, thermal 

gradient, composition and internal natural convection. Unfortunately, even if some reports 

concerning the influence of undercooling in alloys for industrial process [94], [99], [100], can be 

found, satisfactory explanation has not been available to account for this effect in LHTES. 

Moreover, research prioritizes the relation between cooling rate and solidification velocity to 

define microstructural morphology in alloys, and the relation between cooling rate and 

undercooling for macro solidification is not reported. 

The relation of microstructure and undercooling are strongly linked. G. Wilde et al. [101] 

present a new model based on thermodynamic considerations and on the nucleation kinetics. 

Their experiments show how the undercooling response in gold changes significantly after 25 

cycles of phase change, as shown in Figure 25, this result contrasts with the following cycles 

where a quasi-steady state of undercooling response is observed. They confirmed that the 

presence of 50 ppm oxygen in the inert Ar atmosphere delayed the onset of the quasi-steady 

state undercooling. They conclude that the melting/solidification cycle is necessary to 

characterize the undercooling degree in an alloy even with materials of 99.9999% purity. Also, 

Figure 25 Change in undercooling reponse after phase change 
cycle in an Au sample [101] 
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they suggest that impurities are almost always responsible for nucleation. Consequently, in the 

first melting/solidification cycles the impurity considerably reduces the undercooling degree. This 

demonstrates that nucleation agents are not tenable during its thermal cycles.  

A remarkable study based on the relation between undercooling, cooling rate and 

microstructure was presented by Zhao et al. [102]. They used the glass flux method to study the 

microstructure of Ag-Cu eutectic alloy. They reported three types of microstructures shown in 

Figure 26: i) the refined grain area near the nucleation site, ii) columnar grains and iii) equiaxial 

grains. They observed how the region i) is enlarged at high undercooling and region iii) 

disappears. They concluded that solidification velocity gradually decreases from the nucleation 

site but is still faster than that during equilibrium solidification. 

Also Zhao et al. [102] studied the undercooling effect and solute excess and they affirm 

the same behavior reported in [71], [103], [104] that the growth velocity can cause significant 

solute trapping. Then, more solute excess is incorporated into the microstructure formation at 

high undercooling degree. This deviation from the equilibrium solidification is more severe at the 

initial undercooling point. When recalescence occurs, some part is remelted. For this reason, if 

little undercooling and low velocity growth are present, equilibrium solidification can be 

considered. The Zhao et al. experimental works give us the bases to use microstructure 

solidification to predict the undercooling degree.  

Figure 26 Microstructure sample with different undercooling: a) 10K b) 15K c) 70 K d) 
100K; "I, II, III" indicate the three regions: refined, columnar and equiaxed grains. 
[102] 
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Pryds et al. [105] show powder particles of stainless steel with dendritic or cellular 

structure depending of undercooling degree. Their work shows microstructure variation at 

different solidification velocities across individual powder particles. The explanation is that at the 

beginning of the solidification the initial growth may occur very fast (phenomena described also 

in Figure 26). The interface velocity decreases as the Solidi-Liquid interface moves through the 

alloy because the release of the latent heat reduces the cooling rate across the powder particles. 

Hence, the microstructure also changes. When the cooling rate is enough to reduce the 

recalescence during phase transformation, the solidification velocity can be supposed constant.  

Moreover, the microstructure rests unchanged with the same solidification velocity. These 

considerations are true until the equilibrium melting temperature is reached where the 

solidification of the melted alloy is thus limited by the heat transport to the surroundings. As stated 

before, the undercooling degree depends on the cooling rate present. 

The dependence of solidification velocity by cooling rates as been largely studied, 

principally for steels, where effects of cooling on the structural features has been the main topic 

on [75], [106], [107]. Figure 26 shows the dependency of the solidification velocity with the cooling 

rate, and the material’s microstructure depends on the solidification velocity. Even if the 

solidification velocity depends on cooling rates and thermophysical properties, it must be defined 

before the start of solidification to estimate the undercooling degree and the advance of the 

solid/liquid interface. 

To explain the link between solidification velocity and microstructure shown in Figure 27, 

it is necessary to understand the phase transformation process. The solid phase forms after the 

nucleation of the melt. Solidification is a process during which molecules from the liquid phase 

Figure 27 Representation of interaction during solidification  
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rearrange and become part of the solid phase. For every molecule that becomes part of the solid 

phase a fixed amount of latent heat is released. That heat raises the temperature of the mixture 

surrounding the phase front and depending on the properties of liquid and solid. This increase in 

temperature can be seen in some of the cases shown in Figure 28. If the heat transport is slow 

compared with the solidification, the propagation of the phase front is inhibited and a distinct 

temperature plateau is formed (cooling curve 2 as opposed to cooling curve 1). If the heat 

transport is fast compared with the solidification, the melting temperature is not reached during 

the phase change and the plateau is apparently suppressed, represented by the cooling curve 3 

in Figure 28. These effects have a strong impact on the storage performance and should be 

considered in the design of storage systems. 

M. Carrard et al. [107] shows in Figure 29 a section of the phase diagram showing the 

equilibrium liquidus and solidus temperatures (solid line) for an Al-Fe system.  The equilibrium 

solidification has a zero velocity. The increase of the solidification velocity draws the liquidus and 

solidification temperatures closer. These tend to converge around the To temperature where the 

partition coefficient increases to reach unity at the maximum growth velocity (for Al-Fe, 5 m/s 

[95]). The fourth zone described before in Figure 17 represents the maximum growth velocity 

with a partition coefficient >= 1. The To curve is the locus of compositions and temperatures 

where the Gibbs free energies of the two phases are equal. Then the liquid and solid phase 

composition are equal along the To curve [95].   

There are 4 stages depending on the solidification velocity (described in detail in 2.3.1 

Alloy microstructure evolution). We propose that the solidification velocity is predicted by the 

cooling rate present before the nucleation temperature. Then, this solidification velocity serves to 

define the change in the microstructure of the alloy, as shown in Figure 26. Based on this 

microstructure variation, we can formulate a prediction of the subrcooling degree. We use the 

theory of microstructure variation by solidification velocity to predict the undercooling degree. Our 
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research considers some physical phenomena described in their works (summarized in Table 3) 

to develop a model that can be used in LHTES. 

 

 

 

   

Figure 28 Distinct temperature plateaus. 1, small undercooling degree; 2, 
Significant undercooling degree reduces the temperature plateau. 3, The 
release of latent heat is almost insignificant, temperature plateau is practically 
inexistent.  

 



Chapter 2 Definition of the physical model. 

 

53 

 Cooling rate and solidification velocity method 

In the last four decades significant works have been done to perform several theoretical, 

experimental and numerical models to describe the various parameters that affect crystal growth 

and solidification. Mathematical models/methods have been largely developed such as phase 

field [108], [109] [44] level set [110] or enthalpy based techniques [111] among others [45]. These 

follow different theoretical criteria such as maximum growth criterion [45], marginal stability 

criterion [112], micro solvability theory [113] or even the effect of natural convection in growth 

velocity [114], [115]. All of these are used to define/develop theoretical models in nucleation 

growth defining undercooling effect, growth rate, convection, thermal and composition 

diffusivities. This can be complex work especially if this implies nucleation dynamics. All of these 

have the objective to predict microstructure formation under effects such as undercooling or 

variation in its solidification velocity. An example of this complex work to predict the microstructure 

can be seen in Ebrahimi’s PhD thesis [116] where he developed a micromechanical phase-field 

model to assess the eutectic solidification in Ti-Fe alloys with coherent elastic misfit. Loginova’s 

PhD thesis [117] developed a phase field method based on the Gibbs free energy function to 

track morphological evolution of dendrites, grains and widmanstätten patterns for phase 

transformation in Fe-C compositions.   

The analysis of undercooling in binary alloys requires careful experimental design and as 

mentioned previously, the numerical approach requires a large amount of experimental data even 

for one specific composition. Hence, it’s not surprising that current nucleation theory/models do 

not accurately predict the phase transformation kinetics when applied to different alloys. The 

definition of nucleation behavior or microstructural solidification are not our priority as was studied 

by Ebrahimi [116] and Loginova [117], even if this can explain many phenomena in undercooling 

problems.  

With this point of view and additionally at the conclusions resumed in Table 3, we define 

the undercooling in alloys with these hypotheses: 

 In undercooling, the beginning of nucleation is not tracked or predicted. The nucleation 

is considered massive at microscale.    
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 Microstructural morphology is not tracked or predicted.  On the other hand, the 

solidification velocity and how it affects the microstructural morphology defines the 

nucleation temperature. 

 Undercooling degree depends on cooling rate and composition concentration.  

Impurities or container wall roughness are not considered.  

 The presence of recalescence does not remelt the alloy or change its composition.  

 •Solidification always begins at the point of lowest temperature  

 

 

 

To represent the consecutive steps of solidification of an undercooled material several 

assumptions have been proposed in literature. Some authors consider that nucleation starts 

everywhere in the material at the same time and leads to the solidification of the entire volume 

avoiding the existence of a liquid-solid interface. In fact, the solid phase grows from a nucleus 

and forms a liquid-solid interface that evolves with a velocity depending on the crystal growth rate 

and the heat dissipation rate. The validity of the homogeneous solidification without explicit 

interface depends on the liquid-solid interface velocity that must be high enough compared with 

the material size to consider the previous approach. To control this variation, in our method the 

Figure 29 Evolution of the stable and metastable phase diagram with different 
growth rates for the Al-Fe system. The points 1,2,3 and 4 indicate the solidus 
temperature for an  Al-5 % Fe alloy  [125] 
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solidification velocity is controlled artificially by introducing the degree of solidification in function 

of cooling rate. At each time step the new degree of solidification is determined according to the 

current speed of solidification, which depends on the imposed cooling rate. Another approach is 

to fix a constant growth rate that implies a constant solidification rate. 

 

 

 

2.6.1 Our method 

To investigate the material behavior during heat discharge due to solidification we have 

developed an algorithm based on a high cooling rate model, this includes the subsequent 

undercooling. The description of the method considers the rapid solidification of a binary alloy. 

The rapid solidification depends on the composition and its variation during the phase 

transformation.  When considering global equilibrium, which truly exists only when solidification 

takes a very long time [44], [95], the fraction of phases can be calculated with the lever rule and 

the phase diagram gives the uniform composition of the liquid and solid phases, shown in Figure 

30. Neverthlees, in most cases of casting, the overall kinetics can be described using equilibrium 

phase transformation with some modification (ex. Scheil-Gulliver). We can approximately 

estimate the temperature and compositions at the interface.  

The solidification velocity depends mostly on the cooling rates (topic treated in the section 

2.4.1 Segregation and cooling rate and 2.5.1Cooling rates). Figure 27 shows the interactions of 

Figure 30  Schematic region of a phase diagram for an 
alloy. k is the partition coefficient; m is the slope liquidus 
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solidification velocity with other phenomena. Even if the microstructure can define the 

solidification velocity present experimentally, we assume that the solidification velocity drives the 

microstructure behavior. As mentioned before, microstructure characteristics (dendrite radius tip 

and spacing principally) define the macrosegregation and the undercooling degree. Figure 27 

shows the connections between different phenomena.  

The evolution of the partition coefficient is directly tied to the growth velocity and growth 

morphology.  As pointed out before, the undercooling degree depends of many factors such as 

thermophysical properties, alloy composition, impurities, natural convection, vibration or external 

elements. On experimentation, the undercooling degree due directly to the solidification velocity 

can be obtained under the strictest material composition purity. The undercooling degree 

predicted can be considered as the maximum value and then as a reference value for the worst 

situation. 

Each material has a limit solidification velocity for the To curve. Sobolev [118] studied the 

Si-As systems and the solute drag effects. Their results showed that the solidification velocity 

varies under solutal drag effects.  They used the local nonequilibrium diffusion model (LNDM) 

[98] to predict the solidification velocity and the variation in its partition coefficient. Since the 

importance of solute drag in rapid alloy solidification is still under discussion, solute drag is not 

taken into consideration. In any case at high interface velocity (V) all liquidus and solidus slopes 

Figure 31 Partition coefficient as a function of interface 
velocity for Si-As alloys. Data points are experimental values. 
The dashed curve is k calculated with the CGM model. The 
solid curve is k calculated with the LNDM mode [101] 
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converge and the solute drag effects can be dismissed.  Sobolev [118] demonstrated that the 

solute drag effects have influence when V tends to the diffusive speed of the material (VD). VD 

is defined as the ratio of solute diffusivity at the interface to the interatomic distance. It is clear 

that the limit velocity (VD) (where the To curve is reached) varies for each material. For example: 

for Al-Fe systems it is 5 m/s [95] and for Al-Si systems it is 2.5 m/s [118]. Both values deduced 

from experimental results and analytical models. A review of some analytical models can be 

found in [98] but the LNDM and the Continues Growth Model [119] (CGM) are the most accepted 

in literature. 

The partition coefficient also depends on the solidification velocity. Figure 31 and Figure 

32 show the partition coefficient as a function of interface velocity [98]. These compare the 

analytical model LNDM, the CGM model with experimental values. We can see that LNDM shows 

a better correlation in the Si-As and Ge-Si alloys. Also, we can see two different values of the 

interface velocity: Si-As with 2.5 m/s and the Ge-Si alloy with 4.2 m/s. For these reasons as was 

shown in Figure 27, we define the liquidus and solidus slopes and partial coefficient as a function 

of solidification velocity when a rapid solidification occurs. Thus, the solidification velocity needs 

to be defined previusy.  

We proposed define the solidification velocity expressed as function of the cooling rate 

as:  

Figure 32 Partition coefficient as a function of interface 
velocity for Si-Ge alloys. Data points are experimental values. 
The dashed curve is k calculated with the CGM model. The 
solid curve is k calculated with the LNDM model [101] 
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 𝑉ௌ = 𝐴௩ ∙ 𝐶𝑅ଷ + 𝐵௩ ∙ 𝐶𝑅ଶ + 𝐶௩ ∙ 𝐶𝑅 + 𝐷௩ (26) 

where A, B and C are constant for the specific mixture and CR is the cooling rate in kelvin per 

seconds. These constants can be found in literature or using a quadratic fit in experimental data 

to obtain the constants as is illustrated in Figure 33. The validity of Equation 26 is limited for 

values of partitional coefficient K<1.  

 

 

 

In our algorithm the solidification velocity is controlled by the cooling rate imposed at the 

boundary condition. At each time step the cooling rate is updated and then the solidification 

velocity is determined using Equation 26. The first node closest to the boundary condition cools 

down fastest and starts to solidify, and the neighboring nodes that are more distant from the 

boundary condition solidify later. Then, the solidification velocity controls the progress of the 

phase transformation when a undercooled phase transformation occurs. 

The model that we have developed takes into account the conclusions that Pryds et al 

[105] have suggested. As a consequence, in our model we define a critical value of the cooling 

rate. When the cooling rate overcomes this value the solidification velocity is set to a defined 

Figure 33 Solidification velocity as a function of 
cooling rate 
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constant value. Unfortunately, these parameters are not found in literature. We infer them from 

experimental cooling curves. 

Also, it can be possible to directly predict the amount of undercooling degree by the 

cooling rate present. Based in Equation 26; Equation 27 can be used:  

 ∆𝑇𝑢 = 𝐴் ∙ 𝐶𝑅ଷ + 𝐵் ∙ 𝐶𝑅ଶ + 𝐶் ∙ 𝐶𝑅 + 𝐷்  (27) 

However, the use of Equation 27 to predict the undercooling degree does not define the 

solidification rate. Hence, the recalescence process can be defined by a solidification rate 

constant or can depend on the applied cooling rate. This solidification rate directly depends on 

the material and as mentioned previously, the solidification velocity can depend on the cooling 

rate present over the recalescence process. 
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Chapter 3 Methodology and mathematical model 

This chapter aims to describe how the temperature field evolves during cooling of a phase 

change alloy and its solidification, with or without undercooling. Tracking the temperature field 

supplies the time evolution of latent heat discharge for a given cooling rate imposed by the 

operator. Discharge of latent heat is submitted to successive steps corresponding to distinct 

phenomena.  

 

 

Figure 34 illustrates the relationship between the different phenomena and the 

development of our method to predict them. At the extreme right, the three blocks comprising the 

method are shown. On the other side, each block defines a topic that need to be considered and 

defined: Gibbs free energy and phase diagram, partition coefficient, solidification velocity and 

cooling rate. The figure clearly shows that the performance of the binary alloy and its properties 

are intertwined and significantly influence each other. Clearly a large number of factors must be 

considered.  For example, to define segregation, the partition coefficient in non-equilibrium must 

be defined. This in turn requires the equilibrium partition coefficient, which in turn is defined by 

the phase diagram. To extract this information from the phase diagram it is necessary to use the 

Gibbs free energy and the CALPHAD methodology. In the same way, undercooling depends on 

the solidification velocity, the non-equilibrium partition coefficient and the cooling rate. 

Figure 34 Relationship between phase change transformation the development of the method
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The methodology consists in describing the models that have been chosen to represent 

the physical phenomena and the associated numerical methods to solve the temperature field in 

time. The material cooling (under liquid or solid states), the undercooling, the solidification and 

the recalescence are represented, depending on the cooling rate imposed by the operator. Since 

the cooling rate influences the occurrence of equilibrium or off-equilibrium solidification, these 

two possibilities must be considered in the general method. For the description of the model, the 

different steps have been split into Functional Blocks that represent the material behavior and 

the associated numerical method to evaluate the temperature field. 

We develop our software to trace phase diagrams. This implements the CALPHAD 

method. The Functional Block named FB-Calphad corresponds to the information generated by 

this software. For the others Functional Blocks, we decided to implement the method into the 

commercial Software Ansys. However, all the Functional Blocks and the method can be 

implemented in other programming languages like C, C++, Fortran, or using commercial 

numerical codes (e.g. Ansys, Abaqus, Comsol).  

Figure 35 shows the general architecture of the algorithm that gives the heat discharge in 

time, provided that the the user supplies suitable input information concerning the material 

properties and the cooling rate. This algorithm couples the different phenomena described in 

Chapter Two like undercooling or segregation that depend on cooling conditions. The results of 

this method aim to predict the material behavior for LHTES applications as a function of the 

cooling rate or replacing the phase change material with a more appropriate one. As mentioned 

previously, the general method is described as several Functional Blocks (FB). Each one is 

devoted to the resolution on one specific phenomenon. The relations between the successive 

functional blocks are submitted to particular conditions to activate it. Therefore, each FB is 

defined along with the input data necessary to activate it, mathematical modelling represented 

as a set of equations to solve and output data that will serve the next functional block as activation 

criterion or as input data. 
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Figure 35 Algorithm of our method 
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 General description of Functional Block 

Each FB has its own function and finality. The process inside each FB can be seen as a 

black box needing input data and giving output data. The list of all the functional blocks is 

illustrated in  Figure 36. The different components are: 

 The required data (named Data Read) that can be generated by a previous functional 

block or given by the operator.   

 Specific functions (Functional Block) that model the target phenomenon (with a specific 

name as illustrated on the right of figure 43) 

 The output data (named Data Storage) obtained by the resolution of the set of equations 

and provided to the next functional blocks or corresponding to final data. 

In this section, all the functional blocks are first described, followed by the development 

of the corresponding mathematical modeling. 

 

 

3.1.1 Functional Block definition  

FB-Calphad:  This functional block aims to describe the phase diagram of a binary alloy. 

From this description, for a given temperature, the FB is able to estimate the liquidus temperature 

depending on the composition that corresponds to the beginning of solidification from an entirely 

liquid material. It also supplies the temperature corresponding to the end of solidification (eutectic 

or solidus temperature). It also gives the main characteristics of the phase diagram, the eutectic 

point, (temperature/composition) the liquidus slope that indicates the limit between entirely solid 

and liquid-solid material and the partition coefficient that defines the liquid-solid ratio. The FB-

Figure 36 List of Functional Block of the method 
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Calphad calculations are based on the description of a binary alloy phase diagram under 

equilibrium considerations and for a given initial composition. For a cooling rate sufficiently slow 

an equilibrium solidification is an acceptable assumption and that solidification can be modelled 

directly from the phase diagram information in terms of composition and temperature. As a 

consequence, this functional Block does not consider undercooling, which will be described in 

another functional block. 

The input of this functional block are:  

 Initial temperature 

 Initial composition 

and the outputs are: 

 liquidus temperature and slope 

 Temperature of solidification: eutectic or solidus temperature 

 Eutectic point: temperature and composition 

 Partition coefficient in equilibrium 

FB-Heat Transfer Liquid or Solid: This functional block aims to determine the 

temperature field in the material considered as an entirely liquid or solid domain. Under these 

considerations, phase change is not activated. Heat transfer is generated only by conduction in 

the solid and conduction and convection in the entirely liquid domain. This FB is solved through 

the energy equation that has been extensively studied and validated in literature. Many numerical 

codes are available to compute this FB. We implement this FB in Ansys software. 

The input of this functional block are:  

 Temperature of phase (liquid or solid) 

 Thermodynamic properties 

and the outputs are: 

 Temperature of phase (liquid or solid) 

FB-Heat Cpap: When phase change occurs, the classical energy equation is not 

sufficient to estimate the temperature field. The aim of this functional block is to propose a method 
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to estimate the solid fraction evolution assuming off-eutectic equilibrium solidification or that 

phase change operates at a constant temperature: the thermodynamic melting temperature Tm. 

Many techniques exist in literature to treat such a situation. The apparent heat capacity 

formulation is one of the preferred methods due to its simplicity and ease to implement in 

numerical simulation [120]–[123]. The main advantage of this method relies on the description of 

the latent heat during phase change in a small temperature interval around the melting 

temperature. Hence, by controlling the interval thickness the phase transformation will be a quasi-

static isothermal process [124]. Since the latent heat is explicitly described as a function of 

temperature, generally in polynomic form, it can be included in the heat capacity term, resulting 

in an equation of the same form as the energy equation of FB-Heat Transfer Liquid or Solid.  

The input of this functional block are:  

 Melting temperature Tm 

 Thermodynamic properties 

 Temperature interval for the phase change 

 Latent heat 

and the outputs are: 

 Temperature 

FB-Heat Source: In many cases phase change occurs in a non-isothermal situation. 

This FB aims to solve the solid fraction evolution with a numerical method based on the 

description of the phase change with a source term that represents the heat released or trapped 

during solidification added to the classical energy equation [125], [126]. If non-isothermal phase 

change is considered with undercooling, this functional block replaces the previous one (FB-Heat 

Cpap). This FB operates from the low temperature undercooled material (Ts) to the melting 

temperature Tm. Both temperatures define the undercooling degree (T=Tm-Ts). The source term 

adds the latent heat released in the term source, then the temperature increase during 

solidification by recalescence. 

The input of this functional block are:  

 Melting temperature Tm 
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 Thermodynamic properties 

 Solid/Liquid fraction 

 Amount of latent heat added at the source term 

and the outputs are: 

 Temperature 

 Solid/liquid fraction 

FB-Solidification velocity: This functional block aims to relate the cooling rate with 

the solidification velocity. Figure 37 shows three hypothetical phase transformations at different 

cooling rates. The first case a) corresponds to equilibrium solidification. For the second case, b), 

the cooling rate is high at the beginning and the undercooling degree is more significant. Once 

the solidification has begun the heat propagation into the material implies a temperature increase. 

As mentioned before, the solidification velocity decreases if the cooling rate decreases as many 

sources have stated [72], [105], [127], [128]. An amount of the latent heat during the phase 

transformation is used to raise the temperature to Tm. For c) in Figure 37 the cooling rate is 

stronger in comparison with the cases a) and b) and undercooling phenomena are notorious. The 

phase front propagation is inhibited by a stronger solidification velocity despite the high cooling 

rate. Hence, a distinct temperature plateau is formed. If the thermophysical properties favorize a 

faster heat transport (fast compared with the solidification velocity), the melting temperature is 

not reached during the phase change and the plateau is suppressed. 

Natural convection plays an important role during solidification. This internal liquid 

movement takes an amount of heat released during the phase transformation and diffuses it to 

the surroundings. Hence, when convection phenomena are stronger, they homogenize the 

internal temperature, as studied by Solomon et al [83] (see Figure 24). Also, the interactions 
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between solidification velocity and convection phenomena depend on thermophysical properties. 

For example, natural convection can reduce heat transport. 

For off-eutectic composition alloys Figure 38 shows three cases: 1) cooling curve for an 

equilibrium solidification, where at TL the phase change begins and finish at the eutectic 

temperature Te; 2) cooling curve for a non-equilibrium solidification and segregation, where the 

phase change starts at TL and the undercooling degree is dismissed on macrosegregation 

problems; 3) non-equilibrium solidification with undercooling, where the solidification begins at 

TL-U and the eutectic temperature is undercooled at TS-U. Under this case, if the latent heat 

released reduces the cooling rate before the eutectic temperature, the undercooling degree can 

be avoided and the phase change will finish at the eutectic temperature as is shown on case 1 

or 2.  

Defining the relation between cooling rate and solidification velocity for binary systems is 

a hard task. We did not find research where this relation is properly studied and where the relation 

between cooling rate and solidification velocity in function of composition change is defined. 

Almost all studies define other relations (e.g. solidification velocity/microstructure), but they rarely 

Figure 37 Three hypothetical cooling a) Equilibrium solidification. b) Undercooling 
solidification, a quantity of liquid fraction is used to raise temperature to the melting 
temperature. c) Strong cooling rate, solidification velocity is faster in comparison 
with the other two. The heat released is not enough to raise the temperature to the 
melting temperature. Ti is the initial temperature. Tm is the melting temperature. TS-

U is the undercooled temperature where the phase change begins. 
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report imposed cooling rates. Moreover, small samples are used to limit convective phenomena, 

which is a very significant phenomenon and should be considered. 

The effects of the cooling rate on solidification times are usually found in studies on 

paraffins including segregation and solidification velocity phenomena. For almost all alloys this 

information is usually not reported whereas the imposed cooling rate is necessary to obtain an 

equilibrium phase transformation. 

The input of this functional block are:  

 Cooling rate 

 Temperature 

 Constants for the specific mixture (Equation 26) 

and the outputs are: 

 Solidification velocity for the specific mixture at the cooling rate present 

FB. Undercooling: This functional block is dedicated to the estimation of the 

undercooling degree (∆Tu). This is estimated thanks to the previous functional block (FB-

Figure 38 Different cooling curves for a non-eutectic composition. 1 Equilibrium 
solidification; 2 Non-Equilibrium solidification without undercooling; 3 Non-
equilibrium solidification with undercooling. TL is the equilibrium temperature to start 
the solidification. TL-U is the undercooled temperature where the solidification begins, 
Te is the eutectic temperature and Ts-u is the eutectic temperature undercooled 
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Solidification velocity). This is a function of alloy CR, thermophysical properties and composition. 

The undercooling degree ∆Tu is the difference between the ideal equilibrium temperature of 

phase change Tm in Figure 37 or TL in Figure 38 and the temperature undercooled to starts the 

solidification (Ts-u in Figure 37 or TL-U in Figure 38). As mentioned previously, the phase diagram 

is not sufficient to correctly describe the material temperature and the phase transformation 

behavior when undercooling phenomena is present. Then for a given temperature initial 

composition and liquidus slope (from FB-Calphad), the variation of material composition is 

calculated with FB k non-Equilibrium with FB Solidification velocity. 

The input of this functional block are:  

 Non-equilibrium composition 

 Thermophysical properties 

 Initial composition 

 Solidification velocity 

 Non-equilibrium partition coefficient 

 Non-equilibrium liquidus slope 

 Peclet solutal number 

 Dendrite tip radius 

 Ivantsov function 

 Or if is the case, the constants for the specific mixture (Equation 27) 

and the outputs are: 

 Undercooling degree 

FB--k non-equilibrium: If the cooling rate is high enough to induce a non-equilibrium 

solidification, it is necessary to add modifications to the composition behavior during phase 

transformation. The estimation of a partition coefficient and the liquidus slope from the FB- 

CALPHAD is not sufficient to correctly describe the solid fraction evolution; in such circumstances 

solidification is not completely obtained from the phase diagram that reproduces only the 

equilibrium state. The composite material species diffusion during the transformation affects the 

solidification behavior which can be altered by segregation. Based on the information generated 

by the FB-Calphad and the solidification velocity, this FB estimates the variation of composition 



Chapter 3 Methodology and mathematical model 

 

70 

and the subsequent variation in latent heat. Segregation may occur at different space scales. The 

microsegregation is directly linked to the composition variation and is used to predict 

macrosegregation. The macrosegregation gives information of composition variation at macro 

scale and can be calculated using the formulations described before (Scheil Gulliver, Brody and 

Flemings and Koyabashi) and in function of solidification velocity. As a consequence, the 

properties of the phase diagram must be modified when undercooling occurs. 

The input of this functional block are:  

 Initial composition 

 Solidification velocity 

 Diffusive speed 

 Thermophysical properties of the mixture 

 Equilibrium partition coefficient 

 Equilibrium liquidus slope 

and the outputs are: 

 Non-equilibrium composition 

 Non-equilibrium partition coefficient 

 Non-equilibrium liquidus slope 

 Peclet solutal number 

 Dendrite tip radius 

 Ivantsov function 

FB-Latent heat: The aim of this functional block is to estimate the latent heat discharge 

knowing the solidification velocity and the composition variation. From FB-Calphad, the 

composition change is estimated during solidification as a function of temperature and initial 

composition. Moreover, thanks to the FB-k non-equilibrium the composition can be predicted 

when undercooling effects are present, which alters the latent heat discharge time evolution. This 

released het is calculated in function of the liquid to solid transformation for a non-isothermal 

phase transformation. In the case of an isothermal transformation, the FB-Latent heat is linked 

to the FB-Heat Cpap since this one estimates the solid fraction evolution for an equilibrium 

solidification.  
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The input of this functional block are:  

 Latent heat of mixture and for each element on the composition 

 Initial composition 

 Current temperature T* 

 On isothermal phase change, the range of temperature for the phase 

transformation 

 Liquidus slope (equilibrium or non-equilibrium) 

 Partition coefficient (equilibrium or non-equilibrium) 

 If is the case: Ivantsov function, solidification velocity and diffusive speed. 

and the outputs are: 

 Amount of latent heat released during the phase transformation 

Read and Storage data. The previous functional blocks need different kinds of 

information to run correctly. Some must be supplied directly by the operator (the numerical code 

user), whereas some others come from the calculations of a previous functional block. The data 

provided by the operator concern the domain geometry, some material thermal properties or 

some numerical parameters like the suggested mesh grid size. These input data can be 

separated into three main topics: 

Initial condition (IC): initial temperature distribution in the domain and boundary conditions 

that affect the cooling rate. 

Material properties (MP): These represent the thermodynamic and physical properties. 

Some of them can be taken as constant or in function of temperature. They can also depend on 

the phase as liquid and solid can exhibit different properties. In the next chapter the MP are 

defined depending of phase transformation type. 

 Mesh and time step (MT): An overwhelming number of numerical methods to solve the 

governing equations are based on a linearization from the time and space discretization. The 

solution accuracy depends on the mesh size and time step as they directly impact the derivative 

terms of the governing equations. Detailed discussions can be found in literature [129]–[131] on 

the numerical methods based on coupled space and time discretization. The mesh covers the 
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entire domain that represents only the phase change material. Basically, even if the procedure 

(succession of functional blocks) suits all kinds of numerical discretization (finite elements or finite 

volumes), we have decided to propose a finite volume discretization, as it fits well with the source 

term and the apparent capacity methods. 

Phase diagram (PD): this topic gives all the information necessary to describe the 

equilibrium transformation, mainly the liquidus and solidus temperatures, the composition 

changes, the partition coefficient, the Gibbs free energy and the eutectic point (by composition 

and temperature). 

 

3.1.2 Solidification undercooling & off equilibrium 

Figure 39 represents the algorithm sequence to calculate the undercooling degree. 

Solidification undercooling & off equilibrium englobe these 4 blocks necessary to estimate the 

undercooling degree: 

 FB-Calphad to describe the equilibrium phase diagram  

 FB-Solidification Velocity (to model the solidification process  

 FB-k non-equilibrium to consider a cooling rate influence 

 FB-undercooling to estimate the undercooling degree 

These are grouped as a new FB and this calculates solidification velocity, their respective 

compositions, non-equilibrium partition coefficient and undercooling degree. The input data for 

this algorithm (Figure 39) are:  

 The current temperature (T*) obtained as a result of the heat transfer simulation (FB-
Heat Transfer) 

 The cooling rate, extracted from the FB-Heat transfer, defined as the rate of cooling 
per second into the element that arise the melting temperature.  

Concerning the FB solidification velocity (see Figure 39) contains the function that relates 

the cooling rate with the solidification velocity.  
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Figure 39 Routine defining the amount of undercooling 
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 Description of FB mathematical modelling 

For all functional blocks specific equations and expressions have been introduced to 

supply information on the temperature, solid fraction and composition evolutions in time and 

space. Many numerical developments have been conducted in this thesis. Their applications 

have been carried out using the commercial CFD code ANSYS Fluent[18]. This commercial finite 

volume package uses the Design Modeler and ANSYS Meshing for the creation of geometry and 

meshing respectively. The ANSYS Fluent model is a 2-D model. FLUENT can be used to solve 

fluid flow problems involving solidification.  

Instead of tracking the liquid-solid front explicitly, we use an enthalpy-porosity formulation 

[132]. Essentially, the liquid-solid mushy zone is treated as a porous zone with porosity equal to 

the liquid fraction and appropriate momentum sink terms are added to the momentum equations 

to account for the pressure drop caused by the presence of solid material. The liquid-solid 

interface is not tracked explicitly. The local liquid fraction is estimated in each cell of the domain 

and at each time iteration based on an enthalpy balance. The nodes where the liquid fraction is 

between 0 and 1 correspond to the liquid solid interface position. With that, the movement of the 

phase change interface is tracked by the specification of a nodal liquid fraction.  

The use of phase diagrams to calculate the liquid fraction and the heat released assumes 

the existence of a thermodynamic equilibrium for the alloy, which is a true condition under low 

cooling rates and equilibrium solidification. The use of the Scheil equation in the calculation of 

the latent heat release requires solving a species equations system constituted of N equations 

for N alloy components for an off-eutectic composition, as was explained in the use of Gibbs free 

energy and phase diagrams. Also, the purpose of this study is not to model the grain growth or 

the morphological microstructure and their effect on the heat release. Instead, the purpose is to 

show how the latent heat released is affected by different cooling rates, temperature distribution, 

fluid patterns and solidification patterns from the point of view of LHTES.  

3.2.1 Solution procedures Fluent Ansys 

Fluent Ansys software solves the governing integral equations for mass, momentum and 

energy.  A control-volume-based technique is used that consists of:  
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 Division of the domain into discrete control volumes using a computational grid. 

 Integration of the governing equations on the individual control volumes to construct 

algebraic equations for the discrete dependent variables (unknowns) such as velocity, 

pressure, temperature and conserved scalars. 

 Linearization of the discretized equations and solution of the resulting linear equation 

system to yield updated values of the dependent variables. 

The governing equations are solved sequentially (Momentum, Continuity and finally 

Energy). Because the governing equations are non-linear (and coupled), several iterations of the 

solution loop must be performed before a converged solution is obtained.  

Linearization 

The discrete, non-linear governing equations are linearized to produce a system of 

equations for the dependent variables in every computational cell. The resulting linear system is 

then solved to yield an updated flow-field solution.  The governing equations are linearized with 

an “implicit" form with respect to the dependent variable (or set of variables) of interest. For a 

given variable, the unknown value in each cell is computed using a relation that includes both 

existing and unknown values from neighboring cells. Therefore, equations are compiled and must 

be solved simultaneously to give the unknown quantities. 

A point implicit (Gauss-Seidel)[18] linear equation solver is used in conjunction with an 

algebraic multigrid (AMG) method to solve the resultant scalar system of equations for the 

dependent variable in each cell.  The procedure of these methods in Ansys Fluent can be found 

in the theory solver manual for Ansys [18] and dedicated books as [133]. 

Spatial Discretization 

Ansys Fluent uses a control-volume-based technique to convert the governing equations 

to algebraic equations that can be solved numerically. Figure 40 illustrates the component of a 

cell. This is an example of such a control volume. Discretization of the governing equations is 

applied to each cell in the computational domain. Then, Ansys Fluent stores discrete values of 

the scalar solution at the cell centers (see Figure 40). However, face values are required for the 
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convection terms, and these are interpolated from the cell center values. This is accomplished 

using an upwind scheme.  

Time Discretization 

The time-dependent equations must be discretized in both space and time. The spatial 

discretization for the time-dependent equations is identical to the steady-state case. Temporal 

discretization involves the integration of every term in the differential equations over a time step 

Δt. The integration of the transient terms is straightforward, as shown below. A generic 

expression for the time evolution of a variable is given by: 

 
𝜕𝜙

𝜕𝑡
= 𝐹(𝜙) (28) 

If the time derivative is discretized using backward, the first-order accurate temporal 

discretization is given by: 

where 𝜙 is a scalar quantity, n+1 is the value at the next time level (t+∆𝑡), n is the value at the 

current time level (t), F(ϕ
n+1

) is evaluated at the future time level.  

 

 

 
𝜙௡ାଵ − 𝜙௡

∆𝑡
= 𝐹(𝜙௡ାଵ) (29) 

Figure 40 Mesh Components 
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Pressure Interpolation Schemes 

The body-force-weighted scheme is used in all the simulations [133]. This scheme is good 

for high-Rayleigh-number natural convection flows. Our simulations are expected with natural 

convection but the point where the flow becomes fully turbulent is unknown a priori. The body-

force-weighted scheme computes the pressure values at the faces by assuming that the normal 

acceleration of the fluid resulting from the pressure gradient and body forces is continuous across 

each face. This works well if the body forces are known explicitly in the momentum equations, 

and in this situation the buoyancy calculations are used.   

As another recommendation, the PRESTO! Scheme should be used for cavities with high 

swirling flows with natural convection [133]. The PRESTO! Scheme uses the discrete continuity 

equation to calculate the pressure field on a mesh that is geometrically shifted so that the new 

cell centers are where the faces of the ordinary mesh are placed, this means that the pressures 

on the faces are now known. Because we use buoyancy calculations and the Reynolds numbers 

are unknown a priori, the body-force-weighted scheme is used. 

The momentum and continuity equations are solved sequentially. The continuity equation 

is used as a pressure equation. It is clear that pressure does not appear explicitly for 

incompressible flows since density is not directly related to pressure. To introduce the pressure 

into the continuity equation, the SIMPLE algorithm (Semi-Implicit Method for Pressure-Linked 

Equations) [133]. is used. This reduces the computational time for laminar flux and converges 

more quickly. 

In order to proceed further, it is necessary to relate the face values of velocity to the stored 

values of velocity at the cell centers. Linear interpolation of cell-centered velocities to the faces 

results in unphysical checker-boarding of pressure. In Ansys Fluent, we use a procedure based 

on the Rhie and Chow work [134] to prevent checker boarding. The face value of velocity is not 

averaged linearly; instead, momentum weighted averaging is performed.   

Pressure-velocity coupling is achieved in the Ansys Fluent software using the SIMPLE-

pressure-velocity coupling algorithm. The SIMPLE algorithm uses a relationship between velocity 

and pressure corrections to enforce mass conservation and to obtain the pressure field. 
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Algorithm solver 

The solver in Fluent uses a solution algorithm where the governing equations are solved 

sequentially. Because the governing equations are nonlinear and coupled, the solution loop must 

be carried out iteratively in order to obtain a converged numerical solution, illustrated in Figure 

41. These steps are continued until the convergence criteria are met.  

The numerical modeling is based on the following assumptions:  

 The transport processes are laminar 

 The properties of the solid or liquid phases are homogenous and isotropic. 

 The solid regions are rigid and thermal stress is not considered.  

 The density for the solid phase is constant and for the liquid phase, the Boussinesq 

approximation is applied.  

 Any casting defect is not considered: gas porosity, shrinkage defects, pore formation or mold 

contamination. 

 Initial temperature is uniform and all the domain is in the liquid phase 

 The problem is two-dimensional 

 No impurity or external nucleation agents are considered 

 The model uses atmospheric pressure and the liquid domain is incompressible 

The integration of FBs into the ANSYS Fluent is achieved through the User Defined 

Functions (UDFs)[18]. UDFs allow us to customize ANSYS Fluent. Essentially UDF is a function 

written in C programming language and compiled into the Fluent program to be executed into the 

simulation process and perform new task.  

The UDF is used to define material properties, source terms, initial solution and the 

internal process to define parameters that will be used in the different FBs. The UDF uses macros 

provided by ANSYS Fluent. These ANSYS Fluent macros allow us to access solution process 

data and functions at every step of the resolution. Figure 42 illustrates the solution process using 

these UDFs in ANSYS Fluent. The variables solution is stored at cell center location where data 

is stored (See Figure 40) where every cell has an identification ID used to access or provide the 

cell information  
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The FB integrated into this UDF are: 

 FB-Heat Cap 

 FB-Heat Source 

 FB-Solidification velocity 

 FB-k non-equilibrium 

 FB-Latent Heat 

The UDF file can be found in the Annex 3 UDF File. 

 

 

 

Figure 41 Algorithm for each numerical iteration 
used in the Ansys Fluent Software 
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3.2.2 FB-Calphad 

The works of Gaye et al. [135], [136]  are the bases to apply Newton-Raphson techniques 

on phase diagrams.  These principally use experimental techniques to calculate equilibrium 

points and trace the phase diagram as a function of temperatures.  The graphical procedure is 

illustrated in  Figure 11. Based in these works, Cahn and Carter [137] developed the construction 

of phase diagrams tracking the Gibbs free energy during mixing of two or more phases with 

convex hull representation for chemical equilibrium.  

The use of these computational libraries enables calculating the thermochemical 

equilibrium from compound representation of free energy functions.  Equations 1, 9, 10, 14, 15, 

16 are the mathematical basis to trace the phase diagram. 

Equation 15 is highly important because it is the source of the Gibbs free energy of a pure 

element:  

Figure 42 Solution procedure integrating UDFs (only for ANSYS Fluent) 
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 𝐺 = 𝑎 + 𝑏𝑇 + 𝑐𝑇𝑙𝑛𝑇 + ෍ 𝑑௡𝑇௡

𝑛

2

 (15) 

As described before, a, b, c and d are the parameters that drive the temperature 

dependence of the Gibbs free energy of a pure element in a particular phase. The next step is to 

integrate the Equation 14 for a single-phase alloy. This equation is expanded into its constituents 

(π phases) by the expression:  

 𝐺௦௬௦(𝑇) = ෍ 𝐺௜(𝑇)

గ

௜

 (30) 

Where Gsys(T) is the total Gibbs free energy of the binary system for all its constituents, 

and Gi(T) is the Gibbs free energy of the constituent i (Equation 14). Then, the thermodynamic 

function for phase equilibrium calculations is expressed as a linear combination of the chemical 

potential (Equation 16) of each component c in each constituent π: 

 0 = ෍ ෍ 𝑛௜௝𝜇௜௝

௖

௝

గ

௜

 (31) 

Where nij and μij are respectively the number of moles and chemical potential of 

component j in constituent i. The chemical potential is defined by the partial derivative of Gibbs 

free energy (Equation 30) with respect to xi as G’. The equilibrium composition results from 

satisfying Equation 16. Equation 32 contains the information where a single tangent line 

intersects the Gibbs free energy curve at the phase equilibrium compositions xi for the constituent 

i≠i+1. 

 ቆ
𝜕𝐺௦௬௦

𝜕𝑥௝
ቇ

௜

= ቆ
𝜕𝐺௦௬௦

𝜕𝑥௝
ቇ

௜ାଵ

𝑗 = 1, … , 𝑐    𝑖 = 1, … , 𝜋 − 1 (32) 

Figure 43 illustrated the values of the minimization of Equation 30 and the chemical 

potentials of Equation  32 for an initial composition z and two constituent i and i+1. The values of 

composition x1 for the constituent i and i+1 are the phase composition in equilibrium.  
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As was shown in Figure 13 and Figure 43, the equilibrium system can be found by tangent 

line intersects. Accordingly, it is necessary to find a non-negative set of values xi that minimizes 

Equation 30 and satisfies the mass balance constraint:  

 
෍ 𝑛௜௝ =

గ

௜

𝑥௜𝑛ி     , 𝑗 = 1, … , 𝑐  

0 ≤ 𝑛௜௝ ≤ 𝑥௜𝑛ி    ,   𝑖 = 1, … , 𝜋    𝑗 = 1, … , 𝑐  

(33) 

where nF is the total number of moles in the binary system and xi is the mole fraction of component 

j.  

Hence, the equilibrium conditions in a closed system with one mole of atoms at a given 

temperature T and at constant pressure requires the minimization of Equation 30 and finding the 

constrained amounts of compositions to solve the nonlinear systems of Equations 31, 32 and 33.  

In the present work, the convex hull algorithm has been implemented in a python script 

subroutine based on the works of [53], [54], [138]. It uses a number m of binary composition 

samples (composition between 0-1) to calculate chemical potential and Gibbs free energy 

minimization with the nonlinear system of Equations 31, 32 and 33 to calculate the chemical 

potential by the Gibbs free energy minimization. The library of the convex hull algorithm and the 

computational improvement by the Quick-hull algorithm can be found in the open source code, 

Figure 43 The Gsys function of composition at constant T, with a 
representation of the tangent plane. 
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Python  [139]. The source code for both is integrated into the library Scipy [55]. These libraries 

aim to estimate the chemical potential, temperature and composition that minimize the Gibbs free 

energy. For each couple, Composition/Temperature, the material phase is then defined. 

We develop an in-house script in Python code to plot the phase diagram of binary 

compounds alloys and to define the solidification behavior in equilibrium. It also gives the partition 

coefficient, liquidus and solidus temperatures, eutectic compositions and temperature field.  

The main advantage to trace the phase diagram using the SGTE databases [17] is that 

we can modify or add the thermodynamic information associated and develop an adequate 

software for our purposes.  Another advantage using the present software is the integration of 

the solidification modelling by initial composition based on the lever rule and/or the Scheil-Gulliver 

model.  

The general architecture of own script is illustrated in Figure 44. The .TDB file contains all 

the information of Gibbs free energy in its standard representation. The Cu-Ag binary mixture 

and Al-Si alloy TDB raw file can be found in Annex 1 as an example of the structure of this type 

of files.  

The construction of the binary model is the representation of the molar Gibbs free energy 

function for each phase. This procedure requires the minimization of Equation 30 and finding the 

constrained amounts of compositions to solve the nonlinear systems of Equations 31, 32 and 33. 

The convex hull and Quick hull algorithms are implemented for all the variation of compounds 

and temperature to estimate the chemical potential, composition, eutectic temperature, eutectic 

composition, enthalpy and entropy, relative to the minimal Gibbs free energy. When these 

parameters are calculated for all coordinates (composition-temperature), the phase diagram is 

traced.  

This code is associated to a graphical user interface we have coded to easily supply all 

the information of interest. In Annex 2 Phase Diagram Software the use of our software is 

explained in detail.  

The data obtained from the phase diagram performed by our software are: 

 Solidus and Liquidus temperature 

 Eutectic temperature 
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 Partition coefficient 

 Slope liquidus 

 Solidus and eutectic composition 

These data are used into the subsequent Functional Block described in the method. 

 

 

 

3.2.3 FB-Heat Transfer Liquid and Solid  

This Functional Block aims to determine the temperature field as a function of time 

considering that no phase change occurs (completely liquid or solid domain). The Functional 

Block is based on the resolution of the classical energy equation that gives the temperature field. 

The resolution of the governing equations is carried out with the finite difference method using 

the commercial CFD code ANSYS Fluent performed as described before. 

 This block requires the heat capacity, the thermal conductivity and the density for the 

solid and liquid phases. As a result, this gives the temperature field in time and the local cooling 

rate in the whole domain.  

Figure 44 General algorithm to trace the phase diagram of a binary alloy 
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The liquid phase is potentially submitted to fluid flow. The determination of the liquid 

velocity is based on conservation laws. The mathematical representation of the liquid region 

without phase change was assumed to be Newtonian and incompressible. The numerical 

discretization and solution implemented is outlined below. 

Mass Conservation Equation 

The equation for conservation of mass (also called the continuity equation) for an 

incompressible fluid reduces to:  

 𝛻 ∙ 𝑣⃗ = 0 (34) 

Momentum equation 

Transport of momentum in the ith direction in an inertial (non-accelerating) reference 

frame is described by the Navier-Stokes equations. The Boussinesq approximation is valid if the 

density variation is small, and it provides faster convergence than other temperature dependent 

models. This model assumes constant density in all the terms of the momentum equation except 

for the body force term where it is modeled based on a reference density (ρo) at the reference 

temperature (To) and the volumetric expansion coefficient (β). With these considerations, the 

momentum equation is defined as:  

 

𝜕

𝜕𝑡
(𝜌௢𝑣⃗) + 𝛻(𝜌௢𝑣⃗𝑣⃗) = −𝛻𝑃 + 𝛻 ∙ (𝜏̿) + 𝜌௢𝛽(𝑇 − 𝑇௢)𝑔⃗ + 𝐹⃗ 

𝜏̿ = 𝜇(𝛻𝑣⃗ + 𝛻𝑣்⃗) 

(35) 

where P is the static pressure, F contains the source terms, τധ is the stress tensor, v is the flow 

velocity which depends on time and space and μ is the viscosity. 

Energy equation 

The energy equation for a fluid region can be expressed by: 
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 𝜌௢𝐶𝑝
𝜕𝑇

𝜕𝑡
+ 𝛻 ∙ (𝜌௢𝐶𝑝𝑇𝑣⃗) = 𝛻(𝛾𝛻𝑇) + 𝑆 (36) 

Where γ is the thermal conductivity, ρ is the density, Cp is the specific heat and T is the 

temperature. S is the source term that includes any volumetric heat sources. Without phase 

transformation S=0. In solid regions, where vሬ⃗ = 0, a simple conduction equation is solved that 

includes heat flux due to conduction and the source term (without phase change) is zero (S=0)  

Many sources can be cited about how the resolution is done [140]–[142]. The diffusion in 

the solid is taken as null (Ds=0). This means that when a finite region completely solidifies, the 

composition does not change.  

 

3.2.4 Heat Transfer during the phase change: FB-Heat Cpap & FB Heat Source 

When solidification begins, the material starts to release a quantity of heat (latent heat). 

This heat is considered in the energy equation with two different methods: i) Apparent Heat 

Capacity Method (AHCM) for isothermal phase transformation and ii) Heat Source Method (HSM) 

for non-isothermal phase transformation. Each method is integrated into two Functional Blocks: 

FB-Heat Cap that involves the AHCM and the FB-Heat Source. 

Figure 45 a) Isothermal solidification at the eutectic point. b) Range of temperatures at 
which solidification takes place (case a & b in Figure 46) 
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These two Functional Blocks are expressed as a function of the initial composition. Figure 

46 shows a hypothetical eutectic phase diagram section with three different initial compositions. 

This illustrates the difference between a eutectic solidification (diagram a) with an initial 

composition Coa and two hypo-eutectic solidifications with composition Cob and Coc (diagram b 

& c respectively) where T* is an arbitrary temperature between the liquid phase and solid phase. 

TLa & TLb are temperatures at which solidification begins, Tse is the eutectic temperature and Tse 

& Tsb are the temperatures when solidification ends. CL* and CS* are compositions at 

temperature T* for the liquid and solid respectively. 

FB-Heat Source is used when the solidification has a undercooling degree.  When the 

temperature rises until equilibrium temperature for case b and c in  Figure 46, the rest of liquid is 

added to the FB-Heat Cap.  For equilibrium solidification or segregation (Scheil Gulliver model) 

without undercooling, the FB-Heat Cap is used. 

Figure 45 illustrates the cooling curve for these three cases: a) shows the eutectic 

solidification, where all the latent heat is released near the eutectic temperature (Ts) within a 

narrow interval of temperatures ΔTScp. 

 For an off-eutectic composition, the phase transformation (case b in Figure 45) has two 

transitions. The first occurs between the liquidus and solidus temperature, and the second occurs 

for the remaining liquid that solidifies at the solidus temperature (Figure 46 c diagram) or eutectic 

temperature (Figure 46 b diagram). 

Figure 46 Different types of equilibrium solidification according to the initial 
composition. a) Eutectic composition, b) & c) hypo-eutectic composition  
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The phase diagram is used to define the liquidus and solidus temperature off eutectic 

composition and eutectic temperature for eutectic compositions.   

Momentum equation in phase change 

For the numerical solution of the momentum equation of the phase transformation, the 

porosity model developed by Brent et al. [132] is applied. In this model the entire domain is 

considered as a pseudo porous medium where the liquid fraction is introduced into the 

momentum equation. This takes the value of 1 in the liquid phase and 0 in the solid phase. The 

liquid fraction has a value between 0 and 1 for the phase transformation in the finite region. A 

source term representing the porous media is added to Equation 35,  where the there is a 

pressure loss due to the solidification of the alloy. This additional source [132] is expressed as: 

 𝐹⃗ =
(1 − 𝑓௟)ଶ

𝑓௟
ଷ + 𝜖

𝑣𝐴௠௨௦௛ (37) 

and Equation 35 is defined for the phase transformation as Equation 38:  

 
𝜕

𝜕𝑡
(𝜌𝑣⃗) + 𝛻(𝜌𝑣⃗𝑣⃗) = −𝛻𝑃 + 𝛻 ∙ (𝜏̿) + 𝜌௢𝛽(𝑇 − 𝑇௢)𝑔⃗ +

(1 − 𝑓௟)ଶ

𝑓௟
ଷ + 𝜖

𝑣𝐴௠௨௦௛  (38) 

where ε is a small computational constant used to avoid division by zero. Amush is a constant 

reflecting the mushy zone morphology that describes how steeply the velocity is reduced to zero 

when the material solidifies, this constant is a large number usually between 104 and 107. A value 

of 105 is commonly used. When the material in a cell is completely solidified, the porosity 

becomes zero and the velocity drops to zero.  

As a cell can exhibit a totally or partially liquid and/or solid state, the average physical parameters 

are weighted with the liquid and solid fractions fL and fS as follows:  

 
𝑓௅ + 𝑓ௌ = 1            𝜌 = 𝑓௅𝜌௅ + 𝑓ௌ𝜌ௌ       𝛾 = 𝑓௅𝛾௅ + 𝑓ௌ𝛾ௌ     
𝑉௅ = (𝑢𝑖 + 𝑣𝑗)𝑓௅             

(39) 

Where subscripts S and L denote solid and liquid respectively. ρ is density of alloy, γ is 

the thermal conductivity of alloy and VL is the velocity vector on liquid phase from their component 

ui and vj.  
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Local solute redistribution equation 

When equilibrium solidification is supposed, complete diffusion in liquid and solid is 

assumed and no segregation phenomenon occurs. Therefore, the lever rule (Equation 48) is 

used to define the local average composition or the phase diagram data can be used directly. 

As described before, when K<1 solute atoms are rejected from the solid/liquid interface. 

These rejections form a boundary layer which has higher solute than of the liquid bulk. If no 

convection phenomenon is supposed, the diffusion and solidification velocities control the solute 

redistribution. This is usually referred to as microscale phase transformation.  

At macroscale, the basic assumption is that liquid diffusion is very rapid (D=∞), which is 

often true when convection in the liquid is present. This condition represents almost all 

experimental cases of macro phase transformation.  

The Scheil Gulliver Equation 49 uses the assumption of no diffusion in the solid and infinite 

diffusion in the liquid. The differential time form of Equation 23 is expressed by: 

 𝑓௅

𝜕𝐶௅

𝜕𝑡
=  𝐶𝑜(1 − 𝑘)

𝜕𝑓௦

𝜕𝑡
 (40) 

When the natural convection is added in Equation  40 based on their work of Flemings 

and co-workers [143], [144]. They derived a local solute redistribution equation relating the 

change in liquid volume fraction, within the volume element to the change in liquid composition 

within the element and the local flow velocity vector, Equation 41:  

 𝑓௅

𝜕𝐶௅

𝜕𝑡
=  𝐶𝑜(1 − 𝑘)

𝜕𝑓௦

𝜕𝑡
− 𝑉௅𝛻𝐶௅  (41) 

Equation 41 indicates that the variation of solute in the liquid phase at a given volume 

element should be equal to the net loss or gain of solute due to interfacial reaction (Scheil model) 

and convection phenomena. The diffusion boundary layer assuming constant diffusivity is 

included in Equation 41, then Equation 42 is defines as: 
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 𝑓௅

𝜕𝐶௅

𝜕𝑡
=  𝐶𝑜(1 − 𝑘)

𝜕𝑓௦

𝜕𝑡
− 𝑉௅𝛻𝐶௅ + 𝛻( 𝐷𝛻𝐶௅)  (42) 

After completing the solidification, the phase composition does not change. Equation 42 

is the most accepted to predict the solutal distribution in macrosegregation. Experimental 

segregation results are very close to the Scheil Gulliver calculation when the diffusivity in solid is 

much smaller than the solidification velocity. Equation 42 is widely used for the prediction of the 

solutal solid phase like in foundry applications. An increase in solidification velocity tends to 

reduce the boundary layer significantly and the solutal composition tends to increase. This 

change due to high solidification velocity is included in the partition coefficient (FB k non-

equilibrium). The maximum solidification velocity is at the critical point of complete solute trapping 

(k=>1). 

 

3.2.5 FB-Heat Cap 

When referring to an abrupt liquid solid interface (equilibrium phase change), Stefan 

problems are usually mentioned. The Stefan problem involves the solidification or melting of a 

pure material and is characterized by a distinct moving phase change boundary at which a heat 

balance condition has to be met. A detailed derivation of the governing equations for the Stefan 

problem can be found in Crank’s book [145]. In a heat-conduction-controlled Stefan problem the 

domain of interest consists of a solid region and liquid region separated by a sharp-moving 

interface (Γ(t)) which coincides with the phase change temperature isotherm T=Tm. Then the 

Stefan condition is the heat balance at the solid/liquid moving interface. 
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Different methods exist to solve the Stefan condition, the one implemented in our method 

is the Apparent Heat Capacity Method (AHCM). The main objective of the Apparent Heat 

Capacity Method (AHCM) is to include the latent heat into an apparent heat capacity (Cpap) term 

in a narrow interval of temperatures (ΔTScp ) as shown in Figure 47. Cpap replaces the heat 

capacity in energy Equation 36 

 For isothermal solidification (e.g. paraffins or pure elements) the range ΔTScp is a small 

difference of temperature between the liquid and solid phase, illustrated in Figure 48. The amount 

of latent heat released (Lcp) added to the Cpap is obtained using the expression:  

 𝐿௖௣ = 𝐿௔௕𝑓𝑙௟ (43) 

Where flr is the remaining liquid fraction at the beginning of the isothermal phase transformation 

(for eutectic composition fll=1) and Lab is the material latent heat. Then the Cpap can be calculated 

with:  

 𝐶𝑝௔௣ = ቆ
𝐿௖௣(𝑓𝑙௥)

∆𝑇௦௖௣
+ 𝐶𝑝௟௦ቇ (44) 

The amount of latent heat liberated by alloy solidification is assumed to be proportional to 

the fraction of formed solid. The amount of latent heat for the alloy ( Lcp ) and the fraction of 

solidified material (fs) are calculated using the FB-Latent heat. Cpls is the heat capacity of liquid 

(Cpl) and solid (Cps) in the mixture calculated with the expression: 

Figure 47 Variation of heat capacity using the apparent heat capacity in the 
interval ΔTscp, a) Eutectic composition; b) non-eutectic composition 
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 𝐶𝑝௟௦ = 𝐶𝑝௦𝑓𝑠 + 𝐶𝑝௟(1 − 𝑓𝑠) (45) 

Using the energy equation described before (Equation 36); the heat capacity during the 

isothermal solidification is defines by Equation 46:  

 𝐶𝑝 =  ቐ  

𝐶𝑝௅                      𝑇 > 𝑇௠ + ∆𝑇௦௖௣

𝐶𝑝௔௤           𝑇 − ∆𝑇௦௖௣ <  𝑇௠ <  𝑇 + ∆𝑇௦௖௣

 𝐶𝑝ௌ                     𝑇 < 𝑇௠ − ∆𝑇௦௖௣

 (46) 

where Tm is the melting temperature, or the eutectic temperature in eutectic compositions.  

A bad selection of the temperature range ΔTScp would result in computational errors and 

simulation distortion of the real problem. It is largely recommended to verify that this range agrees 

with the type of composition simulated. For equilibrium eutectic composition, ΔTScp should be as 

small as possible (shown in Figure 47.a) usually <2K; but if an isothermal generic material is 

present (ex: paraffins), ΔTScp can become larger in comparison with an equilibrium isothermal 

composition. In paraffins we found that literature [120], [146] uses a ΔTScp between 2 and 5K., as 

shown in Figure 47. These variations can drastically affect the behavior of thermal storage 

material. In our simulation for alloys we use ΔTScp = 2K, for other materials ΔTScp = 5K is used. 

 

 

In Equation 45, for off eutectic equilibrium solidification the solid or liquid fractions can be 

obtained by the lever rule, given by the Equation 22: 

Figure 48 Enthalpy-temperature performance curve for ideal and 
common PCMs 
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 𝑓௦
் =

𝑇௅ − 𝑇 ∗

(𝑇ெ஺ − 𝑇 ∗)(1 − 𝑘)
 22 

Where fsT refers to the solid fraction in the entire domain (see Figure 49).  

The use of the AHCM for a long freezing range alloy requires additional consideration. 

The heat capacity for any alloy at off eutectic composition and equilibrium solidification is 

obtained using Equation 47:  

 𝐶𝑝௔௣ = 𝐿
𝑑𝑓௦

்

𝑑𝑇
+ 𝐶𝑝௟௦ (47) 

The variation of the AHCM with temperature was determined experimentally by Veinik 

[147]. As described before, it is known that in off eutectic binary alloys a significant portion of 

solid can be formed below the liquidus temperature. Figure 49[148]illustrates the solidification for 

two off eutectic solidification in equilibrium. In both cases, the phase transformation starts below 

the liquidus temperature and the remaining liquid solidifies at the eutectic temperature (left) or 

solidus temperature (right), as can be seen in Figure 49. 

The amount of latent heat is provided by the FB-Latent heat. Assuming that the amount 

of latent heat delivered by solidifying alloy is proportional to the solid fraction formed and 

differentiating Equation 22 with respect to T and substituting into Equation 47: 

 𝐶𝑝௔௣ = 𝐿௖௣
𝑇ெ஺ − 𝑇௟

(𝑇ெ஺ − 𝑇 ∗)ଶ(1 − 𝑘)
+ 𝐶𝑝௟௦ (48) 

where Lcp is the latent heat of the binary alloy and varies according to the phase diagram. This 

latent heat considers the variation of composition in the phase transformation.  This is defined in 

the FB-Latent heat by Equation 80. The main difference between Equation 46 (Stefan 

consideration) and Equation 48 is the ΔTScp assumption. Equation 48 is defined by the phase 

diagram for equilibrium solidification of an off-eutectic calculation. In Equation 46, a small 

temperature range is defined and then the latent heat release is linearized between these small 

temperature ranges (<5K). 
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The basic assumption for a non-equilibrium solidification without undercooling is that liquid 

diffusion is very fast (uniform composition in liquid) and the diffusion in solid is null. For a phase 

transformation without undercooling the solidification starts at the liquidus temperature following 

the phase diagram information. Then, since there is no diffusion in solid, a concentration gradient 

will be established between the initial solid composition kCo and the solid composition at the 

intermediate time (with calculated temperature T∗), which is CS∗ (illustrated in Figure 19 case 

B). In the liquid zone, the composition is homogeneous and equal to CL∗ > Co since diffusion 

was considered infinite. The composition of solid will continue to grow and at the end of 

solidification the solid composition finally reaches the maximum solubility defined in the phase 

diagram at the eutectic temperature. This off-eutectic solidification behavior is illustrated in Figure 

20. The maximum solubility is identified as CSM in Figure 19 case B. The basic equation based 

on solid fraction is known as the Scheil-Gulliver model (Equation 23), [45], [95] defined as:  

Figure 49 Phase diagram for Sn-Pb with off eutectic solidification. Left, solidification 
starts at the liquidus temperature at the initial composition and finishs the phase 
transformation at the eutectic temperature. Right, solidification starts at liquidus 
temperature and finishs at its solidus temperature. [153] 
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 𝐶𝑠 =  𝑘𝐶𝑜(1 − 𝑓𝑠)௞ିଵ (23) 

Without undercooling, the kinetic solidification is calculated with the Scheil equation 

instead of lever rule.  According to the Scheil model, the solid fraction is defined by Equation 24: 

 𝑓௦
் = 1 − ൤

(𝑇ெ − 𝑇௅)

(𝑇ெ − 𝑇 ∗)
൨

ଵ
ଵି௞

 (24) 

When fs=1, Equation 24 calculates Cs=∞ (k <1), but the composition of the solid can only 

increase to the maximum solid solubility in the binary composition (CSM.), illustrated in Figure 22 

case b. This limit value of solubility is obtained by the phase diagram (FB-Calphad). The 

Equations 24 and 23 knows as Scheil-Gulliver model are largely accepted for alloys 

transformations[45], [95]. 

Following the same procedure as for Equation 48, Cpap is also proportional to the solidified 

fraction. Differentiating Equation 24 with respect to T and substituting into Equation 43, the 

expression for the AHCM off equilibriums without undercooling is defined by Equation 49:   

  𝐶𝑝௔௣ = 𝐿௖௣
(𝑇ெ஺ − 𝑇௟)

ଵ
ଵି௄

(1 − 𝑘)(𝑇ெ஺ − 𝑇 ∗)
ଶି௞
ଵି௞

+ 𝐶𝑝௟௦ (49) 

Where Lcp is the latent heat at a non-equilibrium composition. Equation 49 does not 

consider the change in the composition during solidification. The arguments described for 

Equation 84 are used in the FB-Latent heat. We can write Equation 49 using AHCM in a non-

equilibrium solidification, off-eutectic, as:  

 
𝐶𝑝௔௣ =

(𝐿஻ − 𝐿஺)𝑘𝐶𝑜

(1 − 𝑘)(𝑇ெ஺ − 𝑇௟)
൤

𝑇ெ஺ − 𝑇௟

𝑇ெ஺ − 𝑇 ∗
൨

௞
ଵି௞

+
𝐿஺

(1 − 𝑘)(𝑇ெ஺ − 𝑇௟)
൤

𝑇ெ஺ − 𝑇௟

𝑇ெ஺ − 𝑇 ∗
൨

ଵ
ଵି௞

+ 𝐶𝑝௟௦ 

(50) 

 

An implicit method is used to compute Equation 50. The calculated temperatures are 

solved by an iterative scheme described above in 3.2.1. 
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The FB- Latent heat gives the variation of latent heat that will be included in Equations 48 

and 49. The partition coefficient, liquidus temperature and solidus temperature are obtained by 

the FB-Calphad. The FB Heat Cap and its methods are incorporated into Fluent with the User 

Defined Functions (UDFs) method. 

Although the Scheil-Gulliver equation is largely accepted, some other models exist. A 

summary of these models and the associated assumptions are presented in Table 2. The main 

difference between these models and the Scheil equation (Equations 24 and 23) concerns the 

assumptions on the diffusivities in liquid and solid and the sample size that activates convection. 

Our work is focused on solving the Scheil Gulliver equation and the corresponding assumptions. 

 

3.2.6 FB-Heat Source 

The source method has become more popular because this method can be easily 

implemented or adapted to existing numerical codes. Also, the overall accuracy for non-

isothermal phase change problems is fairly good with a high computational efficiency, since the 

latent heat is directly linked to the temperature of the discretized element. This method was 

initially proposed by [149], [150] and their entire formulation implemented into a finite element 

scheme can be found in [129], [151], [152]. 

This method consists in adding any heat from a particular behavior to the energy equation 

as an extra term. In our methodology, the source term is the quantity of latent heat delivered 

during solidification. Usually, the energy equation with a source term is expressed by Equation 

36. The second term S is the heat generation as: 

 𝑆 =
𝜕𝑓𝑠

𝜕𝑡
 𝐿௔௕ (51) 

where Lab depends on the local composition solidification rate ( 𝜕𝑓௦
்/𝜕𝑇). The latent heat effects 

are naturally activated only in phase change zones. S is calculated with FB-Latent heat where 

composition variations are considered.  

While considering undercooling effects, a material region submitted to phase change does not 

release the latent heat at the equilibrium melting temperature but keeps it below this value. 
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Equations 48 and 49 cannot be used in such a case. The solidification rate (𝜕𝑓𝑠/𝜕𝑡) is controlled 

by the solidification velocity and the heat released is considered as a heat sink (see Figure 28). 

This heat raises the temperature of the alloy surrounding the phase front. Depending on the 

transport properties of liquid and solid alloy, the temperature can increase in the phase front to 

the melting temperature. However, if heat transport is slow compared with the solidification, the 

propagation of the phase front is inhibited and a distinct temperature quasi-plateau is formed.  If 

the heat transport is fast compared with the solidification, the melting temperature is not reached 

during the phase change, and the plateau is suppressed. Also, it is assumed that the solidification 

velocity depends on cooling rate, so the heat released changes due to the imposed cooling rate.  

Then the rate of solidification varies spatially.  

The FB-Solidification velocity is used to calculate the solidification velocity. Then, the FB k non-

equilibrium and FB-Undercooling are used to define the liquid fraction that will be added to the 

source term. This procedure is represented in Figure 55. 

 

3.2.6.1 Numerical solution  

The resolution of temperature and solid fraction from the source term method is based on 

the succession of several steps and an iterative algorithm. The assumptions are:  

 The simulation onset with a complete liquid phase and a temperature in all the 

domain over the solidification temperature. Hence the source term is zero.  

 An undercooling degree is present.  

 The solidification process begins at least at the third time iteration, since the CR 

equation (Equation 59) uses temperatures at two previous time steps. This defines 

the solidification velocity at the third time iteration (Vs) Equation 26. 

 Solidification starts at the coolest zone (boundary cooled) cells situated at the wall 

boundary.  

 Then, the phase transformation for cells away from walls is controlled by Vs and 

the heat transports.  

 Shrinkage allowance is not considered.  
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From FB-Calphad the following are known: the temperature for the onset of solidification 

(equilibrium temperature Te) and CRn-1 and Vs n-1, Tn-1 from previous time iteration (n-1) for the 

discretized element. Figure 50 shows the algorithm to calculate the beginning of solidification on 

boundary cells to define the source term. This algorithm describes the process for cells on the 

wall boundary.  

Figure 50 Algorithm to calculate the solid fraction in cells at the cooled wall frontier 
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If Tn-1 reaches the solidification temperature the undercooling degree is calculated and a 

new undercooled temperature is calculated at solver iteration i (Tiu). This Tiu defines the onset 

of the undercooled solidification. 

If Tn-1 does not reach Tiu, the solver runs a numerical iteration (i+1) and solves the 

governing quations (34, 35,36) algorithm shown in Figure 50. Then the CR and Vs are updated 

at the solver iteration (i+1) and evaluated at the time step (n). Now, if Tn is under Te (ot Tm), the 

undercooling degree is calculated. Then Ti+1u is updated at the i+1 numerical iteration.  

If Tu<Tn<Te, the tolerance factor controls the convergence of the nonlinear solver. If the 

converge criteria are met, it advances to the next time step. 

Starts of solidification 

At the time iteration n, if Tn or Tn-1 =< Tu<Te the undercooling degree is achieved and 

solidification starts. Equation 57 expresses the local solid fraction thanks to the calculated 

solidification velocity.  Then if Vs is solved at the first solver iteration (i), Vsn-1 is used. Otherwise, 

following the algorithm in Figure 50 Vs is calculated at the i+nth iteration, then Vsn is known. The 

time at which the solidification occurs (ts) is stored and this is used to calculate the advance of 

the interface liquid/solid (Ils) defined by: 

Figure 51 Advance of the liquid/solid front. Left at time tn, right at time tn+1 
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 𝐼𝑙𝑠௡ = 𝑉𝑠(𝑡௡ − 𝑡௦)   ,   𝑡𝑛 > 𝑡𝑠  (52) 

Ils is the movement of the interface through the domain. The time ts is defined only when 

the boundary cell (wall cells) starts to solidify (Figure 51). 

Equations 34, 38 and 36 are solved and the convergence criterion is evaluated. Vs 

remains constant for the entire local undercooled solidification velocity. Once solidification has 

started, the interface boundary goes forward at the same calculated solidification velocity (Vs). 

Equation 57 expresses the local solid fraction at each time iteration, this is defined at the cell 

center. Then, the source term of expression 51 is estimated and introduced into the energy 

equations (Equation 36) to compute the temperature Tn+1. The last section of the algorithm in 

Figure 50. 

After that the solidification started at the time ts, Ils (Equation 52) advance at a constant 

solidification velocity over the domain. The left of Figure 51 shows the liquid/solid interface 

advance on the 2D grid cells at the instant tn>ts according to Equation 57 fs >0 at instant tn at  

the cell center.  

In Figure 51, the right side shows the advance of Ils position from Ilsn to Ilsn+1. The next 

cell starts to solidify if Ilsn+1 is greater than the cell center position (CC) normal to the wall 

boundary minus Δx/2. Then, the local solid fraction for a cell beyond the wall boundary is 

estimated with the expression:  

 𝑓𝑠௡ =
𝐼𝑙𝑠௡

𝐶𝐶 + ቀ
∆𝑥
2

ቁ
      , 𝐼𝑙𝑠௡ > 𝐶𝐶𝑃 − ൬

∆𝑥

2
൰ (53) 

Where CC is the normal cell center position to wall. Equation 53 express the local solid 

fraction at each iteration time beyond the cell adjacent to the wall boundary. 

 

 

Cooling rate over two walls 
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One special situation occurs when two different cooling rates are imposed on the left and 

bottom 2D grid. Figure 52 shows the 2D domain where a CRx is imposed on the left (x-axis 

direction and a CRy is imposed bottom (Y-axis direction). With CRx > CRy, the liquid solid 

interface advances at a different solidification velocity (Vsx≠Vsy). Consequently, Equations 

Equations 52 and 53 under these conditions are expressed by: 

 
𝐼𝑙𝑠௡; ௫ = 𝑉𝑠௫(𝑡௡௫ − 𝑡௦) 

𝐼𝑙𝑠௡; ௬ = 𝑉𝑠௬൫𝑡௡௬ − 𝑡௦൯ 
(54) 

 

 

𝑓𝑠௫ =
𝐼𝑙𝑠௡; ௫

𝐶𝐶௫ + ቀ
∆𝑥
2

ቁ
 

𝑓𝑠௬ =
𝐼𝑙𝑠௡; ௬

𝐶𝐶௬ + ቀ
∆𝑦
2

ቁ
 

(55) 

 𝑓𝑠 = 𝑓𝑠௫ + 𝑓𝑠௬(1 + 𝑓𝑠௫) (56) 

 

Where subscripts x and y refer to left and bottom phase front respectively and fs is the 

solid fraction in the cell. CR is calculated independently with Equation 59 for the bottom and left 

walls. The solidification velocity for both walls is calculated with Equation 26. Equations 54 and 

55 defines the solid fraction for each solidification velocity. Figure 52 shows both solid fractions 

(fsx ≠ fsy) over the cell at the j position. Then Equation 55 express the local solid fraction in each 

axis direction. Equation 56 is used to express the solid fraction at the cell element. Then, the 

source term Equation 51 is estimated and introduced into the energy equation (Equation 36) to 

compute the temperature Tn. 
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Figure 53 shows the algorithm to define the source term depending on the cell position. 

At the beginning, Vs is calculated at the first numerical iteration with the CRn-1. For the subsequent 

numerical iteration, CRn is used to define Vs. Following the algorithm in Figure 53, the 

undercooling degree is calculated for wall cells.  Otherwise, the position of the solid/liquid 

interface is evaluated. For wall cells Equation 57 is used to estimate the solid fraction. To start 

the solidification in cells at the wall (shown in Figure 51 and Figure 52) Equations 54 is evaluated. 

If the condition: Ilsn > CC-Δx/2 is true, solidification starts in the evaluated cell. Hence Equations 

55 and 56 defines the solid fraction added into the source term. The sequences described in 

Figure 50 and Figure 53 are implemented in the UDFs script into the Ansys Fluent software for 

solving the undercooling phase transformation.  

 

Figure 52 Liquid/solid (l/s) front interface over the domain for two 
different CR imposed at the left and bottom domain 
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3.2.7 FB-Solidification velocity 

As discussed before, the solidification velocity is function of the cooling rate (CR) and can be 

expressed by Equation 26: 

 𝑉ௌ = 𝐴௩ ∙ 𝐶𝑅ଷ + 𝐵௩ ∙ 𝐶𝑅ଶ + 𝐶௩ ∙ 𝐶𝑅 + 𝐷௩ (26) 

Hence, the solidification velocity is added to a discretized element by the rate of 

solidification expressed by Equation 57:  

 𝑓𝑠௡ =  𝑓𝑠௡ିଵ +
∆𝑡 ∙ 𝑉௦

∆𝑥
 (57) 

where fsn is the solid fraction at the time n, Δt and Δx are the time step and discretized element 

size and Vs [m/s] is the solidification velocity.   

Figure 53 Algorithm for selection of cells to define source term 
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Experimental research [70], [72], [98], [105], [107] demonstrated that when the cooling 

rate is high enough to reach complete solute trapping (k=1), the solidification velocity can change 

abruptly and consequently may lead to the apparition of new metastable phases or skip some of 

those described in the phase diagram. This behavior is still unknown for almost all materials and 

only experiment can help predict the final microstructure and how solidification has been 

performed. As an example, tempered process for steels are confronted to a high cooling rate that 

induces the omission of metastable phases. In thermal storage, higher cooling rates at a higher 

heat flux increase the undercooling effect. [24], [78], [99], [100]. 

Figure 54 shows the relation between solidification velocities and undercooling degree.  It 

shows that at higher velocities the undercooling degree increases exponentially. This behavior 

needs to be considered as a reference because the final relation actually depends on other 

parameters such as thermophysical properties, impurities, wall container roughness, etc. In 

practice, the amount of undercooling principally depends on two aspects: the thermophysical 

properties of material (alloy, paraffin, salt, etc.) and presence of impurities (see Figure 25). These 

two aspects change during charge/discharge cycling and are not considered in our research. 

 In the explicit simulation method, the solidification velocity is limited by the time step.  

Equation 57 accelerates or decreases the phase transformation on the discretized element. The 

time step is thus a key parameter to define.  The time step is selected by the criterion:  

Figure 54 Undercooling vs growth velocity. This relation is only under 
ideal conditions. Impurities or mixture degradation could modify it 
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 ∆𝑡 ∙ 𝑉௦ < ∆𝑥 (58) 

Usually Δx is very small and in our experience to maintain a good convergence the spatial 

discretization is often Δx<2e-3m. For example, if we take the solidification velocities showen in 

Figure 29, the maximum solidification velocity before complete solute tramping is 5m/s [95]. This 

limit velocity gives us a Δt maximum of 4x10-4. As another example, the critical to have complete 

solute trapping on Al-Si systems is 2.5 m/s [118], then the maximum Δt that can be use is        

8x10-4s. Furthermore, Equation 57 is limited at the phase transformation where the undercooling 

effect is present. In other cases, FB-Heat Cap is used. 

The cooling rate and solidification velocity will be limited by the partition coefficient k<1. 

However, when undercooling is present the latent heat composition changes. The prediction of 

this compositional variation at the phase transformation is done by the FB k non-equilibrium. The 

partition coefficient is modified to consider the increase in the solidification velocity  

The temperature to start solidification in equilibrium is provided by the FB-Calphad. When 

the temperature Tm is reached, the cooling rate is calculated using the expression:  

 𝐶𝑅 =  
𝑇௟ ௡ିଵ − 𝑇௟ ௡

∆𝑡
 (59) 

where Tl is the temperature at which the solidification begins (equilibrium solidification liquidus 

temperature). Tl-Δt is the temperature at the previous time step. Equation 59 is used with Equation 

26 to calculate the solidification velocity.  

Figure 39 shows the routine to determine the degree of undercooling. The CR is defined 

at Tm and this CR is an input into the FB- Solidification Velocity. The solidification velocity is used 

in the FB-K Non-Equilibrium and the output information is used in the FB-Undercooling.  

As mentioned previously, the interface velocity has another critical point. This is the point 

that defines an off-equilibrium phase transformation without undercooling and phase 

transformation with undercooling.  

This value is defined experimentally and defines the solidification velocity limit where the 

Scheil Gulliver method is in good agreement with the experimental segregation solidification. For 
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some castings, the solidification velocity limit is below 0.3 m/s but for others it can be as low as 

0.1 m/s or as high as 5 m/s [45], [95], [105], [106]. This parameter can drastically change 

depending on the type of material (alloy, salt, paraffin, etc.). Moreover, this critical point and the 

final macrosegregation in the solid depends on many factors previously described such as: 

nucleation temperature, impurities, cooling rate, vibration and wall roughness among others. 

Furthermore, the solidification velocity/cooling control is a main problem in casting production.  

Unfortunately, no formulation nor model exists to predict the solidification velocity limit when the 

undercooling effect is enough to limit the validity of the Scheil Gulliver model. This critical point 

of solidification velocity is defined by the user at the beginning of the simulation.  When this value 

is known, the undercooling degree is not dismissed.  

If we do not know the solidification velocity limit, the undercooling process cannot be 

dismissed. One possibility is using a limiting value of undercooling. This limit works in the same 

way as a critical solidification velocity value. We knows that the undercooling degree is defined 

by the solidification velocity and microsegregation phenomena, as was reported by [71], [102], 

[103], [127]. If we use the solidification velocity/microstructure composition relation we can 

Figure 55 Algorithm to define the type of phase transformation 
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estimate the undercooling amount. Figure 55 shows the algorithm to predict the undercooling 

amount in function of the microsegregation present in the discretized element. This process is 

done through the FB-k-non-equilibrium. Obviously, the procedure shown in Figure 55 is used 

when the solidification velocity critical point is unknow.  

Figure 55 shows the algorithm to define the type of phase transformation. The initial 

solidification temperature is obtained from the phase diagram (FB-Calphad) and the CR is 

calculated at the instant that the solidification starts (Equation 59). Then, the CR data is used 

with Equation 26 to calculate the solidification velocity. As previously explained, if the critical point 

of the solidification velocity is known, we can directly define the type of phase transformation. 

The question is: Is the solidification velocity known? If this is not known, the procedure to define 

the amount of undercooling is used. Consequently, the FB k Non-equilibrium and FB-

Undercooling are used. Then, in Figure 55, the question: Is undercooling present? This will define 

if FB-Heat Cap (without undercooling) or FB-Heat source (with undercooling) is used.  

 

3.2.8 FB k non-equilibrium  

FB k non-equilibrium calculates the change in the composition when the cooling rate 

affects the solid composition and a non-equilibrium solidification is present. Non-equilibrium 

solidification is when the diffusion is insufficient to homogenize the composition across the 

liquid/solid interface under a fast cooling rate. When this is the case, the information contained in 

the phase diagram isn’t valid. The FB depends on the solidification velocity and cooling rate. 

Hence, the solidification velocity exceeds the diffusive speed of solute atoms in the liquid phase 

and the solute is trapped into the solid at levels exceeding the equilibrium solubility. Chemical 

potential across the interface isn’t equal and consequently the phase diagram can’t be used 

directly. 

The solidification interface can have four stages in function of the solidification velocity 

(see Figure 17). These are defined by the cooling rate and the composition present. The third 

stage is where the undercooling effect increase due a stronger solidification velocity. 

Consequently, the cellular/dendritic stable phase cannot nucleate or grow sufficiently fast to 

reach the phase indicated in the phase diagram. This kind of transformations can occur normally 
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at solidification velocities exceeding 3 m/s; depending mainly on the type of properties and 

composition of the material. An important characteristic is the partition coefficient, this can reach 

the limit value of one and this limit represents that the diffusion in liquid and solid are zero and 

the initial liquid composition is the same at the final solid composition.  

Following the algorithm in Figure 55, when the melting temperature is achieved the next 

step is to calculate the solidification velocity. This value will drive the evolution of the composition 

and the rate of phase transformation. This value is also necessary to estimate the amount of 

latent heat delivered during solidification.  

Non-Equilibrium Partition coefficient with undercooling 

During non-equilibrium solidification, solute redistribution presents a segregation that can 

change how the material solidifies and heat is released. The partition coefficient drives this 

redistribution during solidification. The cooling rate and solidification velocity are key elements to 

determine the modification of the partition coefficient.  Assuming no convection in the liquid, the 

diffusion layer in the mushy zone is defined by: 

 𝛿 =
𝐷௅

𝑉𝑠
 (60) 

where DL is the diffusion in the liquid and Vs is the solidification rate. As previously mentioned, 

the diffusivity is one of the parameters that define the solidification behavior and is different for 

each material. If the solidification rate increases, the diffusion layer decreases until a partition 

coefficient of unity.  This means kCs=CL=Co for the phase transformation.  

The research by Lipton et al [153] laid the foundation to understand solidification in relation 

with its undercooling degree. They establish the undercooling (ΔTu)-growth velocity (Vs)- 

dendrite tip radius relationship by a combination of Ivantsov solutions for the thermal and solute 

diffusion fields. This relationship is illustrated in Figure 56. From their work , many other models 

have been developed from the Lipton model [153]. This modification has been the extension to 

consider different kinetics effect, for example the Jackson-Hunt model is applicable only to small 

undercooling predictions, and the Trivedi-Magnin-Kurz (TMK) was developed to consider the 

dependency of the growth velocity on the lamellar microstructure. This dependence of the 

microstructure on the growth velocity was described before on the Chapter two (Figure 56). On 
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the other hand, results demonstrated that the TMK model is valid only in the intermediate 

undercooling range [77]. 

One of the most recent models is the local non-equilibrium diffusion model (LNDM) [154] 

where is based on the Continuous growth model (CGM) [119]. This model is used to predict the 

phase growth in terms of the interface temperature and composition. The CGM is able to 

reproduce the phase diagram at zero velocity.  The LNDM modifies the solute trapping model 

with different solid-liquid interface kinetics. The main advantage is that this takes the local 

equilibrium of a solute in bulk liquid to the solute concentration and solute flux in bulk liquid under 

local non-equilibrium conditions. The LNDM identifies the abrupt transition from diffusion-limited 

to purely thermally controlled solidification.  At this limit, complete solute trapping is present (K=1), 

and the growth velocity achieves the limit diffusivity speed (VD) as seen in the fourth stage 

described in Figure 17. The liquid diffusion is zero (DL=0) at the To temperature.  

 We examine a system with non-equilibrium rapid solidification to evaluate the latent heat 

change and to estimate the temperature at which the phase transformation occurs. The cooling 

rate modifies the solidification velocity, generating sub-cooling effects and a variation in 

solidification composition, modifying the microstructure and presenting an opportunity to exploit 

the structural control and property enhancement for energy storage. The composition at the 

Figure 56 Diagram illustrating the interrelationship of undercooling (ΔTu)-growth 
velocity (Vs)- microstructure change, for a Ag-38.3% Cu alloy[73] 
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solidification boundary linked to Rapid Solidification Process (RSP) is defined by the partition 

coefficient in function of velocity (kv), which can be defined as: 

 
𝑘௩ (𝑉) =

𝑘௘𝛹 + 𝑉௦/𝑉஽

𝛹 + 𝑉௦/𝑉஽
 ,                                        𝑉௦ < 𝑉஽ 

Ψ=1-Vs^2/VD^2 
(61) 

  𝑘௩ (𝑉௦) = 1,                                                  𝑉௦ ≥ 𝑉஽ (62) 

where, Vs is the solidification velocity and VD is the diffusive speed, interpreted as the maximum 

speed solute-solvent redistribution across the interface. When Vs overcome VD, the partition 

coefficient is 1, the limit of this methodology. The tangent of the non-equilibrium liquidus line slope 

(mL) as function of non-equilibrium solute partitioning and the solidification velocity (mLv) is 

defining as: 

 
𝑚௅௩ (𝑉௦) =

𝑚௘

1 − 𝑘௘

[1 − 𝑘௩ + 𝑙𝑛(𝑘௩/𝑘௘)  

+  (1 − 𝑘௩)ଶ(𝑉௦/𝑉஽)] ,              𝑉௦ < 𝑉஽  
(63) 

The composition for non-equilibrium, defining the solid concentration CSk at the tip of the 

solute dendrite in function of kv is described as: 

 
𝐶ௌ

௞  =
𝐶௢ 𝑘௩ 

1 − (1 − 𝑘௩)𝐼𝑣(𝑃𝑐)
                                      Vୱ < 𝑉஽             

𝐶ௌ
௞  = 𝐶௢  ,                                                 Vୱ ≥ 𝑉஽              

(64) 

where Pc is the solutal Peclet number defined by:  

 𝑃𝑐 =
𝑉௦ ∙ 𝑅𝑟

2𝐷
 (65) 

Iv is the Ivantsov function [155], [156] defined as: Iv(Pc)=Pexp(P)Ei(P), typically, for 

casting solidification P<1 where P is the solute Péclet number, solved using the following 

approximation: 

 𝐼𝑣(𝑃) = 𝑃𝑒𝑥𝑝(𝑃)[𝑎଴ + 𝑎ଵ𝑃 + 𝑎ଶ𝑃ଶ + 𝑎ଷ𝑃ଷ + 𝑎ସ𝑃ସ + 𝑎ହ𝑃ହ − 𝑙𝑛(𝑃)] (66) 
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where ao=-0.57721566, a1=0.99999193, a2=-0.24991055, a3=0.05519968, a4=-0.00976004, 

a5=0.00107857 [45], [99]. For limiting values of the Péclet number, the Ivantsov function can be 

approximated as:  

 
𝑓𝑜𝑟  𝑃 ≪ 1:   𝐼𝑣(𝑃) ≈ −𝑃𝑙𝑛(𝑃) − 0.5772𝑃 

𝑓𝑜𝑟  𝑃 ≫ 1:   𝐼𝑣(𝑃) ≈ 1 − 1/𝑃 + 2/𝑃ଶ  
(67) 

The Ivantsov transport solution describes steady state transport of the heat surrounding 

a branch with dendrites growing in an infinite, quiescent supercooled melt. More details on the 

Ivantsov solution can be found in the works of Z. K. Liu et al [156] and G. Müller et al [157]. 

The dendrite tip radius (Rr) is a fundamental parameter to estimate the undercooling 

temperature. Using the marginal stability criterion [158], [159] in combination with the transport 

solution of Ivantsov, molecular structural features are linked to RSP, Rr is defined as: 

 𝑅𝑟 =
𝛤

𝜎∗
ቆ

𝑃்𝛥𝐻𝜉௅

𝐶𝑝
−

2𝑚(1 − 𝑘௩ )𝐶௢𝑃𝑐

𝛹[1 − (1 − 𝑘)𝐼𝑣(𝑃𝑐)]
𝜉஼ቇ

ିଵ

   𝑉௦ < 𝑉஽ (68) 

With 

 𝜉஼ = 1 +
2𝑘

1 − 2𝑘௩  − [1 + 𝛹/𝜎∗𝑃𝑐ଶ]ଵ/ଶ
                  𝑉௦ < 𝑉஽ (69) 

 
𝜉் = 1 − ቆ1 +

1

𝜎∗𝑃ଶቇ

ିଵ
ଶൗ

 

𝜎 ∗= 1/4𝜋2 

(70) 

where σ* =1/4π2 denotes a stability constant and PT is the thermal Péclet number defined:  

 𝑃் =
𝑉௦ ∙ 𝑅𝑟

2𝛼
 (71) 

Where α is the thermal diffusivity. 
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VD define the critical point when the complete solute trapping occurs (K=1) and its value 

depends on material properties, purity of material during phase change, pressure and cycle of 

charge/discharge. However, the value VD can be approximated using the expression: 

 𝑉஽ =
𝐷௜

𝑎
 (72) 

where Di is the diffusion coefficient for the alloy and <<a>> is the molecular interatomic 

separation. Usually this is estimated for alloys to be between 0.5 to 5 nm [160].  

 

At microscale simulations, for example in phase field simulations, the assumption of 

constant solute diffusion coefficient is invalid for rapid solidification, especially for alloys with large 

undercooling. The dependence of D (diffusion coefficient m2/s) on dendrite tip velocity (Equation 

65) directly affects the non-equilibrium partition coefficient.  If VD is used as a function of a and D 

(Equation 72), then the interface velocity is clearly affected (see Figure 56). The inclusion of a 

solute diffusion coefficient depending on temperature requires always knowing the temperature 

at the discretized element. This is thus an iterative method to calculate the tip temperature and 

the subsequent equations involving the diffusivity to obtain kV, mL, Rr and CSk (Equations 61, 63, 

68, 64 respectively). Nevertheless, for macrosimulations the inclusion of D as a function of T 

does not show an improve in result and its inclusion generate convergence instabilities. Figure 

Figure 57 Comparison between experimental results and calculated 
solidification velocity at Co-20%Sb (hypoeutectic alloy). LKT model 
using constant D and D as a function of temperature. [161] 
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57[161]shows a comparison between the LKT model using constant D and D as a function of 

temperature with experimental data for Co20%Sb. Even if we can see a difference between their 

results, since macrosimulation is neglected, this can be correct where microstructure interface 

tracking is the main objective (e.g. in phase field simulations). In our calculation we assume the 

diffusivity D constant. 

 

 

Figure 55 shows the algorithm to define the degree of undercooling. When we do not 

know the relationship between the solidification velocity and undercooling degree, we follow the 

sequence to calculate the amount of undercooling that can be present in function of the 

solidification velocity: cooling rate → solidification velocity → off-equilibrium partition coefficient 

→ undercooling degree. The flux of information is show in Figure 58  

The solidification of undercooling melts occurs at a wide range of velocities. Figure 59[162] 

shows the interrelationship between solidification velocity and undercooling for nickel. The 

undercooling percent is the percent of melting temperature (10pct undercooling = 173K). Also, 

Figure 58 The FB k-non-equilibrium needs information from FB-
Calphad and FB-Solidification velocity.  
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we can see different results for the same material. For the Basseler et al. results, the sample has 

a weight of 1+-0.05 grams. The phase transformation was made in electromagnetic levitator. The 

sample size is too small to consider convective phenomena, and the wall roughness acts as a 

nucleation agent. Hence, these results shown in Figure 59 can be interpreted as the worst 

situation even if experimental result shows important variation.  

However, for all solidification conditions, the interface velocity affects the solute diffusion, 

the interface kinetics and heat conduction from equilibrium solidification. Thus, as explained 

before, the solidification velocity can be used to define the deviations from equilibrium following 

the increase in solidification velocity:  

Vs= 0; full equilibrium. The composition of the phases is uniform, and the phase diagram 

describes solidification behavior.  The lever rule is applied.  

Vs << VD, local equilibrium. The concentration and temperature gradients change the full 

equilibrium. The phase diagram information needs correction.  The Scheil Gulliver equation is 

used with local assumption (no diffusion in solid, infinite diffusion in liquid). The use of other 

equations and their assumptions are described in Table 2. 

Vs<VD, Non-equilibrium interface kinetics. There is no local equilibrium at the interface 

and the partition coefficient depends on the interface velocity. The diffusion D(Vs) tends to zero 

with complete solute trapping (k=1). For macro simulations, D is considered constant.  

Figure 59 Nickel experimental results reported by Bassler, Hofmeister, 
Schleip and Walker. Solidification velocity vs percent undercooling [162]
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Cases of V>VD are not considered in this methodology.  

Table 4 Data used in FB-Undercooling 

Non-equilibrium partition coefficient (kv), Equation 61 

Non-equilibrium liquidus slope (mL) Equation 63 

Non-equilibrium composition (Csk) Equation 64 

Peclet solutal number (Pc) Equation 65 

Ivantsov function, (Iv(P)) Equations 66 and 67. 

Dendrite tip radius (Rr) Equation 68 

Latent heat and heat capacity of alloy thermophysical properties 

 

 

3.2.9 FB Undercooling 

FB-Undercooling has the finality to predict the amount of undercooling for a non-

equilibrium solidification. The data needed in the FB-Undercooling are listed in Table 4.  

The interface temperatureis not only a function of composition (following phase diagram 

information). The local heat and solute diffusion affect the local temperature, moreover the local 

undercooling degree. Thus, the amount of undercooling ΔTU is constituted for five undercooling 

components: curvature undercooling ΔTR, constitutional undercooling ΔTC, kinetic undercooling 

ΔTK and thermal undercoolings ΔTT and ΔTN. The difference between equilibrium and non-

equilibrium liquidus temperature is thus defined as: 

 𝛥𝑇௎ =  𝛥𝑇ோ +  𝛥𝑇஼ +  𝛥𝑇௄ +  𝛥𝑇் + 𝛥𝑇ே  (73) 

where: 
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 𝛥𝑇ோ = 2𝛤/𝑅𝑟 (74) 

 𝛥𝑇஼ = 𝑚௅𝐶௢

(1 − 𝑘௩)𝐼𝑣(𝑃𝑐)

1 − (1 − 𝑘௩)𝐼𝑣(𝑃𝑐)
  (75) 

 𝛥𝑇௄ = 𝑉ௌ/𝜇  (76) 

 𝛥𝑇் = (𝛥𝐻/𝐶𝑝) 𝐼𝑣(𝑃்) (77) 

 𝛥𝑇ே = (𝑚௘ − 𝑚௅௩)𝐶௢  (78) 

 

With solidification velocity (Equation 26) and the FB-k non-equilibrium, the undercooling 

is predicted. Figure 60 and Figure 61 compare experimental results for a Ni0.7%B [163], [164] 

alloy with models described before. In Figure 60, Equations  73-78 are used to predict the 

undercooling degree in function of solidification velocity compared with experimental values from  

[163], [164]. Figure 61 shows results of Equations 61-64 and 73. It is clear that for 250K 

undercooling solute tramping occurs.  

Following the algorithm described in Figure 55, the undercooling degree is calculated 

giving the type of solidification: undercooled or not  
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Figure 60 Solidification velocity vs. undercooling ΔTu for Ni 
0.7% B alloy. Circles: experimental data [162], [163]; Solid line 
represents the mathematical model from FB-Undercooling 
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3.2.10 FB-Latent heat 

The latent heat Lab is a material property. During phase change, this heat is not necessarily 

instantaneously and completely released. This functional block aims to determine the evolution 

of latent heat release as a function of temperature and solid fraction. Three cases are described: 

- Case 1: Eutectic composition and equilibrium solidification 

- Case 2: Off eutectic situation and equilibrium solidification 

- Case 3: Off eutectic situation and non-equilibrium transition. 

Congruent solidification of a pure material (metal, paraffin, or eutectic alloy) corresponds 

to the latent heat release at a particular temperature (melting temperature).  In such 

considerations, the liquid solid interface, responsible for the latent release, remains at 

temperature Tm. Considering a representative element volume (REV), when solidification occurs 

under conditions of case 1, the temperature is equal to Tm.  The solid fraction is between 0 and 

1. To estimate more accurately the instantaneous solid fraction fs, one common assumption 

consists in linearizing the temperature during phase change, by supposing that solidification 

occurs in a thin temperature range (T=TL-TS) instead of a constant Tm, as represented in Figure 

48. For a REV submitted to phase change, where the solid fraction fs is between 0 and 1, the 

released heat L is a part of the total latent heat Lab and is expressed with Equation 79:  

Where TL and TS represent the range ΔTScp, described in FB-Heat-Cap and illustrated in 

Figure 47, and T* is the current REV temperature (ideally equal to Tm). For binary alloys, 

Equation 79 can be used only for eutectic composition without undercooling.  

However, such assumptions, for off eutectic composition binary alloys, give several errors 

when the phase diagrams of the mixture are not linear. These errors are incremented mainly 

when non-equilibrium solidifications are present. 

For off eutectic phase transformation corresponding to case 2, the latent heat depends on 

the solute concentration that varies in time and space due to solute rejection and diffusion during 

 𝑓𝑙௥ =
𝑇௅ − 𝑇 ∗

𝑇௅ − 𝑇௦
 (79) 
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the solidification process. Veinik [147] reports that the law of additivity can be applicable for alloys. 

Using this law, we define the latent heat of a binary alloy of composition Co of constituent B and 

consisting on components A and B as the Equation 80:  

 𝐿௔௕ = [𝐿஻𝐶௢ + 𝐿஺(1 − 𝐶௢)] = [(𝐿஻ − 𝐿஺)𝐶௢ + 𝐿஺]    (80) 

where LA and LB is the latent heat of component A and B respectively. Equation 80 is used in 

Equation 48 substituting Lcp par Lab.  

During non-isothermal evolution, the composition varies and differs from Co. The latent 

heat is obviously altered by this behavior and must be considered in the model 80. Thus, when 

a solid has the composition Cs* ≠Co, the latent heat released is expressed by: 

 𝐿௔௕ = [(𝐿஻ − 𝐿஺)𝐶𝑠 ∗ +𝐿஺]    (81) 

A small variation of the solid fraction dfs affects the small latent heat release dL assuming 

that the REV remains at the composition Cs*. Then, dL can be calculated with: 

 𝑑𝐿 = [(𝐿஻ − 𝐿஺)𝐶𝑠 ∗ +𝐿஺] 𝑑𝑓௦    (82) 

Diving both sides by dT* that represents the temperature variation (under Tm) we obtain 

the equation: 

 
𝑑𝐿௔௕

𝑑𝑇
= [(𝐿஻ − 𝐿஺)𝐶𝑠 ∗ +𝐿஺] 

𝑑𝑓௦

𝑑𝑇
  (83) 

The assumptions of case 3 need to complete Equation 83, which is the general equation 

to calculate the amount of latent heat released for phase transformation of an off-eutectic 

composition material. The derivative of dfs with respect to temperature was described for 

Equation 49. Then, Cs* is substituted into Equation 23 using the Scheil Gulliver model. The latent 

heat equation for an off-eutectic composition in a non-equilibrium solidification, using the 

derivation of dfs from Equation 49 and substituting Equation 23, we obtain the Equation 83:  
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𝐿௔௕

௢௙ =
(𝐿஻ − 𝐿஺)𝑘𝐶𝑜

(1 − 𝑘)(𝑇ெ஺ − 𝑇௟)
൤

𝑇ெ஺ − 𝑇௟

𝑇ெ஺ − 𝑇 ∗
൨

௞
ଵି௞

+
𝐿஺

(1 − 𝑘)(𝑇ெ஺ − 𝑇௟)
൤

𝑇ெ஺ − 𝑇௟

𝑇ெ஺ − 𝑇 ∗
൨

ଵ
ଵି௞

 

(84) 

Where Lcpof is the latent heat released in the phase transformation for an off-eutectic 

composition solidification and non-equilibrium solidification without undercooling. 

Undercooling affects the composition and the solidification behavior. Variation in 

composition of a mixture generates different initial melting temperatures and consequently alters 

the amorphous characteristic solidification structures, changing thermal properties. It is clear that 

in Equations 79, 83 and 84, the diminution of temperature drives the solidification behavior. For 

undercooled solidification the heat released increases the temperature, and this does not follow 

the phase diagram data.  Then, as previously described, the solidification velocity drives the 

phase transformation in function of cooling rate and thermophysical properties.  

As mentioned in the FB-k non-equilibrium the composition can be expressed in function 

of solidification velocity. Then, Equations 64 and 61 are substituted in 81:  

 
 𝐿௔௕ = ൦(𝐿஻ − 𝐿஺) ൬

𝐶௢  

1 − (1 − 𝑘)𝐼𝑣(𝑃𝑐)
൰ ൮

𝑘௘𝛹 +
𝑉௦

𝑉஽

𝛹 +
𝑉௦

𝑉஽

൲ + 𝐿஺൪   

 𝛹 = 1 −
𝑉௦

ଶ

𝑉஽
ଶ 

(85) 

The temperature change is caused by the amount of solid formed. The rate of this change 

depends on thermophysical properties and imposed conditions. Moreover, we can infer that this 

rate of solidification implies a coexistence of solid and liquid phases at the equilibrium 

temperature over the finite REV at a time t.  

Equation 57 and Equation 85 define the amount of heat that will be added into the source 

term Equation 51. 

Table 5 englobes the hierarchy of equations described before. Equations 80, 83 and 85 

depend on the solidification behavior. Equations 83 and 85 can be used in the same simulation. 

For example, at the beginning of the phase transformation, recalescence elevates the 
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temperature until the point where a solidification non-equilibrium without undercooling can be 

considered. It is only then 83 when will be used.  

 

Table 5 Hierarchy of equations for the FB-Latent heat 
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Chapter 4 Method validation  

The performance of alloys as phase change materials for thermal storage are the subject 

of few experimental studies, representing a difficulty to validate the complete methodology 

described in the previous chapter. Instead, we use specific references to validate the different 

parts of our method. This chapter describes the validation cases that have been performed. The 

last section is devoted to the analysis of a specific material (an Al-Si alloy), which has attractive 

properties to be considered as material for energy storage, by evaluating its capacity to be used 

as a phase change material for latent heat thermal energy storage (LHTES).  The validation has 

been splitted in four sub sections following the represented phenomena: i) CALPHAD; ii) 

Isothermal phase change; iii) Undercooling; and iv) Segregation. 

In-house software Calphad: the objective is to validate the CALPHAD methodology we 

have integrated. The phase diagrams drawn from the Gibbs free energy are compared with those 

obtained with the ThermoCalc Software. This software is widely used and validated. 

Isothermal phase change. The purpose of this section is to validate the isothermal phase 

change model. Due to the lack of publications that experimentally evaluate the alloys we want to 

consider; paraffin wax has been used in a first step. This material has been extensively studied 

and is one of the main materials used for the phase change below 373K. The experimental test 

described in [165], is often used to evaluate paraffin as latent heat thermal energy [166]. 

Undercooling. Experimentally, this phenomenon is commonly related with 

microstructure, but rarely with cooling rate. In general, the principal lack in information on binary 

alloys is the cooling rate applied to the sample when microstructure is studied with natural 

convection in the alloy. For this reason the experimental results [167] obtained by using paraffin 

are used to compare with the results obtained from the simulation model based on the 

methodology described above. 

Off-eutectic solidification, segregation model. In this section the Scheil-Gulliver 

segregation model is validated considering convective flows. The results are compared with the 

bibliography that describes macrosegregation [99], [168], [169]. Unfortunately, most of the 

studies about segregation are focused on Fe-XX alloys (steels), or aluminum ternary alloys. A 
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binary Al-Cu is a commonly studied alloy  ([170]–[173]), however, different results are reported. 

A generalized segregation behavior is identified to validate the macrosegregation model . 

In a second stage, the methodology for an Al-Si binary alloy is tested and the thermal 

behavior for energy storage is predicted. Numerical simulations are carried out for a eutectic 

composition Al-12% Si, as well for an off-eutectic composition Al-05% Si. The results in terms of 

phase change material behavior will help to optimize energy storage systems by latent heat. 

Additionally, the results provide the necessary information for the design of a heat exchanger for 

energy storage. 
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 In house software Calphad  

The CALPHAD method aims calculate the phase diagram and the corresponding specific 

data: 

 Solidus and Liquidus temperature 

 Eutectic temperature 

 Partition coefficient 

 Slope liquidus 

 Solidus and eutectic composition 

 Behavior of latent heat during the phase change 

The validation of the Calphad method has been performed by comparing our results with 

the database of the commercial software Thermo-Calc [174].  

Thermo Calc is a software and database package for phase equilibrium, phase diagram 

and phase transformation calculations. The application is oriented to the fields of chemistry, 

metallurgy, material science, alloy development, etc. Their algorithm is based on the work of Mats 

Hiller [175] to find the equilibrium state of a system. The first version of Thermo-Calc was released 

in 1981. There has been an update almost every year and the most recent version is used to 

compare our results with it (2018a Limited version). The most recent description and 

documentation are available at [174].  

For our research in LHTES systems, temperatures of phase change solid/liquid and 

eutectic points are the main information to know. An Ag-Cu alloy has been selected to validate 

our code by comparing several data with the Thermo-Calc software results:  

 Solidus and Liquidus temperature 

 Eutectic temperature 

 Eutectic composition 

As previously described, the common tangent construction is used to represent the 

equilibrium between two phases. The work of Cahn and Carter [137] demonstrated that the 

convex hull algorithm is valid for the common tangent construction in the Gibbs free energy for 

binary alloys represented by the chemical equilibrium.  
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The silver copper system 

The Silver-Copper phase diagram is one of the simplest and has been elected to compare 

our results with Thermo-Calc software. The phase diagram calculated with the Thermo-Calc 

software is shown in Figure 62. 

 

 

According to Figure 62 Thermo-Calc phase diagram, the present phases are liquid and 

solid with two allotropes: Ag-rich face centered cubic (FCC_A1) and Cu-rich face centered cubic 

(FCC_A1). The composition of Ag and Cu at the eutectic temperature of 1053.01 K is 39.8 mole 

pct. Cu.  At the eutectic temperature, the observed maximum solubility of Cu in Ag is 12.09 mole 

pct. Cu. On the Cu rich side, it is 4.6 mole pct. Ag. The Ag solidus is approximately a straight line 

between the melting point of Ag (1254.93 K) and the eutectic temperature. The Cu solidus has 

been represented by a straight line between the melting point of Cu (1357.7 K) and 1200 K. Under 

this temperature a slight curvature is present up to eutectic temperature. The Ag-rich liquidus is 

a straight line between the melting temperature Ag and the eutectic point. The Cu-rich liquidus is 

approximately a straight line between the melting point of Cu and the eutectic point.  

We have obtained the phase diagram Ag-Cu using the TDB file presented in annex 1. The 

first data presented in the file concern the thermodynamic properties of the material in terms of 

allotropic phases, molar mass, enthalpy and entropy for each phase (liquid or solids): 

Figure 62 Ag-Cu Thermo-Calc phase diagram 
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$............................................................   mass [g/mol]        enthalpy_298    entropy_298 
 ELEMENT VA   VACUUM                    0.0000E+00      0.0000E+00          0.0000E+00! 
 ELEMENT AG   FCC_A1                    1.0787E+02       5.7446E+03         4.2551E+01! 
 ELEMENT CU   FCC_A1                    6.3546E+01      5.0041E+03          3.3150E+01! 

 

Equation 14 expresses the Gibbs free energy of the system for the specific phase.  

 𝐺௠ = ෍ 𝑥௜𝐺௜
଴

௖

௜

+ 𝑅𝑇 ෍ 𝑥௜𝑙𝑛𝑥௜
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௜
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 (14) 

The first term in Equation 14 is the Gibbs free energy of pure component for Ag and Cu 

materials. These are defined in the TDB file following the standard notation (Equation 15) defined 

by the SGTE group [17] as FUNCTION GHSERAG and GHSERCU:  

Equation 15 for Ag:  

FUNCTION GHSERAG    2.98150E+02  -7209.512+118.202013*T-23.8463314*T*LN(T) 
     -.001790585*T**2-3.98587E-07*T**3-12011*T**(-1);  1.23493E+03  Y 
      -15095.252+190.266404*T-33.472*T*LN(T)+1.412E+29*T**(-9);  3.00000E+03  
      N ! 

Equation 15 for Cu: 

 FUNCTION GHSERCU    2.98150E+02  -7770.458+130.485235*T-24.112392*T*LN(T) 
     -.00265684*T**2+1.29223E-07*T**3+52478*T**(-1);  1.35777E+03  Y 
      -13542.026+183.803828*T-31.38*T*LN(T)+3.642E+29*T**(-9);  3.20000E+03   
     N ! 

Then, the definition of the first term in Equation 14 using Equation 15 for the liquid phase 

in the TDB file annex 1 are the PARAMETER G(LIQUID,AG;0) and PARAMETER 

G(LIQUID,CU;0). For the solid phase with the allotropy FCC_A1, the Gibbs free energy phase 

are the PARAMETER G(FCC_A1,AG:VA;0) and PARAMETER G(FCC_A1,CU:VA;0) for the Ag 

and Cu respectively.  
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The second term in Equation 14 corresponds to the variation in composition satisfying the 

mass balance constraint (Equation 33).  

The third term in Equation 14 is the excess Gibbs free energy. This is defined in theTDB 

file for the liquid phase as:  

   PARAMETER G(LIQUID,AG,CU;0)  2.98150E+02  +17323.4-4.46819*T;    
  6.00000E+03   N ! 
   PARAMETER G(LIQUID,AG,CU;1)  2.98150E+02  +1654.38-2.35285*T;    
  6.00000E+03   N  ! 

For the solid phase:  

   PARAMETER G(FCC_A1,AG,CU:VA;0)  2.98150E+02  +36061.88-10.44288*T;    
  6.00000E+03   N  ! 
   PARAMETER G(FCC_A1,AG,CU:VA;1)  2.98150E+02  -4310.12;   6.00000E+03   N ! 

 

For each phase, one Equation 14. Then, the Gibbs free energy is calculated for liquid and 

FFC_A1 phases using the convex hull algorithm for a temperature range of 400 to 1400 K with a 

temperature step of ∆T=1K. 

Figure 63 Gibbs free energy calculation for two phases 
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At each temperature the Gibbs free energy for each phase. Figure 63 shows the Gibbs 

free energy of Equation 14 for Liquid and FFC_A1 phase at 1400 K. It shows that at this 

temperature, the two curves do not cross each other and the tangent line traced from minima 

points cannot be created.  

Figure 64 shows the Gibbs free energies calculated for the FCC_A1 and liquid phases for 

a temperature of 1100K. At this temperature, the tangent can be built and shows that several 

phases must be considered. From such representations at various temperatures, the phase 

diagram is built and is represented in Figure 64. The red line represents the temperature of 1100K 

and shows the phase transitions with concentration. The general method described before to 

solve the nonlinear system of Equation31, 32 and 33 is used to finally trace the phase diagram 

shown in Figure 65. 

Figure 64 Calculation of the phase diagram. Top, tangent line at solid-liquid phase 
at 1100 K, bottom, phase diagram of Ag-Cu alloy 
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According to Figure 65 the phase diagram traced with our script exhibits liquid and solid 

with two allotropes: Ag-rich FCC_A1 and Cu-rich FCC_A1 delimited by blue points. The eutectic 

temperature is traced at 1052.26 K. The eutectic composition of 40.2 mole pct. Cu is obtained, 

as shown in Figure 66. The observed maximum solubility of Cu in Ag is 13.2 mole pct. Cu as is 

shown in Figure 68. On the Cu rich side, it is 4.5 mole pct. Ag at the eutectic temperature shown 

in Figure 67. The Ag solidus has the same straight line between the melting point of Ag (1254.93 

K) and the eutectic temperature. The Cu solidus also has been represented by a straight line 

between the melting point of Cu (1357.7 K) and 1200 K. Under this temperature a slight curvature 

is present up to eutectic temperature. The Ag rich liquidus is a straight line between the melting 

temperature Ag and the eutectic point. The Cu-rich liquidus is approximately a straight line 

between the melting point of Cu and the eutectic point. Both solidus lines match the Thermo-Calc 

phase diagram  Figure 62 

To confirm the accuracy of our numerical procedure, the Al-Zn binary system has also 

been selected. This system has 1 liquid phase and two solid allotropes: HCP and FCC. Figure 

70 shows the phase diagram obtained with Thermo-Calc software. The eutectic temperature is 

Figure 65 Final phase diagram calculation, AgCu alloy 
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at 653.99 K, the eutectic composition is 88.35 mole pct. Zn. Figure 69 shows the phase diagram 

traced with our script. The eutectic temperature that has been found is at 654.01 K. The eutectic 

composition is 88.3 mole pct. Zn at the eutectic temperature.  

Both Al-Zn phase diagrams (Figure 69 and Figure 70) from our code and Thermo-Calc 

have the same lines delimitating the allotropes solid phases.  

In Table 6 we summarized the difference between our software and ThermoCalc of the 

eutectic point for the Ag-Cu and Al-Zn binary systems. The maximum difference noted between 

our results and them of Thermo-Calc is 1%.  

 

Table 6 Difference between phase diagrams calculated with our script and Thermo-Calc 
software.  

 Ag-Cu Al-Zn 

 

Thermo-
Calc 

Our 
software 

Difference  Thermo-
Calc 

Our 
software 

Difference  

Eutectic 
Temperature 

1053.01 1052.3 0.071% 653.99 654.01 0.003% 

Eutectic 
Composition 

39.8 40.2 1.0% 88.35 88.3 0.057% 

 

Figure 66 Eutectic point calculated for the Ag-Cu alloy 
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Figure 68 Ag rich Ag-Cu alloy at the eutectic temperature 

Figure 67 Cu rich Ag-Cu alloy at the eutectic temperature 
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Figure 70 Thermo-Calc Al-Zn alloy phase diagram 

Figure 69 Calculated Al-Zn phase diagram 
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4.1.1 Analysis of the phase diagram: latent heat 

The phase diagram is the basis for obtaining the necessary information of the binary alloy 

and for the simulation of the phase change. For the LHTES systems the most relevant points are 

the liquid and solid states, as well as the phase transition. To calculate them and using the binary 

Ag-Cu system, the lever rule (Equation 22)and Scheil Gulliver (Equation 24) formulations have 

been used through the phase diagram and the initial composition. 

 

The thermal properties of a binary alloy depend on its composition. The temperature at 

which we consider the material phase change starts is obviously one of the main parameters to 

identify. Then, the solid fraction and the associated heat discharge via the latent heat can be 

estimated.  

Figure 71 Lever rule liquid fraction at 0.5, 15, 25 and 35 mol% of Cu. 
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From the phase diagram of Ag-Cu alloy and the lever rule formulation, we have estimated 

the liquid fraction and the temperature evolution for several compositions at 0.5, 15, 25 and 35 

% mol Cu. Results are reported in Figure 71. It is observed that for a binary composition of 0.5 

mol pct. Cu practically all the material solidifies at the solidification temperature of the pure 

aluminum element (quasi-isothermal solidification). For compositions 0.15 and 0.25, the 

solidification begins above the eutectic temperature, at 1109 and 1155 Kelvin respectively. For 

both cases, the solidification started at a higher temperature.  Therefore, a quantity of material 

has solidified before reaching the eutectic temperature and solidifying completely. For the 

composition 0.15% mol Cu, at least 92% will have solidified before reaching the eutectic 

temperature when calculating with Lever Rule. If the Scheil Gulliver formulation is used for the 

same initial composition (at 0.15 %mol Cu) with a constant partition coefficient, 75% of the 

material solidifies above the eutectic temperature (this includes taking into account segregation). 

Contrarily, for a composition at 0.35 mol pct. Cu, less than 20% has solidified before reaching 

the eutectic temperature, as shown in Figure 71. This gives a general behavior of material 

solidification under equilibrium considerations.  

Figure 72 Partition coefficient for four different compositions of Al-Cu: 0.5, 15, 25 and 
35 mol% Cu. Solid line is the average partition coefficient, round dote line is the 
variation of the partition coefficient following the phase diagram 
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The partition coefficient is another key element to describe solidification behavior 

(Equation  17). This value is used in the Scheil-Gulliver equation and in the undercooling degree 

evaluation. The partition coefficient for the same four binary compositions is calculated (0.5, 15, 

25 and 35 mol pct. Cu). The use of a constant partition coefficient considers the solidus and 

liquidus lines as straight lines. This assumption is invalid for binary materials with non-linear 

variations in liquidus and solidus temperatures. Figure 72 shows the variation of the partition 

coefficient with different compositions, as well as its average value. In this figure, the blue dots 

are the partition coefficient evaluated at each temperature using the compositions of liquidus and 

solidus from phase diagram. The Ag-Cu phase diagram, (Figure 65) shows a curvature in the Ag-

rich solidus line. This makes the partition coefficient vary notably at intermediate compositions. 

The orange solid line is the average value of the partition coefficient for the corresponding initial 

composition.  

As shown in Figure 72, at the compositions 0.5 and 35 mol% Cu, the partition coefficient 

is practically constant. Otherwise is present for intermediate compositions (at 15 and 25 mol% 

Cu). The partition coefficient varies from 0.331 to 0.448 at 15mol% Cu and from 0.331 to 0.404 

for the composition 25mol% Cu. These variations mean changes of 16.4% and 10.5% for the 

partition coefficients respectively. The composition of 15% mol Cu, is the one with the most 

variation with respect to the average partition coefficient. 

Figure 73 shows the variation of the partition coefficient for different hypo-eutectic 

compositions of Ag-Cu alloy, the average value of the partition coefficient (blue line) and the 

maximum and minimum values (orange and green dotted lines). Consequently, the compositions 

calculated with the average partition coefficient in equations such as Lever Rule and Scheil-

Gulliver can vary considerably to the compositions defined in the phase diagram. Another aspect 

is the variation of the partition coefficient that is not linear with respect to the initial composition 

of the alloy. Figure 73 shows two lines of different slopes can be identified for the average value. 

The first one starts from the pure element Ag, up to a composition of 15 mol pct. Cu. This 

composition corresponds to the maximum solubility of Cu in an Ag-Cu alloy. From this 

composition, the slope of the partition coefficients to the eutectic composition exhibits a change. 
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The use of a constant or variable partition coefficient changes the composition during 

solidification into the Lever Rule and Scheil-Gulliver formulations through the modification of the 

composition during the solidification. To compare this variation, using Equations 81 for the lever 

rule and Equation 84 for the Scheil-Gulliver, the latent heat calculated during the temperature 

decrease (solidification) for an initial composition at 15% mol Cu is shown in Figure 74. The upper 

graph of Figure 74 estimates the release of latent heat using the Scheil-Gulliver formulation. The 

lower graph uses the Lever Rule formulation. The solid line is obtained for calculations implying 

the average partition coefficient, whereas the blue dotted line is built from calculations with the 

variable partition coefficient from the phase diagram (blue points in Figure 72). The orange line 

corresponds to latent heat when an average constant partition coefficient of ke=0.95 is used for 

both models (Scheil-Gulliver or Lever rule). 

For a composition at 15 mol pct. Cu the total latent heat is 99.2x103 [J/kg]. As shown in 

Figure 73 the initial composition at 15% mol Cu has the maximum variation of the partition 

Figure 73 Blue round dote line is the average partition coefficient. Orange and green 
dashed line are the maximum and minimum value of the partition coefficient for the 
hypoeutectic composition on Ag-Cu alloy. 
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coefficient with respect to the average value (up to 16.4%). This composition reveals the maximal 

difference between latent heats obtained respectively with a constant partition coefficient and a 

variable partition coefficient. Figure 74 shows that the same compositions are present with no 

discrepancy between variable or constant partition coefficient models. The total amount of latent 

heat given once the entire material is at solid state is almost identical regardless of whether the 

Scheil-Gulliver or Lever rule is used, as expected. However, as shown in Figure 74 the lever rule 

implies variations of latent heat under the 1100 K temperature until the eutectic temperature is 

reached.  

Using lever rule Equation 81  with a variable partition coefficient to calculate the Cs, the 

total amount of 81.5x103 [J/kg] of latent heat is calculated once the eutectic temperature is 

reached. This amount represents 81.9% of the total latent heat that was released before the 

eutectic temperature during the solidification. On the other side, when a constant average 

partition coefficient is used (ke = 0.395), a part of latent heat of 90x103 J / kg is discharged before 

Figure 74 Variation of the latent heat calculated with the Scheil-Gulliver (Top) and 
Lever rule formulation (bottom). Comparison using a constant and a variable partition 
coefficient for an initial composition of 15 mol% Cu 
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the eutectic temperature is reached. This represents 90.1% of the total latent heat. The difference 

between both is 9%.  

The variation of latent heat release between the use of constant or variable partition 

coefficient must be analyzed depending on the initial composition in the alloy. Also, it depends 

on the phase diagram and whether the liquidus or solidus temperatures are linear or not. The 

variation of the composition during solidification implies variation of latent heat released during 

the solidification using Equation 81 for the lever rule.  

However, as shown in Figure 74 top graphic, it seems that calculations based on a 

variable or a constant partition coefficient do not cause significant discrepancy while using the 

Scheil Gulliver formulation. Even for the maximum partition coefficient, the variation is minimal 

and lower than that used with the lever rule (bottom graph). With a constant partition coefficient, 

72.5x103 [J / kg] of latent heat is released when the eutectic temperature is reached, this 

represents about 72.8% of the total latent heat released. Using the variable partition coefficient, 

latent heat of 69.5x103 J/kg is released when the eutectic temperature is reached. This represents 

69.8% of the total latent heat. These differences of released heat using constant or variable 

partition coefficients are under 3% and can be considered negligible. The use of constant or 

variable partition coefficient in the Scheil-Gulliver formulation does not meaningfully alter how the 

latent heat is released during the solidification.  

The most noteworthy in Figure 74 is the difference between the fractions calculated with 

the lever rule and Scheil Gulliver formulations. In general terms, compared to the Lever rule, the 

Scheil Gulliver equation induces a delay in the solid fraction progression before the eutectic 

temperature is reached. As shown in Figure 74, it is estimated that 72.5% of the latent heat has 

been released before reaching the eutectic temperature using the Scheil Gulliver equation. For 

the Lever rule equation, it estimates that over 85% of the latent heat has been released when the 

eutectic temperature is reached. Naturally, the use of Lever rule or Scheil-Gulliver formulation 

needs to be selected carefully as it depends on specific assumptions, mainly the species diffusion 

of the alloy. 
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Usually the amount of the latent heat released (LHr) during the solidification directly relies 

on the amount of material solidified: 

 𝐿𝐻௥/𝑑𝑡 = 𝐿𝐻 ∙ 𝑓𝑠/𝑑𝑡 (86) 

 

where LH is the total latent heat of the system, fs is the solid fraction and t is time.  

Equation 86 is often used in literature.   This defines the solid fraction linearly between 

the liquidus and solidus temperature. However, the inclusion of the compositional variation 

through the partition coefficient results in variation of the amount of latent heat released during 

the phase transformation and also the total amount of latent heat.  

Equation 83 is the general form to consider the compositional variation during the 

solidification process. Cs* is calculated using the Lever rule or Scheil-Gulliver formulation during 

the solidification process.  

Figure 75 Blue line is the solidified fraction. Dotted and solid lines are the latent heat 
fraction released during the solidification calculated with ke variable or constant 
respectivetly. Top: Scheil Gulliver formulation. Bottom, Lever rule formulation. Ag-
15%mol Cu alloy 
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The maximum variation of the partition composition is situated at 15%mol Cu, as shown 

in Figure 73. At this composition Figure 74 shows the difference in the utilization of Equations 86 

and 83 that considers the composition of the solid part. The blue dashed line is the solid fraction 

during the solidification process calculated with the Lever rule (lower in Figure 74) and Scheil 

Gulliver formulation (upper in Figure 74). Round black dots represent the latent heat fraction 

released during the solidification process using Equation 81 for the lever rule (lower graph) and 

Equation 84 for the Scheil Gulliver (upper graph). In both cases a constant partition coefficient is 

used. The red solid line comes from Equations 81 and 84 for lever rule and Scheil Gulliver 

respectively and implying a variable partition equation.  

Figure 76 Two alloys: Al-6%Si and Al-7%Si. Blue dashed line is the solidified fraction. 
Dotted and solid lines are the latent heat fraction released during the solidification. 
Top, Scheil Gulliver formulation. Bottom, Lever rule formulation.  
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When a constant partition coefficient is applied, the solid fraction and the latent heat 

fraction exhibit the same curve, as seen in Figure 75. Nonetheless, the maximum difference found 

comes from the use of a constant partition coefficient or a variable partition coefficient. The 

maximum difference using the Scheil-Gulliver formulation (Figure 75 upper graph) is closer to the 

eutectic temperature. Using the lever rule, we can observe minimum differences in almost all 

solidification processes. These differences are under the 2% regardless of whether the lever rule 

or the Scheil Gulliver formulation is used. These differences are not significant. If another material 

is analyzed, the results are different.  

The same analysis is carried out in the binary Al-Si alloy. The results are significantly 

different. For compositions at Al-6%mol Si alloy and Al-7%mol Si Figure 76 shows the solid 

fraction and the latent fraction released for the solidification process.  As in the case of the Ag-

15%mol Cu alloy (Figure 75), the lever rule and the Scheil Gulliver formulation are used with the 

variation on the partition coefficient: constant and variable. 

Figure 77 Latent heat release for Ag 0.5, 15, 25 and 35 mol% Cu compositions. Dotted line 
with crosses Scheil-Gulliver formulation with constant partition coefficient. Dotted line with 
points Lever rule formulation with variable partition coefficient 
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Using Scheil Gulliver formulation, Figure 76 upper graph shows a different result from the 

one found with the Ag-Cu alloy. There is no difference in the latent heat released for constant 

partition coefficient or a variable one (contrary to Ag-Cu Figure 75).  

Using the lever rule formulation, Figure 76 bottom graph shows that all results present 

differences between the solid fraction and the calculated latent heat released, independently of 

whether a constant partition coefficient or variable partition coefficient is used. 

Table 7 summarizes the results Figure 75 and Figure 76. The table shows the amount of 

solid fraction solidified when the alloy arrives at the eutectic temperature and also the fraction of 

latent heat released during the solidification when the alloy comes to the eutectic temperature. 

These were calculated using a constant partition coefficient and a variable partition coefficient. 

The lever rule and Scheil-Gulliver formulations have been considered to compare their influence.  

 

Table 7 Solid fraction and fraction of latent heat released when the eutectic temperature is 
reached 

Amount calculated when the eutectic temperature is reached  

  
Formulation Solid 

Fraction 

Fraction latent heat 
released  

Constant ke Variable ke 

Ag-15%mol Cu Lever Rule 93% 93% 93% 
Scheil-Gulliver 74% 74% 71% 

Al-6%mol Si Lever Rule 52% 47% 43% 
Scheil-Gulliver 49% 45% 45% 

Al-7%mol Si 
Lever Rule 60% 57% 53% 
Scheil-Gulliver 58% 55% 55% 

 

As can be seen in Table 7 results, it is not possible to define a general behavior for all 

three alloys. For example, if the lever rule formulation is used, the Ag-Cu alloy shows the sames 

amount of solid fraction and latent heat indistinctly if a constant or a variable partition coefficient 

is used. On the other hand, for the Al-Si alloys shows differences up to 9 % if a constant or a 

variable partition coefficient is used. Thus, these difference in Al-Si alloys cannot be dismissed. 

For an Al-Si alloy, only considering the amount of solid fraction to predict the amount latent 

heat released (Equation 86) does not seem to be completely correct. The difference between 

solid fraction and latent heat using a variable partition coefficient are 9% and 7% at Al-6%mol Si 
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and at Al-7%mol Si respectively. Due to these differences, it can be assumed that for 

hypereutectic or hypoeutectic Al-Si alloys the variation of the composition in the solidified material 

must be considered to predict the amount of latent heat released  

As can be seen in  Table 7, the amount of solidified material and the released latent heat 

are the same using the Scheil-Gulliver formulation in the Ag-Cu alloy with a constant partition 

coefficient. However, with a variable partition coefficient the amount of heat released is 3% less 

than calculated with a constant partition coefficient. We consider that for energy storage 

calculation this can be dismissed. Thus, for the Ag-Cu alloy in hypereutectic or hypoeutectic 

composition the calculation of the solid fraction with a constant partition coefficient predicts well 

the amount of the latent heat released. 

Figure 77 shows the latent heat released during solidification for four initial composition 

Ag-Cu alloys: 0.5 %, 15%, 25% and 35% mol Cu. The dotted line with crosses was calculated 

with the Scheil-Gulliver formulation and a constant partition coefficient. The dotted line with points 

is calculated with the Lever rule formulation using a variable partition coefficient. 

For compositions close to the pure element or to the eutectic composition, Figure 77 

shows that the relation between temperature and latent heat is similar. Obviously, this 

corresponds to a sharp liquid/solid interface for which the material is only solid or liquid without a 

mushy zone. However, a composition at 15 % mol Cu, shows the biggest difference between the 

curves for Scheil Gulliver with a constant partition coefficient.  Once the eutectic temperature is 

reached, 71% of the material is solidified. In the case where the lever rule formulation is used 

with a variable partition coefficient, 85% of the material solidified when the eutectic temperature 

is reached. Comparing the Scheil Gulliver to the Lever rule, the observed discrepancy to the lever 

lever rule. Mainly, the time to complete the phase transformation using a variable partition 

coefficient will be different if the lever rule model or Scheil-Gulliver is used because when the rule 

of 14% in Figure 77 means that the alloy solidifies differently to the prediction done using the  

Scheil-Gulliver is used the amount of latent heat released is reduced before the eutectic 

temperature in comparison with the lever rule. 
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The assumption that consists in defining the amount of latent heat released only by the 

solid fraction is not entirely correct (using Equation 80). Actually, this depends on the type of alloy 

and if its composition variation during solidification is relevant or not to calculate the latent heat 

released during the solidification process. The variation of composition during solidification 

influences and changes the general behavior of the material, as can be seen in  Figure 77. It will 

be necessary to consider the composition variation because it can change the rate of solidification 

and the amount of latent heat released during the solidification. This assumption is not valid for 

compositions close to the eutectic composition or pure elements.  Figure 77 does not show a 

significant difference between the latent heat released with a variable and a constant partition 

coefficient.  

4.1.2 Partition coefficient: constant VS variable 

Figure 78b shows the liquidus and solidus temperature as a function of the initial 

composition. For an Ag-Cu alloy  Figure 78a shows the total amount of latent heat depending on 

Figure 78 (a) Amount of latent heat at different composition Ag-Cu alloys, dotted line 
with crossed use variable composition (Equation 107), dotted line with points uses 
constant initial composition.(b) Liquidus and solidus lines at different compositions  

 

(a) 

(b) 

Amount of LH_Traditional 
Amount of LH_PhaseDiagram 
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composition variation. As we can see, the amount of latent heat calculated directly with Equation 

80 (dotted line with points) is higher than the latent heat calculated with the variation of the 

composition with the lever rule and variable partition coefficient (dotted line with crosses). The 

maximal difference is almost 2.5% at 25%mol Cu composition.  

These variations depend directly on the type of alloy. For example, Figure 79 shows the 

amount of latent heat for a binary Al-Si alloys. The dotted line with points is the total latent heat 

calculated using the initial composition Al-Si. The dotted line with crosses shows the total latent 

heat calculated by the amount of material that solidified using the lever rule and variable partition 

coefficient. As observed for the Ag-Cu system, the Al-Si alloy exhibits differences between these 

two amounts of almost 8% at 6mol% Si composition. 

Estimating the latent heat released during the solidification is more complex than it 

appears, and possible sources of error need to be taken into account such as: the influence on 

the composition by the use of a constant or variable partition coefficient, variation in the amount 

of latent heat if a equilibrium solidification or off equilibrium solidification is calculated and if the 

composition is close to eutectic composition or pure element. To show this variation and its 

influence, Figure 80 compares the liquid fraction for the four previously defined compositions (0.5 

%, 15%, 25% and 35% mol Cu). The liquid fraction is calculated using the Scheil Gulliver 

formulation (solid line) and the lever rule is used with a constant partition coefficient (dashed line) 

and with a variable partition coefficient (dotted line). As mentioned before, for an initial 

composition close to eutectic or pure element composition, the differences are not significant. 

However, for the intermediate composition, the variation is more significant and different if the 

Scheil-Gulliver or lever rule formulation is used.  

Additionally, Figure 78a shows how the variation of the composition significantly affects 

the amount of latent heat that the material is able to discharge. As was shown in Figure 73 and 

Figure 78, it is concluded that for initial compositions that are not close to eutectic points or pure 

elements the latent heat must be quantified through the variation of composition that solidifies 

and not only by the liquid/solid fraction without composition variation. The differences are 
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significant mainly when there are notable variations in the partition coefficient (see in  Figure 73). 

When considering a new phase diagram that represents a new material, the influence of the 

partition coefficient must be evaluated.  

Fortunately, the partition coefficient can be easily estimated using the phase diagram. 

Figure 73 compares the average values of the partition coefficient with its maximum and minimum 

values. The use of constant partition coefficient values can generate significant differences in 

terms of released latent heat with respect to the expected value estimated in the phase diagram. 

Therefore, it is concluded that this variation should be evaluated to define if this variation is 

insignificant and can be dismissed. For example, in compositions at 0.5 and at 35 %mol Cu the 

partition coefficient varies <4% from the average value. It is then possible to identify the range of 

composition where the partition coefficient variation must be taken into consideration. 

In summary, when non-eutectic compositions are used, it is necessary to evaluate the 

following aspects: 

 Using constant partition coefficients can significantly affect the composition that solidifies 

in the material. While simulating materials with compositions close to the solubility limits, 

it will be recommended to use variable partition coefficients as a function of temperature. 

Likewise, the significant variations that can be obtained if the Lever Rule or Scheil Gulliver 

formulations are used should be considered. Figure 81 compares both formulations to 

estimate the liquid fraction in four different compositions. 

Figure 79 Amount of latent heat at different compositions for an Al-Si alloy, dotted line 
with crosses uses variable composition (Equation 107), dotted line with points uses
constant initial composition 
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 Estimating the latent heat released only by the solidified fraction can be a source of 

calculation errors in the prediction of the phase change, principally for compositions close 

to the solubility limits. The variation in composition especially in compositions near the 

solubility limits can affect significantly the partition coefficient and consequently affect the 

amount of latent heat that remains when the material reaches the eutectic temperature. 

 The partition coefficient plays an important role when undercooling effect is calculated. 

The use of variable or constant values directly affect this amount and need to be 

evaluated for every material to define which give less variation in the composition 

estimation.  

 

 

 

 

 

Figure 80 Solidification for four compositions Ag-Cu (0.5, 15, 25, 35 mol% Cu). Scheil 
Gulliver are liquid fraction solid line (ke const.). Dashed lines are liquid fraction lever 
rule (ke cte). Dashed lines are liquid fraction lever rule with variable partition 
coefficient 
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Figure 81 Difference betwen the lever rule and Scheil Gulliver formulation used to 
calculate the lilquid fraction during the solidification for AgCu alloys 
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 Isothermal phase change. 

Isothermal phase change has been numerically carried out through the numerical 

software Fluent as a quasi isothermal phase change (ΔTs=2 K). A first step has consisted in 

proposing a numerical verification of phase change of a pure material, by comparing the results 

with references from literature. Theoretical and experimental studies in the field of isothermal 

phase change (particularly for paraffin materials) and its applications have yielded extensive 

literature. Fluent has been widely validated and time and space convergences have been carried 

out and are available in literature. We have focused our attention on the comparison of our 

numerical method with corresponding experimental results.  

Spherical Shell phase change 

The spherical shell phase change experiment has been of great interest from the 

theoretical and experimental points of view for the characterization and comparison of PCMs for 

energy storage applications. A considerable amount of theoretical (Bareiss and Beer [176]–

[178].) experimental (Katayama et al. [179]) and numerical (Saitoh and Hirose [180]), literature 

can be found on this subject. 

 

 

Figure 82 Melting process in a spherical capsule, from 
[181] 
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S. A. Fomin et al. [181] present the analysis of the melting process in spherical capsules. 

Figure 82 illustrates a sketch of their melting process. The principal characteristics are:  

 A plexiglas sphere of radius R containing phase-change material is studied.  

 Initially the phase change material is in the solid phase and entirely at melting point 

Tm or 1 K under Tm.  

 The constant wall temperature is equal to Tw, which is higher than Tm (usually 10 K). 

As a result, inward melting of the solidification starts.  

The motion of the solid bulk is accompanied by generation of liquid at the melting interface 

and the liquid is squeezed up through a narrow gap between the melting surface and the wall of 

the capsule to the space above the solid. The intrusion of some solid inside the phase change 

material (for example thermocouples) entirely changes the process, melting patterns and 

qualitative characteristics (concluded by Rieger et al., Khodadadi and Zhang, Katayama et al.). 

This is known as a constrained experiment. The spherical shell process is sub-divided into 

constrained and unconstrained, studied in F.L. Tan [182]. The constrained experiment includes 

thermocouple wires inserted into the enclosure. On the other hand, the unconstrained does not 

have any element inside. Our validation is done on unconstrained melting based on the study 

performed by E. Assis et al [183]. Their experimental setup can be found in [183]. 

Simulation Setup 

Figure 83 shows the numerical model described by E. Assis et al. that was used to 

reproduce the experiment. An 80mm diameter sphere was used. The principal settings used are:  

 The solid phase initially occupies 85% of the volume, having a flat top.  

 The glass has a thickness of 2 mm. 

 The PCM used was the RT27 paraffin wax (thermophysical properties are 

summarized in Table 8 and Table 9). 

 The melting interval is ΔTs=2 K, Ts=301.15 K and TL=303.15 K. 

 The wall temperature is set to a constant 10K above the mean melting 

temperature of the PCM. 

We have carried out a numerical simulation with Fluent. A two-dimensional, axisymmetric 

model was created to reduce the computational complexity of the simulation. Both solid and liquid 
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phases are assumed to be homogeneous and isotropic. The section of the PCM in contact with 

air was set at 10 K above the mean melting temperature of the PCM with a convective heat 

transfer coefficient of h=10 [W m^-2 K^-1] [184].Figure 83 shows the mesh that was used and 

the imposed frontier condition.  

Table 8 Thermophysical Properties of paraffin 

 

 

Table 9 Thermophysical Properties of plexiglass 

 

 

Solid Liquid Liquid
(273,15K-301,15K) 303,15 K 373,15 K

Density (kg/m3) 870 760 734,3
Specific heat (J/kg-K) 2400 1890 1890
Thermal Conductivity (W/m-K) 0,24 0,21 0,21
Viscosity (kg/m-s)
Thermal Expansion Coefficient (1/K)
Pure Solvent Melting Heat (KJ/kg)

Property

3,42E-03
1,0E-03

179

Wax Properties

Plexiglas properties Solid
Glass Properties (273,15K-301,15K)

Density (kg/m3) 2500
Specific heat (J/kg-K) 800
Thermal Conductivity (W/m-K) 0,81
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4.2.1 Validation results 

Good agreement was found between the results of Assis et al and our results when 

replicating their study. Each simulation took approximately 24 hours to solve the 40 minutes of 

the entire simulation time. Figure 84 compares Assis results with our results. The temperature 

field, the solid fraction and the velocity field in the liquid have been compared to those of the 

referency study by Assis. The study shows that the solid PCM sinks to the bottom of the enclosure 

as the wax near the walls melts. The shapes of the solid PCM are consistent with those described 

by Assis [183]. Figure 84 shows how the solid phase typically descends. Our results exhibit very 

Figure 83 Computational domain 
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good agreement with the literature. Figure 85 shows the vortex flows and the phase change 

patterns. Also, the flow pattern shows that in the upper part of the melt, natural convection is 

initiated by the temperature difference between the heated wall and the relatively cold solid 

phase, as we can see in the left the temperature pattern. As a result, the liquid rises along the 

wall. In the lower part, a thin liquid layer is formed between the sinking solid and the shell. Flow 

patterns agree with theoretical and experimental results. 

Figure 86 shows the measured experimental values by Assis and simulated melt fractions 

vs. time. One can see that the melting time is slightly shorter in the simulation. However, one can 

conclude that the agreement between the experimental and simulation values is very good. The 

a 

b 

Figure 84 Experimental and numerical melting patterns, a) experimental 
result by Assis et al.[183]. b) Numerical results at 2, 5, 10, 15, 20 and 25 
minutes since the start of the process 
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results reported by Assis were accurately reproduced not only in overall parameters, but also in 

the details of the melting process (Figure 84).   

 

 

 

 

 

Figure 85 Right side, temperature patterns. Left side, mass fraction patterns and velocity 
vectors at 5 minutes since the start of solidification 
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Figure 86 Comparison of the experimental results from Assis et al.[183] and 
numerical melt fractions 
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 Undercooling degree 

This section aims to validate the solidification process with undercooling. The degree of 

undercooling is considered random and probabilistic, depending on multiple aspects, such as 

presence of impurities, vibrations, wall roughness and degradation of the material. These aspects 

are not considered in our method and model. Undercooling is defined under the following 

hypothesis: 

 Degradation of material by cycles of charge discharge is not considered. 

 The degree of undercooling depends only on the cooling rate. At a higher cooling 

rate, the degree of undercooling is increased. 

 At the moment of initiating the phase change during undercooling, the material 

releases latent heat. The solidification rate controls the rate of latent heat release. 

In this section, a constant rate of solidification is considered. 

 The solidification rate is a characteristic of the material and the mixture 

proportions. This solidification rate has a maximum limit and varies from one 

material to another one. 

The solidification process in a undercooling process is controlled mainly by two 

mechanisms: i) the rate of latent heat release and ii) the rate of heat removal. As the material 

solidifies, the latent heat is released and it may be, entirely or partly, consumed by the material 

itself (recalescence), depending on the rate of heat removal. These characteristics are evaluated 

imposing two different cooling rates. 

There are only a few works that deal with an undercooled alloy. For paraffins, more studies 

are available. However, the experimental are not completely detailed in literature. For example 

the Yoshioka et al. [185] work reports an experimental study of the solidification of an undercooled 

alloy using Pb-Sn and Bi-Sn alloys. Although they do not report material properties, cooling rates, 

wall thickness of the container and its specific dimensions (they do not specify whether the stated 

dimensons are internal or external) and also relative information about thermal insulation of the 

wall. The lack of information prevents reproduction of the experiments in a numerical simulation.  

Also, another shortcoming currently found in the literature is the questionable 

configuration of the experimental apparatus. In the Yoshioka et al. [185] work, their first 
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thermocouple is positioned in contact with the cooled wall in the sample and consequently this 

can induce a significant influence on the solidification/ undercooling  process. The literature 

shows that when the solidification has some mechanical obstacle (e.g. impurities or 

thermocouples inside the PCM), melting patterns and qualitative characteristics for the process 

become entirely different (see Rieger et al. [186], Khodadadi and Tan works [187], [188]). 

Unfortunately, the undercooled alloy works found cannot be used to validate the model. 

The comparison has been based on of Harary et al [189]. It is focused on the experimental 

heat transfer processes of undercooled gallium into cylindrical molds of two different materials 

(copper and polypropylene). The thermophysical properties and the setup of their experimental 

apparatus are detailed in [189]. The top wall is declared only to be exposed to ambient 

temperature. For the simulation model, the top wall was assumed to be at an ambient 

temperature of 300 K with a convective heat transfer coefficient of 10 W/m^2K based on [190]. 

Figure 87 shows the thermocouple positions in the experimental apparatus. The same positions 

are used in the numerical model to compare results.  

 

 

Figure 87 Thermocouple position in the undercooled
gallium in the experimental configuration of Harary et 
al[189] 
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Simulation Setup 

The experimental apparatus described by Harary et al [189] consists in two thermostatic 

baths filled with 50% polypropylene glycol and 50% distilled water. One bath was used to heat 

the sample up to 50°C while the other one was used to cool the sample. The bath has continuous 

circulation to preserve a constant temperature the bath.  

 

Table 10 Thermophysical properties of gallium, copper and polypropylene 

Gallium Properties 

Property 
  

Solid Liquid Liquid 
(273,15K-302,95K) 304,95 K 350 K 

Density (kg/m3) 5910 6075,8 6048,2 
Specific heat (J/kg-K) 366 366 366 

Thermal Conductivity  
(W/m-

K) 40,6 40,6 40,6 

Viscosity  (Pa s)   1,55E-
03 

1,37E-
03 

Thermal Expansion Coefficient (liquid) (1/K) 1,2E-04 
Pure Solvent Melting Heat  (KJ/kg) 80,3 
Copper properties   Solid   
    (273,15K-301,15K)   
Density (kg/m3) 8954   
Specific heat (J/kg-K) 383   

Thermal Conductivity  
(W/m-

K) 380   
Polypropylene properties   Solid   
    (273,15K-301,15K)   
Density (kg/m3) 855   
Specific heat (J/kg-K) 1900   

Thermal Conductivity  
(W/m-

K) 0,17   
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Figure 88 Experimental time dependent temperatures and melt 
fraction of gallium in copper shell for coolant temperatures at -
15°C (blue), -12°C(orange) and -5°C (gray) [196] 

Figure 89 Experimental time dependent temperatures and melt 
fraction of gallium in polypropylene shell for coolant temperatures 
at 10°C (blue), -10 °C (orange) and -18°C (gray) [196] 
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The sample was commercial gallium contained in a cylindrical shell with a flat bottom and 

exposed to air at its top. Their experiments were performed in two shells, one in copper and other 

one in polypropylene. The inside diameter of the cylindrical shells was 50 mm, with the sample 

gallium rising to a height of 45 mm. The thermophysical properties are summarized in Table 10. 

The initial temperature was 50°C. The sample is transferred into the cooling bath where 

the coolant temperature was maintained constant. The circulation of the coolant was intensified 

or slowed down to cope with the absorbed heat. Haravay et al. [189] reported that the convection 

heat transfer coefficient for the copper shell around the sample was h=240 W/m^2K in the gallium 

undercooling zone and h=370 W/m^2K in the solidification. For the polypropylene shell the 

convective coefficient h=57 W/m^2 in the undercooling zone and h=63W/m^2K in the 

solidification zone.  

Haravay et al. use 3 constant coolant temperatures for the copper shell: -15°C, -12°C and 

-5 °C. For the polypropylene shell, the coolant temperatures 10°C,-10°C and -18°C are used. 

Figure 88 and Figure 89 show the experimental cooling curves for the copper and polypropylene 

shells respectively  [189]. The temperatures are the average value for the four thermocouples 

shown in Figure 87. [189] 

Gallium has a high thermal conductivity of k=40.6 W/mK. Then, the heat released by the 

phase change is almost entirely absorbed by the gallium, as can be seen in Figure 88 and Figure 

89 by the quasi instantaneous (vertical) recalescence process that rises the temperature to the 

stable solidification temperature. 

The experimental cooling rate with its cooling degree are summarized in Table 11, from 

the results from Haravay et al. The polypropylene shell (Figure 89) shows incoherent cooling 

curves. For the coolant at 10°C (CR of 0.045 °C/s), they reported a undercooling degree of 12.3 

°C. However, with a lower coolant temperature of -10°C, (2.5 times higher CR 0.113 °C/s) the 

undercooling degree is lower (around the 6.8°C). This is a surprising result since at higher CR, a 

higher undercooling degree is expected. 

Also, we found surprising that for the polypropylene shell with a coolant temperature of -

18 °C they reported a undercooling degree of 25 degrees. This value is greater than any other 

values reported including the copper shell (Figure 88) that show greater cooling rates.  
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Based on the results shown in Table 11, we can see that for the polypropylene shell at a 

coolant temperature of 10°C and -18°C, cooling rate and undercooling degree do not have the 

same tendency as other results. For these reasons, these two experimental results are not 

considered. 

 

Table 11 Experimental cooling rate in undercooling gallium zone 

 Coolant 
temperature 

Cooling 
rate 

Undercooling 
degree  

 °C K/s K 

Copper shell 
C at -15 0,405 18,3 
C at -12 0,350 14,8 
C at -5 0,307 13,6 

Polypropylene 
shell 

C at 10 0,045 12,3 
C at -10 0,113 6,8 
C at -18 0,079 24,8 

 

As mentioned in the Cooling rate and solidification velocity method section, Equation 30 

defines the relation between CR and solidification velocity. We do not have information about the 

solidification velocity, and based on the polynomial formulation (Equation 30) and the results of 

Haravay et al [189] we proposed the undercooling degree (ΔTu) as a function of cooling rate (CR) 

defined by the expression: 

 ∆𝑇௨ = 1273.6 ∙ 𝐶𝑅ଷ − 1006.3 ∙ 𝐶𝑅ଶ + 276.33 ∙ 𝐶𝑅 − 13.369 (87) 

 

Figure 90 shows Equation 87 and experimental results of Haravay et al [189].  

In our numerical simulation Equation 87 drives the calculation of the undercooling degree 

as a function of the cooling rate as was described in the FB-Undercooling. Since gallium is not a 

binary alloy, the FB-k non-equilibrium and FB-Solidification velocity are not used.  

As can see in Figure 90, at cooling rates over of 0.061 [K/seg] gallium starts to show a 

undercooling degree. Based in Equation 87, was can assume that for thermal energy storage we 
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can dismiss a undercooling degree under 5 K. Then it can be modeled as isothermal phase 

change.  

 

 

Using Equation 87, for the gallium material the limit cooling rate is 0.096 [K/s]. Over this 

value, the expected undercooling degree cannot be dismissed, as it will be greater than 5 K.  

 

Boundary conditions 

A two-dimensional, symmetric model was used to reduce the computational complexity of 

the simulation. It is assumed that both solid and liquid phases are homogeneous and isotropic. 

Figure 91 shows the simulation setup in the simulation model that replicates the experimental 

conditions of Haravay et al. [189]. The same dimensions of sample are used: bi-dimensional 

rectangle of 50 mm width (modeled with an axis of symmetry) and 45 mm length. A uniform 

spatial discretization of 0.2 millimeters is applied, giving 28476 nodes and 28125 elements, 

shown in Figure 91.  

Figure 90 Undercooling degree dependent on cooling rate. Formulation 
obtained from the experimental data of Haravay et al. [196] 
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Two coolant temperature experiments are replicated: constant coolant temperature at 

258.15 K and at 268.15 K. These generate cooling rates 0.41 K/s and 0.31 K/s respectively. 

These cooling rates are applied on the left and bottom wall. 

The boundary setup follows the experimental apparatus described by Haravay et al for 

two coolant temperatures:  

 0.2 millimeters of copper shell thickness and 2.25 millimeters of polypropylene 

shell thickness. 

 The thermophysical properties are detailed in Table 11. 

 The melting interval is ΔTs=2 K, with solidus temperature of Ts=302.955 K and 

liquidus temperature of TL=304.95 K. 

 The wall section of the PCM in contact with air was set at 10 K above the mean 

melting temperature of the PCM with a convective heat transfer coefficient of h=10 

[W m^-2 K^-1] [190].  

Air 

Axis of 
symmetry Boundary 

Gallium 

Boundary 

Figure 91 Simulation setup of undercooled gallium. Spatial discretization of 0.2 
milimeters. Dimensions of 50 mm width and 45 mm length 
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A third simulation is configured where a cooling rate of 0.06K/s is applied to the left and 

bottom wall. The other parameters are the same. This corresponds to an isothermal phase 

change. 

 

4.3.1 Undercooling validation 

The two undercooled simulations took approximately 4-5 days to solve all the time 

indicated in each simulation model. Figure 92 and Figure 93. show the time dependent 

temperatures for the coolant at 268.15K (-5°C) and 258.15K (-15°C) respectively. These figures 

show the average temperature at the points situated in the same positions described in Figure 

87.  

 

Coolant at 268.15 K ( -5 °C) 

Figure 92 shows the average experimental temperature with a horizontal error bar at 2% 

that represents the maximum temperature difference with the simulation results (solid line). The 

temperature history shows good agreement before the start of solidification. The undercooling 

degree also is almost identical, 13K for simulations and approximately 13.6K for experimental 

undercooling. It seems that the initial 323.5K the temperature drops almost identically on both 

curves before the start of the solidification. However, at the beginning of phase change process, 

differences in temperature appear. The recalescence process is different.  
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Figure 92 Time dependent temperatures of gallium in a copper 
shell for coolant temperature of -5°C (dash line) [196],
simulation results (solid line). 2% vertical error bar in 
experimental results  

 

Figure 93 Time dependent temperatures of gallium in a copper shell 
for coolant temperature of -15°C (dash line) [196], simulation results 
(solid line). 2% vertical error bar on experimental results 
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The experimental results show a low increase of temperature until the melting temperature 

(303.15K). On the other hand, our results show the recalescence process occurs very rapidly. 

Nevertheless, the temperature difference is under 3%. The differences in the recalescence 

process are due to the solidification velocity. Equation 87 uses the cooling rate and the 

undercooling degree, but the solidification velocity is not defined. In our model, the solidification 

velocity was fixed at 1x10-3 m/s. This value seems to lead to release of latent heat in the 

simulation faster than that seen in the experiment.  

The differences of solidification velocity are also compared with the amount of 

solidification dependent on the time, shown in Figure 94. The vertical error bars define the limit 

of 5% liquid fraction difference from the experimental results. The numerical medium solidifies 

faster in the first 50 seconds, during wich the maximum differences in solidified volume occur. 

Afterwards, temperature rises until the melting temperature (303.15K). This continues as an 

isothermal solidification process. The difference between the numerical approach and 

experimental results in the isothermal phase change are above 5%. 

 

At the end of solidification (below 10% of liquid fraction), the experimental temperature 

decreases slowly compared to the numerical approach. This behavior makes us suppose a 

Figure 94 Liquid fraction for the coolant temperature of 268.15K; , 
dashed line is experimental results of Haravy et al. [196]. Solid line is 
numerical results. Horizontal error bar marks a difference of 5% 
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diminution in the coolant rate on the experimental apparatus. Harary et al. described that for the 

undercooling zone the convection heat transfer coefficient for the copper shell around the sample 

was estimated in h=240 W/m2K and h=370 W/m2K in the solidification zone. However, they don’t 

mention if these values were changed at the end of the solidification process. This asumption is 

based on the final experimental time. Harary et al. shows in their results that after 900 seconds 

of experimental time, their cooled sample reaches a minimum temperature of 270.15 K (-3°C), 

and the temperature does not drop anymore. They final experimental time was 1400 seconds. In 

addition, another possible factor is that at the end of solidification (below 10% of liquid fraction), 

the solidification velocity is slower.  

Apart the temperature difference after 410 seconds in the remaining 10% of liquid, the 

general difference in the temperature history does not exceed 5% with respect to the 

experimental temperature. Neertheless, the time for gallium to reach an average temperature of 

268.15 K (-5°C) is significantly different: 548 seconds for the numerical solidification model and 

900 seconds to reach the lowest temperature of 270.15K (3°C) in the Harary et al. study. 

Another aspect is that liquid gallium is denser than solid gallium (thermophysical 

properties Table 10). This affects the solidification process inside the shell. The left and bottom 

walls are cooled, then the phase transformation occurs over these walls. However, the liquid 

tends to go down. Figure 95 and Figure 96 show the liquid fraction field (left) and temperature 

color map (right) at 373 seconds and 460 seconds respectively. The solidification front has 

progressed from the left to the center. However, the bottom solid front advanced around the 

middle of the sample. Figure 96 shows how the top solid front starts to involve the rest of liquid 

fraction. This implies that heat extraction goes through the formed solid. The thermal conductivity 

is the same in liquid and solid phases. At the beginning of phase transformation, the convective 

fluid increases the heat transfer. However, in advanced stages when the liquid is enclosed in the 

middle of the sample, the fluid movement is stopped and only the conduction heat transfer 

mechanism is present in the remained liquid fraction. Assuming equal thermal conductivity in 

both phases, this leads to less heat transfer. 
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Figure 95 Temperature fields at 373 seconds on the right. Liquid fraction 
field on the left, black color indicates solid zones. Both correspond to 
numerical results. Coolant temperature of 268.15 K 

Figure 96 Temperature fields at 460 seconds (on the right), Liquid fraction 
field on the left, black color indicates solid zones. Both correspond to 
numerical results. Coolant temperature of 268.15 K 
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Coolant at 258.15K (-15°C) 

Using the same geometry and mesh dimensions, as well as thermophysical properties, 

the simulation was carried out at a constant coolant temperature of 258.15K. Figure 93 shows 

the average temperatures at the points identified in Figure 87. The dashed line is the experimental 

temperature result, and solid line is the numerical temperature result. The vertical error bars 

correspond to 2% temperature difference with the simuation results. In general, the numerical 

results do not surpass this difference. The experimental undercooling temperature is 

approximately 285K and 289K for numerical simulation. The difference is below 1.5%. 

 

The temperature history has the same behavior as in the case of the coolant temperature 

of 268.15K. The recalescence process is still faster for the numerical model. This took almost 10 

seconds to raise the temperature from the undercooled temperature (289K). On the other hand, 

in the experimental results reported by Harary et al., this process took approximately 25 seconds. 

This difference is small when compared with the entire solidification time of 300 seconds. Figure 

97 compares the solidification process over time. In comparison with a coolant temperature of 

268.15K, the complete numerical solidification process maintains differences below 5% to the 

Figure 97 Liquid fraction for coolant temperature of 258.15K, dashed line is 
experimental results of Harary et al. [196]. Solid line is numerical results. 
Horizontal error bar respresents a 5% difference 
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results of Harary et al [189]. The solidification velocity is the same 1x10-3 m/s. This value seems 

correct for the coolant temperature of 258.15K, as shown in Figure 97.  

 

 

 

The temperature history has the same divergence after 300 seconds, and the behavior of 

the cooling curves is different. This corroborates the same assumption that the cooling rate were 

diminished on the experimental apparatus. Harary et al [189] reported that after 1000 seconds 

the average temperature reached 258.15 K. This time is completely contradictory with the 900 

seconds needed to reach the lowest temperature for a coolant temperature of 268.15K. In our 

numerical model the time to reach the lowest temperature was 550 seconds. These cooling times 

reinforce the idea that the cooling rate during the final stages of solidification was changed in the 

experimental apparatus of Harary et al.[189]  

The solidification front has the same expected behavior. Figure 98 and Figure 99 shows 

the liquid fraction (left) and temperature color map (right) at 300 seconds and 402 seconds 

respectively. The solidification front finishes surrounding the liquid fraction. Then the heat transfer 

mechanism is only by conduction.  

Figure 98 Numerical results for a coolant temperature of 258.15 K.
Temperature fields at 300 seconds on the right. Liquid fraction field on the left, 
black color indicates solidified zone 
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4.3.2 Isothermal phase change for gallium.  

The isothermal phase transformation is limited by its cooling rate to avoid undercooling. 

The design of LHTES depends on the rate of heat extraction. If the cooling rate-undercooling 

relation (Equation 87 for gallium) is know, the heat exchanger can be designed to limit the heat 

extraction and avoid a undercooling degree.  

To test Equation 87 and with the same numerical model and thermophysical properties, 

a numerical isothermal phase transformation is performed. The cooling rate is 0.061 K/s, and it 

is imposed on the same left and bottom wall. Figure 100 shows simulation results of temperature 

(continuous line) and the liquid fraction (dashed line). It is clear that the phase change 

transformation is made between the range of 303.15 and 302.15 K. Both temperatures 

correspond to the temperature range defined in Table 10. 

Figure 99 Numerical results for coolant temperature of 258.15 K. Temperature fields
at 402 seconds (on the right), Liquid fraction fields on the left, black color indicates 
solid zones 
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The first amount solidified in 10 seconds. Almost 27% of liquid transforms suddenly and 

the phase transformation can occur over all positions in the sample, shown in Figure 101B). At 

278 seconds Figure 101 A) shows the liquid fraction (left) and the colormap of temperature (right) 

in the gallium sample in the seconds before the start of solidification. The uniformity of the 

temperature, around 304K, is mainly due to three factors: 

i) Convective currents inside the sample 

ii) The slowness of cooling applied to the sample. 

iii) The high thermal conductivity in the gallium. 

Due to these three elements, over all the sample it is possible to start the solidification 

when the temperature is low enough and the kinetic heat transport limits the amount solidified. 

Solomon et al. in Figure 24 shows the same behavior. In our results, this behavior is shown in 

Figure 101B), where the first seconds after phase change started, the left side shows how the 

phase change begins erratically and is influenced primarily by the convective flow. Comparing 

the paraffin and the gallium isothermal phase transformation, the phase frontier fields are 

significantly different. For Paraffin transformation the low thermal conductivity limits the heat 

transport and consequently the variations in its temperature field are significant. For gallium the 

thermal conduction facilitates heat propagation released by the latent heat. Then all the sample 

tends to solidifies uniformly.  

Figure 101C) shows the state at 3160 seconds. It shows the remaining 10% of liquid 

fraction in the sample. The mushy region is significantly more extended in comparison with the 

undercooled gallium. The low heat extraction allows a large solid/liquid boundary. Also, Figure 

101C) shows that the last liquid fraction is located in a central position. 

Clearly Figure 95, Figure 96, Figure 98 and Figure 99 show the important role of 

solidification to define the solidification front. However, in isothermal phase transformation the 

this is drastically different. If a small sample has a high thermal conductivity, the solidification 

starts practically in all the material and the heat transport is by conduction through all the phase 

transformation.  

Good agreement was found between the results of Harary et al [189]. and our results by 

reproducing the study on the amount of undercooling caused by the imposition of different cooling 
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rates. However, Figure 92 and Figure 93  show in the last amount of solidification (remaining 

20% of liquid) the temperature behavior was significantly different. As mentioned earlier, it seems 

that the cooling rate was modified at the end of solidification on the experimental apparatus of 

Harary et al [189].  

Also, for coolant temperature of 268.15 K (-5°C) numerical results show differences in the 

recalescence process, concluding that the solidification is slower in the experimental results. 

Figure 94 shows a faster solidification rate in the simulation results compared with the 

experimental approach. On the other hand, for coolant temperature of 258.15K (-15°C), the 

constant imposed solidification velocity seems be more consistent with experimental results. 

Figure 97 shows good agreement in phase transformation rate.  

The method for undercooling phase transformation was implemented in the numerical 

approach described in the previous section. Numerical results show the implementation of 

Equation 87 to perform simulation considering a undercooling process. Also, shown in Figure 84 

for paraffin and Figure 101 for gallium, the melt front is significantly different, despite that both 

cases perform an isothermal phase transformation. These different behaviors need to be 

analyzed extensively to optimize the heat extraction during the solidification process.  

 

Figure 100 Numerical results of temperature and liquid fraction. Cooling rates of 
0.061 [K/s] on the left and bottom boundary walls over all the simulation time 

 



Chapter 4 Method validation 

 

174 

 

  

Figure 101 Numerical results. Temperature fields on the right, Liquid fraction fields 
on the left, black color indicates solid zones. A) At 278 seconds before the phase 
change starts. B) At 286 seconds, in the 10 first seconds 27% of material has 
solidified. C) at 3160 seconds, the liquid/solid interface is unclear. Large mushy 
areas are developed  

A) 

B) 

C) 
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 Off-eutectic solidification, segregation model 

Segregation has been largely studied in casting process, however the randomness and 

the influenceability of the process make it a complicated and unpredictable phenomenon. Even 

in the same experimental apparatus two samples can show different amounts of concentration 

by slight variations in purity or flow convection in the sample under the same conditions, 

demonstrated in the thesis work of Mahzabeen [191]. The huge complexity to reproduce 

segregation patterns was described in the doctoral research of Ebrahimi [116]. Therefore, the 

method proposed in our research does not intend to faithfully reproduce segregation in alloys. 

Instead, the aim is to reproduce the thermal patterns derived from macrosegregation. To evaluate 

our method implemented in the numerical approach, some essential characteristics are used to 

evaluated the segregation model:  

 Negative macrosegregation is the low solute concentration with respect to nominal 

concentration.  

 Positive segregation is the high solute concentration with respect to nominal 

concentration. 

 Banded segregation structure is a delimited mixed structure long enough to be easily 

identified.  

 Formation of channel segregates is the result of gravity-driven flow due to change in the 

density derived by variation in solute concentration and internal temperature (buoyancy 

effect). The channel is formed at the same time that the solute is rejected.   

As mentioned before, the convective fluid flow increases the apparition of segregation. 

The liquid is moved, in a temperature gradient, from one part of the semi-solid to another 

transporting latent heat released and rejected solute. Also, the convective flow in the mushy zone 

combined with solutal concentration and the recalescence process increase the apparition of 

local macrosegregation zones and eventually the formation of segregation channels. This 

mechanism is more notorious when long freezing times are involved because at the beginning a 

small amount of material solidifies, the solutal is rejected and the local temperature fluctuation 

due to heat release is low. Then the local concentration field (prescribed by the phase diagram) 

has poorer areas that begin to solidify, and the vicinity remains in solute rich liquid. The rich 

solutal zone cannot solidify at this temperature. The solidification process continues and the heat 
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released by the solidification in its vicinity increase the local temperature making the solidification 

process less possible for the zone with the higher temperature and rich solutal concentration. 

The slow cooling process allows segregated channels to form at an early stage of the 

solidification that eventually solidify at solute rich concentration because the heat released during 

solidification is almost entirely absorbed by the alloy. However, this mechanism of segregation 

depends significantly on convective fluctuation behavior. If the material has a reduced difference 

in density between liquid and solid, combined with a slow cooling, an equilibrium solidification 

process can occur. Mainly for this reason, the high density variation during solidification in a 

binary Sn-Pb alloy [192] is used in the macrosegregation experiment. There is a large increase 

in density when the temperature decreases along the liquidus line, even with low cooling rates. 

Also, the dimensions of the sample need to be small to reduce the experimental or simulation 

time but large enough to allow convective fluid flow.  

Many publications have focused on Sn-Pb off-eutectic alloys, and the common sample 

dimensions are relatively small but enough to allow convective fluid flow. However, research work 

such as that done by Hebditch et al. [193] Ojha et al [194], Laxmanan et al. [195], Tewari et al. 

[196], Streat et al [197]. measure the effects of different parameters and how these influence the 

macrosegregation and result in clear differences in the macrostructure patterns (grain structure) 

in transverse cross sections. Scheil-Gulliver has been largely validated and these studies show 

good agreement in the average distribution of solute. However, we can find clear differences in 

local segregation if these values are reported. A few studies are focused on the macro/micro 

segregation patterns compared with experimental transverse cross sections (e.g. the PhD work 

of Ebrahimi [116]). 

 

Simulation setup 

Considering the aspects mentioned before, we select the experimental works of Hebditch 

et al. [193] and Hachani et al. [198]. Their work is based on a binary alloy of Sn-3%Pb in a sample 

0.1m in length, 0.06 in height and 0.01m in width.  

We have carried out a numerical simulation with Fluent. A two-dimensional model was 

created to reduce the computational complexity of the simulation. The macrosegregation 
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simulation was performed for a binary alloy at Sn-3%Pb in a 2D rectangular cavity 0.06 m high 

and 0.1 m long, shown in Figure 102. A constant spatial discretization of 5x10-4 m was chosen 

with a time step of 5x10-2 seconds. 

Table 12 Thermophysical properties of Sn-3%wtPb alloy 

Melting temperature of pure Sn K 505.15 
Eutectic temperature K 456.15 
Eutectic mass fraction wt% 38.1 
Liquidus slope K/wt% -1.286 
Partition coefficient  0.0656 
Initial mass fraction wt% 3 
Specific heat (liquid and solid) J/kgK 242 
Thermal conductivity liquid W/mK 33 
Thermal conductivity solid WmK 55 

Latent heat J/kg  6.07x104 

Density Kg/m3 7130 

Thermal expansion coefficient 1/K 9.5x10-5 

Solutal expansion coefficient 1/wt% 5.3x10-3 

Dynamic viscosity in the liquid phase Kg/ms 2x10-3 
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Figure 102 Simulation setup, fixed heat flux of 700 W/m2 applied to the 
left boundary wall. Dimension of 100 millimeters length and 60 
millimeters height. A constant spatial discretization of 0.5 millimeters 
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The rectangular sample is cooled on the left wall at a fixed heat flux of 7000 W/m2. The 

other three sides are thermally insulated. The cooling rate before the beginning of solidification 

was 3.97x10-2 K/s. This value provided slow cooling and allows the sample to generate 

convective flows. The thermophysical property data are given in Table 12 [193] [198]. The initial 

temperature is 510 K. 

 

4.4.1 Model validation  

Figure 103 shows time-dependent temperature and liquid fraction, Figure 104 shows the 

same results but only between the initial time and 1000 seconds. Both are the average values in 

the sample (temperature and liquid fraction). The solidification process took almost 8x103 

seconds. The process starts at 162 seconds with an average temperature of 503 K until the end 

of the phase transformation at 8034 seconds with an average temperature of 451K. The entire 

simulation took almost 2 days. The average temperature at the start and end of solidification 

process are the expected and dictated by the phase diagram and the Scheil Gulliver equation.  

Unfortunately Hebditch et al. [193] or Hachani et al. [198] do not report cooling 

temperatures and solid/liquid fraction evolutions. Thus, these particular results cannot be 

compared with their experimental results.  

Figure 105 A) and B) show the final macrosegregation sample from the work of Hachani 

et al. [198] submitted to a cooling rate of 0.03 K/s. Their results show that: 

i) Negative segregation appears in the coolest zone (bottom-left). Solutal rejection 

results in positive segregation around these zones. Then, the high lead 

concentration appears in small zones in the equiaxed zones.  

ii) The solidification is globally columnar. Equiaxed zones appear in the bottom-left 

part of the sample. This zone is in the beginning the coolest zone in the sample. 

Columnar formation takes places at the end of solidification in zones with low 

cooling rates. 

iii) The upstream tilting of the columns is consistent with the existence of a downward 

flow along the sample. This form bands of macrosegregation.  
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Figure 104 Numerical results, simulation between the initial time to 1000 
seconds. Solid line is average temperature evolution in the sample. Dash 
line is the average liquid fraction evolution in the sample. At the average 
temperature of 503 K the phase change starts and is finished at the 
average temperature of 451K 

Figure 103 Numerical reslt, solid line is the average tempeature 
evolution. The dash line is the evolution of liquid fraction during 
the solidifcation process.  The solidification process starts at 162 
seconds and end at 8034 seconds  
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Figure 105 Experimental results of Hachani et al. [198] Sn-3%wtPb ingot in the 
median plane of the sample with a cooling rate of 0.03 K/s. A) Macrostructure, the 
tiling of the column indicates that convection along the solidification front is 
downward. B) Grain contour for the same sample  

 

Figure 106 Numerical results of macrosegration patterns of the lead mass fractions 
at the end of solidification process, average temperature of 445K. As the 
experimental results of Hachani et al. [198] the tilting of the column follows the 
downward convection 
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As mentioned previously, the expected numerical results must include these physical 

characteristics and be in agreement with the thermophysical behavior. Figure 106 shows the final 

lead mass fraction from simulation results. This shows the macrosegregation distribution after 

the solidification process ends at an average temperature of 445 K.  

The first characteristics of Hachani et al. Figure 105 is the negative macrosegregation. 

Figure 106 shows in the bottom-left side the coolest zone. In this zone the solutal rejection 

appears. This is the first zone to solidify and negative segregation occurs here. Around this zone, 

the solutal rejection is trapped. Then, during the progress of phase change, this solute-rich zone 

solidifies forming positive segregation. The latent heat released reduces the cooling rate and 

modifies the convection flow. These factors slow down solidification formation and also allow 

large macrosegregation zones. These are shown as large columnar macrostructures.  

 

 

The visual comparison between the experimental results in Figure 105 and simulation 

result on  Figure 106 shows good agreement in its macrosegregation behavior. In both cases, on 

the coolest wall, small zones show negative and positive segregation of lead. Also, the columnar 

Figure 107 Temperature contour map at the instant previous to the beginning of 
the solidification process. The convective downward flow drives the temperature 
patterns 
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formations are visible on the top, center and right part. The upstream tilting of the columns is 

consistent with the expected behavior.  

The influence of the convective flow is fundamental on macrosegregation, principally in 

the Sn-Pb alloy. The simulation showed a maximum downward flow velocity field of 8x10-3 m/s 

before the start of the solidification. Figure 107 shows the temperature color map at the same 

instant previous to the phase change. The convective downward flow leads the coolest fluid to 

the bottom zone. Thus, the first zones to solidify are the lower left to the lower center in the 

sample. The work of Ahmad et al. [199] demonstrated that the nature of segregation follows the 

direction of the movement of liquid during solidification. Therefore, these behaviors show good 

agreement with the expected results. Based on the phase diagram and the Scheil Gulliver 

formulation, the first solid formed has a low concentration of solute. The advance of the formation 

of the solid is accompanied with the enrichment of solute. 

Figure 108 shows the solid fraction (black zones) at the instant t=370 seconds. 94% of 

material remains liquid. The velocity vectors in the alloy are observed to be different on the left 

side. Figure 109 shows the rectangular section defined in Figure 108.  

Figure 108 Snapshot of the solid fraction formed at t= 370. Flow field shown 
by velocity vectors. The local maximum flow velocity is 3.9 mm/seconds 
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Figure 109a) shows the map of the liquid fraction. Zones 1 and 2 identify the zones where 

the phase change is being carried out. In these areas, it has solidified approximately 10%.  Figure 

109b), shows the temperature field and zones 1 and 2 are the hottest areas due to the release 

of latent heat. This released heat is transported by the convective flow upwards by heating the 

fluid. Figure 109c) shows the velocity vector interacting with the solid formed. The flow rotation 

in the upper right side is clearly visible in zone 2. The rise of the heating fluid over the hottest 

spots generates the counterclockwise flow loop. On the left the cold front extracts the heat 

transported by the fluid. On the right side the convective flow is slower and the heat transport is 

considerably reduced. Then, the temperature in this zone is practically homogeneous.  

The last characteristic found in macrosegregation is the formation of channel segregation. 

Zone 3 in Figure 109c), shows the velocity vectors in liquid and mushy zones around the solid 

formed. Zone 3 shows the cavity formed during the solidification process in which the solute is 

rejected at the same time that the latent heat is released. The density changes and rich solutal 

liquid drives the formation and retention of channel segregation. The flow velocity in zone 3 shown 

in Figure 109c) is below 1x10-3 m/s.  

However, the heat extraction by the cooled zone reduces the heat transported by the fluid 

and consequently the channel segregation starts to solidify containing a rich concentration of 

solute. An interactive local process of solidification takes place on the bottom-left side:  

1. The advance of the solid front causes the formation of a solid that abruptly rejects 

the solute, forming a grain (Figure 109 a).  

2. The temperature decreases faster and the vicinity solidifies at a different rate 

forming another grain but with a significantly different size and concentration than 

the previously formed solid.  

3. The solutal rejection of this new grain is significantly different than the first grain 

formed. Also, the amount of heat released raises the temperature. Then, the next 

grain formed has different concentration and solidifies at a different temperature 

by absorbing a fraction of the heat released.  

The continuous exchange between latent heat released, solutal rejection and heat 

extraction gives the solidification of different concentration grains, as is shown in Figure 105 and 

Figure 106 on the bottom left side. 
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As the solidification progresses, fluid flow velocities are reduced. The numerical model 

predicts a local maximum of 9x10-3 m/s, and drastically it is reduced to values below 4x10-3 m / 

s, as shown in Figure 109c). The rapid reduction in flow velocity in combination with a slow heat 

extraction changes the solidification process from off-equilibrium to equilibrium. The change in 

the solidification form is observed by the formation of columnar macrostructure, as shown in 

Figure 105 and Figure 106 upper-right side. 
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Figure 109  Solidification process at the instant t=370 seconds in the section defined 
in the previous figure. a) Liquid fraction map in the alloy, white region is liquid, 
black is solid. b) Temperature color map. The hot spot (red zones) 1 and 2 show the 
local zone where the phase transformations occurs releasing the latent heat. c) 
Liquid fraction map and velocity vectors. Maximum velocity value is 3mm/s  
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4.4.2 Conclusions 

The method has been applied to a numerical problem for an alloy at Sn-3%Pb to model 

macrosegregation. The results obtained show good agreement with the experimental results of 

Hebditch et al. [193] and Hachani et al. [198]. The numerical solution shows the characteristic 

elements found in experimental macrosegregation: 

 Negative segregation appears in the coolest zone, Figure 106. 

 The upstream tilting of the columns is consistent with the existence of a downward 

flow along the sample as shown in Figure 109c). 

 The solidification is globally of columnar type with equiaxed zones in the sample, 

shown in Figure 106. 

 High lead concentration appears in small zones, derived from the rejection of solute 

(see Figure 106). 

At the beginning of solidification, the temperature fields are entirely governed by the 

convective flow. Affecting the convective flow can considerably alter the solidification process. 

Also, the macrosegregation problem is unstable due to the interaction of change in temperature 

(heat released during the solidification) and convective flows. The instability problem is derived 

from the constant interaction between momentum transport, energy and solute transport through 

the buoyancy force. The high jump in concentration (solutal rejection) and local thermal fields 

(latent heat release) increase the nonlinearities of macrosegregation problems. The complexity 

is augmented changing the material properties that can result in specific particularities (e.g. 

inverse segregation problems in Ag-Cu and some aluminum alloys, which are not considered in 

our method). 

In materials with large changes in density due to the influence of temperature, they will 

have higher velocities in the flow and consequently, thermal transport will be even more 

significant on the solidification transport. Thus, container geometry is an important element to 

consider. For example, in materials with high density variation due to thermal changes, extracting 

the heat from the top will favor convective flow to the interior and increase the heat extraction. In 
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this way, the expected start of solidification on the side of the geometry and the latent heat 

released would be transported by the convective flow to the upper part where it would be 

extracted. The lowest density in the liquid will push to the top zone the remaining liquid to extract 

the latent heat that remains. However, if the material has a higher thermal conduction in the solid 

phase, it may be the optimal solution to extract the heat from the bottom assure that solidification 

process starts at the wall where the stored heat is extracted. The higher thermal conductivity in 

the solid phase increase the heat extraction.  

From the results obtained, the following aspects for the LHTES are concluded:  

1. If the material presents important variations in the density of the material between 

the solid and liquid phase, important convective flows derived from the change on 

densities are expected.  

2. In situations with significant convective flows, thermal transport will be important 

and determinant to identify the area where the material begins to solidify and 

consequently the macrosegregation increases.  

3. Macrosegregation influences the solidification process. If there are significant 

convective flows, macrosegregation will be present even in low cooling rate 

conditions.  

4. In macrosegregation solidification, the convective flow is drastically reduced by 

increasing small amounts of solid fraction as is shown in Figure 109c). Figure 110 

Figure 110 Evolution of the average liquid flow velocity compared 
with the liquid fraction remaining in the material  
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shows the drastic decrease in the average velocity with low amount of solid 

fraction. With a remaining 50% of liquid fraction, the flow velocity inside of the alloy 

is practically null.  
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 Al-Si alloy 

Al-Si alloy is an excellent option for energy storage. Table 13 shows in detail the 

comparison with others alloys and common materials used as PCMs [25], [200]. It can be seen 

that Al Si has one of the highest amounts of latent heat, only below the Si/Mg eutectic alloy, 

although the difference in melting point between Al/Si and Si/Mg is evident.  

The last column of Table 13 shows the amount of latent heat per m3. These values define 

the volume of the phase change material needed. Although the Si/Mg alloy overcomes the rest 

of the materials, its high melting point restricts its use. The Al/Cu alloy is another excellent option, 

despite having a lower amount of latent heat, it exceeds the Al/Si eutectic alloy in density. To put 

into context, in France three-room apartment consumes on average 110 liters of hot water per 

day [1], [3]. This corresponds to 40.1 m3 of water at 40°C per year. For this volume of water an 

amount of energy of 4180x106 [J] per year is required to raise the temperature from 15 ° C to 40 

° C. If we consider the Al/Si eutectic alloy, 3.3 m3 of this binary alloy would be needed to supply 

the energy to heat the water per year without considering the sensible heat or thermal losses of 

the LHTES. For the same amount of energy needed, a volume of 4m3 of eutectic Al/Si alloy would 

be necessary to increase the temperature of 15 apartments (three-room type) for around a month. 

Additionally, common binary alloys improve the thermal conductivity compared to other 

materials, which optimizes the discharge/charge process of the LHTES. On the other hand as 

mentioned previously, undesirable phenomena such as undercooling occur. In the literature, no 

information regarding the relationship between cooling rate and the amount of undercooling for 

the Al/Si alloy was found. Considering its energy storage capacities and the lack of information 

in literature, the Al-Si eutectic alloy was chosen to use the method described previously in 

Chapter 3 represented by the algorithm architecture in Figure 35 and a numerical simulation 

model of this alloy, in Ansys Fluent, was developed. 

Based on the analysis described in section 4.1, one of the first elements to analyze is the 

variation of latent heat and composition using the phase diagram to identify variations that can 

significantly affect the simulation model. Figure 111 shows the maximum, minimum and average 

values of the partition coefficient at different hypo-eutectic composition. It can be seen that the 

maximum variation of the partition coefficient is around the silicon solubility limit. However, this 

this differs from the results shown in Figure 79. In this, the maximum variation of the amount of 
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latent heat is found between 0.05 and 0.07 mol% Si. Figure 112 shows the phase diagram of Si-

Al. 

The eutectic composition at Al-12% wt Si, does not present variations derived from the 

phase diagram. This avoids the variations in the amount of latent heat shown in Figure 79. In 

literature, scientific data about the undercooling phenomena of Al/Si alloy in samples that allow 

natural convection cannot be found. Only experimental works performed on samples smaller than 

30 millimeters where the microstructure and undercooling are analyzed [106], [107], [201]–[203] 

could be found. The size of these samples suggests the absence of convective flow. Also, in 

most cases the information relative to the experimental conditions or the size of the sample it is 

not detailed, making it difficult to reproduce in numerical simulations. 

 

Table 13 Thermophysical properties of some binary alloys and PCMs  [25], [200] 

Material  
Composition 

[wt%] 

Melting 
temperature 

[°C] 

Latent 
Heat 

[J/kg]x103 

Density 
(kg/m3) 

Latent heat x 
Density 

[J/m3]x106 

Si/Mg 56/44 946 757 1900 1438.3 

Al/Si  87.7/12.3 560 498 2540 1264.9 

Al/Cu  66.9/33.1 548 372 3600 1339.2 

Aluminum 100 661 388 2700 1047.6 

Zn/Mg  53.7/46.3 340 185 4600 851.0 

Zn/Al  96/4 381 138 6630 914.9 

Paraffin 
wax 

Paraffin 64 173.6 853 148.1 

RT 70 HC Paraffin 70 260 825 214.5 

HiTech  Salt 142 83.7 1762 147.5 

LiCl–LiOH 
Inorganic 

PCM 
262 485 1550 751.8 

NaNO3 
Inorganic 

PCM 
308 199 2257 449.1 
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Figure 111 Variation of the partition coefficient for hypo-eutectic Al-Si alloy 

Figure 112 Phase diagram of Al-Si alloy 
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Table 14 Thermo-physical properties and parameters of Al-12 wt% Si[204]–[208]. 

Melting temperature K 849.15 

Eutectic mass fraction wt% 12 

Liquidus slope K/wt% -700 

Partition coefficient  0.113 

Specific heat  J/kgK 894 

Molar Specific heat  J/molK 47.2 

Thermal conductivity  W/mK Sol 234.7-Liq 89.4 

Latent heat J/kg  4.18x105 

Molar Latent heat J/molK 29.8 

Density Kg/m3 2683.7 

Molar mass Si Kg/mol 0.0281 

Molar mass Al Kg/mol 0.027 

Thermal diffusivity m2/s 2.53x10-5 

Thermal expansion coefficient 1/K 2.17x10-5 

Solutal expansion coefficient 1/wt% 10.9x10-3 

Dynamic viscosity  Kg/ms 3.23x10-3 

Gibbs-Thomson coefficient, Γ Km 0.125x10-6 

Diffusion coefficient, D m2/s 2.80E-08 

Diffusion speed, VD m/s 5.2 

 

Table 14 shows thermophysical properties at Al-12% wt Si alloy used in the simulation 

model. 

As mentioned in Section 2.5.2 Microstructure and solidification velocity by undercooling 

effects, Figure 27 shows the relationship between cooling rate, solidification velocity and 

microstructure. The equations described in Table 4 uses the dendrite tip radius. Therefore, the 

Langer and Muller-Krumbhaar (L-M) criterion is applied [112], [159], [209]. This considers equal 

the dendrite tip radius (R) and the eutectic spacing (λ). Then all equations listed in Section 3.2.8 

are used with λ in the calculation of Al-Si eutectic alloy. The eutectic spacing (λ) is also called in 

literature: lamellar spacing, interflake spacing, dendrite arm spacing and inter-phase spacing 

[112], [210]–[213]. 
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From the experimental work of R. Elliott et al [214], Jun-Min Liu et al. [215] and L.M. Hogan 

et al. [216] experimental results are used to obtain the variation of microstructure depending on 

the solidification velocity. Figure 113 compares these experimental results of λ and the calculated 

results using the FB k non-equilibrium to determine λ as a function of solidification velocity. The 

behavior shown in the figure is as expected. With the increase in solidification velocity, the 

material’s grain size decreases. This is the same behavior described for Ag-Cu alloy in Figure 

26. Although the model describes the same behavior. The size of λ is overestimated. However, 

from solidification velocities of 7.5x10-5 m/s, the model rapidly decreases in size by λ. The 

objective of this work is not to match results or compare the different models to estimate λ. The 

FB-k non-equilibrium uses the local non-equilibrium diffusion model (LNDM) [154], and the 

diffusivity value is the key element in this model. In our calculations, the value of diffusion is 

considered constant because of the lack of information. However, this value can be varied 

depending on the temperature (described above in section Section 2.5.2) and thus this value can 

be adjusted to bring the results closer to the experimental values. 

Figure 114 shows the comparative numerical results using the FB-undercooling with those 

of R. Elliott et al [214], Jun-Min Liu et al. [215] and L.M. Hogan et al. [216]. It can be seen that 

Figure 113 Comparison of calculated and experimental data 
[214-216] for lamellar spacing of Al-Si eutectic alloy at 
different solidification rates 
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the proposed model estimates an average of 1 K below the experimental results although this 

difference decreases as the solidification velocity increases. 

 

The undercooling degree depending on the solidification growth is defined by: 

 𝛥𝑇𝑢 = −6𝑥10ଽ𝑉𝑠ଷ − 2𝑥10଺𝑉𝑠ଶ + 41914𝑉𝑠 + 0.0078 (88) 

In literature, an experimental reference that links cooling rate and solidification velocity 

cannot be found. As it was shown in numerical results for undercooled gallium, cooling rate and 

solidification velocity are key parameters to correctly predict the behavior of phase change. In 

the particular case of Al-Si alloy the increase in Si gives a lower λ. Also, the increase of cooling 

rate reduces λ. Implicitly the reduction of λ increases the solidification velocity. Shivkumar et al. 

and Drouzy et al [217], [218] propose that λ varies with the cooling rate according to the relation: 

 𝑙𝑜𝑔(𝑑𝑇/𝑑𝑡) = − (𝑙𝑜𝑔(𝜆) − 2.37)/0.4 (89) 

 

Figure 114 Comparison of calculated and experimental data [209-211] 
for undercooling degree of eutectic Al-Si at different solidification rates
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where dT/dt is the cooling rate in K/min and λ is in micrometers. Figure 115 shows the cooling 

rate dependent of λ using the Equation 89 and the results (Figure 113) from the mathematical 

model in FB-k non-equilibrium. 

Then, using the formulation of cooling rate as a function of λ, the polynomial constant 

terms described on section 2.6 Cooling rate and solidification velocity method (Equation 26) are 

defined for solidification velocity dependent on the cooling rate as: 

 𝑉𝑠 = 2𝑥10ି଺𝐶𝑅ଷ − 2𝑥10ିହ𝐶𝑅ଶ + 9𝑥10ିହ𝐶𝑅 + 5𝑥10ି଺ (90) 

The gallium simulation model shows the use of the degree of undercooling dependent on 

the cooling rate. Then, based in Equations 90 and 88, the undercooling as a function of cooling 

rate is defined as: 

 𝛥𝑇𝑢 = 0.0458𝐶𝑅ଷ − 0.6889𝐶𝑅ଶ + 3.4213𝐶𝑅 + 0.2416 (91) 

 

Figure 116 and Figure 117 show graphically Equation 90 and 91 respectively. 

Figure 115 Calculated cooling rate for eutectic Al-Si dependent on
the lamellar spacing 

 



Chapter 4 Method validation 

 

196 

The use of Equations 90 and 91 in the simulation model drives the behavior of the material 

to define the degree of undercooling and the speed of solidification. These are used according to 

the algorithm shown in Figure 35 and described in Chapter 3. 

 

 

 

 

4.5.1 Simulation model of Al-Si and results 

The geometry and the mesh of the simulation model are shown in Figure 118. A two-

dimensional, axial symmetric model was used to reduce the computational complexity of the 

simulation. Also, both solid and liquid phases are assumed homogeneous and isotropic. The 

Figure 116 Calculated solidification velocity eutectic Al-Si  
dependent on cooling rate, Equation 90 

Figure 117 Calculated undercooling degree eutectic Al-Si  
dependent on cooling rate, Equation 91 



Chapter 4 Method validation 

 

197 

dimensions of the simulation sample are: 100 mm width (modeled with an axis of symmetry) and 

50 mm length. A uniform spatial discretization of 0.25 millimeters is applied, giving almost 81K 

nodes and 40K elements (see Figure 118). 

Constant coolant temperature at 473.15 K is set on the left wall and 298.15 K on the 

bottom wall. For both walls, a constant heat transfer coefficient of h = 900 W / m2K was set. The 

top wall is insulated. 

The initial temperature in all the domain is set at 900 K. This is 50 K over the eutectic 

temperature. Thermophysical properties are detailed on Table 14. The melting interval ΔTs is 1 

K, the solidus temperature Ts is 849.15 K and the liquidus temperature is TL = 850.15 K. 

 

The simulation took approximately 1-2 days to solve a time of 140 seconds. This time was 

enough to finish the phase transformation.  

 

Simulation results 

Figure 119 shows the position of points used to trace temperatures and liquid fraction 

results. Figure 120 shows the temperatures at different times at the corresponding points (dashed 

line). The solid line corresponds to the average temperature of all points. Figure 121 shows 

results for the first 40 seconds. 

Figure 118 Computational domain and mesh 
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The first point P1 shows the strongest cooling rate of 14.17 K/s, wich is the highest value 

and consequently the zone with the highest undercooling. The point P3 presents the second 

highest value in the cooling rate (5.92 K/s). These values are at the instant before phase 

transformation. 

As shown in Figure 121, the degree of undercooling for point P1 is 38.8 K. Point P3 shows 

only a undercooling of 0.2 K. 

 

 

It can be seen in Figure 120 that the solidification process over the point P1 releases the 

latent heat and increases the temperature over the points P2, P3 and P4. This increase is not 

clearly reflected on the average temperature values. Only after 10 seconds a slight increase in 

the average temperature can be seen. Furthermore, it can be seen at P1 that the latent heat 

released between seconds 12 and 23 describes a plane of temperature with a slight increase in 

its temperature although during all the time it remains below the eutectic temperature. The 

maximum temperature reached is 843 K. In literature [80], [83], [85], [89], this behavior has been 

observed experimentally as was described in Section 2.5 and 2.6. The latent heat released is 

extracted by the cooling imposed on the bottom wall and a small fraction is used to barely raise 

the temperature at the point P1 in the interval from 12 to 23 seconds. 

Figure 119 Position in millimeters of points used 
on results. P1 (25,0.5); P2 (25,15); P3 (0.5,25); 
P4(15,25); P5(50,50); P6(35,35); P7(49,49) 
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Figure 122 shows the liquid fraction (dashed lines) at the same points indicated in Figure 

119 and the average liquid fraction for all points (solid line). Figure 123 plots the first 40 seconds 

of these results. The points P1 and P3 are the elements at the bottom and left wall respectively. 

The point P3 starts the solidification process around 4.5 seconds after the point P1, and the 

solidification process ends approximately 10 seconds after point P1. This is clearly caused by the 

different solidification velocities. 

 

 

 

Figure 120 Variation of temperature versus time for P1-P7 points (dashed lines) 
and average temperature (solid line) 

Figure 121 Variation of temperature versus time at the first 40 seconds for P1-P7 
points (dashed lines) and average temperature (solid line) 
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The phase transformation starts almost at the same time all over the bottom wall. This is 

mainly due to having a virtually constant cooling rate over the entire wall. However, the left wall 

shows a different cooling rate over the vertical plane. The corner between the bottom and left 

wall has a different cooling rate than the one located in the corner between the upper and left 

wall. Figure 124 shows the moment at which point P3 starts to change phase (at 11.5 seconds), 

Figure 124(A) shows the liquid fractions and the velocity vectors and Figure 124(B) shows the 

temperature contours. In Figure 124(A) can be seen that the phase change starts at the bottom 

zone and the solidification continues over the left wall. This behavior is caused by a stronger 

cooling rate on the lower-left wall. It is also necessary to consider the counterclockwise fluid 

direction that leads the heat released to the central part of the sample. As shown in the 

temperature contours of Figure 124(B), the flow circulation (heat flow direction) causes on point 

P3 to remain at the same temperature. As result, a fraction of the latent heat released in this zone 

is transferred inside by the convective flow. Thus, the rise in temperature is slower that in other 

zones (Figure 120), and over the point P2 the temperature increases. However, Figure 121 shows 

that between seconds 20 and 30, the point P3 increases its temperature more significantly. Also, 

the solidification rate changes between this interval (as shown in Figure 123). This behavior must 

be mainly to the advance of the solid/liquid frontier on the left wall of the domain. 

 

Figure 125 shows the phase transformation progress at 20 seconds (top) and at 30 

seconds (bottom). Thermal conductivity plays an important role to modify the behavior of the heat 

extraction. The thermal conductivity is significantly higher in the solid phase (234.7 W/mK) than 

the liquid phase (89.4 W/mK). The fact that a higher amount of solid phase is present in P3 

increases the cooling rate and consequently increases the solidification rate (as seen in Figure 

123). Furthermore, increasing the solidification rate results in a greater amount of latent heat 

released and this causes an increase in P3 temperature (shown in Figure 120). Also, Figure 125 

shows the reduction of the convective flow circulation. This reduces the heat transport over the 

zone P3. This slower convective flow circulation continues transporting the heat released at point 

P3 to point P1. When P3 increases its solidification rate, the heat released almost stop the cooling 

in P1 by the heat transported from P3 to P1 (shown in Figure 121). As previously discussed, 

internal flow circulation is reduced, thermal conduction controls the heat transfer phenomena. 
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Thus, the cooling rate is maintained almost constantly over the liquid/solid frontier for the rest of 

the points that have an almost equal solidification rate (see Figure 122). 

 

 

 

 

Figure 122 Variation of liquid fraction versus time for P1-P7 
points (dashed lines) and average temperature (solid line) 

Figure 123 Variation of liquid fraction versus time in the first 40 
seconds for P1-P7 points (dashed lines) and average temperature 
(solid line) 
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Figure 126(A) and (B) show temperature contours and liquid fraction at the moment when 

50% of liquid remains (approximately at 64 seconds). Figure 126(A) shows in the lower zone the 

solid/liquid frontier is wider compared to the left solid/liquid frontier. Also, the lower solid/liquid 

frontier shows an advance higher than that shown in the left zone. This is caused by a higher 

cooling speed on the bottom wall, thus heat extraction accelerates and the solidification rate is 

higher in the lower zone. This behavior is defined by Equation 90 where the advance of the 

solid/liquid frontier is controlled by the cooling rate. Figure 126(B) shows the temperature 

contours and the homogeneity of the temperature in the remaining liquid.  

The farthest point P7, in the middle of the sample maintains the eutectic temperature 

throughout the entire process of phase change as is shown in Figure 120. The rapid decrease in 

temperature is due to the rapid removal of heat through the surrounding solid phase. At the 

beginning of the phase transformation (121 seconds) at point P7 the temperature difference 

between this and the average temperature is 78 K. At point P1 the difference rises to 117 K. 

These important differences of temperature between the zone P7 and the surrounding zones 

highlights the importance of the width of the container. It is not efficient to have a zone where the 

remaining liquid phase has these temperature differences to the cooled wall. With materials with 

lower thermal conductivities in the solid phase, this thermal difference will be more significant. 

The general behavior of the simulation model is similar to described in the experiments 

mentioned in the second chapter. Figure 35 shows an algorithm able to be simulate alloy phase 

transformation. Unfortunately, for the Si-Al alloy there were no reliable published results or 

enough information to compare our results with experimental research. Also, visualizing phase 

transformation in an alloy sample that allows convective flow is still a challenge, and there is not 

much available data. However, simulations of the solid/liquid frontier advance, temperature 

contours and convective flow helps to understand the phenomenon of phase change in alloys. 

Consequently, this helps improve the design of heat exchangers for applications in LHTES. 
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Figure 124 Numerical results at 11.5 seconds. A) Liquid 
fraction field with the flow field shown by vectors. The 
local maximum flow velocity is 8.4 mm/s. B) 
Temperature fields 
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Figure 125 Numerical results of liquid fraction field with
flow field shown by vectors at 20 seconds (top) and 30 
seconds (bottom). The local maximum flow velocity is 6.8 
mm/s. and 5.1 mm/s respectively 
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Figure 126 Numerical results at 60 seconds with almost 
50% of material solidified. A) Liquid fraction field with
the flow field shown by vectors. The local maximum flow 
velocity is 2 mm/s. B) Temperature fields 



Chapter 5 Conclusions and perspectives 

 

206 

Chapter 5 Conclusions and perspectives 

 Conclusion 

A method was developed in this study to predict the behavior of a binary alloy during 

phase change, including undercooling, segregation and local compositon variation. This method 

is represented by the algorithm shown in Figure 35 and is intended for preliminary use in the 

design of a latent heat thermal storage system. This model can be applied for different cooling 

rates for binary alloys using phase diagrams and the CALPHAD methodology. This method was 

divided into functional blocks in order to clearly define the interaction between functions with 

specific objectives. These functions are the mathematical models that represent the physical 

phase transformation. 

Usually in literature, the CALPHAD methodology is used to define the solid fraction 

through the lever rule or Scheil-Gulliver formulation. These usually use a constant partition 

coefficient. Our first approach proposes to calculate the solid or liquid fraction based on the phase 

diagram to define the influence resulting from a constant or variable partition coefficient. We 

observe an increase in calculation time when a variable partition coefficient is used and as was 

shown in Figure 73 and Figure 111, a variable partition coefficient is not always necessary. On 

the other hand, during the phase change process the variation of composition in the solid formed 

is used to estimate the quantity of heat transferred. Therefore, this calculation is affected by the 

use of constant or variable partition coefficient. From the results obtained in Section 4.1.2, we 

can conclude that the use of a constant partition coefficient is recommended in compositions 

close to the eutectic point or for pure elements. It is recommended to use a variable partition 

coefficient in compositions close to the solubility limits. However, a study for each material must 

be carried out because even on relatively similar phase diagrams such Ag-Cu and Al-Si alloys, 

the variation in the estimated amount of latent heat was different for both.  

Phase change problems in alloys are very complex. To validate the methodology and the 

algorithm architecture proposed in Figure 35, we created different models reproducing 

experimental works. These models validate the entire method by parts. In the first part, the Heat 
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Transfer, Latent Heat and Heat Cpap Functional Blocks showed good agreement with 

experimental results to solve isothermal phase change.  

The second part (as described in Section 4.3 Undercooling degree) included undercooling 

degree phenomena. Based on the experimental results described before, we propose that the 

undercooling degree directly depends on the cooling rate. The solidification rate depends on the 

thermophysical properties and the cooling rate imposed on the sample. Then, numerical 

simulation of phase change including undercooling is based on the definition of the constant 

terms in the polynomial Equations 26 and 27. These equations define the solidification rate and 

the degree of undercooling dependent on the cooling rate, respectively. In Section 4.3, the 

experimental work of Harary et al. [189] was used to test the method. This numerical model uses 

the functional blocks for isothermal phase change with the FB-Undercooling and FB-Heat Source. 

The solidification rate was considered constant and independent of the different cooling rates 

imposed on the sample. Our results showed a good agreement to predict the undercooling 

degree. The constant terms were defined by experimental results. However, it can be seen in 

Figure 94 that the simulation model overestimates the remaining liquid fraction at a cooling rate 

of 0.31 K/s. On the other hand, for a cooling rate of 0.41 K / s, the model underestimates the 

remaining liquid fraction. This behavior and difference are mainly explained by the imposition of 

the same constant solidification velocity in both numerical models. This confirms the importance 

of defining the solidification rate dependent on the cooling rate. Another important conclusion is 

the definition of the lower limit of cooling rate to avoid undercooling. From Equation 87 and 

neglecting up to 5 K of undercooling, the lower limit to prevent undercooling is 96x10-3 [K/s]. This 

information is significant to improve the heat exchanger and the capacities of the LHTES. 

In alloys macrosegregation affects the solidification behavior as was observed in the 

numerical simulation of section 4.4. These results show good agreement with the experimental 

results. We can conclude the obvious dependence on macroscale between natural convection 

and macrosegregation during phase change, largely studied in literature for steels and aluminum 

alloys. The issues discussed in section 2.4 refer to the complexity of the problem to predict 

microstructure segregation in alloys during phase change and how this defines the 

macrosegregation. We include in the method and algorithm architecture the Scheil-Gulliver and 

LNDM (local non-equilibrium diffusion model [154]) microsegregation models to predict the 

interaction between composition, segregation and solidification velocity, shown in Figure 27. 
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These are implemented through FB- K Non-Equilibrium, FB-Undercooling and FB-velocity 

solidification blocks, wich allow adapting the numerical model to include other models to predict 

the macrosegregation, undercooling and solidification velocity. 

The method described in Chapter 4 represented by the algorithm shown in Figure 35 

demonstrated its usefulness to understand the phase change problem for alloys and estimating 

the degree of undercooling. However, these results should be considered conservatively. The 

experimental work of G. Wilde et al [101] shows that the degree of undercooling is drastically 

reduced by impurities in the alloy. The phase change cycles “purify” the alloy and consequently 

the degree of undercooling increases. Through Equations 26 and 27 it is possible to adjust the 

model properly and characterize particular conditions of a system from experimental results. 

The methodology is tested with the simulation process for an Al-Si eutectic alloy. The 

dependency of solidification velocity on the cooling rate and how these can be used to predict 

the behavior of the phase change process was numerically demonstrated. Also, the numerical 

simulation demonstrated the importance of convective flow during the beginning of phase 

change. However, the magnitudes of the convective flow are rapidly reduced as the material 

solidifies. When only 50% liquid remains, heat transfer is primarily driven by conduction. The 

magnitude of undercooling can vary with solidification progress over the walls, latent heat release 

and flow direction. The simulation model also showed that the recalescence process is strongly 

influenced by the convective currents (flow direction) and the heat extraction rate. According to 

the experimental works of [80], [82], [83], [85] and [167] the cooling rate determines the amount 

of undercooling. Our numerical model showed the same behavior and dependence described in 

these works. Our method describes well the interaction of thermophysical properties and 

phenomena such as segregation and undercooling to define the behavior of the material during 

phase change.  

The method defined in this study in conjunction with the algorithm shown in Figure 35 can 

be used for preliminary sizing of thermal energy storage systems or to optimize the control of the 

cooling rates to reduce the undercooling degree. When the proper data is available, the method 

can be implemented for specific LHTES and optimize the sizing and control of these. 
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 Perspectives 

Further evaluation of the assumptions used in the method, such as undercooling degree 

estimation, should be performed based on experimental results for LHTES. In order to determine 

the influence of using the CALPHAD methodology and phase diagrams in numerical simulations 

(discussed in Section 4.1), several more systems should be explored for thermal storage 

applications. These experimental estimations of alloys under controlled cooling rates will then 

provide a range of conditions and increase reliability when predecting phase change behavior. 

Quantifying the effect of undercooling degree and natural convection circulation using numerical 

simulation will be another aspect to explore with several different alloys.   

The use of phase diagrams to calculate liquid fraction and released heat assumes the existence 

of thermodynamic equilibrium within the mixture, a true conditionfor low cooling rates. The use of 

the Scheil equation in the calculation of latent heat release requires solving individual species 

equations for each of the alloy components as was explained in Chapter 3. The results shown in 

section 4.1 require a more extensive exploration for alloys with a complex phase diagram.  

A future task will be to improve the interface and facilitate its use. Thermophysical properties 

could be included to provide a first approximation of the undercooling degree. The interface could 

be changed to only require inputing discharge temperature range and cooling rate for the specific 

LHTES. This process would accelerate alloy selection, proposing different candidates to select 

the optimum composition for the available energy source. 

The results of Chapter 4 show the behavior of the material during phase change. The design of 

the heat exchanger should take this behavior into account. For example, if the distance between 

the cooled wall and the area furthest from the cooled wall is increased, it does not necessarily 

imply an improvement to store energy, and the performance to extract heat can be reduced. 

Figure 127 shows a typical heat exchanger design [23], this consists of heat transfer fluid pipes 

submerged in the PCM. It is assumed that the thermal conductivity in solid phase is less than 

that in the liquid phase. Under this assumption, Figure 127(B) shows the initial condition where 

the heat transfer fluid extracts heat from the phase change material. The heat extraction is 

expedited by the higher liquid thermal conductivity and the internal convective flow. Figure 127(A) 

shows a later time where the liquid/solid boundary advances from the cooled wall. The low 

thermal conductivity reduces the heat extraction and this keeps reducing with the advance of the 
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solid phase. The latent heat released is mainly absorbed by the remaining liquid. The combination 

of both aspects reduces the performance of extracting the stored heat. One plausible 

improvement on this design taking into account the phase transformation process (seen sections 

4.3 and 4.5), is moving the duct to the top. Considering a higher density in the solid phase, this 

higher position will favor the convective flow and maintain a lower advancement of the 

solidification front. However, as it was shown in section 4.3, when some degree of sub-cooling 

occurs, the formation of the solid begins on the coldest walls (around the perimeter of the 

conduct). Consequently, the heat transfer occurs by conduction and this avoid any improvement 

in the design (assuming that the thermal conductivity in solid phase is less than that in the liquid 

phase). 

 

 

The most convenient will be to limit the distance between the cooled wall and the opposite 

one. This distance should be defined as a function of the cooling rate and the solidification 

Figure 127 Typical configuration of heat exchanger for LHTES 
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velocity. These considerations need to be considered especially in materials where thermal 

conductivity and density are significantly different between the liquid and solid phases. However, 

this distance is reduced too much, it will limit the convective flow and consequently will reduce 

the heat extraction.  

Also, additional numerical simulations should be performed to evaluate different heat 

exchanger designs, then, all enhancements on the LHTES should be evaluated based on the 

overall system.  
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Annex 1 Example of TDB file 

Example TDB file used into our software Phase Diagram to construct the Ag-Cu phase 

diagram 

$ Database file written 2009-12- 3 

$ From database: USER                     

$............................................................   mass [g/mol]        enthalpy_298    entropy_298 

ELEMENT VA   VACUUM                    0.0000E+00      0.0000E+00          0.0000E+00! 

 ELEMENT AG   FCC_A1                    1.0787E+02       5.7446E+03         4.2551E+01! 

 ELEMENT CU   FCC_A1                    6.3546E+01      5.0041E+03          3.3150E+01! 

 FUNCTION GHSERAG    2.98150E+02  -7209.512+118.202013*T-23.8463314*T*LN(T) 

     -.001790585*T**2-3.98587E-07*T**3-12011*T**(-1);  1.23493E+03  Y 

      -15095.252+190.266404*T-33.472*T*LN(T)+1.412E+29*T**(-9);  3.00000E+03       N ! 

 FUNCTION GHSERCU    2.98150E+02  -7770.458+130.485235*T-24.112392*T*LN(T) 

     -.00265684*T**2+1.29223E-07*T**3+52478*T**(-1);  1.35777E+03  Y 

      -13542.026+183.803828*T-31.38*T*LN(T)+3.642E+29*T**(-9);  3.20000E+03       N ! 

 FUNCTION UN_ASS 298.15 0; 300 N ! 

 TYPE_DEFINITION % SEQ *! 

 DEFINE_SYSTEM_DEFAULT ELEMENT 2 ! 

 DEFAULT_COMMAND DEF_SYS_ELEMENT VA /- ! 

 PHASE LIQUID:L %  1  1.0  ! 

    CONSTITUENT LIQUID:L :AG,CU :  ! 

   PARAMETER G(LIQUID,AG;0)  2.98150E+02  +11025.076-8.891021*T 

  -1.034E-20*T**7+GHSERAG#;  1.23508E+03  Y 

   +11508.141-9.301747*T-1.412E+29*T**(-9)+GHSERAG#;  3.00000E+03  N  ! 

   PARAMETER G(LIQUID,CU;0)  2.98150E+02  +12964.736-9.511904*T 

  -5.849E-21*T**7+GHSERCU#;  1.35802E+03  Y 

   +13495.481-9.922344*T-3.642E+29*T**(-9)+GHSERCU#;  3.20000E+03  N ! 

   PARAMETER G(LIQUID,AG,CU;0)  2.98150E+02  +17323.4-4.46819*T;    

  6.00000E+03   N  ! 

   PARAMETER G(LIQUID,AG,CU;1)  2.98150E+02  +1654.38-2.35285*T;    

  6.00000E+03   N  ! 

 TYPE_DEFINITION & GES A_P_D FCC_A1 MAGNETIC  -3.0    2.80000E-01 ! 

 PHASE FCC_A1  %&  2 1   1 ! 

    CONSTITUENT FCC_A1  :AG%,CU% : VA :  ! 

   PARAMETER G(FCC_A1,AG:VA;0)  2.98150E+02  +GHSERAG#;   6.00000E+03   N  

   PARAMETER G(FCC_A1,CU:VA;0)  2.98150E+02  +GHSERCU#;   6.00000E+03   N  

   PARAMETER G(FCC_A1,AG,CU:VA;0)  2.98150E+02  +36061.88-10.44288*T;    

  6.00000E+03   N ! 

   PARAMETER G(FCC_A1,AG,CU:VA;1)  2.98150E+02  -4310.12;   6.00000E+03   N   ! 
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Annex 2 Phase Diagram Software 

Main menu with 6 submenus. 

 

Submenu Phase Diagram used to generate the phase diagram. 
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Submenu Phase Diagram, Selection of binary alloy from the database SGTE, range of 

temperature and resolution of composition and temperature. 

 

Submenu Phase diagram; Phase diagram result.  
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Submenu Fixed composition. With a fixed composition and selected binary alloy the 

Giibbs free energy, enthalpy, chemical potential, heat capacity and liquid fraction are traced in 

function of temperature.  

 

Submenu Fixed composition; The information generated can be exported in a txt file. 
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Submenu Expert mode. Based in the theory of Pelton [219], the phase diagram can be 

traced in function of 6 constants.  

 

Submenu Fractions-Level-Scheil. Fixing a composition and selecting a binary alloy the 

lever rule and Scheil Gulliver formulation are used to compare the solidification evolution. 
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Submenu Fraction-Latent heat. Selecting a binary alloy and one or two initial composition 

the latent heat released is compared with lever rule and Scheil Gulliver formulation for the 

temperature range selected.  
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Annex 3 UDF File 

/* ======CHECKPOINTS======= 
Solid_16 = Incluye para el source en Y  
1. Bracket Compatibility 
2. Influence of mixture terms 
3. Definition of variables 
4.  Define user defined memory locations  
*/ 
/* Validation problem from Incropera 
   C_UDMI(c,t,0) -- Latent heat content (delta H) 
   C_UDMI(c,t,1) -- Latent heat content for last timestep 
   C_UDMI(c,t,2) -- Liquid fraction 
   C_UDMI(c,t,3) -- Liquid fraction for last timestep 
   C_UDMI(c,t,4) -- 0 indicates solid zone 
        1 indicates liquid zone 
   C_UDMI(c,t,5) -- Last time step temperature     
*/ 
/* Thermal properties AlSi12 
Tmelting=576°C 
LH=560 000   [J/kg] 
Density Al_Sol = 2712 
Density Al_Liq = 2375   [at 2000 K = 2623.49] 
Density Si_Sol = 2329 
Density Si_Liq = 2570 
Cp_Liq= 1740 
Cp_Sol= 1038 
Volume expansion [1/K]=63.9e-6 
TherCond Al_Sol = 237   [at 933 kelvin = 208] 
TherCond Al_Liq = 92.1   [at 2000 kelvin = 114] 
TherCond Si_Sol = 148 
TherCond Si_Liq = 50 
    
*/ 
#include "udf.h" 
/* =========== USER INPUTS START ================ */ 
#define Cmor                 1.0e+07  /* Morphological Constant */ 
#define Tiny                 0.001     /* Small number to avoid div by zero */ 
#define lamda                0.01      /* Relaxation factor for latent heat update */ 
#define TMELT                849.15    /* Eutectic point in Kelvin  at */ 
#define TMELT_Alu            933.15    /* in Kelvin  */ 
#define Latent_Heat          4.18e5    /* Latent heat in J/kg */ 
#define Cp_Liq     1740  /*  Heat capacity liquid  */ 
#define Cp_Sol     1038  /*  Heat 

capacity solid   */ 
#define beta_thermal         2.6e-06  /* Thermal expansion coefficient of AlSi12 */ 
#define startSol    2.79   /* time to start solidification 

[seg] */ 
#define speedSol    0.01  /* solidification velocity [m/s]*/ 
#define speedSol_Y    0.005  /* solidification velocity [m/s]*/ 
#define deltaX     0.001  /* delta X en metros*/ 
#define Co_Si     0.0148     /* Amount of silicon */ 
#define ke      0.113  /* Partition 

coefficient */ 
#define mesh     15251      /*taille mesh node */ 
#define Tliquidus     -Co_Si*700.+TMELT_Alu; 
#define FLeutectic     pow((TMELT_Alu-Tliquidus)/(TMELT_Alu-TMELT),1/(1-ke)); 
/*#define FLeutectic    0.361322   /*taille mesh node */    
/* =========== USER INPUTS END ============== */ 
/*=========== INITIALIZING ==============*/ 
/* Identify the cells in the mushy zone (initial state is either solid or liquid – write for that) */ 
DEFINE_INIT(initialize7,d) 
{ cell_t c; 
  Thread *t; 
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  int i; 
  thread_loop_c(t,d)   /* Loop over all cell threads in domain */ 
  { 
    begin_c_loop(c,t)  /* Loop over all cells in a cell thread*/ 
    { 
     C_UDMI(c,t,0) = 0.;   /* Latent heat presente */ 
        C_UDMI(c,t,1) = 0.;   /* Latent heat pasado */ 
        C_UDMI(c,t,2) = 1.0; 
        C_UDMI(c,t,3) = 1.0;  
  C_UDMI(c,t,4) = 2.0;  /* Liquid region */ 
  C_UDMI(c,t,5) = C_T(c,t); /* last temperature */ 
  C_UDMI(c,t,6) = 0.;     /*  Cooling rate  */ 
  C_UDMI(c,t,7) = 0.;  /* Contador, puesto en execute at end  */ 
  C_UDMI(c,t,8) = 1-Co_Si;  /* composition_liquid aluminium*/ 
  C_UDMI(c,t,9) = 0.;  /* composition_solid aluminium */ 
  C_UDMI(c,t,10) = Co_Si;  /* composition_liquid Si*/ 
  C_UDMI(c,t,11) = 0.;  /* composition_solid Si */ 
  C_UDMI(c,t,12) = 0.; /* Liquidus temperature per node */ 
  C_UDMI(c,t,13) = Co_Si;  /* composition_liquid Si OLD*/ 
  C_UDMI(c,t,14) = 0.;  /* composition_solid Si OLD */   
     } 
    end_c_loop(c,t) 
  } 
}  
/*=========== DEFINING SOURCE TERMS==============*/ 
/* X-Momentum Source Term */ 
DEFINE_SOURCE(x_source, c, t, dS, eqn) 
{ real con, source, lfrac; 
  lfrac = C_UDMI(c,t,2); 
  con = -Cmor*(1.0-lfrac)*(1.0-lfrac)/((lfrac*lfrac*lfrac) + Tiny); 
  source = con * C_U(c,t);     /* CHECK IF V or U which denote velocity components */ 
  dS[eqn] = con; 
  return source; 
} 
/* Y-Momentum Source Term (instead of Teut write Tmelt) */ 
DEFINE_SOURCE(y_source, c, t, dS, eqn) 
{ real con, source, lfrac, thermal; 
  lfrac = C_UDMI(c,t,2); 
  con = -Cmor*(1.0-lfrac)*(1.0-lfrac)/((lfrac*lfrac*lfrac) + Tiny); 
  /*source = con * C_V(c,t);*/ 
  /* Boussinesque terms */ 
  thermal = C_R(c,t)*9.81*beta_thermal*(C_T(c,t)-TMELT); 
  source += thermal; 
  dS[eqn] = con; 
  return source; 
} 
  /* Energy Source Term (second one is ignored as no velocity in solid zone*/ 
DEFINE_SOURCE(eng_source7, c, t, dS, eqn) 
{ real source, timestep; 
  cell_t  c0, c1; 
  Thread *tc0, *tc1, *ft; 
  face_t f; 
  int numbf; 
  timestep = RP_Get_Real("physical-time-step"); 
  source   = C_R(c,t)*C_UDMI(c,t,0)/timestep;   /* Check definition of latent heat content*/ 
  dS[eqn]=0.0; 
  return source; 
} 
/* Defining Adjust function. Here enthalpy will be updated*/ 
DEFINE_ADJUST(my_adjust7, d) 
{    
 real timestep, timeflow,LiqF_aut, LiqFracT, LiqFracT2, Tliquidus, volume,FLeutectic; 
 real x_sol; 
 real x[ND_ND]; 
 real xval, yval; 
 real source_energ; 
 int n, i; 
 cell_t c; 
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 Thread *t; 
 cell_t c2; 
 Thread *t2; 
 int curr_ts; 
 timestep = RP_Get_Real("physical-time-step"); 
 curr_ts= RP_Get_Integer("time-step"); 
 timeflow = RP_Get_Real("flow-time"); 
 x_sol    = speedSol*(timeflow-startSol); 
 thread_loop_c(t,d)     /* Loop over all cell threads in domain*/ 
 { 
  begin_c_loop(c,t) 
  { 
   C_UDMI(c,t,7) = 5000; 
   C_CENTROID(x,c,t); 
   xval=x[0]; 
   yval=x[1]; 
   C_UDMI(c,t,8) = xval;  
   source_energ = Latent_Heat; 
   LiqFracT = 0.; 
   /* Calcular la fraccion que hay*/ 
   thread_loop_c(t2,d) 
   {  
    begin_c_loop(c2,t2) 
    { 
     LiqFracT2 += C_UDMI(c,t,2)*C_VOLUME(c,t); 
     volume += C_VOLUME(c,t); 
    } 
    end_c_loop(c2,t2) 
   } 
   LiqFracT =LiqFracT2/ volume; 
   C_UDMI(c,t,7) = 2000.; 
    /* Definir si puede o no solidificar, utiliza scheil para  
    calcular la cantidad de fraccion que puede solidificar*/ 
    if (C_T(c,t)> Tliquidus) 
   {LiqF_aut=1;} 
   else if (C_T(c,t)> TMELT-2)  
   {LiqF_aut = pow((TMELT_Alu-Tliquidus)/(TMELT_Alu-C_T(c,t)),(1/(1-ke)));} 
   else{LiqF_aut = pow((TMELT_Alu-Tliquidus)/(TMELT_Alu-TMELT),(1/(1-ke)));} 
   C_UDMI(c,t,12) = LiqF_aut; 
   /* Identify the cells in the mushy zone */ 
   if(C_UDMI(c,t,3)<=0.0001) /* Solid  region */       
    { 
     C_UDMI(c,t,4) = 0.0;  
     C_UDMI(c,t,0) = 0; 
     C_UDMI(c,t,2) = 0.0; 
     C_UDMI(c,t,11) = C_UDMI(c,t,14); 
     C_UDMI(c,t,9) = 1-C_UDMI(c,t,11);  

     /* Cs alu */ 
    }   
   /* LiqFracT > FLeutectic */ 
   else if (C_T(c,t) <= Tliquidus && timeflow >= startSol && (xval<=x_sol || yval<=x_sol)) && 

LiqF_aut <= LiqFracT  && LiqFracT > FLeutectic && C_UDMI(c,t,3)>0.0001)    
   { 
    C_UDMI(c,t,4) = 5.;      
    C_UDMI(c,t,0) = source_energ*speedSol*timestep/deltaX; 
    C_UDMI(c,t,7) = 10; 
    if (C_UDMI(c,t,0) >= source_energ) 
    { 
     C_UDMI(c,t,0) = source_energ; 
     C_UDMI(c,t,7) = 20; 
    } 
    if ((C_UDMI(c,t,0) + C_UDMI(c,t,1)) > source_energ) 
    { 
     C_UDMI(c,t,7) = 30; 
     C_UDMI(c,t,0)=source_energ-C_UDMI(c,t,1); 
    } 
 
     /* Calculate liquid fraction */ 
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      C_UDMI(c,t,2) = 1-((C_UDMI(c,t,0)+C_UDMI(c,t,1)) / source_energ); 
      C_UDMI(c,t,7) = 40; 
      if (C_UDMI(c,t,2) <= 0) 
    { C_UDMI(c,t,2) = 0.0; 
     C_UDMI(c,t,4) = 0.0; 
     C_UDMI(c,t,11) = ke*Co_Si*pow(LiqFracT,ke-1);     /* Cs_Si  

*/ 
     C_UDMI(c,t,9) = 1-C_UDMI(c,t,11);  

     /* Cs alu */ 
     C_UDMI(c,t,10) =0.;                 /* Cl Si*/ 
     C_UDMI(c,t,8) = 0.;               /* Cl alu*/ 
     C_UDMI(c,t,7) = 50; 
      } 
    else 
    { 
     C_UDMI(c,t,11) = 0;                             /* Cs_Si  */ 
     C_UDMI(c,t,9)  = 0;       

       /* Cs alu */ 
     C_UDMI(c,t,10) =  Co_Si*pow(LiqFracT,ke-1);     /* Cl Si*/ 
     C_UDMI(c,t,8)  = 1-C_UDMI(c,t,10);              /* Cl alu*/ 
     C_UDMI(c,t,7) = 60; 
    } 
      
   } 
   /* Eutectic  region */ 
   else if(C_T(c,t) <= (TMELT+2.) && timeflow >= startSol && xval<=x_sol && 

C_UDMI(c,t,3)>0.0001 && LiqFracT <= FLeutectic) /* Eutectic  region */ 
    { 
     if (C_T(c,t) >= (TMELT-2.)) 
     { 
      C_UDMI(c,t,4) = 10;  
      C_UDMI(c,t,0) = 

lamda*C_CP(c,t)*(C_UDMI(c,t,5)-C_T(c,t));       
      if (C_UDMI(c,t,0)< 0) 
       {C_UDMI(c,t,0) =  0.0;} 
      else  
      { 
      if ((C_UDMI(c,t,0) + C_UDMI(c,t,1)) >= 

source_energ) 
      

 {C_UDMI(c,t,0)=source_energ-C_UDMI(c,t,1);} 
      } 
     } 
     else 
     { 
      C_UDMI(c,t,7) = 70; 
      C_UDMI(c,t,0) = 

source_energ*speedSol*timestep/deltaX; 
      if (C_UDMI(c,t,0) >= source_energ) 
       { 
       C_UDMI(c,t,0) = 

source_energ; 
       C_UDMI(c,t,7) = 73; 
       } 
      if ((C_UDMI(c,t,0) + C_UDMI(c,t,1)) > 

source_energ) 
       { 
       C_UDMI(c,t,7) = 75; 
      

 C_UDMI(c,t,0)=source_energ-C_UDMI(c,t,1); 
       } 
     }  
     /* ------------Calculate liquid fraction-------------------------- */ 
     C_UDMI(c,t,2) = 1-((C_UDMI(c,t,0)+C_UDMI(c,t,1)) / 

source_energ); 
     if (C_UDMI(c,t,2) <= 0)  /*---ya es solido---*/ 
      {C_UDMI(c,t,2) = 0.0; 
      C_UDMI(c,t,4) = 0.0; 
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      C_UDMI(c,t,11) = Co_Si;              /* Cs_Si  */ 
      C_UDMI(c,t,9) = 1-C_UDMI(c,t,11);    /* Cs alu 

*/ 
      C_UDMI(c,t,10) =0.;               /* Cl 

Si*/ 
      C_UDMI(c,t,8) = 0.;       

      /* Cl alu*/ 
      C_UDMI(c,t,7) = 80; 
      } 
     else   /* es eutectico*/ 
     { 
      C_UDMI(c,t,11) = 0.; 

   /* Cs_Si  */ 
      C_UDMI(c,t,9) = 0.;     

   /* Cs alu */ 
      C_UDMI(c,t,10) = Co_Si;;          /* Cl Si*/ 
      C_UDMI(c,t,8) =  1-C_UDMI(c,t,8); 

 /* Cl alu*/ 
      C_UDMI(c,t,7) = 90; 
     } 
       
    } 
        

  
   else    /* Liquid region */                     
    { 
    C_UDMI(c,t,0) =  0.0; 
    C_UDMI(c,t,4) = 20;  
    C_UDMI(c,t,7) = 100; 
    if (C_T(c,t)>Tliquidus && C_UDMI(c,t,2)==1.) 
    { 
     C_UDMI(c,t,11) = 0.;              /* Cs_Si  */ 
     C_UDMI(c,t,9) = 0.;    /* Cs alu */ 
     C_UDMI(c,t,10) = Co_Si;;               /* Cl Si*/ 
     C_UDMI(c,t,8) =  1-C_UDMI(c,t,8);       

      /* Cl alu*/ 
     C_UDMI(c,t,7) = Tliquidus; 
    } 
    else 
    { 
     C_UDMI(c,t,11) = 0;                             /* Cs_Si  */ 
     C_UDMI(c,t,9)  = 0;       

       /* Cs alu */ 
     C_UDMI(c,t,10) = Co_Si*pow(LiqFracT,ke-1);      /* Cl Si*/ 
     C_UDMI(c,t,8)  = 1-C_UDMI(c,t,10);              /* Cl alu*/ 
     C_UDMI(c,t,7) = FLeutectic; 
     C_UDMI(c,t,2) = C_UDMI(c,t,3); 
    } 
    } 
   C_UDMI(c,t,6) = (C_T(c,t) - C_UDMI(c,t,5))/timestep; 
  } 
    end_c_loop(c,t) 
    } 
} 
DEFINE_EXECUTE_AT_END(execute_at_end) 
{ 
  Domain *d; 
  Thread *t; 
  cell_t c; 
  d = Get_Domain(1);   /* single phase*/ 
 
 thread_loop_c (t,d) 
    { 
        begin_c_loop (c,t) 
   C_UDMI(c,t,1) += C_UDMI(c,t,0); 
   C_UDMI(c,t,3) = C_UDMI(c,t,2); 
   C_UDMI(c,t,5) = C_T(c,t); 
   C_UDMI(c,t,13) = C_UDMI(c,t,10);  /* composition_liquid Si OLD*/ 
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   C_UDMI(c,t,14) = C_UDMI(c,t,11);  /* composition_solid Si OLD */  
    
        end_c_loop (c,t) 
    } 
} 
/*=========== DEFINE PROPERTY==============*/ 
DEFINE_PROPERTY(cell_conductivity,c,t) 
{ 
real k_cond,k_cond_s_Si,k_cond_l_Si,k_cond_s_Al,k_cond_l_Al; 
k_cond_s_Si = 148.0; 
k_cond_l_Si = 50.0; 
k_cond_s_Al = 237.0; 
k_cond_l_Al = 92.1; 
real k_cond_l ; 
real k_cond_s ; 
k_cond_l = (C_UDMI(c,t,8)*k_cond_l_Al)+((1-C_UDMI(c,t,8))*k_cond_l_Si); 
k_cond_s = (C_UDMI(c,t,9)*k_cond_s_Al)+((1-C_UDMI(c,t,9))*k_cond_s_Si); 
if (C_UDMI(c,t,2) > 0.0001) 
 {k_cond = k_cond_l*C_UDMI(c,t,2) + (1.-C_UDMI(c,t,2))*k_cond_s*0.9; 
 } 
else  
 {k_cond = k_cond_s;} 
return k_cond; 
} 
DEFINE_PROPERTY(cell_viscosity,c,t) 
{ 
real mu_lam, mu_liq; 
mu_liq = 3.233e-3; /* value aluminium viscosity*/ 
if (C_UDMI(c,t,2) > 0.0001) 
 {mu_lam = mu_liq + (1.-mu_liq)*pow(C_UDMI(c,t,2),3)*(6*pow(C_UDMI(c,t,2),2)-8*C_UDMI(c,t,2)+3); 
 } 
else 
 {mu_lam = 1e4;} 
return mu_lam; 
} 
DEFINE_SPECIFIC_HEAT(my_cp,T) 
{ 
real cp; 
if (Co_Si == 0.12) 
{ 
 if (T > 576.0+2.) 
  cp = Cp_Liq; 
 else if (T > 576.) 
  cp = 0.5*(0.5*Latent_Heat+Cp_Liq+Cp_Sol); 
 else  
  cp = Cp_Sol; 
} 
else 
{ 
 if (T > 576.0+2.) 
  cp = Cp_Liq; 
 else if (T > 576.) 
  cp = 0.5*(0.5*C_UDMI(c,t,2)*Latent_Heat+Cp_Liq+Cp_Sol); 
 else  
  cp = Cp_Sol; 
  C_UDMI(c,t,2)=0.0; 
} 
return cp; 
} 
/********************************************************************** 
UDF that computes specific heat and sets the sensible enthalpy 
to the referenced value 
***********************************************************************/ 
 
/************************ 
/****Parafine********* 
#include "udf.h" 
DEFINE_SPECIFIC_HEAT(my_cp,T) 
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{ 
  
real cp; 
if (T > 288.) 
 cp = 2800.; 
else if (T > 286.) 
 cp = 47500.*T-3.e-6; 
else  
 cp = 2000.; 
printf("Valor Cp= %f",cp); 
 
return cp; 
} 
****************/ 
 
#include "udf.h" 
/* =========== USER INPUTS START ================ */ 
#define TEUT                849.15    /* Eutectic point in Kelvin  at */ 
#define TMELT_Alu            933.15    /* in Kelvin  */ 
#define Latent_Heat_T        4.67e5    /* Latent heat in J/kg */ 
#define LB      1.80e6  /*

 LH Si*/  
#define LA      3.97e5  /* LH 

Aluminium*/ 
#define Cp_Liq     1740  /*  Heat capacity liquid  */ 
#define Cp_Sol     1038  /*  Heat 

capacity solid   */ 
#define Co_Si     0.05     /* Amount of silicon */ 
#define ke      0.14  /* Partition 

coefficient */ 
/* =========== USER INPUTS END ============== */ 
 
DEFINE_SPECIFIC_HEAT(my_cp,T) 
{ 
real cp, LH, fl_L; 
if (Co_Si == 0.12) 
{ 
 if (T > 576.0+2.) 
  cp = Cp_Liq; 
 else if (T > 576.) 
  LH=(LB-LA)*Co_Si+LA; 
  cp = 0.5*((1/2)*LH+Cp_Liq+Cp_Sol); 
 else  
  cp = Cp_Sol; 
} 
/*=======Lineal========*/ 
fl_L=(TL-T)/(TL-TEUT) 
/* ======Equilibirum=====*/ 
else 
{ 
 if (T > 576.0+2.) 
  cp = Cp_Liq; 
 else if (T > 576.) 
  cp = 0.5*((1/2)**Latent_Heat+Cp_Liq+Cp_Sol); 
 else  
  cp = Cp_Sol; 
  C_UDMI(c,t,2)=0.0; 
} 
return cp; 
} 
/* 
DEFINE_SPECIFIC_HEAT(my_cp,T) 
{ 
real cp; 
if (Co_Si == 0.12) 
{ 
 if (T > 576.0+2.) 
  cp = Cp_Liq; 
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 else if (T > 576.) 
  cp = 0.5*(0.5*Latent_Heat+Cp_Liq+Cp_Sol); 
 else  
  cp = Cp_Sol; 
} 
else 
{ if (T > 576.0+2.) 
  cp = Cp_Liq; 
 else if (T > 576.) 
  cp = 0.5*(0.5*C_UDMI(c,t,2)*Latent_Heat+Cp_Liq+Cp_Sol); 
 else  
  cp = Cp_Sol; 
  C_UDMI(c,t,2)=0.0; 
} 
return cp; 
}  */ 

 
 
 
 
 
 
 



 

 

Thermal storage modeling in phase change binary alloy materials submitted to a controlled cooling 
rate 

The thesis focuses on the numerical modeling of a binary alloy to simulate the phase 
change behavior for thermal energy storage and discharge application. It includes effects of 
cooling rate, solidification rate, segregation, free convection and undercooling. The aim is to 
optimize the material heat storage capacity. In the present work, the temperature range for 
which phase change occurs are estimated thanks to the phase diagram of a binary alloy and the 
CALPHAD methodology, that return the phases of an alloy, including isothermal 
transformation. The Gibbs free energy minimization is computed in a homemade numerical 
code and gives the steady phases. For a given temperature range, the code supplies the heat 
discharge and the corresponding alloy composition for equilibrium and off equilibrium 
situations. In the present method, first, the system cooling rate gives the solidification rate. This 
latter leads to the relation between the global kinetics and the microstructure. From the local 
off-equilibrium model, that depends on the partition coefficient variation and the operating 
cooling rate, the undercooling degree is predicted. With data from bibliography, numerical 
comparisons are carried out to ensure the relevance of our numerical code and to identify the 
heat released during several materials phase change, including specific phenomena, such as 
undercooling and recalescence. 

Keywords: Latent heat, thermal energy storage, CALPHAD, phase change, undercooling, cooling rate, 
solidification rate, segregation, alloy phase change, Gibbs energy, phase diagramme 

Modélisation du stockage de chaleur par changement de phase d'alliages à composition 
binaire soumis à un refroidissement contrôlé 

La thèse est centrée sur la modélisation de la physique du comportement d’un alliage 
binaire et l’implémentation du meilleur modèle mathématique pour simuler le changement de 
phase liquide solide en tenant compte de la vitesse de refroidissement, la vitesse de 
solidification, la ségrégation, la convection naturelle et la surfusion afin d’optimiser la capacité 
de stockage de chaleur d'un tel matériau. Dans le présent travail, les températures pour 
lesquelles le changement de phase s'opère sont estimées grâce aux diagrammes des phases et 
la méthodologie CALPHAD qui retraduisent les différentes phases d'un alliage binaire, y 
compris la transformation isotherme. Pour cela, la minimisation de l'énergie de Gibbs est 
résolue dans un code de calcul développé à cette occasion et aboutit à l'identification des phases 
stables du matériau. Pour un intervalle de température souhaite le code permet d'estimer 
rapidement la décharge de chaleur pour la composition de l'alliage sélectionné en équilibre ou 
hors équilibre. Dans la méthode proposée, la vitesse de refroidissement du système permet de 
calculer la vitesse de solidification. Puis, celle-ci établit la relation entre la cinétique globale et 
la microstructure. Basé sur le modèle de non-équilibre local, qui dépend de la variation du 
coefficient de partition, le degré de surfusion est prédit à partir de la vitesse de refroidissement 
appliquée. Une étude bibliographique a été réalisée pour amener une comparaison numérique 
et assurer la capacité de notre méthode à reproduire le changement de phase, en incluant des 
phénomènes spécifiques tels que la surfusion et la recalescence. 

Mots clés: Chaleur latent, stockage d’énergie thermique, CALPHAD, changement de phase, surfusion, 
vitesse de refoidissement, vitesse de solidification, segregation, changement de phase des alliages, 
énergie de Gibbs, diagramme de phase. 
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