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Introduction

This work has been written for researchers and practitioners who are seeking to implement a modern risk management process for transport risks. It provides both a description of the risk management framework itself and the necessary theoretical knowledge for developing successful risk treatment strategies in the very challenging context.

Over the last ten to fifteen years, science has made significant advances in fields relevant for risk management. However, current risk management practices in industry have not yet benefitted much from these developments.

Most people associate risk with probability and severity. However, the current way to understand risk stresses the importance of uncertainty. The definition of risk by the International Organization for Standardization (ISO) might surprise many: “risk is the effect of uncertainty on objectives”. According to the current view, probability is only one way to try to address uncertainty, and often not the recommended one. The result of a risk assessment should include the assumptions and the associated uncertainties. The so-called Strength of Knowledge becomes an important concept and results of risk assessment are comparable only as far as the underlying assumptions are identical. Yet another important addition to the classic understanding of risk are the so-called black swans: high-impact-low-probability events. Due to the high impact, such threats need to be addressed even when traditional risk management would ignore them due to the low probabilities. All in all, understanding of risk and risk management has evolved significantly.

Another significant evolution is the one where the dominating Cartesian world-view with the notion that like for machines, the functioning of any system can be understood as a sum of its parts, has started to give room to another very different world-view. Systems thinking and research on complexity have shown that the behavior of complex systems is dominated by a large number of interactions and influences rather than direct cause-effect relationships. Such systems feature emergent phenomena which cannot be derived from the parts, as well as surprising, counter-intuitive and non-linear behaviors. Managing risks in a complex system is a very different task from doing it in a system which is perceived fully ordered.

The need for a new type of risk management framework is clearly identified in literature. For example, Abrahamsen et al. (2004) point out that “… to support decision makers facing choices involving uncertainties about outcomes… there is no authoritative guide on how to deal with such decision problems… how the risk analysis results should be evaluated, how cost/benefit analyses should be interpreted and used, etc.”. Aven (2013a) states: “it is a huge research topic to establish suitable ways of representing and treating the knowledge and surprise dimensions in risk assessment”. Aven & Krohn (2014) state the following: “We need a broader concept of risk to make risk management meaningful in a black swan world, and we need to incorporate the best ideas from different traditions, including the quality management and organizational learning”. Aven & Ylönen (2016) argue: “The risk assessment and management fields have developed considerably in recent years, but current industry practice, when it comes to for example the way to conduct and use risk assessments, has not changed much”.

The focus of this dissertation is on transport risks, taking the perspective of a national transport safety agency, tasked with overseeing safety across several modes of transport, including aviation, maritime, railway and road safety. The research question addressed is: **What kind of risk management framework should be used for managing transport risks when the modern risk perspectives and the latest understanding of safety are embraced, and the transport system is considered a complex adaptive system?**
The dissertation is divided into three parts. In Part I, the state-of-the-art literature for the relevant topics is reviewed, covering the concept of risk and risk assessment, complex adaptive systems and safety management. Specific chapters are dedicated for risk acceptance criteria and a review of current risk management frameworks. The review of safety management includes a discussion of human limitations and biases related to risk perception and decision making. Every topic ends with a synthesis and conclusions section where the key points are summarized and the adopted paradigms are highlighted. Importantly, through the literature review, requirements for a new risk management framework (NRMF) are gradually developed.

In Part II, a NRMF in line with the developed requirements is presented. It enables risks in all transport modes to be presented in a single risk picture and supports decision-making with the aim to maximize the safety impact achievable with limited resources. The impact is further enhanced by intervention strategies such as adaptive policies and experimentation, which are well-suited to complex systems. The presentation of the framework is organized according to the ISO 31000 international standard for risk management.

Part III covers the validation of the new framework. This is done by first showing that the developed framework complies with the requirements established in Part I (full coverage). Comparison with other existing risk management frameworks shows that the developed framework goes beyond the state-of-the-art. Finally, the applicability is demonstrated with a case study, describing how components of the framework have been implemented at the Finnish transport safety agency, Trafi.
PART I – Review of the literature
Introduction to Part I

Part I covers the literature review for the topics relevant for this dissertation. The primary objective is to produce the scientific framework for designing a new improved risk management framework for a complex transport system. For this purpose, a set of requirements is gradually developed in the first six chapters. The requirements are summarized in Chapter 6.2.

The secondary objective of Part I is to provide the necessary theoretical background for people involved in the risk management process. For example, understanding the implications of the complexity (of the transport system) is essential for being able to design suitable interventions for reducing the risks. Due to this secondary objective, some topics are discussed in more length than would be necessary just for distilling the requirements for the risk management framework. This is the case especially for complexity and Safety-II.

The review is organized under several thematical chapters. Each chapter introduces the concepts, discusses them and ends with a synthesis which indicates the adopted paradigms. To make a clear distinction between what is said in the literature and the author’s own comments, the latter are expressed as much as possible in the synthesis sections.

Chapter 1 introduces the context of the transport system and the risks that exist within the system. The objective of this chapter is to give the overall context of the area of application and to show concretely what the risks under study are, and what kind of accidents are caused when these risks materialize. The chapter also contains the definitions of the key terms, as well as the limitations and delimitations.

Chapter 2 introduces the concept of risk and related key concepts, such as uncertainty, strength of knowledge and the so-called black swans. This chapter lays the foundations for risk analysis, risk evaluation and risk management.

Chapter 3 covers complexity and complex adaptive systems. This chapter explains what complex systems are, what their characteristics are and what are the implications for risk management and especially for risk treatment.

Chapter 4 looks into safety management. As safety and risk are two sides of the same coin, many relevant concepts have emerged primarily in the context of safety and safety management, for instance the concept of resilience. Topics discussed in this chapter have implications for risk identification, risk analysis and risk treatment. The chapter also covers parts of human factors research relevant to risk management. Importantly, human biases and heuristics which may play important roles in risk perception and decision-making are introduced.

Only after having developed the concepts in these four chapters will it be possible to discuss the difficult topic of acceptability of risks. This is done in Chapter 5, which covers risk acceptance criteria and their ethical bases.

Chapter 6 completes the literature review. First, existing guidance for risk management frameworks is reviewed. It is then possible to establish the full list of requirements for the risk management framework. Finally, existing risk management frameworks both from industry and scientific literature are introduced.

Part I is closed with global conclusions of the literature review.
Chapter 1 – Setting the context

This chapter introduces the context of risks within the transport system. Some of the key properties of the transport system and its different modes of transport are outlined as well as the volumes involved. On the other hand, the focus will be on the risks - in other words, what can go wrong within the system and what are the consequences. To get concretely in touch with transport risks, some existing accident statistics are presented for the four modes of transport. Besides looking at worldwide statistics and statistics at the European level, a more tangible picture is drawn by taking a single country as an example and looking at transport safety statistics within that one country. This also makes sense because the scope of a transport safety agency is typically a single country. In addition to presenting the basics of transport systems, the purpose is to show why risk management within the transport system is both useful and necessary. The chapter ends with definitions and scoping of the presented research.

1 Importance of managing transport risks

The easiest way to describe the transport system is to say that it consists of everything involved with transporting people and goods. Typically, one can list four modes of transport: aviation, marine, railway and road transport. These include also light transport such as bikes and pedestrians. The system includes the infrastructure, the transport vehicles, the people, the organizations, the processes, the policies and so on. Some of the transport is commercial while a big part of it involves private people. There are also many hobbies which involve becoming part of the transport system even if the purpose is more leisure than going from one place to another: examples include sailing, parachuting and gliding. Even private drones become part of the transport system because they interfere with the rest of the system and require careful attention from the authorities and operators. The transport system is an open system so it is exposed to influences and constraints coming from the world around it. Examples of outside influences include impact of fuel prices, need for tightened security, availability of land for building new airports, pressures and regulations concerning emissions & noise and different levels of border controls and immigration procedures.

There is a commercial transport fleet of over 26,000 aircraft carrying yearly over 5 billion passengers and over 50 million tons of freight (ICAO 2015). In the EU alone, there are 880 million passengers for air travel yearly, and regional and suburban trains carry 10 times that amount being at equal level with all European metros combined, and accounting for 90% of railway passengers (ERRAC 2016). There are about 58 billion public transport journeys made in the EU yearly (UITP 2016). The worldwide commercial maritime fleet consists of roughly 90,000 vessels, carrying seaborne shipments of about 10 billion tons per year (UNCTAD 2015). It is estimated that over 90% of trade is transported by sea (Allianz 2015).

Transport acts as a key enabler and catalyst for many desirable developments. In 2015, the United Nations General Assembly adopted the resolution 70/1 introducing the 2030 agenda for sustainable development. The resolution contains 17 Sustainable Development Goals (SDGs) which split down further to 169 targets (United Nations 2015). Of these 169 targets, five are directly related to transport. Furthermore, transport is a critical enabler for at least 6 other important targets, such as access to safe drinking water, sustainable cities, reduction of food loss, agricultural productivity, air pollution and climate change mitigation (United Nations 2016).

While transport is an important part of modern societies, it also introduces risks of its own. An inherent feature of transport is moving people and goods around with a certain speed, which involves kinetic energy. This energy, often together with the presence of inflammable fuels, creates a hazard with the potential for accidents. Transport may also involve taking people to environments where they would not naturally survive, like under water or high in the atmosphere. In such cases, the safety of people is fully
dependent on the technical system providing the necessary life supporting conditions - and this introduces vulnerabilities against some specific accident types like fires.

The typical direct consequences of accidents are loss of life, injuries, environmental damage and material damages. There are, however, other potential consequences like loss of reputation, damage to a commercial brand, loss of business and social or political crises following an accident. In the following pages, some examples of accident statistics are presented. The purpose here is not to start analyzing the accidents nor drawing conclusions from the statistics but rather observe the existence of accidents in all the transport modes and appreciate their consequences. The first presented statistics are worldwide or European wide. Thereafter, in the interest of producing a more detailed and tangible example, statistics are presented concerning a single country, Finland – this also serves as a background for the case study in Part III.

In road traffic alone, over 1.2 million people die each year worldwide. In addition to the deaths, up to 50 million people incur nonfatal injuries each year as a result of road traffic crashes. As Figure 1 indicates, this makes road traffic crashes the main cause of death among those aged 15 to 29 years (WHO 2015).

![Figure 1. Top ten causes of death among people aged 15-29 years worldwide, 2012 (WHO 2015).](image)

Figure 2 presents road traffic deaths by the type of user. It highlights the fact that there are many different types of road users each with their own safety concerns.

There are still about 1000 yearly fatalities from significant railway accidents within the European Union, as Figure 3 shows. The numbers in the rest of the world are typically worse, as Figure 4 shows through examples from some highly developed non-EU countries.

In the maritime domain, there were 2773 safety incidents (“casualties”) in 2014 of which 75 were total losses (Allianz 2015). Figure 5 presents the geographical location of the total losses for the time period 2005-2014.
Part I – Review of the literature
Chapter 1 – Setting the context

Figure 2. Road traffic deaths by type of road user (WHO 2015).

Figure 3. Significant railway accidents and resulting casualties for the EU-28 countries for 2007-2014 (ERA 2016).
Normalized by passenger kilometers, commercial aviation is the safest of the four transport modes (ERA 2016). Fatal commercial aviation accidents are rare but painfully visible events under strong media scrutiny. Figure 6 presents the commercial jet aviation accident rates and fatalities for 1959-2015. The fatal accident rate is less than 1 per a million departures, but the curve has become asymptotic: the rate is not improving. This is worrying as global air traffic has doubled in size once every 15 years since 1977 and is expected to continue to do so (ICAO 2016). It can also be observed that when accidents are this rare, the absolute number of fatalities vary significantly and quasi-randomly from one year to
another (influenced by the accident rate and accident types, but also by the somewhat arbitrary number of passengers on board the accident flights).

Figure 6. Worldwide commercial jet fleet accident rates and onboard fatalities by year: 1959-2015 (Boeing 2016).

The remaining figures in this chapter illustrate the reality of transport accidents in Finland. All the modes of transport are well represented in Finland due to long distances (road traffic, aviation, railways) and marine traffic both on the lakes and on the Baltic sea. Figure 7 and Figure 8 present aviation accidents in Finland in the period 2004-2014. It is worth noting that these statistics include leisure and general aviation. In the time period under study, there were no accidents within the commercial aviation category.

Figure 7. Aviation accidents by sector in Finland 2004-2014 (Trafi 2015a).
Figure 8. Fatalities in aviation by sector in Finland 2004-2014 (TrafI 2015a).

Figure 9 and Figure 10 highlight a 10-year snapshot of marine accidents/incidents in Finland both in terms of event severity and geographical location.

Figure 9. Maritime accidents and hazardous situations in Finland 2002-2012 (TrafI 2013a).
Figure 10. Maritime accidents in Finland 2002-2012 (Trafi 2013a).

Figure 11 gives an overview of rail safety in Finland. Most accidents happen at level crossings or are accidents to persons, but there are still some derailments. All in all, every year 10-25 events classified as significant accidents take place.

In 2015, there were 266 fatalities and 6385 injuries in the road traffic in Finland (Statistics Finland 2016). Figure 12 shows Finland’s (FI) position among European countries and the evolution between 2010 and 2014. There is a significant difference between the best and the worst countries in Europe – a factor of five, roughly.
Figure 11. Significant railway accidents in Finland 2007-2013 by type of accident (Trafi 2014b)

Figure 12. Road deaths per million inhabitants in 2010 and 2014 in different European countries (ETSC 2015).
The above statistics confirm that accidents occur in all four modes of transport. This means that there are real risks present in the transport system every day. On one hand, one must conclude that even though major catastrophes have become rare, their occurrence is fully possible anywhere, anytime. On the other hand, Figure 7 and Figure 8 remind that next to the commercial transport operations there is often a lively leisure activity which is visible in the transport statistics - unfortunately also in the form of accidents. This highlights the challenge of being able to allocate safety resources adequately between different types of transport-related activities, including the leisure activities. This is where a proper risk management framework must support the decision-makers.

Finally, reviewing the various accident types is also important in the sense that risk is always assessed against a reference and one needs to know what that reference is. In the case of transport risk management, the reference outcome that one wants to avoid is an accident. Having a clear understanding of this is a prerequisite for carrying out risk assessment and risk management correctly. Avoiding these accidents is the most obvious purpose of risk management within the transport system. This does not mean that accident avoidance is the only purpose for risk management, as it may typically have other benefits addressing more minor negative consequences and contributing to system improvement in general.

2 Definitions

The key scientific reference for risk-related definitions in this work is the Glossary published by the Society for Risk Analysis in June 2015 (Society for Risk Analysis 2015a). The 11 members of the committee behind the glossary are all recognized experts in risk analysis and their work is known through scientific peer-reviewed articles. Thanks to the committee membership, the endorsement of the Society for Risk Analysis, and the fairly recent publication date, this glossary can be considered the most credible up-to-date scientific authoritative guidance on risk analysis terminology.

Risk is naturally the most important concept in this work and the topic is discussed at length in the next chapter. Several definitions for risk exist due to its wide use in different disciplines, not to mention its flexible use in everyday language. The SRA glossary refers to risk in relation to the consequences (effects, implication) of a future activity (interpreted in a wide sense to cover, for example, natural phenomena) with respect to something that humans value. The consequences are often seen in relation to some reference value (planned values, objectives) and the focus is often on negative, undesirable consequences. There is always at least one outcome that is considered as negative or undesirable. The glossary then lists seven different possible qualitative definitions for risk, out of which the following can be used as the reference in this work: risk is uncertainty about and severity of the consequences of an activity with respect to something that humans value.

Separate from the risk concept, one can talk about the risk description (or metric), i.e. how does one try to describe or measure risk in practice. As discussed in the next chapter, the adopted risk description is one where risk is described with the triplet of Consequences, measure of the associated Uncertainty and the background Knowledge that supports the two.

The SRA glossary defines probability as a measure for representing or expressing uncertainty, variation of beliefs, following the rules of probability calculus. The more specific interpretation of probability for the purposes of the dissertation is the subjective probability with an uncertainty standard: the probability P(A) is the number such that the uncertainty about the occurrence of A is considered equivalent (by the person assigning the probability) to the uncertainty about some standard event, e.g. drawing at random a red ball from an urn that contains P(A) x 100% red balls.

Uncertainty can be defined both as imperfect or incomplete information/knowledge about a hypothesis, a quantity, or the occurrence of an event; or for a person (or a group of persons) not knowing the true value of a quantity or the future consequences of an activity.
Risk management is defined as activities to handle risk, such as prevention, mitigation, adaptation or sharing.

Risk mitigation and risk reduction are both defined identically as the process of actions to reduce risk.

The International Organization for Standardization (ISO) has also published a standard in risk management “ISO 31000 Risk management – Principles and guidelines” (ISO 2009). In comparison to the above SRA glossary definitions, the ISO standard contains the following definitions:

- **Risk** is the effect of uncertainty on objectives.
- **Risk Management** is defined as coordinated activities to direct and control an organization with regard to risk.
- **Risk management framework (RMF)** is a set of components that provide the foundations and organizational arrangements for designing, implementing, monitoring, reviewing, and continually improving risk management throughout the organization.
- **Risk identification** is the process of finding, recognizing and describing risks based on historical data, theoretical analysis, expert opinions, etc.
- **Risk analysis** is the process to comprehend the nature of risk and to determine the level of risk. It includes risk estimation, and provides the basis for risk evaluation, which is the process of comparing the results of risk analysis with risk criteria to determine whether the risk and/or its magnitude is acceptable or tolerable.
- The term **risk assessment** can be used to describe the overall process of risk identification, risk analysis and risk evaluation.
- The process to modify risk is called **Risk Treatment**.
- **Consequence** is the outcome of an event affecting objectives.
- **Likelihood** is the chance of something happening.

This ISO standard has been criticized for not being a proper scientific framework (see e.g. Aven 2011a). In this work, the SRA glossary provides the scientific framework while the ISO terminology is used in a limited way to help organize the deliverable:

- The **New Risk Management Framework** proposed in this dissertation can be referred to with the abbreviation NRMF.
- The related process steps in Part II follow the ISO flow: risk identification, analysis, evaluation and treatment.
- Consequently, the term **risk treatment** is used more than risk reduction/mitigation.
- The terms consequence and outcome are used interchangeably

Some other key terms used in this dissertation include:

Components within the risk management framework are often referred to as **methods** in this dissertation. For example, the method for event risk assessment and the way to run risk workshops are both components of the risk management framework.

**Loss** can be seen as a risk which has materialized. An accident would be a typical loss. Losses are also the outcomes that one tries to avoid through risk management.

The term **accident** is generally understood as an unforeseen and unplanned event or circumstance that (1) happens unpredictably without discernible human intention or observable cause and (2) lead to loss or injury (Hollnagel 2004).
International Civil Aviation Organization ICAO (2001) gives the following definition in its Annex 13 (Aircraft Accident and Incident Investigation):

An accident is defined as:
An occurrence associated with the operation of an aircraft which takes place between the time any person boards the aircraft with the intention of flight until such time as all such persons have disembarked, in which:
a) a person is fatally or seriously injured as a result of:
- being in the aircraft, or
- direct contact with any part of the aircraft, including parts which have become detached from the aircraft, or
- direct exposure to jet blast except when the injuries are from natural causes, self-inflicted or inflicted by other persons, or when the injuries are to stowaways hiding outside the areas normally available to the passengers and crew; or
b) the aircraft sustains damage or structural failure which:
- adversely affects the structural strength, performance or flight characteristics of the aircraft, and
- would normally require major repair or replacement of the affected component, except for engine failure or damage, when the damage is limited to the engine, its cowlings or accessories; or for damage limited to propellers, wing tips, antennas, tires, brakes, fairings, small dents or puncture holes in the aircraft skin; or
c) the aircraft is missing or is completely inaccessible.

Note 1.— For statistical uniformity only, an injury resulting in death within thirty days of the date of the accident is classified as a fatal injury by ICAO.

Note 2.— An aircraft is considered to be missing when the official search has been terminated and the wreckage has not been located.

For the purpose of this dissertation, the following pragmatic definition for an accident is applied: **Accident** is an unintended event associated with a transport operation, resulting in a loss which could include human, environmental, financial and other dimensions.

An **incident** is defined as an operational event which either resulted in some losses but not to the extent of being considered an accident; or had the potential to become an accident. Again, more specific definitions would be available for different modes of transport.

Definitions for the term **safety** are discussed in Chapter 4. There is a distinction between safety and **security** - the latter addressing intentional acts of harm. In the world of safety and safety risk management, there may be known and hidden risks in the system, but nobody is intentionally trying to produce an accident.

The term **safety event** can be used for any operational event which could be considered to have safety implications, irrespective of whether it reaches the defined thresholds for becoming an incident or an accident in the official sense.

In the context of mandatory reporting of safety events to the authorities, the terms **occurrence** and mandatory occurrence reporting are often used. In this respect, occurrences are simply safety events which fulfill the criteria for being officially reported to the authorities.

In the context of safety events, losses and risk, it is important to highlight the difference between actual and potential outcomes. The **actual outcomes** of an event are the tangible outcomes of the event in the real world as the event unfolded. The **potential outcomes** refer to the outcomes that could have resulted in if the event had escalated and become an accident (or an incident). For example, in a near-collision between two large passenger aircraft the actual outcome is “nothing”, but the potential outcome is a
midair collision with several hundred fatalities. The term potential outcome is often used in the context of a specific scenario.

**Severity** refers to the *magnitude of loss* (*damage, harm, etc.*). In the context of risk assessment, severity usually refers to a scenario (of loss) which is possible but which has not yet materialized. Therefore, in this context the focus is on a *potential severity* associated with the scenario.

In this dissertation, there is a hierarchy between three important terms related to safety and accidents: hazard, safety issue and scenario. A hazard is the most generic of these three terms. The definition of *hazard* can be based on the following SRA glossary definitions:

- **Harm** is physical or psychological injury or damage
- **Damage** is loss of something desirable.
- **Risk source** is an element (action, sub-activity, component, system, event, etc.) which alone or in combination with other elements has the potential to give rise to some specified (typically undesirable) consequences.
- **Hazard** is a risk source where the potential consequences relate to harm.

For example, a strong gusty wind is a hazard. Inflammable fuel is another hazard. A *safety issue* is defined as a *specific concern about a certain type of accident risk in a specific context*. It can be seen as a hazard or a combination of hazards in a specific defined context. For example, an operator may consider its operation to a specific airport a safety issue due to specific hazards associated with that operation (frequent strong gusty crosswind, frequent bird activity, short runway, etc.). Typically, a safety issue may be identified due to one or more safety events. For example, fatigue reports emerging repeatedly from a specific route may lead to the identification of the related safety issue. A *scenario* is a more *detailed description of how a specific accident type can develop within a given safety issue*. A single safety issue may contain several scenarios. For example, incorrect loading of an aircraft may be identified as a safety issue. That safety issue could contain several scenarios: a) loss of control due to *unfastened* cargo moving during the flight; b) loss of control due to *overweight*; c) loss of control due to *center of gravity* out of limits. Usually a scenario is the level at which risk can be assessed, i.e. one cannot perform risk assessment on a hazard.

Safety issues and scenarios can also be called *threats*. In other words, the meaning given to threat in this dissertation is slightly more specific than that of hazard. The term threat can be useful as for different people the term “risk” could mean both the “situation or event where something of human value is at stake and where the outcome is uncertain” and the “expected value/probability” (Aven 2014a, pp. 230-231) i.e. the magnitude of the risk. One can say ”there is a risk of a structural failure here”; and one can ask, ”how high is the risk related to investment A?” The term threat then refers only to the first meaning, i.e. the *safety issue/scenario meaning of the word.*

A *risk picture* is a visual presentation where several risks are presented simultaneously so that their characteristics and importance can be compared. Ideally, a risk picture helps to gain an overall understanding of safety and risks within a certain system or operation and thereby supports prioritization and decision making. Based on the above definition of the term threat, the risk picture could also be called ”picture of threats”.

The terms data and information are so widely used in everyday language that it is difficult to give them any specific meanings. A generic scientific definition is developed in Chapter 3.5.3 by introducing the Data-Information-Knowledge-Wisdom (DIKW) framework. In the context of transport safety, the term (safety) *data* can also be *used for the safety information which is collected from the operations and arrives to the safety agency as an input to the risk management process*. In the most typical case, this data comes from an operator and the operator has already processed the raw data to a more refined format through the use of keywords, categories, etc. An occurrence report would be the most typical example. *Raw data* is *safety data in its initial state as received from the initiator (human or technical)* before the data is processed in any way. In the same context, *Safety information* can be understood as
a more generic term and can be used - for example - for referring to an awareness of current operational conditions and practices, as well as overall information about a particular operator and its operational and safety practices.

3 Limitations and delimitations

The chosen topic implies two main limitations, one related to the concept of risk and the other stemming from the fact that the transportation system is already extremely safe.

Risk is an abstract concept. Unlike accidents which have measurable and quantifiable real-world consequences, risk cannot be touched nor measured in the real physical world. Risk only exists in the minds of people. Therefore, by definition, it is subjective. There is no doubt that the chosen methodology for risk assessment will have an impact on the level of subjectivity in the result and one can try to reduce subjectivity through appropriate design of the methodology. The important remaining limitation is that the final correct answer is not available anywhere. Any result related to risk assessment can always be challenged and no authority possesses the right answer.

Ironically, the context of dealing with very safe systems leads to another limitation which has implications on the validation of the work. It is common practice to relate the safety of a transport system to how many accidents and fatalities it suffers compared to the volume of traffic (see e.g. International Transport Forum 2015, p. 14, where “road safety performance” is illustrated by statistics on road fatalities per inhabitants and vehicle-kilometers; or Trafi 2013b, p. 16, where the “status of aviation safety” is presented through statistics on accidents per 10,000 flight hours). Unsafe systems would have a lot of accidents, and safety improvements in such systems could be validated by observing the resulting reduction in accidents. In very safe systems however, there are already hardly any accidents. Therefore, accident data cannot be used to validate any safety improvement. Amalberti (2001) has discussed this in length and introduced the term ultra-safe systems. He notes that the time duration necessary for seeing the effect of a safety measure in accident statistics becomes excessively long (Amalberti (1999) quotes a delay of four years for a system with a $10^{-5}$ accident rate and about six years with a $10^{-7}$ accident rate). Attributing improvement to a specific measure becomes virtually impossible due to the thousands of changes the system would experience in such a time period. As will be seen, complex systems are particularly intractable in this respect. In road traffic where there is a considerable number of fatalities each year, improvements should be more quantifiable. However, even there it would be difficult to prove what the factors behind the improvements are.

The main delimitation is that the focus is on safety in the classic sense, i.e. malicious acts are outside the scope. This means that the risk management framework is developed for safety risks, not for security risks. The dynamics change significantly when somebody is actively trying to breach the barriers and to maximize losses. Despite this delimitation, security is kept in mind as an important constraint and priority which needs to be considered when interventions are designed, especially that safety and security concerns are often in conflict: e.g. securitywise, cockpit doors should be unbreakable while safetywise they should be easy to open in case of evacuation or incapacitation of a pilot.
Chapter 2 – Current perspective to the concept of risk

The objective of this chapter is to gradually develop the different aspects of the modern understanding of risk, so that the new proposed risk management framework (NRMF) is based on this solid foundation.

For the past decades, the most common way to understand risk has been to consider it as a combination of probabilities and consequences. For example, the nuclear industry which developed detailed methodologies for system safety analyses, adopted a quantitative definition of risk, where each scenario $s_i$ is linked with the corresponding probability $p_i$ and associated consequences $c_i$ (Hafver et al. 2015, Jore & Egeli 2015). Such an approach to risk can be associated with the so-called classical positivist view on risk. The positivist view sees risks as something that exists objectively and the analysis as a tool to estimate the objective risk. In the positivist worldview, risk consists of physical facts that can be explained, predicted and controlled. The obtained values for risk are then considered objectively true and free of value judgments (Jore & Egeli 2015). The practical methods used are based on probabilities and expected values.

Anyone having worked in industry during the last few decades and having been exposed to safety work or risk management can confirm the dominance of this very simple view of risk as an expected value, dealing with probability and severity of consequences. Aven & Ylönen (2016) note that while the risk assessment and management fields have developed considerably in recent years, the current industry practice in terms of risk assessments has not changed very much from the times when the tools were developed in the 70s and 80s. This can be verified by reviewing some of the guidance documents and method reviews related to risk management within different industries. Examples can be found in ICAO (2013, p. 5-20), SMICG (2013), FAA (2014, p. 34), Khan et al. (2015, p. 123), IMO (2006, p.2), Montewka et al. (2014, p. 79), RSSB (2009, p. 12).

A more recent view on risk is the so-called constructivist perspective. This view is based on the finding that the probability-based perspective on risk is too narrow and it does not adequately address the uncertainty related to different possible consequences. According to this view, probability is only one way to describe uncertainty and the concept of risk must take into account other important aspects such as the knowledge dimension, the unforeseen and potential surprises (Aven 2013, Aven & Krohn 2014, Jore & Egeli 2015). It is argued that risks expressed as expected values do not reflect the knowledge in which they are based. The so-called strength-of-knowledge (SoK) dimension becomes a key aspect of risk (Aven & Krohn 2014). For example, consider two scenarios which have the same potential negative consequence and the assigned (subjective) probability of this consequence is the same in both scenarios. However, it may be that in one case there is high level of certainty about the probability, whereas in the second scenario the strength of knowledge is very weak. From the classical positivist point of view the two scenarios would have the same risk. However, from the constructivist perspective the two cases would be different because of the different levels of uncertainty. Aven (2012) proposes a way to denote risk along this modern view as $(C, U)$ where $C$ denotes the future consequences of the activity and $U$ expresses that $C$ is unknown. Another symbol $A$ can be added to denote the hazards/threats: $(A, C, U)$. One can also stress the knowledge dimension by describing risk as $(C, Q, K)$ where $Q$ is a measure of uncertainty, and $K$ is the background knowledge that $C$ and $Q$ are based on (Aven & Krohn 2014). It is worth noting that the current official international definition of risk by the International Organization for Standardization (ISO) is also based on the concept of uncertainty: risk is defined as effect of uncertainty on objectives (ISO 2009).

What is common to the different views on risk is that, first of all, the focus is on the future, and secondly one tries to assess the potential negative impact of one or more scenarios. This negative impact is on something that humans value, typically harm to humans, the environment or material assets. One may
also consider effects such as loss of revenue and social disruption. The harm on humans could include death, injury, permanent disability, or illness. These could affect workers, users, members of the public, or even unborn generations (Johansen & Rausand 2014).

Abrahamsen et al. (2004) argue that risk analyses are always based on background information - even simple calculations of expected values. Difficult ethical and political deliberations involving complex value judgments cannot be achieved through a simple mathematical formula. The background information must always be reviewed with the proposed results. With the above considerations, it becomes obvious that representing risk with a simple number would be very undesirable as this would not at all reflect the associated assumptions and value judgments (Montewka et al. 2014). One compromise between a simple number and very comprehensive risk descriptions is to use a vector consisting of the outcome component and the probability component (Johansen & Rausand 2014).

Aven (2012) summarizes the discussion on risk definitions by saying that there is no agreed definition of the concept of risk. Literature includes a number of different ways of understanding the risk concept. He also highlights two important characteristics of a risk definition. First, risk should be defined in such a way that there is a distinction between risk per se and how risk is managed. Second, the risk definition should allow distinguishing between risk per se and how risk is perceived.

Montewka et al. (2014) propose a terminology where risk concept concerns “what risk means in itself” i.e. “what risk is”; a risk perspective is “a way to describe risk, analyze and make statements about risk”; and a risk metric is “the assignment of numerical value to an aspect of risk according to a certain standard or rule”.

Despite the lack of a universal agreement on the definition of risk, it is clear that the modern risk perspective, focusing on uncertainty, knowledge and surprises, is gaining ground. The Specialty Group on Foundational Issues in Risk Analysis of the SRA, consisting of nine experienced and active researchers, has published the document “Risk Analysis Foundations” (SRA 2015b). The importance of both the knowledge dimension as such and surprises is highlighted, and the concept of Strength of Knowledge is promoted as a broader way of expressing the uncertainties than the probability assignments alone. Both the SRA Glossary (2015a) and the ISO definition are in line with the modern view and there are even the first signs of industry picking up the new risk perspectives (Aven & Ylönen 2016). Aven (2013a) summarizes the so-called new risk perspective as the sum of:

- Probability-based thinking
- Knowledge dimension
- Surprises (black swans)

These three aspects are discussed in the following three sections. The fourth section introduces the concept of risk aversion as it will be a recurring topic in Part I.

1 Clarifying the concept of probability

Aven (2012) points out that many different risk definitions and interpretations are closely related to different understandings of probability. There is still substantial discussion within the scientific community around the meaning and interpretation of probability. The objectivist (or frequentist) view is that probability is primarily a physical characteristic reflected in the relative frequency within a repeatable experiment, e.g. when throwing the dice. According to the subjectivist view, probability is a personal belief and it is never possible to know probabilities for certain. Aven & Reniers (2013) bring up the fact that it is often very difficult to apply the (frequentist) concept of repeatable experiments in the real world. Can, for example, different oil drilling platforms be considered “similar” in the sense that the operation on each one of them together build up the “population” and an accident probability could be interpreted as a number of times the “experiment” of safe operation fails in this population? Or, if the average accident rate on a commercial flight is one in 5 million, can all these flights be considered similar enough to interpret the accident probability for a given flight as one in 5 million?
Paradoxically, the individual oil drilling platforms or the individual flights should be similar enough to allow this interpretation, but not too similar either, because otherwise they would all either have an accident or not. As Aven notes, it is difficult to specify what should be the (fixed) framework conditions for the situations in the population and what could be varying.

The subjectivist view can be completed with an uncertainty standard, i.e. a concrete example of uncertainty given as a reference. For example, if a person assigns the probability of 0.1 for an event E, the person compares the uncertainty (or degree of belief) of E occurring, with drawing a specific ball from an urn containing 10 balls. Aven & Reniers (2013) argue that if the separation is required between uncertainty assessments per se and value judgments, there is only one universally applicable probability concept. It is the subjective probability with a reference to an uncertainty standard. They also note that the term subjective probability may sound non-scientific, and therefore it is sometimes replaced by other terms such as judgmental or knowledge-based probability. In this dissertation, probability is understood as the subjective probability, unless when specifically stated otherwise.

2 The knowledge dimension of risk

In real systems, uncertainty is a key aspect of risk assessment. According to Bjerga & Aven (2015), the uncertainty is related to potential future events and consequences and is due to limitations in knowledge. There is uncertainty both on the system model and the input parameters, either because these are not known or there is no shared view on these between the stakeholders. The real-life system cannot be characterized exactly because the knowledge of the underlying phenomena is incomplete (Aven & Zio 2011). According to Paté-Cornell (2002), uncertainties can be divided into two categories: epistemic and aleatory. The former result from the lack of fundamental knowledge while the latter reflect randomness in a well-defined statistical sample.

Makridakis et al. (2009) list empirical evidence related to future uncertainty. The list contains, for example:

- The future is never exactly like the past. The extrapolation of past patterns or relationships cannot provide accurate predictions.
- Statistically sophisticated, or complex, models fit past data well but do not necessarily predict the future accurately.
- Both statistical models and human judgment have been unable to capture the full extent of future uncertainty.
- Forecasts made by experts are no more accurate than those of knowledgeable individuals.

These points cast a serious doubt on the capability to reduce uncertainty in risk assessment through system modellization.

Complex systems will be the topic of Chapter 3. In complex systems, there is yet another dimension of uncertainty: the nature of the system is such that it does not allow the full understanding of the system logic nor reliable prediction of the system behavior (Bjerga et al. 2016). There is a fundamental shift here from “unknown” to “unknowable”. Like Walker et al. (2010) state: “Most of the important policy problems currently faced by policymakers are characterized by high levels of uncertainty, which cannot be reduced by gathering more information. The uncertainties are unknowable at the present time, but will be reduced over time.”

In addition to uncertainty related to lack of knowledge and the impossibility to model intractable (complex) systems, there are also fundamental surprises, “black swans” which will be discussed in Chapter 2.3. In conclusion, people engaged in risk management will have to learn to deal with uncertainty.

Acknowledging the role of uncertainty in risk assessment entails on one hand dealing with the uncertainty during the risk assessment, and on the other hand, communicating on the uncertainties in
relation to the results obtained. As Abrahamsen et al. (2004) note, \textit{risk analyses are based on background information that must be reviewed together with the results.}

In terms of dealing with the uncertainty during risk assessment, two topics remain to be discussed. First, several ways to assess (and possibly categorize) the level of uncertainty have been proposed. The aim here is to gain an understanding on how much uncertainty the risk assessment contains and to communicate that in an understandable and comparable way together with the results of the risk assessment. Secondly, the main objective of the risk assessment still remains: there needs to be a way to obtain useful results despite the uncertainty. The following paragraphs address these two topics.

Montewka et al. (2014) refer to knowledge on model parameters as \textit{knowledge} (K) and understanding of the system behavior as \textit{understanding} (N). They adopt the symbology:

\[ \Delta \sim \{ K, N \} \]

Where \( \Delta \) represents the set of knowledge and understanding dimensions used within the risk model. They formulate risk as:

\[ R \sim \{ A, C, Q \} | \Delta \]

Where \( A \) denotes events, \( C \) consequences, \( Q \) uncertainty analysis (in line with Aven & Zio 2011) and the \(| \Delta \) shows that all elements of the risk description are conditional upon knowledge and understanding. Montewka et al. (2014) also propose a simple qualitative uncertainty assessment method. Quality of knowledge (K) is graded on a scale \textit{good-moderate-poor} and level of understanding (N) is graded on a scale \textit{high-medium-low}. Some descriptors are given for each category to guide the assessment process. A classification table is given for defining the final result (L-M-H) based on these two components. For example, low knowledge together with medium understanding would result in a medium uncertainty level. Montewka et al. combine the obtained parameter uncertainty with parameter sensitivity to derive what they call parameter \textit{importance}. The idea is, that increasing uncertainty combined with high sensitivity means that the parameter has a high uncertainty impact on the result of the risk assessment. On the other hand, high uncertainty of a parameter may not be so important if the sensitivity of the risk assessment for this parameter is very low. This presented method provides a way to present the perceived uncertainties in a systematic way and point out the most critical parameters, which may deserve further investigation.

Walker et al. (2010) present a classification of uncertainty into four levels. In summary:

- Level I uncertainty can be described adequately in statistical terms.
- Level II uncertainty implies that there are alternative trend-based futures and/or different parameterizations of the system model. Level II uncertainty is often captured in the form of a few trend-based scenarios based on alternative assumptions. The scenarios are then ranked accordingly to their likelihood.
- Level III uncertainty represents deep uncertainty about the mechanisms and functional relationships being studied. There is little scientific basis for placing believable probabilities on scenarios. Level III uncertainty is often captured in the form of a wide range of plausible scenarios.
- Level IV uncertainty implies the deepest level of recognized uncertainty. In this case we only know that we do not know.

Broadly speaking, levels I and II correspond with what Makridakis et al. (2009) call “Subway uncertainty”, and levels III and IV correspond with “Coconut uncertainty” (Walker et al. 2010). The word picture of subway uncertainty relates with statistical variance in the time a given someone arrives to work using the subway. The word picture of coconut uncertainty refers to the very rare but possible occasion where a coconut drops on a tourist’s head causing a fatality. Aven (2013b) notes that at levels I and II, uncertainties can be represented by probabilities, and at levels III and IV this is not possible.
Paté-Cornell (2002) argues that the use of expert judgment is simply unavoidable. One can try to increase the strength of knowledge to the practical maximum by collecting as much of the relevant information as feasible. For the rest, all assumptions have to be described clearly and results can be compared only to the extent that they have been computed on comparable bases (e.g. if different scenarios have been risk assessed with different levels of conservatism in the assumptions, the related results are not comparable).

Walker et al. (2010) refer to deep uncertainty as “the condition in which analysts do not know or the parties to a decision cannot agree upon:

- the appropriate models to describe interactions among a system’s variables
- the probability distributions to represent uncertainty about key parameters in the models
- and/or how to value the desirability of alternative outcomes.”

Cox (2012) characterizes deep uncertainty in the following way:

- Well-validated trustworthy risk models giving the probabilities of future consequences for alternative present decisions are not available,
- The relevance of past data for predicting future outcomes is in doubt,
- Experts disagree about the probable consequences of alternative policies - or, worse, reach an unwarranted consensus that replaces acknowledgment of uncertainties and information gaps with groupthink, and
- Policymakers (and probably various political constituencies) are divided about what actions to take to reduce risks and increase benefits.

Aven (2013b) builds on the uncertainty taxonomy presented by Walker et al. (2010) and presents an alternative uncertainty classification taxonomy where the strength of knowledge is linked with the possible occurrence of black swan events. He distinguishes between three levels of uncertainties: low moderate and deep. He argues that:

- low uncertainties are associated with strong knowledge and no black swans;
- moderate uncertainties are associated with some dominating explanations and beliefs and the possibility that a black swan may occur;
- deep uncertainties are associated with poor knowledge and no black swans: it is argued that it is not meaningful to refer to black swans when the knowledge is poor.

Aven (2013a) argues that when dealing with uncertainty related to risk assessment, the strength of knowledge concept reflects more precisely the right ideas than the uncertainty concept itself. He proposes two methods for grading the strength of knowledge. The first one, based on Flage & Aven (2009), uses a weak-medium-strong scale for SoK. The knowledge is considered weak if one or more of these conditions are true:

a) The assumptions made represent strong simplifications
b) Data are not available or are unreliable
c) There is lack of agreement/consensus among experts
d) The phenomena involved are not well understood; models are nonexistent or known/believed to give poor predictions.

If all of the following conditions are met, the knowledge is considered strong:

- The assumptions made are seen as very reasonable
- Much reliable data are available
- There is broad agreement/consensus among experts
- The phenomena involved are well understood; the models used are known to give predictions with the required accuracy.

Cases in between are classified as having medium strength of knowledge.

The second method for assessing the strength of knowledge in Aven (2013a) starts by the identification of all the main assumptions behind the risk assessment. These assumptions are converted to a set of
uncertainty factors. This is followed by an analysis on the impact of deviations related to these uncertainty factors, in order to determine the criticality or importance of each assumption. This measure is called assumption deviation risk. It reflects the deviation from the assumption and the associated consequences, measure of uncertainty of this deviation, and the knowledge that these are based on. The idea is, that a high overall uncertainty value will have a direct impact on the result of the risk assessment – either by upgrading the risk level or by encouraging risk reduction measures even in cases where the pure cost-benefit/cost-effectiveness analyses would not justify them.

The preceding paragraphs illustrate both the key role of uncertainty in risk assessment and the struggle to quantify it one way or another. This becomes necessary as the strength of knowledge now becomes one of the key parameters in risk assessment.

There is an interesting parallel between integrating the knowledge dimension in risk analysis and the so-called NUSAP system. NUSAP is a notational system for the management and communication of uncertainty in science for policy, first introduced by Funtowicz & Ravetz (1990). The letters in NUSAP stand for (Sluijs et al 2005):

- Numeral: the number expressing the magnitude.
- Unit: the unit that goes with the numeral.
- Spread: expresses the variation in the result, this could be based on statistical data analysis, sensitivity analysis, Monte Carlo analysis, possibly in combination with expert elicitation.
- Assessment: qualitative judgments about the information.
- Pedigree: evaluative account of the production process of information, using qualitative expert judgment and a pedigree matrix.

The aim of NUSAP is to capture both quantitative and qualitative aspects of uncertainty and communicate them in a standardized way. In this respect, spread, assessment and pedigree are similar to the Strength of Knowledge dimension in risk assessment, adding the knowledge dimension beyond the simple numeral value. For a discussion on the exploration of similarities and synergies between NUSAP and uncertainty-based risk assessment, see Berner & Flage (2016).

3 The need to address black swans

Although the concept of black Swan has existed for a long time, Nassim Nicholas Taleb introduced the concept in its current – risk management related - meaning in his book “the black swan”, first published in 2007. He described a black swan event as something which:

- is very surprising, an outlier, outside the realm of regular expectations because nothing in the past would point to its possibility.
- has an extreme impact
- is typically rationalized and explained after the fact as something which was predictable (Aven 2015).

Aven (2013d) takes on the challenge of putting Taleb’s black swan concept into a scientific frame. He summarizes the meaning of the black swan as a surprising extreme event relative to the present knowledge/beliefs. Later Aven & Krohn (2014) and Aven (2015) present a more refined definition where three different types of black swan events are identified:

a) events that were completely unknown to the scientific environment (unknown unknowns)
b) events not on the list of known events from the perspective of those who carried out the risk analysis, but known to others (unknown knowns)
c) events on the list of known events in the risk analysis but judged to have negligible probability of occurrence, and thus not believed to occur.

The following list from the 2010 edition of his book, further illustrates Taleb’s views about black swans:

- Black swan logic makes what you don’t know more relevant than what you know (p. xxiii).
The Gaussian bell curve cannot handle large deviations and therefore ignores them, yet makes us confident that we have tamed uncertainty (p. xxix).

Humans have a pathology of thinking that the world in which we live is more understandable, more explainable, and therefore more predictable than it actually is (p. 9).

*Epistemic arrogance* has a double effect: we overestimate what we know, and underestimate uncertainty (p. 140).

The terms *mediocristan* and *extremistan*, coined by Taleb, where the former refers to linear, scalable phenomena – and the latter, to a very non-linear system, where a single observation can disproportionately impact the aggregate, or the total (p. 32-33).

Black swans can be positive or negative, even if the latter are the ones which are more often discussed within the risk management context (p. 207).

Professions which deal with the future and base their studies on the nonrepeatable past have an expert problem: experts need a static “tunnel”, and dynamic environments are too prone to black swans to have real experts (p. 147).

Predictions may be good at predicting the ordinary, but not the irregular, and this is where they ultimately fail (p. 149).

Trying to predict specific black swans may make you more vulnerable to the ones you did not predict (p. 208).

The concept of a grey swan which is a modellable extreme event while a black swan is a true unknown unknown (p. 272).

In real life, we do not observe probability distributions. We just observe the events. Given a set of observations, plenty of statistical distributions can correspond to the exact same realizations (p. 353).

There is no reliable way to compute small probabilities (p. 355).

The main problem with black swans is that classic risk management approaches could systematically ignore them due to their low probabilities. Aven (2013a) considers black swans as one of the basic features of new risk perspectives. Aven (2013d) argues that Taleb has a point when stressing the need for seeing beyond the standard probabilistic analysis when addressing risk, and that Taleb’s book represent in this respect an important contribution despite lacking a proper scientific framing.

Makridakis & Taleb (2009) argue that there is always the chance of highly unlikely or totally unexpected occurrences materializing, and these can play a large role. Furthermore, except in artificial setups such as games, probability is not observable, and it is quite uncertain which probabilistic model to use. They also stress the difference between the *accuracy* of predictions and the *uncertainty* surrounding them - black swans introducing huge forecasting errors through the latter.

For Makridakis et al. (2009), black swans are a specific case of *coconut uncertainty*. They argue that psychologically, people are aware that rare events can occur and may even be able to imagine some examples, but they are unable to go far enough to consider their impact and consequences. They also make the important point that even though every particular black swan event is highly unlikely, this does not mean that the *class* of rare events that one typically fails to consider is negligible.

Feduzi & Runde (2014) define a black swan as “an unknown unknown that has gone on to occur”, i.e. an event that the person who goes on to be surprised by it did not even imagine as a possibility prior to its occurrence. They ask the question, what is it about the world that gives rise to black swans, and propose two main sources: emergence and *epistemic constraints*. The former refers to emergent phenomena which cannot be reduced to a fixed set of prior causes and therefore foreseen even in principle (emergence is a key aspect of complex systems). The latter refers to the fact that the existence of surprises only requires limits on what the decision-maker can imagine: this is about the ability to collect and process evidence. Based on the distinction between these two possible sources, Feduzi & Runde propose that there are two different types of unknown unknowns:
• **Knowable unknowns**: these are related to epistemic constraints and therefore could at some point become known unknowns.

• **Unknowable unknowns**: these are related to emergent phenomena and cannot be transformed into known unknowns through more information.

Flage & Aven (2015) use the same (un)known-(un)known classification to clarify the difference between black swans and so-called emerging risks, defining the latter as known unknowns. Emerging risks are thus related to an activity where the background knowledge is weak but suggests that a new type of event could occur in the future and potentially have severe consequences to something humans value. They also highlight that knowledge becomes the key concept behind both black swans and emerging risks. And because knowledge can develop over time, time dynamics need to be considered in the context of these two concepts. Paté-Cornell (2012) makes a further distinction between black swans and perfect storms. Like black swans, perfect storms are extremely unlikely and can have a major impact. However, perfect storms involve mostly aleatory uncertainties (randomness) in conjunctions of rare but known events: unexpected combinations.

Higgins (2015) discusses black swans in the context of property asset management and notes that black swan events appear to be often overlooked by global organizations in their risk modeling frameworks when making major corporate property decisions. He also argues that such events are difficult if not impossible to model: “It is even hard to imagine what kinds of events might fit into this category.”

Sornette & Ouillon (2012) point out that many phenomena in the physical, natural, economic and social sciences are associated with power law statistics (with “fat tails”), and that this is also the domain of the black swans. For them, the black swan concept is pessimistic and “even dangerous as it promotes an attitude of irresponsibility”, as these extreme events are considered unpredictable. They present another concept, the dragon kings. Dragon kings are defined as events which do not belong to the same population as the other events, in a specific quantitative and mechanistic sense. It is argued that dragon kings appear as a result of amplifying mechanisms that are not necessary fully active for the rest of the population. The key difference between black swans and dragon kings is that the latter could be at least partially predictable.

What are the main implications of black swans for risk assessment and risk management? Aven & Krohn (2014) argue that a broader concept of risk is needed to make risk management meaningful in a black swan world. Aven (2013d) considers essential to establish risk-uncertainty frameworks that are so broad that they also capture black swan events. Therefore, the knowledge dimension needs to be highlighted much more than what is typically seen currently in risk assessment applications. In this context, Aven also stresses the need to carry out a managerial review on top of the formal risk analysis, so that proper weight can be given to uncertainties and other concerns not captured by the formal assessment.

Aven (2015) discusses several approaches for managing black swans. First, two generic approaches are proposed: adaptive risk analysis and robust analysis. The former is about managing risks in constant interaction with the system, and using observations continually to adapt the risk management interventions. The latter is about building resilience into the system. Following the a)-b)-c) split of black swan events, Aven discusses specific considerations for the three types. For type a), focus on resilience and generating increased knowledge about the relevant phenomena is proposed. For type b), the issue is the limited knowledge of the analysts. Therefore, improved risk assessment and improved communication to relevant persons is proposed, so that both the analysis itself and the users of its results would be better informed. For type c), it is argued that it is appropriate to scrutinize both the judgments about acceptable risk and negligible probability, and the background knowledge that supports these judgments. In doing so, it should be acknowledged that:

- risk acceptability should not be based on probability alone
- even events with very low assigned probabilities may occur
- cautionary and precautionary principles should be applied.
The first bullet is a fundamentally important consideration as it forces black swan events outside the classic risk management approach. Paté-Cornell (2012) agrees by arguing that black swan-type of risks need to be explicitly treated through risk analysis. They should not be ignored by saying that they are too unlikely to be accounted for. However, she points out that it is challenging to represent accurately, in the risk results, the existing information about epistemic uncertainties, especially when there are disagreements among experts. Concerning the third bullet, the cautionary principle states that in the face of uncertainty caution should be the ruling principle, and the precautionary principle may be considered a special case of the cautionary principle, applying to scientific uncertainties (Aven 2015).

Aven (2015) points out that the classic approach of using probability limits for acceptability of risks is not in general justified as it ignores the degree of knowledge that supports the probability assignments. This is another fundamental point, because as a consequence, risks cannot simply be placed in a probability-severity-space where risk acceptability could be a simple line. Judgment of acceptability of risks needs to become something more refined and multidimensional. Uncertainty analysis can also be a supporting factor, as discussed in Chapter 2.2.

4 Accommodating different risk aversion policies

Sometimes one factor which influences the tolerability of a risk is whether the potential loss is a one-time big loss or several smaller losses paced in time. This leads to the topic of risk aversion. The foundation of risk aversion is in loss aversion which Rabin & Thaler (2001) describe as the tendency to feel the pain of a loss more acutely than the pleasure of an equal sized gain. Loss aversion is part of the prospect theory by Kahneman & Tversky (1979), modeling decision-makers who react to changes in wealth, and are roughly twice as sensitive to perceived losses than to gains. To quote Kahneman & Tversky: “the aggravation that one experiences in losing a sum of money appears to be greater than the pleasure associated with gaining the same amount.” Kahneman & Tversky (1979) argue that even if their prospect theory concerned mainly monetary outcomes, the theory should be readily applicable to choices involving other attributes, for example quality-of-life or the number of lives that could be lost or saved related to a policy decision.

Aven (2011a) is critical of the definition for risk aversion offered by the International Organization for Standardization: “attitude to turn away from risk” (ISO 2009). He argues the meaning of the definition and in particular the expression “to turn away from” is not clear. Aven points out that there is already a common definition for risk aversion used in risk analysis and in economic and business applications: risk aversion means that a decision-maker’s certainty equivalent is less than the expected value. Here the certainty equivalent refers to the amount of payoff that needs to be obtained in order to be indifferent between that payoff and the actual gamble.

More specifically, in risk management the risk aversion concept is reflected in the question on whether experiencing multiple fatalities in a single event is more serious than if the same number of fatalities are distributed over several events (Johansen & Rausand 2014). Decisions need to be made about what kind of policy in relation to risk aversion is adopted. If a neutral policy is adopted, a single high-fatality accident is not considered more important than several smaller accidents causing the same total number of fatalities.

Rheinberger (2010) reports the popular tendency to give additional weight to large consequences and argues that this practice is based on the assumption that the costs of large accidents to the society are never fully reflected by the expected direct losses – therefore risk aversion acts as a measure of precaution. However, he challenges this practice, arguing that risk-averse behavior may be neither appropriate for managing multiple fatality accidents, nor necessarily of benefit to the public. His own results show that neither experts nor lay people display risk-averse preferences in comparative assessments of mortality risks. Indeed, in his experiments, sometimes more frequent accidents involving
one or two fatalities were judged to be far less acceptable than less frequent accidents involving 4 to 6 fatalities.

The main reason for discussing risk aversion here is that choosing a specific risk aversion policy has implications on risk management. For example, if the priority is on avoiding large consequences, then there needs to be a mechanism which gives more weight to these threats/scenarios/events. If the policy may vary, then the method needs to be able to accommodate various risk aversion policies.

From another perspective, being risk-averse can be paired with the corresponding opposite concept of being risk seeking. These are both different risk attitudes and another way to express this is to talk about high or low risk appetite - even if the latter term is less properly defined (Aven 2013c). A high risk appetite can be interpreted as a willingness to take big risks in pursuit of values. All these concepts have strong links to different human biases and tendencies in terms of understanding and assessing different risks and opportunities.

5 Synthesis and conclusions

For a long time, risk has been understood as a product of probability and severity. This view of risk still dominates a large part of practical applications within industries. However, a new modern view is in the process of replacing the classic understanding of risk. The new risk perspectives emphasize uncertainty and the knowledge dimension – and complement the probability-based approaches by integrating the strength of knowledge and the potential surprises into the risk assessment. This modern view of risk together with the new risk perspectives are adopted in this dissertation. In line with that, probability is understood as a subjective probability, with a reference to an uncertainty standard.

Uncertainty was discussed in length above, and it was noted that uncertainty analysis can be used to assess the level of uncertainty in any particular situation. Classifications for uncertainty levels exist. In the context of risk assessment, it was argued that the strength of knowledge concept reflects more precisely the right ideas than the uncertainty concept itself. The important lessons within the new approach to risk assessment/management are that there needs to be a strong focus on knowledge building in order to minimize the uncertainty in risk assessment; reliance on expert judgment is necessary; all assumptions need to be described clearly; strength of knowledge needs to be assessed; results will be comparable only to the extent that they have been computed on comparable bases; strength of knowledge becomes a real dimension of risk and will have an impact on the result of the risk assessment; surprises need to be addressed as a part of the risk assessment/management process. Specifying how the uncertainty level will be integrated with the results of the risk assessment is an important question in its own right.

Already due to these new requirements, it becomes clear that the result of the risk assessment cannot be a simple number. A related point is the statement by Aven (2015) that the use of probability limits for acceptability of risks is not in general justified. Aven (2013d) also argues that risk assessment as such is often not enough for decision-making: what he calls a managerial review is also needed in order to take into account all the different relevant aspects. All this together means that presenting the results of risk assessment and taking decisions based on the results, becomes something more complicated and multidimensional than just comparing two numbers. Yet another reason for avoiding simple numbers to describe risk levels is the question related to risk aversion: how could a number reflect the chosen risk aversion policy? For example, high severity events might have to be prioritized over several lower-severity events. It is argued that there is value in trying to present the results in such a way that the risk aversion policy is left open and can be adjusted according to various needs – especially that as shown above, there is no universal agreement on what the risk aversion policy should be.

Surprises are a key part of the new risk perspective and are mainly represented through the concept of black swan. It was noted that even though every particular black swan event may be highly unlikely, it is not very unlikely that one of the potential black swans materializes. There are slight variations in how
a black swan is defined: Taleb includes unknown unknowns and unknown knowns whereas Aven opens the definition to include risks that were on the radar but were dismissed due to their very low probability. Feduzi & Runde (2014) define unknown unknowns as subjective to the decision-maker, which means that unknown knowns are included as knowable unknowns. In this dissertation, the a)-b)-c) list of Aven (2015) is used as the main reference. For the practical purposes related to the methodology presented in Part II, these slight differences do not pose any problems. Low probability - high impact risks would sit together in a specific area of the risk picture, including all the types that Aven lists. Strictly speaking, it could be argued that only the unknown unknowns and unknown knowns would be considered true black swans. The latter are related to the local lack of knowledge and could also be called knowable unknowns. Aven (2013b) also suggests that in the presence of strong knowledge, there should be no black swans. It could be argued, that this is really a question of what is meant by strong knowledge: in a complex environment it is difficult to imagine that knowledge would be so vast as to completely rule out the possibility of black swans. In fact, it could even be argued that a perception of strong knowledge with a few gaps could be a recipe for major surprises - this is also what Taleb suggests through his point on epistemic arrogance.

Perfect storms and dragon kings were also mentioned. Due to their nature, they are defined in the context of systems where modeling is at least somewhat possible, e.g. in the context of physical phenomena governed by deterministic laws of nature, or at least within the reach of some statistical methods. Therefore, it is argued that the black swan concept is particularly appropriate in the context of complex systems where the phenomena emerge within a system of sociotechnical systems, and typically escape any available statistical methods. It is clear, that the proposed risk management framework will have to be able to maintain awareness of potential black swans, irrespective of their perceived probabilities. This may be a challenging requirement because as mentioned above, classic risk management approaches could dismiss potential black swan events due to their extremely low probabilities.

Identifying and endorsing all the key aspects of the modern risk perspective does not mean that every real-life risk assessment can be carried out respecting all the new requirements exhaustively. Real life is characterized by constraints, e.g. on resources, and this means that intelligent compromises may have to be applied to define methods and processes which are acceptable both from the scientific and pragmatic points of view.

The uncertainty in risk assessment links strongly with the topic of the next chapter: complexity. It is easy to argue that the (frequentist) notion of repeatable similar experiments is very far from the reality of a complex transport operation which is under constant evolution in many different dimensions. Complexity also means that many of the unknowns are unknowable unknowns. Deep uncertainties mushroom. This situation means that even experts cannot advise on many key questions.

**Chapter 3 – Risk Management in a Complex Adaptive System**

This chapter lays the foundations for treating the transport system as a Complex Adaptive System. Complexity has two main implications on risk management. First, for risk assessment, complex systems are particularly difficult because uncertainties and the potential for surprises increase. Secondly, for risk treatment, if one wants to achieve positive change in a complex system, the ways to intervene must be adapted to the complexity.

The chapter develops the modern framework on complex adaptive systems step-by-step, starting with an overview of the Cartesian reductionism in Chapter 3.1 and then developing the properties of complex systems in Chapter 3.2, and specifics of complex human systems in Chapter 3.3. The contribution of
systems thinking to understanding complex systems is discussed in Chapter 3.4 and finally Chapter 3.5 draws the conclusions in terms of what could be the best strategies for dealing with complex systems.

Russell Ackoff, an honored contributor to the development of systems thinking, defined a system in the following way:

“A system is a set of interrelated elements. Thus a system is an entity which is composed of at least two elements and a relation that holds between each of its elements and at least one other element in the set. Each of a system’s elements is connected to every other element, directly or indirectly. Furthermore, no subset of elements is unrelated to any other subset” (Ackoff 1971).

Furthermore, he defined:

- The environment of the system as a set of elements and their relevant properties, which elements are not part of the system but a change in any of which can produce a change in the state of the system.
- A closed system as one that has no environment. An open system is one that does.
- A purposeful system as one which can produce the same outcome in different ways in the same (internal or external) state and can produce different outcomes in the same and different states. Thus a purposeful system is one which can change its goals under constant conditions; it selects ends as well as means and thus displays will.
- An organization is a purposeful system that contains at least two purposeful elements which have a common purpose relative to which the system has a functional division of labor; its functionally distinct subsets can respond to each other’s behavior through observation or communication; and at least one subset has a system control-function.

Another renowned researcher in the field of systems thinking, Donella H. Meadows, gives the following definition:

“A system is an interconnected set of elements that is coherently organized in a way that achieves something” (Meadows 2008).

She points out that a system must consist of three kinds of things: elements, interconnections, and a function or purpose, where the purpose is not necessarily spoken, written, or expressed explicitly: “purposes are deduced from behavior, not from rhetoric or stated goals”. Furthermore:

“System purposes need not be human purposes and are not necessarily those intended by any single actor within the system. In fact, one of the most frustrating aspects of systems is that the purposes of sub-units may add up to an overall behavior that no one wants” (Meadows 2008).

The elements of the transport system would typically include cars, private people, aircraft, professional pilots, roads, agencies, computer systems, passengers, trains, trucks, taxi drivers, truck drivers, ships, crewmembers with their dedicated roles, politicians dealing with transport matters, and so on. The interconnections would include all the communications between individuals and organizations, the laws and regulations governing the activity, operating procedures, policies, marketing, and even laws of physics acting on vehicles, ships and aircraft, and so on.

Scientific disciplines such as system dynamics, systems thinking and operations research have greatly enhanced the understanding and improvement of systems (Forrester 1994). They have focused on systems as such and shown that systems have properties which are only apparent and meaningful at the level of the whole and cannot be induced from the parts.

The understanding of systems and especially complex systems has greatly increased in recent times. Just as the new risk perspectives are becoming better known, new thinking on complex systems has challenged the very strong tradition of Cartesian-Newtonian thinking.
1 From Cartesian reductionism to complexity

The heart of the Cartesian-Newtonian understanding of a system is that any system can be reduced to its parts and all system properties are fully defined by the parts. Such a reductionist methodology is strictly analytical: everything about the whole, including how it functions, can be learned and explained by finding the parts (Gilbert & Sarkar 2000).

Reductionism can be associated with the so-called machine metaphor: a machine can indeed be reduced to its parts without losing its machine-like character (Mikulecky 2001). If the components under study didn’t explain the behavior of the machine, the reductionist approach would be to split the components further into even smaller parts, and continue this way until the whole can be understood (Dekker 2011, p. 57).

As the names Newton and Descartes (behind the term Cartesian) indicate, reductionism and the whole world view that goes with it has its origins in the scientific revolution. Indeed, impressive progress was made in science during that time, and since that time, using the reductionist approach. This success in explaining natural phenomena hinted that nature as well was a machine and could be explained by observing its parts. There was an idea that if science was applied correctly it would lead to absolute certainty (Dekker 2011, p. 56).

According to Dekker et al. (2011), the Cartesian-Newtonian thinking also includes the following ideas:
- Everything that happens has a definitive and identifiable cause, and a definite effect.
- There is symmetry between cause and effect: a significant effect can only be produced by a significant cause.
- Knowing the current state of the system in detail and the laws governing it, makes it possible to predict its future state with absolute certainty.
- The previous point also means that people within the system should be aware what the future brings, i.e. if something negative happens, someone must have seen it coming.
- On the other hand, one can also reconstruct the past state of the system based on its current state.
- In other words, time is reversible.

These points draw a picture of a universe which is predictable (Gershenson 2013). Mikulecky (2001) argues that the so-called hard science and its scientific method are associated with the description of Cartesian reductionism and the machine metaphor. He argues that the machine metaphor set the tone for modern science and has lasted since that time. Gershenson (2013) agrees and writes that this classical scientific worldview still dominates science and philosophy. He refers to textbook exercises where systems are usually closed, ideal conditions are assumed, and elements are “well behaved”.

Why is the effort made here to discuss reductionism in the context of complexity? The world-view based on reductionism is much more intuitive than complexity thinking, and it is very much present in today’s thinking. As such, it presents a major hurdle for embracing complexity and adopting the associated methods.

There are several examples where people point out the existence of reductionism in today’s world. Beckerman (2000) argues that “systems engineering, as it is practiced today, is almost exclusively reductionist”. She points out that the consequences of the reductionist approach go through the entire development lifecycle and gives examples on system architecture and system specifications. She writes: “the sum of the behavior of the individual components is assumed to provide the system properties. An assumption or approximation of linearity replaces nonlinearities. Interactions between components are assumed to be few, weak, and linear”.

Dekker et al. (2011) discusses the application of cartesian linear thinking in investigation of failures in complex systems. He gives examples of single factor, judgmental explanations for complex system
failures made in aviation, medicine, military operations and road traffic. According to Dekker, the explanations of such accidents often use language such as \textit{chain of events} and \textit{human error} and questions such as “what was the cause”. One of the consequences of the Newtonian approach is that there can be \textit{only one true story} of what happened (Dekker 2011, p. 83). Dekker also points out that the very idea of a \textit{root cause} is Newtonian. It should be obvious that if problems in the complex world are approached with a simplistic Newtonian view, the results will not be good. Risks in a complex system should be treated based on an understanding of complexity.

Both space shuttle accidents can serve as examples (CAIB 2003, Reason 1990). The Newtonian approach can easily determine the technical causes of the accidents (the O-rings for Challenger and the detaching insulation foam for Columbia) but the real interesting questions emerge when one recognizes that both technical conditions had been identified \textit{years} before the accidents, documented and treated in line with NASA’s processes. It is obvious that NASA did not lack technical expertise. The problems had been detected repeatedly and their high-risk nature recognized. Locally, each decision, taken one at a time, seemed correct. The accidents were not preceded by a “smoking gun” or a perceived dangerous “component” but by “business as usual”. Because of all this, from a Newtonian perspective, these accidents should not have occurred. But they did. The CAIB report tells a long story involving NASA’s budgets, history, program culture, politics, compromises, changing priorities of the democratic process and an intense pressure on the program to stay on schedule. NASA was (and is) part of an open system, involving for example the Congress and the White House. It is not possible to understand the pressures experienced inside NASA without looking “up and out” (synthesis) from NASA, rather than only focusing “down and in” (analysis), to use Dekker’s (2011, p. 130) terminology. The shuttle itself was already a compromise which never met its original requirements for reliability, cost, ease of turnaround, maintainability or safety. Political, budgetary and policy decisions from above impacted the program’s structure, culture and safety systems and resulted in flawed decision-making related to both accidents (CAIB 2003, p. 195). Both accidents featured “normalization” of the detected anomalies, so flying with the flaws became routine and acceptable. It was pointed out that NASA did not have a truly independent safety program and did not demonstrate the characteristics of a learning organization. It is noteworthy that NASA had been unable to change even after the Challenger accident.

Ruhl (1996) discusses the relationship of complexity with the law and points out that:” reductionist approaches to legal administration have produced a system that, in the lexicon of nonlinear dynamical systems theory, is sitting predominantly on the non-adaptive, static regulations attractor in a futile effort to increase the predictability of the law-and-society system. This has been accomplished at the expense of freedoms and rights, which are more adaptive in nature than are regulations”. In other words, reductionist approaches also produce rigid, inflexible regulations which do not evolve quickly enough when the system itself evolves. Regulation is also an essential part of safe transport systems like aviation. Therefore, the lesson of adaptability is very relevant, and this necessitates adopting the complex world view.

As Gershenson (2013) points out, recent advancements in science have made a reductionist worldview obsolete. Why is this old world-view still so popular? Dekker et al. (2011) point out that such thinking has long been equated with science and rationality in the West and states: “the mechanistic paradigm is compelling in its simplicity, coherence and apparent completeness and largely consistent with intuition and common sense”. The Cartesian-Newtonian assumptions remain largely transparent and unchallenged in safety work precisely because they are so self-evident and common-sensical (Dekker 2011, p. 84). Inayatullah (2002) argues that there are clear market demands for reductionism. According to him, students, governments and business organizations tend to desire a \textit{single future} giving them a clear answer. Adopting an understanding of complexity would require accepting that there are many factors explaining change and that there will always be some unknown factors. There are thus psychological barriers to letting go of the ordered, Newtonian world-view.

Mikulecky (2001) points out that most of modern science and technology is the result of the success of the Newtonian paradigm, and therefore it cannot be ignored. He argues that the complexity perspective
is the result of the failure of the Newtonian paradigm to be generic. The worldview of simple mechanisms, for him, is a fictitious world created by the hard version of science as a formal system that hopes to model the real world. Real-world complexity does not fit in the reductionist worldview. In complex systems, there are system effects which cannot be derived from the parts (Urry 2010). In a complex system, interactions between the components are fundamentally important. Properties that are not those of any of the parts, but which arise through the interactions are called emergent properties (Gilbert & Sarkar 2000).

Safety culture is a good example of an emergent property. A specific kind of safety culture cannot be implemented by force or by bringing in certain components which would somehow create the desired culture in any given organization.

Before discussing the properties of complex systems in detail in the following section, it is important to make the difference between systems which are only complicated compared to truly complex systems. A complicated system is not easy to understand because it is not simple. Typically, a complicated system consists of a huge number of parts, an example could be a modern passenger aircraft. Due to the amount of information and detail, such a system cannot practically be understood completely by a single person. However, a complicated system is understandable and describable in principle, and it can be taken apart and put together again (Dekker et al. 2011). In other words, each part has its function and the behavior of each part is fully predictable, and so is the behavior of the whole system. A complicated system is in line with the machine metaphor and reductionism works perfectly. In contrast, as Mikulecky (2001) states, complexity is the property of a system that is manifest in the inability of any one formalism being adequate to capture all its properties.

2 Properties of complex systems

There are many overlapping descriptions of complex systems. Here, the numbered list of 10 characteristics of complex systems from Cilliers (1998) can be used as a good first overall definition of a complex system:

(i) Complex systems consist of a large number of elements.

(ii) Having a lot of elements is a necessary but not sufficient condition for having a complex system. The elements have to interact dynamically.

(iii) The interaction is fairly rich, i.e. any element in the system influences, and is influenced by, quite a few other ones. Not all the elements in the system, however, need to possess interactions with a large number of other elements - this can vary from one element to another.

(iv) A lot of the interactions are nonlinear. This means, that small inputs in one part of the system can have large results in other parts of the system and vice versa.

(v) Each element is mainly dealing with its immediate neighbors in its local context. However, due to the large number of interactions between elements, influences can propagate easily from one part of the system to other parts of the system. Thanks to the previous point, it is clear that influences get modulated along the way: e.g. they may be enhanced, suppressed or altered in many different ways.

(vi) A fundamental aspect of a complex system is that it has feedback loops. Any effect can feedback onto itself through one of several feedback loops. The feedback can be positive (enhancing, stimulating) or negative (inhibiting, dampening).
(vii) Complex systems are usually open systems. This means they have live interactions with the environment and there are a multitude of influences between the system and its environment. In fact, typically the system cannot be truly extracted from its environment: any definition of the system borders is just a theoretical convention. The system borders could be defined in many ways depending on the purpose and the position of the observer. In contrast, closed systems are typically complicated, not complex.

(viii) Complex systems operate under conditions far from equilibrium. The system is highly dynamic and constantly evolving.

(ix) Complex systems have a history. Not only do they evolve through time, but their past is co-responsible for their present behavior.

(x) Each element in the system is ignorant of the behavior of the system as a whole, it responds only to information that is available to it locally.

Mikulecky (2001) examines systems in the light of Aristotle’s four types of causes: material, efficient, formal and final causes. He argues that in the context of complex systems the final cause (“why”) becomes the key factor for understanding the system:

“In the complex world, function becomes the dominant aspect of the system’s essence and the material parts are suppressed to a much less important role.”

This is in line with what Meadows stated above about the purpose of a system. To achieve its purpose, the system adapts continuously. This is the basis for the concept of a Complex Adaptive System (CAS). In most practical cases of interest, the complex adaptive system would be an organization or a system of several organizations. Reiman et al. (2015) present the following key features of complex adaptive organizations:

- **Non-linearity**: Inputs are not necessarily proportional to outputs. Systems are composed of highly responsive and interconnected feedback loops that can reinforce or attenuate inputs. All effects have several parallel contributing factors, instead of one or few causal chains as in linear systems. There are ‘spiraling, iterative cycles of cause and effect’ instead of one root cause for each effect. On the other hand, complex adaptive systems also exhibit time delays between ‘causes’ and ‘effects’, which can lead to overshoots in interventions.

- **Emergence**: As a consequence of the interactions among diverse agents, new patterns of relationships, new system level properties and structures emerge. Emergent properties forming from the interaction of the agents cannot be traced back to those individual agents. Yet these patterns have an effect on the agents. The irreducible nature of emergent properties means that the properties of the whole are distinctly different from the properties of the parts.

- **Self-organization**. Self-organization denotes the emergence of new structures, patterns and new forms of behavior in the system as a consequence of agent interaction and connections. Organizations are continually self-organizing through the processes of emergence and feedback. Thus, the phenomenon of self-organization is the collective (emergent and ever non-permanent) result of local yet non-linear interactions among agents. Complex adaptive systems can thus self-organize into even greater states of complexity.

- **Far-from-equilibrium conditions**. This is sometimes called the edge of chaos, the condition of high requisite variety and creativity. Being far from equilibrium also means that the system is in a continuous process of flux and change. Change in these systems is a natural tendency, not something initiated by an outside force. This capability also allows these systems to self-organize and adapt to changes in their environment.
- **Coevolution.** A complex adaptive system exists within its environment, but it is also part of that environment. Environmental changes require a change in the system. However, since the system is part of its environment, change in a system changes its environment, creating a process of mutual change and evolution. Further, the environment including the organization can be considered a CAS of its own, which also learns and adapts (see nested systems).

- **Nested systems.** Complex adaptive systems are sometimes called ‘systems within systems’. The nested systems increase the diversity and uncertainty inherent in the ‘parent system’.

- **History-dependence.** A CAS cannot be rewound back to its earlier form and state. Actions are thus irreversible, and the past helps to shape present behavior. Agents learn from their previous experiences and change their actions accordingly. History dependence also means that solutions can seldom be copied from one system to another: what works in one organization cannot be replicated in another organization, since they each have their own distinct histories.

The term “agent” used by Reiman et al. corresponds to “element” used by Cilliers. Reiman et al. (2015) describe a Complex Adaptive System in the following way:

“A complex adaptive system is a collection of individual agents with freedom to act in ways that are not always predictable, and whose actions are interconnected so that one agent’s actions change the context for other agents. These agents interact in a non-linear way creating system-wide patterns and higher and higher levels of complexity. The agents differ from each other and none understands the system in its entirety. This diversity is a source of invention and improvisation. As the agents are interdependent of each other, relationships among agents can be considered to be the essence of a complex adaptive system. Understanding a complex adaptive system requires understanding of patterns of relationships among agents.”

Depending on the perspective, various capabilities of complex adaptive systems can be highlighted as the fundamental defining characteristics of these systems. Perhaps the most important aspect in this respect is the phenomenon of **emergence.** Emergent properties are properties at the level of the whole which cannot be predicted on the basis of the components. It is often stated that a complex system is more than the sum of its parts (e.g. Cilliers 1998, p. 2). Urry (2005) rephrases this by stating that there are system effects that are different from their parts. Consequently, like Mikulecky (2001) states, “the essence of complexity is in the existence of something that is lost as the system is reduced to its parts”. This also means that the machine metaphor cannot be applied to a complex system. Typical examples of emergent phenomena include consciousness emerging in the brain (which consists of simple neurons) and climate in a work group (Reiman et al. 2015). Emergence, especially together with the inherent nonlinearity of complex systems, often creates unexpected effects, surprises. Urry (2005) also mentions tipping points as an additional mechanism through which unexpected structures and events may emerge.

Another fundamental characteristic of a complex adaptive system is the existence of **feedback loops** and their impact on causality. The feedback loops introduce a circular element to causality, which combines with the nonlinearity and emergence. As a consequence, there is great dependency between the elements within a complex system but cause and effect in their classic sense lose their essence (Le Coze 2005).

Cilliers (1998) argues that due to the necessity of dealing successfully with a changing environment, there are two capabilities which are indispensable for complex systems: first they must be able to store information for future use, and secondly, they must be able to adapt their structure when necessary. The first capability can be called the process of **representation** and the second the process of **self-organization.** Mikulecky (2001) states that the system has within itself a model of its environment and uses this model to influence present behavior in anticipation of future events.
The capacity to learn and anticipate also links with another characteristic of complex systems: path dependency (history-dependence in the above list). The system learns from its past experiences and this will have an impact on its behavior in the future. Like Cilliers (1998) states: “no complex system, whether biological or social, can be understood without considering its history”. He argues that the history is important not only for understanding the system, but it also has an impact on its structure. Path dependency (together with feedback loops and emergence) leads to time-irreversibility. Ordering of events through time influences significantly the non-linear ways in which they eventually turn out (Urry 2005). This also means that it is impossible to reconstruct the past, i.e. to establish the precise set of conditions that gave rise to a specific outcome (Dekker et al. 2011).

As stated in the definition of a complex adaptive system by Reiman et al. (2015), none of the agents in the system understand the system in its entirety. In other words, information and interactions in the system are local and it is impossible for anyone to understand the system fully. As stated by Dekker et al. (2011), both the knowledge of initial conditions and the knowledge of the laws governing the system are unobtainable in complex systems. Mikulecky (2001) argues that no one formalism is adequate to capture all the properties of a complex system. Indeed, the only hope in trying to understand a complex system is to try to gather as many different perspectives as possible, e.g. through multiple narratives (Dekker et al. 2011).

Thanks to all the mentioned characteristics, complex adaptive systems behave in unpredictable ways. This unpredictability is a fundamental characteristic of complex adaptive systems. It would be fallacious to think that some new method could reveal the whole complexity and enable prediction of the functioning of a complex adaptive system (Reiman et al. 2015). Any kind of analysis of a complex system will always distort the reality by cutting out parts of the system. The only reliable model of a complex system would be the system itself (Cilliers, 1998, p. 24).

3 Organizations as complex adaptive systems

Organizations are in a central role in the transport system. Operators are organizations. Agencies are organizations. Safety and risks emerge within organizations and organizations can be a promising level of treating many risks efficiently if there are ways to increase organizational resilience. Therefore, it is important to understand organizations as complex systems and organizations within a complex system.

Le Coze (2005) presents several reasons why organizations cannot be effectively analyzed through their parts in a reductionist manner, for example:

- Organizations are not closed systems. They are open and adaptive, they evolve and drift.
- Organizations don’t follow linear cause effect relationships
- They have complex interactions between their parts
- They are difficult to predict through quantitative models. The number of interactions and autonomous variables is too high.

In a similar manner, Cilliers (1998), uses his description of a complex system to illustrate how people in a country (in this case taken as economic agents) form a complex system (p. 6) and how a society is also a complex system (p. 119). Using the same criteria, it could also be shown that an airline, a national safety agency, the transport ministry, or the national transport system (consisting of these and many other agents) are all examples of complex systems. Such complex systems of humans, or simply organizations, have some specific characteristics not yet discussed in the previous section, yet significant for the topics of risk management and safety.

The way things happen in an organization is harder to observe or trace retrospectively, because the interactions between human agents are not as regular and concrete as tangible artifacts. Dekker et al. (2011) argue that decisions, for example, are influenced by the “messy” organizational life which consists of not only written protocols but also unwritten routines, implicit expectations, professional judgments and subtle oral influences. Le Coze (2005) also refers to interactions, rituals and myths of the
social structure, and beliefs of the entire organization. He also states that organizations cannot be totally described through plans and organizational charts: the real complexity cannot be captured “through arrows and boxes drawings”. When La Porte (2006) lists the conditions for effective adaptive response, besides the quite tangible point of having sufficient resources, he also mentions more intangible and invisible factors: trust among leaders, organizations and other people; as well as sufficient support from the community at the interface between the organization and its environment. He goes on to point out that these conditions can be measured technically, organizationally, and culturally. Snowden (2005a) states that “it is not infrequent to discover that an informal community, such as an officer’s mess or a football supporters club, provides a critical mechanism for learning”. These examples illustrate the difficulty of capturing all the relevant factors influencing the way an organization evolves, adapts and interacts with its environment, and the various scientific disciplines that would need to be considered in order to ensure having a sufficient number of different perspectives.

Cilliers (1998, p. 94) argues that besides cooperation there is also competition within an organization. According to him, competing for limited resources is the basic driving force behind the development of structure. Dekker & Nyce (2014) make the point that life in an organization is not always harmonious - conflict is a natural part of organizational life. This brings them to discuss the issue of power within the organizational context, and especially in relation to safety. They criticize safety science for taking a very idealistic view to power: the burden is placed on low ranking people who are expected to speak up and “talk truth to power”. Organizational failure can even be allocated to a few individuals who “didn’t speak up”. Senior management is assumed to be committed to safety more or less because that should be their role. Dekker and Nyce argue that what really counts is where the power is: distribution of scarce resources, deciding what is on the agenda and who has the power to win internal competitions. They argue that trying to go against the power structures through training does not remove the problem. Part of the power is to decide what is the official narrative when something has gone wrong - assigning cause is often a political construct and power play leads to scapegoating. Making a specific risk recognized also requires power. According to Dekker & Nyce, “power is everywhere” and using safety culture to define organizational values may have a negative effect on the diversity by silencing conflicts and contradictions, and often forcing organizations into a very narrow-minded normative view of organizational (safety) culture. Antonsen (2009) agrees that the role of power in organizations is rarely addressed in safety culture research.

The way the complex system behaves at the system-level has a lot to do with the way in which its agents interact. This again, is influenced by factors at the level of the agents. In the case of organizations, the agents are often human beings, and as such subject to all the biological, psychological, etc. characteristics and limitations of humans. The invisible nature of many of these factors and power - discussed in the two preceding paragraphs - are just examples of the many factors in play. Anderson (1999) mentions some of the factors related to agents:

- Each agent adapts to its environment. This makes agents co-evolve with one another.
- The linkages between agents may evolve over time. The strength, functional form and the pattern of interconnections may thus change.
- Agents may leave the system, new agents enter, and some agents transform. These changes make the complex adaptive system evolve.

Marion & Uhl-Bien (2001) examine complex organizations from the perspective of leadership. They argue that existing approaches to the study of leadership have been heavily grounded in the premise that leadership is interpersonal influence and have therefore focused primarily on leader attributes and emotions of the followers. They promote the view that complexity science broadens conceptualizations of leadership to include processes for managing dynamic systems and interconnectivity. Their research is reviewed here because it is seen to have value both for understanding the behavior of complex systems and for influencing them successfully. Marion & Uhl-Bien use the term complex leadership and associate it with:

- The idea that leaders cannot control the future with deliberate interventions because in complex systems the dynamics which determine future conditions are complex and unpredictable.
• Creating the conditions that enable productive, but largely unspecified, future states; as well as emergence of distributed intelligence.
• Influencing networks and creating atmospheres which catalyze the formation of aggregates and meta-aggregates and emergence of innovations and their dissemination.
• Cultivating largely undirected interactions among individuals and work groups to enable common understanding and the creation of favorable uncontrolled futures and productive surprises.
• Understanding organizational behavior in terms of global interactions rather than narrow focus on controlling local events.
• Enabling effective networks rather than trying to motivate enhanced effort or keep peace.
• Using interaction to enable individuals and work groups to work through conflicting constraints.
• Learning to manipulate the situations of complexity rather than the results.

Marion & Uhl-Bien argue that emergent structures are produced by a combination of (bottom-up) microdynamic and macrodynamic forces. When individuals interact, both coordinated and random behavior occurs. These interactions create linkages which may evolve into an aggregate (i.e. a combination of linkages) which can be considered a system in itself. For example, a family unit or a work group is an aggregate. The actors within share a sense of common identity and need to be able to resolve conflicting constraints. The latter requirement means there is a practical size limitation to an aggregate as too many conflicting constraints would paralyze the aggregate. The aggregates may create meta-aggregates which in turn may create meta-meta-aggregates and so on. Any of these can be called ensembles. The macro level is about the dynamics between the ensembles. This behavior is argued to be self-generative, bottom-up and non-linear. Persistently interacting social networks create order, innovation and fitness, but they elude control and prediction. Aggregates within a meta-aggregate are linked together through direct dependence on common resources or events. Typically, the average coupling between aggregates within a complex system is moderate: too strong coupling would impose too many conflicting constraints. Marion & Uhl-Bien argue that command and control leadership is a barrier rather than a success factor in the context of complex systems, and that this applies even to charismatic leadership. However, actively involved leadership can be a positive factor if it’s done right. Importantly, it is argued that innovation and fitness are better served by bottom-up rather than top-down coordination. At the practical level, complex leadership can consist of delegation, encouragement, resources, avoiding interfering personally, using symbols (or “tags”), encouraging people to try things, to evaluate and change their experiments. Knowledge centers within the organization should be identified and encouraged to do creative things and communicate with one another. Ideas and creative surprises can also be sought from outside, e.g. by attending conferences.

Snowden (2005b) makes a difference between ordered and un-ordered systems, complex systems being part of the latter. He argues that management science and consultancy practice are dominated by approaches based on an assumption that the system under study is ordered in nature. According to him, this has led to the application of methods based on best practice and structured top-down approaches but trying to apply such approaches to un-ordered systems “involves deploying major resources to make things worse”. He argues that unordered systems “work bottom-up not top down” and that “patterns emerge from the interaction of many agents operating on unarticulated rules with other agents and with the environment”. La Porte (2006) makes the following sharp observation:

“Literature on highly reliable organizations does not cover the way in which organizations come to possess their special characteristics, or what managers have done, not to mention what they should do, to steer their organizations in this direction.”

Taking the points both from Marion & Uhl-Bien (2001) and Snowden (2005b), the proposed answer is that such organizational properties cannot be constructed solely by direct top-down command. The next step in reasoning is the following fundamentally important statement (Reiman et al. 2015):

“Safety is an emergent property of the complex adaptive organization and as such it cannot be standardized or controlled.”
The same statement could of course have been made of any emergent property of a complex system, but in the current context of risk, this fundamental observation of safety in a complex adaptive system is highly relevant and has significant consequences. Furthermore, Reiman et al. (2015) point out that control in complex adaptive systems is always distributed rather than centralized. Consequently, management has to focus on creating preconditions and organizational potential for safety instead of trying to control or command employees. It can be seen, that Marion & Uhl-Bien (2001), Reiman et al. (2015) and Snowden (2005b) are in agreement on the role of control and management within complex adaptive systems.

Not surprisingly, emergence can also have negative implications. In the context of safety and risk, at least two phenomena are worth mentioning. The first one is called normalization of deviance. It refers to a process where small deviations from the standard practice gradually become the accepted norm (Reiman et al. 2015). The key point in this process is that the valuation of the deviance changes from unacceptable to acceptable. This also means that potential danger signals are neutralized because they have become part of normal practice. The second, closely related, phenomenon is organizational drift. Organizational drift is about local adaptations and modifications to the centrally designed standard practice. Sidney Dekker dedicated a full book Drift into Failure (2011) to the combined impact of these two emergent phenomena. Reiman et al. (2015) list several factors which can contribute to drift and its normalization:

- Tight resources, and the resulting pressure to optimize
- (Real or perceived) production pressures
- Uncertain and unruly technology (e.g. false alarms)
- Structural secrecy (danger signals remain local)
- Intolerance of dissenting opinions
- Distant information patterns (information in the system is not widely understandable)
- Loose couplings within the system make local adaptations possible

The two space shuttle accidents cited above offer good examples of normalization of deviance, as well as Naweed et al. (2015) in the context of railway operations safety.

The ultimate level of failure, at least from the safety standpoint, is the system accident, i.e. an accident which is largely caused by the interactive complexity of the system itself. In his visionary book, Normal accidents (1984), Charles Perrow argued that in complex and tightly coupled systems multiple unexpected interactions of failures are inevitable and will occasionally lead to an accident (Perrow 1984, p. 5). As such an accident is a system accident and as this behavior of the system is normal, Perrow called such accidents normal accidents. As Reiman et al. (2015) point out, adaptation is a vital feature of complex safety critical systems, but adaptation can also lead to system failure. Variance and fluctuations in the system may be the source of innovation and change, but also the source of accidents. Complexity has been called the enemy of safety. For Perrow, the two key characteristics were the interactions within the system which could be either linear or complex, and the coupling which could be either loose or tight (p. 5). Perrow (1984, pp. 85-86) characterized complexity in the following way:

- Proximity of parts or units that are not in a production sequence
- Many common mode connections between components (parts, units, or subsystems) not in a production sequence
- Unfamiliar or unintended feedback loops
- Many control parameters with potential interactions
- Indirect or inferential information sources
- Limited understanding of some processes

Perrow (1984, pp. 93-94) described tight coupling in the following way:

- Tightly coupled systems have more time-dependent processes, which cannot wait or stand by. In loosely coupled systems, delays are possible; processes can remain in a standby mode.
- The sequences in tightly coupled systems are more invariant.
In tightly coupled systems, the overall design of the process allows only one way to reach the production goal.

Tightly coupled systems have little slack. For example, quantities must be precise and resources cannot be substituted for one another.

These descriptions are probably colored by Perrow’s very industrial context. He comes to the conclusion that systems which are interactively complex and tightly coupled have an intrinsic problem: because of their complexity, they should be decentralized, however, because of the tight coupling, they should be centralized. Perrow (p. 328) also discusses risk perception using so-called thin and thick descriptions of hazards. The former is a quantitative, precise, logical and value free hazard description. The latter takes a larger perspective and includes subjective dimensions and cultural values, typically being skeptic about human made systems and institutions and the ambiguous nature of experience. Interestingly, the thick description can be seen to resonate with the modern risk perspective and with the unpredictable nature of complex systems. Antonsen (2009) also quotes Perrow in the latter’s response to the question why he did not discuss *culture* in *Normal Accidents*:

“… Of course there are cultures in companies, but on issues of risk and safety I think the issue is really power. “

This quote takes us back to the forces and interactions within a complex system of human agents: an organization. A thin description does not capture a large part of the dynamics within a complex human organization.

The role of information is highlighted as very important within complex systems but also very problematic. Geographical dispersion and segregated knowledge about tasks means that real knowledge about what is happening elsewhere in the organization is often poor. Measures to increase the flow of information may easily result in an overflow of relatively useless information as opposed to facilitate real knowledge between skilled people (Reiman et al. 2015). In line with this, Snowden (2005a) warns that *context* is critical to knowledge and learning. He recommends implementing methods and techniques which accommodate informal communities and knowledge in narrative and concrete form, in contrast to relying solely on abstracted knowledge shared in formal communities. Snowden (2005b) also points out that significant aspects of what people know cannot be measured or made explicit: people always *know* more than they can *say*, and they can say more than they can *write* down.

Finally, it is important to introduce the concept of an *attractor*, and especially in the context of an organization, implying that the agents are humans and the attractors would need to be relevant for them. An attractor refers to properties toward which the system tends to evolve. The specific case of a strange attractor means that the exact values of the system in the attractor cannot be predicted. Examples include shared practices and values (Reiman et al. 2015). Anderson (1999) defines an attractor as a limited area in a system’s state space that it never departs. In practice, as direct command is not a viable strategy for achieving wanted outcomes in complex systems, attractors often offer an indirect way to attract agents and ensembles towards the wanted behaviors.

## 4 Systems thinking

The objective of this section is not to make a comprehensive review of systems thinking with its different variations. Rather, the objective is to show the key concepts and methods that systems thinking has provided for understanding complex systems better. Other proposed strategies, concepts and methods for complex systems - beyond systems thinking - are introduced in the next section, the overall aim being to build an understanding on what could be the most promising approaches for dealing with complex systems: both for understanding what is going on in the system, and for being able to influence the system in a desired way – e.g. for risk treatment. The focus in this section is on the basic principles of the systems thinking movement. This movement can be associated with many different scientific and research strands, such as system dynamics, soft operations research and critical systems thinking. In
view of the current objective of focusing on the basic principles, detailed discussion of the different strands and their differences is out of the scope of this section.

The main strands of systems thinking emerged and became established in the period between the second world war and the early 1980s (Jackson 1994). According to Flood (2010), systems thinking emerged through a critique of reductionism. Checkland & Haynes (1994) argue that despite the differences in the different strands within the “systems movement”, there is a reasonable degree of coherence within the movement as the different strands all make use of the concept of system, as an adaptive whole, an entity having emergent properties, a layered structure, and processes of communication and control that allow adaptation in a changing environment.

Systems thinking recognizes systems as such having properties worth studying and understanding. There is a conceptual framework built around the system concept and some typical methods and practices for studying system characteristics.

As stated in the beginning of this chapter, a system must consist of three kinds of things: elements, interconnections and a function or purpose (Meadows 2008, p. 11). To these can be added events (Senge 2006 p. 21) and system behavior (Meadows 2008, p. 88). As Senge points out, people are naturally drawn to events and try to find the causes for these events. This distracts people from seeing the longer-term patterns of change lying behind the events. These long-term patterns could also be called the system behavior. Like Meadows (2011, p. 89) writes: “system behavior reveals itself as a series of events over time”. In terms of being able to influence a system, the biggest influence comes if one is able to modify the purpose. The next best opportunity would be at the level of the interconnections, while changing the elements is typically a much less promising strategy (Meadows 2011, pp. 16-17). The system behavior and the resulting events are visible but from the system point of view they are consequences of the purpose, interconnections and elements.

As stated above, the system purpose is not necessarily the one which is officially stated. It can be deducted from the system behavior, as the behavior reflects the real forces within the system. In line with the description of complex systems in previous sections, the systems are often nested one inside another, often in multiple levels. This also means there can be “purposes within purposes” and there may be conflicts between the purposes at different levels of the system (Meadows 2011, pp. 15-16).

In addition to being drawn by events, there are various system characteristics which make it difficult for people to understand how systems really work. Non-linearity (which has already been discussed above in the context of complexity) is an important factor here, and clearly recognized within systems thinking (see e.g. Meadows 2011, p. 92). People also tend to see systems more static than they are, when in fact most of the time systems are about flows, not about static situations. In systems thinking, a framework of concepts helps to work with these types of phenomena: for example, concepts of stocks and flows are used (see e.g. Meadows 2011, pp. 18-24). Feedback loops are naturally also very important, and a symbolism has been developed within systems thinking to draw systems diagrams, often consisting of a complicated structure of different (reinforcing and dampening) feedback loops. Several typical building blocks of complex systems have also been recognized and named as system archetypes. For an extensive description of the archetypes, see e.g. the appendix 2 of Senge (2006) and for good examples of system diagrams see Cooke & Rohleder (2006, p. 227) on the incident learning system, Marais et al. (2006, p. 573) on complacency related to safety and Leveson et al. (2006, p. 104) on the dynamics behind the loss of the space shuttle Columbia.

Starting from the idea that systems thinking is an alternative, opposing approach to reductionism, it is quite natural that in addition to analysis, systems thinking promotes synthesis. In analysis, the system under focus is first taken apart and the behavior of each part is studied separately. Finally, the understanding at the level of the parts is aggregated in an effort to explain the behavior of the whole. In synthesis, the system under study is first recognized as a part of one or more larger systems. There is then an effort to try to understand the function of the larger system(s). The understanding of the
larger system is then used to identify the role or function of the original system under focus (Ackoff 1999, pp. 11-12). For example, a safety department in an airline could be studied in terms of its capability to ensure safe operations. **Analysis** would focus on the different activities of the safety department and try to understand their contribution to safety. An approach through **synthesis** would see the safety department as a part of the airline and recognize the purposes and key drivers of the airline and its top management. This might reveal that in reality the weight given to the safety work, e.g. reflected in budgets and top management focus, is actually relatively low. Such a situation would obviously limit the capabilities of the safety department significantly.

Ackoff (1999, p. 13) introduces the concept of “mess”. This somewhat provocative term is used to draw attention to the fact that problems should not be considered in isolation from each other. He argues that problems are almost never separable and that the typical situation consists of complex systems of strongly interacting problems. Ackoff calls such “systems of problems” **messes** and advises against the practice of reducing messes to lists of problems and then treating problems separately, as self-contained entities. From the systems thinking point of view, the mess needs to be considered as a whole.

It is difficult to define what would be a single unified position of systems thinking in terms of how predictable and controllable complex systems are. The different strands differ in their approaches. Some could be seen as having a lot of faith in excessive computerized modeling of complex systems (see Forrester 1971; and Meadows et al. 1982) or qualitative modelling (see Leveson 2011; and Goh et al. 2010). Meadows (2008, p. 169) argues that (complex) systems can’t be controlled but they can be designed and redesigned. She states that complex systems are counterintuitive (p. 146) and that there are no quick or easy formulas for finding **leverage points** in complex and dynamic systems. It could be argued that assuming the existence of so-called leverage points where significant change can be achieved with minor effort, and entertaining the possibility that such leverage points could be located, assumes too much structure, stability and predictability in a complex adaptive system. Systems thinking could be abused as another attempt to try and **take control** of a complex system, even if this is not the original idea of systems thinking.

Snowden (2005b) criticizes systems thinking, and in particular systems dynamics, for maintaining the notion of centralized design and planning: “it assumes that focus and alignment is a top-down objective-based process”. Snowden recognizes that system thinking embraces non-linearity and the inherent greater ambiguity related to human systems but argues that the “basic assumptions of order pertain”.

However, as stated in the beginning of this section, the systems thinking movement consists of many different strands and while criticism on different aspects of these disciplines may be well justified, the focus here is on how systems thinking has enhanced the understanding of complexity and complex systems. The position adopted here is that systems thinking can be very helpful to counterbalance reductionism and to help understand complex systems better. Its various principles and methods (like system diagrams and archetypes) help illustrate key aspects of systems, such as feedback loops, nonlinearity and the importance of the system’s purpose. It must be understood that all models and system descriptions are always incomplete and incorrect static descriptions of a system which in reality is typically even more complex and in constant evolution. It is also fair to say, that some aspects of complex systems can be illustrated with modeling, but this is far away from saying that such models can accurately predict the future.

### 5 Managing risks in Complex Adaptive Systems

What are then the implications of the scientific knowledge on complex adaptive systems on risk management and in particular risk treatment? The old Cartesian approach is clearly not the best way to deal with complex systems. Sagan (2004) gives a tangible example of this. Following a classic Cartesian
engineering approach, adding redundancy to the system increases its reliability and safety. Sagan shows how such redundancy can also have negative effects in a real-world complex adaptive social system:

- The system becomes more complex and can produce hidden common-mode errors
- Redundancy can lead to social shirking among humans in organizations. Humans are aware of one another and adding redundancy can lead others to be less observant or responsible.
- Redundancy tempts the management to increase production pressures, making the system perform at higher tempos or less safe conditions.

Similarly, Dekker et al. (2001) point out that barriers, professional specialization, policies, procedures, protocols, redundant mechanisms and structures all add to system complexity and entail an explosion of new relationships. System accidents result from relationships between components instead of a failure of a single component, and in the face of extensive complexity it becomes very difficult to understand and anticipate all the possible interactions.

Consequently, there is a clash between the old and new thinking of how to deal with emergent properties such as safety when dealing with complex sociotechnical systems. This paradigm change is similar to the old versus new risk perspectives discussed in Chapter 2, but perhaps even more profound. The objective of this section is to study the different proposed approaches for dealing with complex adaptive systems, especially in the context of safety and risk. It is acknowledged that the previous sections of the current chapter have already contributed to this discussion. The discussion starts with the Cynefin framework which can be helpful in recognizing when a particular problem/system is in the complex domain. After that, three specific challenges are discussed: **understanding** what is happening within a complex system ("input"), **learning** about the system, and trying to achieve **positive change** within the system ("output").

### 5.1 The Cynefin framework

The so-called Cynefin framework has been proposed to give clarity on what kind of system one is faced with, and consequently what types of approaches could be the most adapted (Kurtz & Snowden 2003, Snowden & Boone 2007, Sturmberg & Martin 2008, Hasan & Kazlauskas 2009, Gorzen-Mitka & Okreglicka 2014, French 2012, 2015). The phraseology used within the Cynefin framework has evolved over time and may still evolve. The framework is presented in Figure 13.

According to Kurtz & Snowden (2003), Cynefin is a sense making framework meant to help people in decision-making. There are five areas within the Cynefin. On the right side, there are the ordered systems: obvious and complicated. On the left side, there are the unordered systems: complex and chaotic. Finally, there is a small area in the middle called “disorder” which symbolizes the case where it is impossible to know where the system in focus belongs. The simplest case is the obvious domain. The cause-and-effect relationships are generally linear and as the name suggests, obvious to everybody. Repeatability allows predictive models to be used. Therefore, in this domain predefined best practices can be used, e.g. operational procedures. The focus can be on efficiency. The decision model is to categorize the incoming data and respond in line with predefined best practice. Other names for this domain (used previously) are “simple” and “known“.
The meaning of complicated and complex within the Cynefin framework are well in line with what has been presented in the previous sections. In the complicated domain, there are still cause and effect relationships, but figuring them out is now more challenging than in the obvious domain and usually requires expertise and resources. In theory, everything in this domain could be moved to the obvious domain if a sufficient effort was made. However, in practice the usual solution is to rely on expert opinion. Instead of one best practice, there are typically many good practices and analysis is the key for finding the most appropriate solutions. This domain could also be called the domain of “knowable”.

The complex domain of the Cynefin framework is about everything that has been reviewed concerning complex systems in the previous sections: high number of relationships defying categorization or analytic techniques, emergent behaviors and phenomena, unpredictable futures, knowledge within the system being scattered all around the system, etc. Kurtz and Snowden (2003) stress that the methods, tools and techniques of the obvious and complicated domains do not work here. According to them, in this domain, system behavior may seem predictable when observed afterwards: this phenomenon is called retrospective coherence. Once a pattern has stabilized, it can indeed appear logical, but many other patterns could have stabilized too, and seem equally logical. There is no guarantee that observed patterns continue to repeat, and the underlying sources of the patterns are not open to inspection. Relying on expertise (which works in the complicated domain) easily leads to solutions which address the historical patterns but do not help recognize and cope with new and different patterns. They recommend the use of probes to experiment with plausible solutions. The idea is to make patterns (or potential patterns) more visible before decision making. Desirable patterns observed in successful probes are strengthened and undesirable patterns/probes and dampened down. Kurtz and Snowden also refer to techniques using narratives in order to capture the knowledge within the system. They argue that understanding this space requires to gain multiple perspectives on the nature of the system and to feed such insights to the decision makers.

In the domain of chaos, there are no visible relationships between cause and effect. In this domain, it is necessary to act decisively in order to reduce the turbulence. The domain of disorder in the center caters for situations where it is difficult to know which domain would be applicable, or when different people disagree on the domain.

A system does not necessarily stay within one domain of the framework. For example, the bottom of the framework symbolizes a potential drop from the obvious domain into the chaotic domain: such a catastrophic failure could happen if the complexity of the situation was underestimated and the signs of an emerging change were missed (Snowden & Boone 2007). There are also desirable movements from one area to another, such as letting the system go into the chaotic state for a limited time in order to remove some constraints and enable innovation and renewal. Also, an activity in the complicated domain may be mastered so well, that it can be standardized and moved to the obvious domain. Kurtz and Snowden (2003) point out that a move across boundaries requires a shift to a different model of understanding and interpretation as well as a different leadership style. For more details on the Cynefin dynamics, see Snowden (2005c) and for applied examples, see Sturmberg & Martin (2008) and Beurden et al (2013).

5.2 Understanding what is going on within the complex system

As discussed in previous sections, one of the key features of a complex system is that information and knowledge are distributed everywhere within the system. It therefore becomes a challenge for anyone to understand what is going on within the system. As the system is open, the environment is in constant interaction with the system and is therefore another “part” of the system to monitor.

Inayatullah (2002) points out that the target has to be to learn about “things we don’t know about” but also about things “we don’t even know we don’t know about”. He argues that multiple approaches are needed and proposes three necessary steps:

- Ensure that there is an environmental futures-scanning process
- Ensure that the process uses multiple methods
- Ensure that data/insights come from arenas outside of official power (also outside official formulations of what is normal or acceptable).

As pointed out in Chapter 3.3, the solution should not focus on abstracted information (or “data”) only, because context is so important to real knowledge, and attempts to increase information flow may easily turn into an overflow of relatively poor information (Reiman et al. 2015, Snowden 2005a). Snowden (2005a) also promotes relying more on informal communities, and knowledge in narrative and concrete form. There is agreement that multiple different perspectives are necessary for trying to understand the events and evolutions (e.g. Mikulecky 2001, Dekker et al. 2011) within complex systems, as illustrated in Chapter 3.3. These points suggest a lot of emphasis should be put on the people and on knowledge sharing between people, as opposed to, and in addition to, “data transfer” and computerized methods.

5.3 Learning about system characteristics and behavior

As Sterman (1994) states as one of his conclusions on learning “in and about” complex systems, “complex dynamic systems present multiple barriers to learning”. He argues (p. 310) that to learn effectively in the world of dynamic complexity and imperfect information, people must develop special insight skills that help people learn when feedback is ambiguous. He suggests that effective learning can be based on continuous experimentation in both virtual worlds and real worlds and feedback from both. The feedback should inform development of mental models, the formal models, and the design of experiments. The virtual worlds can be physical models, role-plays or computer simulations. They can be used as low-cost laboratories for learning, where time and space can be compressed or dilated, actions can be repeated under the same or different conditions and one can stop the action to reflect when necessary. The system can also be pushed into extreme conditions which can reveal more about its structure and dynamics that incremental adjustments. One can experiment with dangerous situations and even catastrophes. Sterman (1994, p. 318) has built a model of the idealized learning loops related to
learning about complex systems through both real-world and virtual world. He argues that simulation is the only practical way to test our mental models which are usually characterized by too narrow temporal and spatial boundaries – they are dynamically deficient, omitting feedbacks, time delays, accumulations and non-linearities (see Chapter 4.3 for discussion on the various biases affecting humans in this context). However, Sterman also warns about many pitfalls in this kind of learning, including not taking time to reflect on the outcomes, defensive routines and groupthink, and the challenge of learning when facing long time delays, as well as causes and effects which are distant in time and space.

Sornette & Ouillon (2012) support the simulation approach for learning. They argue that progress comes only by living through scenarios and experiencing them.

Based on the nature of complex systems, as discussed in previous sections, one needs to keep in mind the limitations of simulations. No model will ever replicate the real system in a perfect way and it will be very difficult to replicate the constantly evolving and co-evolving nature of complex systems. Many of the human-related aspects (e.g. the informal channels of transferring knowledge) of these systems will also be extremely challenging for modeling.

As seen in the previous section, designing experiments and carrying out continuous experimentation are supported by the Cynefin framework, where the main approach in the complex domain is to use probes and then adapt further responses based on the experiences from the probes.

Carrying out experiments in a complex system should not be confused with controlled experiments. As Sterman (1994) points out, due to the dynamic complexity of complex systems, in the best case controlled experiments would be prohibitively costly or unethical, but more often it is simply impossible to conduct controlled experiments in complex systems. As already reflected in the previous sections, complex systems are in disequilibrium and evolve continuously, many actions yield irreversible consequences, the past cannot be compared well to current circumstance, many variables change simultaneously and there are multiple interacting feedbacks so it is difficult to imagine how some aspects of the system could be held constant to isolate the effect of the variable of interest, or how to interpret the changes in the system behavior in the existence of all these inherent system characteristics. As Cilliers (1998, p. 23), Le Coze (2005) and Delorme & Lassarre (2014) point out, this becomes a problem if one wants to follow a very classic scientific approach where general laws are formulated and then empirically tested in the real world through controlled experiments and observation, following “the correct method”. When dealing with complex phenomena, no single method can yield the whole truth and due to the intractability, the inquirer’s role is no longer backed up by an objective technique.

One perspective to learning is to relate to the DIKW-hierarchy. As Rowley (2007) presents, the most common version of this hierarchy consists of four layers: data, information, knowledge, wisdom. The rationale behind this hierarchy is that data can be used to create information, information can be used to create knowledge and so on. The highest level in the hierarchy is wisdom, and as every level in the hierarchy contains all the levels below, wisdom contains the three other elements in hierarchy. Ackoff (1989) likes adding a fifth layer called understanding. These five levels can be defined in the following way (Rowley 2007, Ackoff 1989, 1999):

- Data are symbols that represent properties of objects, events and their environment.
- Information is contained in descriptions and answers questions beginning with who, what, when, where, how many?
- Knowledge is know-how and enables transformation of information into instructions. Knowledge answers the question how to? Knowledge can be obtained from other people, by instruction, or by extracting it from experience.
- Understanding, according to Ackoff, is contained in explanations, answers to why questions. It is required for determining the relevance of data and information and to relate a situation causally to the objectives. Understanding facilitates and accelerates the acquisition of knowledge.
• Wisdom is the ability to perceive and evaluate the long-run consequences of behavior. It is the ability to increase effectiveness. It requires judgment which again implies ethical and aesthetic values which can be considered unique and personal to the actor. According to Ackoff (1989), development cannot occur without wisdom, because development is associated with increase in value (which is not necessarily the case for growth).

Rowley (2007) examines the hierarchy from different perspectives and presents among other things that:
• At the lower levels of the hierarchy, solutions can be algorithmic and programmable, but this becomes less and less possible when one moves towards wisdom.
• Meaning, applicability, transferability, value, human input and structure all increase as one moves higher in the hierarchy.

Ackoff (1989) is in line with these two points when stating that we will never be able to generate wisdom by computerized information-, knowledge-, and understanding-generating systems.

5.4 Achieving positive change in a complex system

Based on the previous sections, it is clear that one should not dream of controlling a complex system in the classic top-down sense. Such control does not exist, and even the necessary knowledge about the system is spread all over the system without anyone having the full picture.

As an example, in their (financial domain) paper “living in a world of low levels of predictability”, Makridakis & Taleb (2009) recommend avoiding the illusion of control, recognizing that accurate predictions and controlling future outcomes are not possible, and acknowledging uncertainty - including the possibility of black swans.

Furthermore, experience on human control of complex systems is not encouraging. Sterman (1994) characterizes human performance as “far from optimal” and Sornette & Ouillon (2012) state that humans experience failure more often the success when intervening in complex systems. Some of the contributing factors in terms of complex system characteristics have been discussed above and the specific problems related to human biases and human performance limitations are discussed in Chapter 4.3. The objective of the rest of the current section is to review advice in terms of strategies for dealing with complex adaptive systems. These strategies can be taken into account both at the level of the organization carrying out the risk assessment (e.g. national transport safety agency) and at the level of the various organizations which are part of the complex operational system under study (e.g. the transport system in a country).

From this theoretical point of view, one can start with the hierarchical elements of complex systems as reviewed in Chapter 3.4, listed in the hierarchical order:
• Purpose
• Interconnections
• Elements
• Behaviors
• Events

In terms of influencing the system, if one succeeds in modifying something related to the top of the list, the influence will be much greater than with the items at the bottom of the list. A practical example could be a manager in an organization who does not put a lot of weight on safety: replacing the person might not have a lot of effect if the new person is faced with the same organizational pressures and incentives as the previous one. However, if the real purpose changes, implemented through personal incentives etc., the behavior of the manager is bound to follow the new purpose.

Many of the points raised by Marion & Uhl-Bien (2001) on complex leadership (see Chapter 3.3), can also be referred to when designing purposeful interactions with a complex system, as these points are based on fundamental characteristics of complex systems. For example, considering the nested nature
of complex systems, the following elements could be brought from the intra-organization level of departments and workgroups to the system-level of interacting organizations and interest groups (sometimes with minor adjustments):

- Creating the conditions that enable productive, but largely unspecified, future states; as well as emergence of distributed intelligence.
- Influencing networks and creating atmospheres which catalyze the formation of aggregates and meta-aggregates and emergence of innovations and their dissemination (now understood as between organizations instead of between individuals or work teams).
- Cultivating largely undirected interactions among organizations and other groups of people (e.g. people sharing a common hobby) to enable common understanding and the creation of favorable uncontrolled futures and productive surprises.
- Understanding organizational behavior in terms of global interactions rather than narrow focus on controlling local events.
- Enabling effective networks rather than trying to motivate enhanced effort or keep peace.
- Using interaction to enable individuals and workgroups (and organizations & interest groups) to work through conflicting constraints.
- Learning to manipulate the situations of complexity rather than the results.

Snowden (2015b) warns against trying to apply approaches appropriate for ordered systems in the context of complex systems and argues that the appropriate strategies are manipulation of boundaries, attractors and identity. He refers to:

- Making decisions based on patterns arising from personal experience and collective knowledge, expressed in narrative form
- Managing starting conditions and monitoring for the emergence of patterns
- Allowing for inefficiencies for the benefit of adaptability and effectiveness
- Instead of measuring outcomes compared to goals, trying to measure the stability of barriers, the attractiveness of attractors, and the stability of identities.
- Being able to move towards successful states, without being able to define in advance (except in most general terms) what the success would look like.

The point Snowden (2005a) makes about informal communities (which was referred to in Chapter 3.5.2) may also be relevant for having an influence on the system: the point is not to focus only on the formal structures and processes.

Sterman (1994) warns against imagining that people in an organization behave in an ideal way. He mentions local incentives, asymmetric information and private agendas as factors which can lead to game playing by agents throughout a system – this is linked with the topic of power discussed in Chapter 3.3. He also refers to defensive routines which may lead to mental models of team members remaining hidden, ill formed, and ambiguous. This can be associated with groupthink where members of a group mutually reinforce their current beliefs, suppress dissent, and isolate themselves from others with different views or disconfirming evidence.

As discussed in the previous section, an approach which seems to naturally fit in the context of a complex adaptive system is to carry out experiments or “probes” in the Cynefin terminology. As the idea is not to use a single method or to test a single course of action, this suggests that experiments should rather be used to explore the system and its behaviors through a number of different experiments. The idea is to adapt the course of action based on the results of the experiments and carry on further experiments.

6 Synthesis and conclusions

The transport system is a complex adaptive system. State agencies, commercial operators, interest groups, urban transport providers, private people using public transport or their own vehicles, etc. are elements in the system. They have a huge number of interactions in terms of communications, cooperation, business transactions, conflicts, people moving from one organization to another, etc. The
presentation of the Finnish maritime cluster in Figure 14 is a good illustration of this: this is only a part of the transport system in the maritime domain, but it already constitutes a complex network of interacting organizations, each with their specific interests and constraints.

The system is very open: for example, conflicts in distant parts of the world have an impact on the oil price, which is then reflected in the price of tickets for transport; this again can change the competitive set up locally. Urban interest groups may put pressure on airports to reduce noise, which may contribute to less safe takeoff and landing procedures at airports (see Eurocontrol 2014, pp. 34-35 for a great example). The system has a huge number of feedback loops, for example regulatory controls limiting reckless operations, and the dynamics of offer and demand within the transport business. The system is constantly evolving, for example with increasing pressure for environmentally sustainable transport options and with some emergent new phenomena like low-cost airlines, BlaBla cars and Uber. The last two examples remind of the fact that the development of internet-based solutions has had a drastic impact on the transport system – another feature of the open system. This also offers an example of co-evolution: making it possible for the customers to manage their bookings online is bound to contribute to evolution where more and more people use such a service but may also feed back as growing demands for more and more options to be available online and for more and more transport providers to have a strong online presence. The transport system is also a nested one (team-department-airline-airline alliance/community of operators in a country- international community of airlines- aviation community) and a system where the same element can be part of many overlapping subsystems and change from one role to another: the commercial pilot drives his private car after work and becomes a pedestrian the moment he/she leaves the car.

Figure 14. The Finnish maritime cluster (Aalto university 2012).

Because most parts of the transport system are organizations, all the typical features of human organizations discussed above also apply, e.g. informal structures and power issues.

The first conclusion is thus that the transport system should be treated like a complex adaptive system, in all interactions with the system, e.g. when trying to learn about system behavior and when trying to influence the system positively. However, accepting the unpredictable, counterintuitive and
uncontrollable nature of such systems is not the dominating current practice. Methods adapted for dealing with complex systems - such as experimenting, using information from non-experts, relying on narratives or informal social structures - easily seem counterintuitive and even unprofessional. While shifting to the new paradigms and methods and trying to understand the dynamics behind the system behavior, one should not create the illusion that these methods (e.g. system diagrams) will provide full understanding or control of the system. While patterns may be common in the behavior of some complex systems, the inherent unpredictability will remain.

In terms of the practical methods that could be used, a good starting point is the Cynefin framework, as it helps to map which systems or which aspects of the system may be on the complex domain. System diagrams can also be helpful in highlighting some of the interactions within a system, even if these diagrams will typically be only harsh drafts of the reality. Even so, the diagrams may help in resisting the simplistic Cartesian view. While not ruling out the possibility of using computerized simulations, it is acknowledged that the transport system is so complex that building a useful computerized model could turn out to be nearly impossible or at least an overwhelming effort. The scope of the model would probably need to be at the level of the whole society (of a nation).

As information and knowledge is distributed all over the system, it is important to involve a diverse group of people - of experts and non-experts - to get different perspectives to what is going on. As things are interconnected, problems are also interconnected into “messes” and should not be treated in a fragmented way. Similarly, safety cannot be treated in isolation from other aspects of the system as it typically interacts with other priorities. In terms of interventions, direct action can be considered risky as the system responses are very difficult to predict and there are typically unintended consequences. Therefore, small parallel experiments which can be scaled up or dampened down are safer intervention strategies.

The second - somewhat surprising - conclusion is that despite the many obvious shortcomings related to human cognition and human behavior in groups, humans possess qualities which are invaluable in the context of complex systems and which cannot be replaced by computerized systems or abstracted data. To try to maximize the understanding of a complex system several diverse perspectives from different disciplines are necessary; information must be kept within its context which - among other things - favors the narrative form and passing knowledge directly from a person to other(s); to learn at the level of wisdom requires understanding objectives, values and long-term consequences holistically, and this involves subjective value judgments; in organizations, emergent properties like safety rely on people; and knowledge transfer relies partly on informal undocumented human contacts. Computers are not able to take different perspectives or to apply different scientific disciplines for interpreting events, neither are they good at understanding multiple important nuances in narratives or making ethical judgments, etc. This does not mean that technical artefacts, computerized applications and databases are useless: the goal could be to build support systems which enhance the use of the positive qualities of humans and if possible decrease the tendency to fall under the influence of the typical human biases. Consequently, emphasis is put more on people than in most state-of-the-art practices.

The third conclusion is that due to the fundamental unpredictability of complex adaptive systems, in the context of risks, many uncertainties must be considered not only unknown but also unknowable. This kind of uncertainty is not necessarily related to lack of knowledge: in a complex system it is already very difficult to imagine what could happen, not to mention related probabilities.

The fourth conclusion is related to the impossibility of controlled experiments. This means that causality between two things may become practically impossible to prove. Consequently, the scientific method in its original form relying on controlled experiments and observations becomes severely handicapped in complex systems. This point needs to be taken into account in Part III, where the aim is to evaluate the developed risk management framework and to compare it with the set objectives.
Besides the conclusions which feed the requirements for the NRMF, the topics reviewed in this chapter form an important body of knowledge for people involved in risk treatment in a CAS.

Finally, another important observation is that safety - which can be considered the flip side of risk - is an emergent property of the system - in this case, the transport system. It cannot be created by someone commanding it from the top, nor through a prescribed program: specific histories make organizations different with different responses to similar circumstances and lead to distinct emerging organizational cultures. Likewise, most accidents in complex systems can be considered emergent. Safety and the evolution of safety management strategies are the topics of the next chapter.
Chapter 4 – Contribution of Safety Science to Risk Management

This chapter covers the evolution in the understanding of safety and in safety management strategies. As safety has become entangled with human factors - especially in safety critical activities with human operators, like aviation - the end of the chapter contains a brief review of some key human factors aspects, which also gives the opportunity to summarize some of the relevant human biases and limitations. The safety topics covered in this chapter are directly linked with risk management. Increasing safety could be understood as a synonym for lowering risks. Therefore, it is worthwhile reviewing what safety science can propose in terms of paradigms, strategies and methods.

In 2006 Erik Hollnagel, David D. Woods and Nancy Leveson edited the book “Resilience engineering - concepts and precepts”. This book could probably be considered the landmark for a new approach to safety called resilience engineering. Resilience engineering was born to offer something that could replace the classic approach of safety as the absence of negatives. Safety had to be the presence of something. To mark the difference between the two approaches the terms safety-I and safety-II were created, the former referring to the classic approach and the latter referring to the resilience engineering approach. In 2014, Erik Hollnagel published the book “Safety-I and safety-II - the past and future of safety management” focusing on the differences between the two approaches.

Safety data – e.g. safety events - are a key input to the risk management process and the available data and the way they are processed (e.g. categorized) depends on the existing safety management practices. Available analyses and safety indicators are inputs for risk identification and can also play a role during risk analysis. In this way, the classic world of Safety-I contributes to the risk management process. Even the Reason model from 1990 has its importance, as methods like ARMS (see Chapter 6) carry out risk assessment based on the barrier-thinking of the Reason model. The more recent Safety-II paradigm with its focus on resilience is an important concept in risk treatment because it is more promising to address (especially the low probability) risks by increasing system resilience than by trying to address specific scenarios one by one. The question to ask is, what does safety science recommend for increasing the resilience of crews and organizations? The Safety-II review is concluded by discussing some of the most important current challenges and paradoxes in safety management. The main interest for this topic is in creating a strong theoretical basis for effective risk treatment.

As “fixing the human error problem” was seen as a primary risk treatment strategy for a long time, it is important to set the record straight and propose an up-to-date understanding about human error and (operational) human factors in general. Finally, the human biases, heuristics and other such limitations have a direct impact on risk perception, decision making and the capability of a group to work effectively on risk analysis and evaluation - thus affecting several stages of the risk management process.

1 Safety I: safety as lack of accidents

The classic way to think about safety is to see it as a lack of negative outcomes such as accidents. Aven (2014b) refers to several definitions for safety, in line with this thinking:

- Safety is the condition of being safe; freedom from danger, risk or injury
- Safety is the condition of being safe from undergoing or causing hurt, injury or loss
- Safety is the absence of accidents, where an accident is defined as an event involving an unplanned and unacceptable loss

He also points out that even if an organization has not experienced accidents, we should not refer to high or low safety but rather speak about the probability or uncertainty about its safety, as the future events
and their consequences are still unknown and could materialize. There is thus an inherent difficulty with this definition unless if a purely historical and statistical approach is adopted, but this would assume the future to be an unchanged continuation of the past.

Hollnagel (2014, p.1) offers a more detailed generic definition of safety:” safety is the system property or quality that is necessary and sufficient to ensure that the number of events that could be harmful to workers, the public, or the environment is acceptably low”. Dekker (2003) calls this view “safety as the absence of negatives”.

From the practical point of view, definition of safety as lack of accidents is very understandable as the accidents are the visible outcomes and the outcomes that everybody certainly wants to prevent. Not surprisingly, this has also influenced the approach to how safety has been addressed classically, focusing on accident prevention. Such a view is coupled with the classical understanding of causality, reductionism and other aspects of the Cartesian worldview, as discussed earlier in Dekker et al. (2011). The reductionist drive to split dynamic events into smaller and smaller factors is easy to see in the taxonomies used to categorize incidents and accidents, still today: for example, in civil aviation, just one part of the ECCAIRS taxonomy, the so-called descriptive factors, contains a list of 102 pages of factors, including 8 pages to cover different types of failures related to flight crew’s judgment and operation of the various aircraft systems, such as (ECCAIRS 2010):

- Flight crew's operation of autoflight system
- Flight crew's operation of brakes
- Flight crew's operation of carburetor heat
- Flight crew's operation of door system
- Flight crew's operation of electrical system
- Flight crew's operation of emergency brakes
- Flight crew's operation of miscellaneous equipment
- Flight crew's operation of navigation lights
- Flight crew's control of the aircraft
- Flight crew's control of the aircraft's airspeed
- Flight crew's control of the aircraft's altitude

Lee and De Landre (2000, p. 10) provide an example of the inherent problem of the reductionist approach in safety management tools, related to the Australian national aviation safety reporting tool (OASIS) at the time:

"A review of the usage of the existing OASIS events and descriptive factors was completed using data from 1993 to 1995. This revealed that of the 1400 descriptive factors available in OASIS, only 50% were used on average in a year, and that 29% were not used at all. It was further found that if 75% of the least used descriptive factors were removed, it would impact on only 0.5% of occurrences.”

The focus in accidents, the dominating cartesian worldview and the unreliable nature of technology in the early days of aviation, for example, made a natural fit. Indeed, As Nisula (2014a) argues, focusing on cataloging and counting failures could work well in a system where the main safety driver is unreliable technology. However, in the last 100 years the reliability of technology has improved dramatically, and together with other factors has contributed to some industries becoming what Amalberti (2001) calls ultra-safe systems. Transport has been particularly benefiting from better technology, making commercial civil aviation and train transport in many countries ultra-safe, having major accidents only every few million operations (Amalberti 2001). As Hollnagel (2004, pp. 45-47) argues, gradually accidents were explained less and less as technical failures and seen more and more caused by human performance or organizational factors.
1.1 Incident reporting and chasing the human error

Amalberti (2001) argues that in most industries safety is governed by three simple and self-explicit principles:

1. Conceptual designs generate systems with a high theoretical safety performance but these systems are subject to technical and human failings. Such failings are noise in the system and should be totally eliminated or at least minimized.
2. As technology is increasingly safe, focus is on further reducing human errors.
3. Safety reporting is fundamental for improving safety. The reporting highlights the undesirable noise in three areas: technology, the human operator and the resulting situations including situational, organizational and systemic failings.

As the safety level has improved there are less accidents to use as source material for further improvement. At the same time, in line with the third point of Amalberti, safety reporting has created a flow of operational safety incidents. Focus then shifted on incidents with an underlying - perhaps implicit - theory that accidents could be prevented through working on incidents.

Safety reporting has become one of the pillars of safety management especially in safety critical domains, such as commercial civil aviation and nuclear power production. The regulators have also been active in this field, both by mandating some reporting and through supporting the establishment of reporting programs (Johnson 2003, p. 21). Over the years, a lot of know-how has been gained on how reporting systems can be run - as illustrated by the 1000-page handbook of accident and incident reporting by Johnson (2003).

Johnson (2003, pp. 22-23) identifies seven arguments justifying the development and maintenance of incident reporting systems:

1. Incident reports help find out what prevented the accident, e.g. by identifying the effective barriers.
2. The higher frequency of incidents (compared to accidents) permits quantitative analysis.
3. Incident reports remind of hazards thus increasing the likelihood that recurrent failures are noticed and acted upon.
4. The reporting system provides a way to keep the staff involved in safety improvement if the material is fed back to the staff.
5. Data and lessons can be shared and can be used for comparisons between organizations or industries.
6. Incident reporting schemes are cheaper than the costs of an accident.
7. There may be a legal/regulatory requirement to carry out incident reporting.

Furthermore, based on the conclusions on dealing with complex systems in the previous chapter, it could be pointed out that the typical narrative format of incident reports can be considered particularly suitable for transferring knowledge within its context in a complex system.

A central question related to working with incidents is how much does it contribute to preventing major accidents. Johnson (2003, p. 24) refers to several studies which seem to support the transferability of conclusions from incident reporting to accident prevention. There are also opposing views. For example, Hale (2001) points out that there seems to be a profound belief in the safety world that major accidents and incidents (Hale talks about “minor accidents”) have the same causes and should be prevented using the same measures. Interestingly, he goes to the roots of the often-used “safety iceberg” - a triangle where the peak represents (the few) high-severity accidents and the low levels represent (a high number of) incidents of decreasing severity. He points out that this so-called Heinrich triangle was created in the context of occupational safety, for example counting various levels of injuries taking place when personnel crossed a railway track. According to Hale, there was never a claim in the original texts that the underlying causes for each degree of seriousness were the same. He comes to the conclusion that different event types all need their own pyramids and if such pyramids were combined together the
resulting structure would not really be a triangle anymore, as the lowest level (“deviation and recovery”) would be far larger than the mean level (“near miss”) which again would be too large to fit nicely to the top part. He also argues that not all bottom level deviations have the potential to lead to loss of control (and thereby to major accidents) and postulates that the more sophisticated the preventive system becomes, the less similar will be the causal sequences of minor and serious accidents.

The role of incidents is important in the risk management process, as they can be used to create the primary flow of operational safety data as an input to the process. Based on the above, one can assume that the relationship between accidents and incidents is not straightforward but that there is obviously a link. It is not sure that all incidents could have escalated into accidents, but incidents point to weaknesses in the system.

As the second point in the list of Amalberti (2001) indicated, one major phenomenon in the classic safety management has been the strong focus on human error, and on human factors in general. He writes:

“This human error reduction concept was extensively explored for some 20 years. Research funds were first spent on studying human reliability in engineering sciences, the human component being considered as an additional element in the system, similar to other technical components.”

Some of the most relevant results from this human factors research will be summarized in Chapter 4.3. Dekker (2003) sees the “error counting” approach as a part of the “safety as the absence of negatives” mindset and reasons that such approaches are appealing to the industry for the same reasons that any numerical performance measurements are: error counting can be used as a quantitative basis for managerial interventions - no matter how bad such a practice may be. One of the important milestones in understanding human error was the book titled “Human error” by professor James Reason (1990). In his book, Reason presented a review of research in human error and proposed a classification of human errors. Importantly, in the chapter 7 of the same book, James Reason took the discussion to another level by taking a systemic view to accident causation at the organizational level and presented his famous model of accident causation, known as the “Reason model” or the “Swiss cheese” model. The Reason model is still today probably the most important model in the domain of safety management in terms of its influence on safety thinking since its introduction. It is argued that even when this model has not been explicitly mentioned, it is often implicitly present in the form of an underlying theoretical framework.

### 1.2 The Reason model on accident causation

Since the creation of the model in cooperation between James Reason and John Wreathall (Larouzée & Guarnieri 2015) and it being published in 1990 in the book *Human Error*, the model has been refined several times (see e.g. Maurino et al. 1995, Reason 1997). Compared to models presented thus far it introduced two new important dimensions: the *organizational* perspective and the focus on so-called *latent failures* which could take place far away from the accident both in time and distance. The model can be presented graphically in several simple formats - due to its many aspects even Reason himself used various different presentations to illustrate the model. The model can be linked with sub-frameworks like Reason’s taxonomy on human error.

The impact of the Reason model has been significant. Larouzée & Guarnieri (2015) refer to 25000 citations according to Google Scholar and list examples of sectors applying Reason’s work: aviation, marine, healthcare, defense, nuclear, oil &gas, rail and road safety. The Safety Management Manual of the International Civil Aviation Organization from 2013 still presents Reason’s model as the main framework for understanding accident causation. The human error classification from Reason is also presented (ICAO 2013). The Swiss cheese and latent failure concept also still appear on the 2014 edition of the Federal Aviation Administration’s Safety Management Manual for air traffic organizations (FAA 2014). It is a fairly safe assumption that most of today’s safety work is still at least partly based on the approach that James Reason laid out in 1990 both in terms of what is written down and the often-implicit
models that people have in their minds. A typical example is the common practice to think in terms of “barriers”. Appendices 1 and 2 show that the model underpins risk assessment methods too. The latent failure term and the various visual presentations of the model helped to put more weight on the organizational aspects than was the case in most other methods, like fault trees and event trees presentations where an accident is essentially seen as a chain of events (see e.g. Sklet 2004, Rasmussen & Svedung 2000, pp. 19, 33, 36).

Perhaps the most common way to present Reason’s model is to show how the accident trajectory goes through the holes in several layers of barriers (Figure 15). Other versions of the model can be found in Maurino et al. (1995, p. 24) and Reason (1990, p. 210). The general idea is that safe systems have several layers of defences in place to protect the operation against accidents. However, none of the defences are perfect and they may also deteriorate in time - thus the holes. These deficiencies evolve in time and often it is the activities and priorities of the organization itself which take their toll on the defences. Sometimes the simultaneous existence of several deficiencies in several layers of defences enable the accident to take place - the holes align and the accident “trajectory” passes through all the defences.

Only the last layers relate to acts by the humans who actively control the system, for example the pilots or drivers. Therefore, the model moves the focus from solely looking at the errors of the frontline operators to examining the whole organization and the way its different layers contribute to safety and sometimes to accidents. The other layers describe organizational factors which may contribute to the accident in different ways. Chronologically the first layer refers to decision-makers at the level of the organization and corporate management. Through these layers, Reason introduces the concepts of active and latent failures. The following paragraphs discuss these elements in some detail (Reason 1990, 1997, 2000, Maurino et al. 1995, Larouzée & Guarnieri 2015).

![Figure 15. Presentation of the defences-in-depth or the “slices of Swiss cheese”. Adapted from Maurino et al. (1995, p. 25).](image)

*Active failures* are tangible acts committed close to the accident in time and place. These are the visible errors or omissions that are too easily offered as the “cause” of the event - for example “pilot error”. *Latent failures* or *latent conditions* (later evolution of the term) are failures without immediate visible consequences. They are often committed far in time and place from the resulting event by people not
necessarily in direct connection with the aircraft, ship, train or car. Latent conditions decrease the safety margins in the system, making the system more vulnerable to accidents. The event in Reason’s model is an unwanted operational occurrence, e.g. an accident. According to Reason accidents occur typically through a combination of active and latent failures. Sometimes the event does not simply occur as a result of the active and latent causal failures but also requires one or more contextual conditions to be fulfilled. Such conditions can be called local triggers. Such conditions are not causal factors to the accident but rather triggers which are necessary (but not sufficient) conditions for the specific accident to take place, e.g. the cold night affecting the O-rings before the launch of the space shuttle Challenger (Reason 1990, p. 254).

Latent failures are closely linked with the so-called defences, barriers and safeguards. Maurino et al. (1995, p.10) refer to defensive measures aimed at removing, mitigating or protecting against operational hazards. They present two ways to classify defences: by the function and by the mode of application. Protective functions include: creating awareness of hazards, detecting and warning of abnormal conditions, recovering the system back to its normal state and protecting people and the environment from injury and damage, etc. The mode of application may be: technical safety devices, policies, standards, procedures, supervision, training, briefing, drills and personal protective equipment, etc.

Reason pointed out that organizations have a multitude of latent failures at any point of time and that the situation with these latent problems is very dynamic: they transform in time, some disappear, and some new ones are born (Maurino et al. 1995, p. 24). On the other hand, the existence of many latent failures alone does not necessarily lead to an accident. Organizations with major safety shortcomings can operate for years without accidents partly thanks to the multiple defences in depth (Reason 1990, p.197).

The Reason model leads to a safety management paradigm: safety is about detecting and fixing the latent failures before their negative potential materializes. Obviously, comparing the model with the current understanding of complex systems highlights its simplicity. Accident causation is presented in a sequential manner and there is no room for continuous rich interaction between the different artifacts, agents and barriers within the system. At the organizational level, the roles and contributions of the various levels, e.g. the top management, are quite simplistic and linear. For example, one is left with the question what really drives the management to act in a specific way, e.g. what the real purposes in the system are.

In the context of organizational decision-making, James Reason highlighted the asymmetry between safety and production in terms of goals and feedback. Decision-makers need to balance organizational resources between production goals and safety goals. Investments in production have relatively certain and measurable outcomes whereas safety investments are much more difficult to measure in terms of their outcomes. According to Reason, most of the feedback related to investments in production is positive: e.g. more marketing leads to more sales. It is also presentable in numbers and continuous. In contrast, feedback about safety arrives in the form of bad news when an incident takes place. Such feedback is not continuous and it is difficult to get meaningful numerical data on safety. All these factors, according to Reason (1990, p. 204), bias the decision-makers to put more weight on the production goals than they perhaps should, relative to the safety goals.

1.3 Safety management systems, SPI’s and bureaucratization of safety

One of the significant trends affecting safety management within transport has been the introduction of safety management systems (SMS) within several domains roughly during the last 15 years. The international civil aviation organization (ICAO) rolled out its safety management system concept in the first years of the millennium with applicability dates for the new standard ranging from 2001 to 2013 (ICAO 2017). In addition to the standard, ICAO produced its own safety management system framework and started running courses around the world to educate civil aviation authorities on the topic. The ICAO
Safety Management Manual was initially published in 2006 and had its third edition in 2013 (ICAO 2013). Safety management systems have been established also in the railway domain (see e.g. ERA 2015a) and even proposed for private transport companies, e.g. operating trucks (see e.g. QTA 2009).

The various safety management system frameworks describe in detail all the policies and processes that are deemed necessary for ensuring proper safety management at the level of a single operator, e.g. an airline or a train operator. As the topic of the dissertation is risk management at the level of the transport system, the detailed content for safety management at the operator level falls outside the scope. However, there are a few relevant aspects worth focusing on.

The first one is the role of risk management within the safety management system. Risk management is an integral part of SMS’s and is typically split in different types of risk assessment tasks within the framework. For example, the ERA “SMS Wheel” includes a segment on risk assessment (ERA 2015b), covering (in simplified language):

- Control of risks associated with the activity of the train operators and railway track maintenance/works
- Risks arising from the activities of other parties
- Change management (risk evaluations related to changes; including human factors)
- Compliance with legislation, rules & standards
- Coordination tasks for track management

Similarly, the ICAO SMS framework includes (ICAO 2013, pp.160-161):

- Safety risk management, covering:
  - Hazard identification
  - Safety risk assessment and mitigation
- The management of change (which typically leads to risk analyses, similarly to ERA SMS)

The ICAO framework has dedicated content for the national civil aviation authorities - this part is called the State Safety Program (SSP). Its content in terms of risk management is limited: the basic idea is to require the operators to carry out proper risk management while the authority is also encouraged to promote risk approaches in its own work (ICAO 2013, p. 71).

The second interesting point is that both for ERA and ICAO, the risk management process is fed with “safety data” through hazard identification. This together with the promotion of Safety Performance Indicators (SPIs) reveals the desire to lean on collected operational data. This tendency also hints that such data is available, and there is willingness to “put it to work”. As discussed above in Chapter 4.1.1, such data is classically reflecting the “negatives”, e.g. undesirable safety events. For an example of potential event data (and descriptive factors) from the maritime domain, see Ladan & Hänninen (2012), and for aviation examples, see ICAO (2013, p. 35). Especially in aviation, the safety data collection methods have evolved continually leading to new standardized processes such as Flight Data Analysis (FDA) and live observation of flight crews on real commercial flights (e.g. through the Line Operations Safety Audit – LOSA – method). For an illustrative example of the volume and potential uses of such data, see the Evidence Based Training data report (IATA 2014).

The third point of interest is the question on how safety as a priority is seen in relation to other important organizational priorities: are other priorities (e.g. financial performance) ignored, are there implicit assumptions about them, or are they addressed openly, taking a holistic view to all the priorities? The ICAO SMM (2013, p. 29) does acknowledge that there needs to be a balancing act between production goals and safety goals and uses the metaphor of “safety space” to illustrate this. However, there is no discussion about other priorities and the practical guidance does not include tangible methods in integrating different types of organizational risks or dealing with conflictual interests in decision-making. The ERA SMS guidance (2015b) is very similar: it focuses on safety and safety management, and for example when “asset management” is discussed it is seen simply as an enlargement of safety management process to include important assets of the company.
Finally, one can ask whether there are safety-related problems that these SMS frameworks do not seem to be able to address. Referring back to the discussion on complex adaptive systems, at least two weaknesses can be pointed out in the SMS approach. First, there seems to be a somewhat idealistic notion about the use of power in the organization and about giving safety a very high priority, continuously. Numerous discussions that the author has had with people responsible for safety management in airlines over the last 15 years make it very clear that the top management has an almost total power on what can be done in safety management domain, and in the case where the top management would not support the safety work, the whole SMS would be severely handicapped.

Secondly, the SMS approach falls short of proposing a solution against the “drift into failure” and the related mechanism of normalization of deviance. As Dekker (2014) points out, the daily frustrations, workarounds and improvisations are considered so normal that they do not typically rise to the level of report-worthy incidents. Therefore, they may remain invisible to the safety management system.

In parallel to the introduction of safety management systems there has been another clear trend in safety management which is the desire to introduce quantitative safety indicators - so-called Safety Performance Indicators (SPIs). These are typically a part of the “safety assurance” function within the SMS. For example, the ICAO and ERA SMS frameworks (and even the QTA framework) include quantitative safety performance indicators (ICAO 2010). Based on the discussion in the previous chapter about safety as an emergent property within a complex adaptive system it should be obvious that trying to reflect the “safety level” of an organization in a quantitative manner through SPIs is a huge simplification and may produce quite misleading data. Nisula (2014a) argues that the most important pragmatic limitation of safety indicators (which are typically based on outcomes) is that they simply count how many times certain kinds of events occur and remain completely insensitive to the content of the event. Based on the role of events related to complex adaptive systems (see Chapter 3.5.4) and the questionable correlation between incidents and safety (see Chapter 4.1.1), the use of safety events as a measure of safety could be put in question even more fundamentally.

As a related trend to the SPI approach, Dekker (2014) argues that safety management has become an increasingly bureaucratic activity. He argues that safety management has partly shifted away from the true experts (e.g. workers with their tacit knowledge) who know the operational environment, and is being carried out by “bureaucrats” who are far away from the real activity. The safety numbers (like SPIs) have become the standard currency to prove safety performance within and between organizations and safety accountability upwards has become more and more important compared to safety responsibility towards the operation. Especially when coupled with incentive schemes, such approaches can lead to “numbers games” where “looking good” becomes more important than true concern over safety risks, and even to suppression of evidence. Consequently, risks may seem to be better under control than is actually the case.

### 2 Safety II: safety as resilience

Interestingly, James Reason had created the concept of safety health already in the 1990’s (Maurino et al. 1995, p. 159). According to Reason, an organization would try to move within the safety space to the zone of maximum possible resistance and stay there. For Reason this was the only realistic goal of safety management. He also commented that due to less and less negative feedback and the resulting complacency, staying in the good zone would be more challenging than first getting there. Based on these concepts, Reason developed methods in order to try to assess the safety health of an organization by sampling details which could point to problems in the workplace and reveal organizational factors behind them (Maurino et al. 1995, pp. 161-165). It is easy to see the similarity between Reason’s term resistance and the resilience concept. Moreover, the safety health concept was remarkable in the sense that different organizations who were not experiencing accidents could still be considered to be at different levels of safety health, i.e. have different levels of safety margins.

In terms of its Latin origins, the term resilience has the meaning to rebound, to spring back. There are various scientific definitions for resilience in different disciplines. According to Laprie (2008), a
common point to the definitions is to see resilience as the ability to successfully accommodate unforeseen environmental perturbations or disturbances. Resilience is not directly related to the stability of the system itself, i.e. a system which has low structural stability could still be very resilient. Typical terms/expressions associated with resilience include (Leviäkangas & Aapaoja 2015):

- capacity to absorb disturbances and shocks
- ability to maintain the capability to function
- recover to the original state
- prepare for and adapt to changing conditions
- withstand and recover rapidly from disruptions
- resist, absorb, accommodate and recover
- ability to maintain critical service level

Wreathall (2006) offers the following definition for resilience:

“Resilience is the ability of an organization (system) to keep, or recover quickly to, a stable state, allowing it to continue operations during and after a major mishap or in the presence of continuous significant stresses.”

Sometimes, resilience has been defined as the inverse of vulnerability, thus including exposure (to relevant hazards) as one of the factors (e.g. Leviäkangas & Aapaoja 2015). On the other hand, for example for Aven (2011b, p.517), vulnerability and resilience do not incorporate the uncertainty or probability dimensions.

Woods (2015) points out that the concept of system resilience has become hyper-popular over the last few years and consequently there are many different proposed meanings and definitions for the concept. He organizes the different views around four basic concepts:

- Resilience [1] as rebound. According to Woods, the ability to recover does not depend on what happens after a surprise but on the capacities present before the surprise that can be deployed or mobilized to deal with the surprise. A surprising event can be considered a brutal and abrupt audit: the focus should not be only on the attributes of the event itself but also on how it challenges the model behind the capabilities built in the system. Woods also points out that the concept of recovery to normal or previous function departs from reality in that the process of adapting to disruptions and surprises over time changes the system in multiple ways and even when the goal is to return to the previous state, the adaptation changes both the system and its environment.

- Resilience [2] as robustness. Robustness refers to an increased ability to absorb perturbations. According to Woods, robustness is a relevant concept only for disturbances which are well modeled, while the real interest of resilience is in cases where disturbances are not well modeled and introduce a surprise. A system may be robust within the set of modeled disturbances but remain brittle at its boundaries when an event outside the set is experienced. He also argues that there is a fundamental trade-off for complex adaptive systems where expanding the system’s ability to handle some additional perturbations increases the system’s vulnerability for other types of events, in the face of disturbances that fall outside the considered set of disturbances.

- Resilience [3] as graceful extensibility. Graceful extensibility can be seen as the opposite ofbrittleness: extending adaptive capacity in the face of surprise. Irrespective of the system’s performance when operating well within its boundaries, the focus is here in the system’s performance near and beyond its boundary: does brittleness lead to a rapid decline in the system performance or can the system stretch to handle a challenging surprise? Woods uses the term graceful extensibility (instead of graceful degradation) because extensibility at boundaries can be very positive and lead to success - and not simply less negative capability.

- Resilience [4] as sustained adaptability. This view to resilience stems from the observation that some layered networks or complex adaptive systems demonstrate sustained adaptability but most layered networks do not. There are three questions to ask:
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2.1 Resilience detection and enhancement as a means for Risk Treatment

Celebrated examples of resilience in the form of improvised creative solutions in emergency situations include (Fairbanks et al. 2014):

- Using car batteries from nearby vehicles to power the control room instruments of the Fukushima nuclear power plant during the 2011 disaster.
- Apollo 13 recovery after the onboard explosion in 1970, impressively reconstructed in the 1995 film with the same name.
- Landing the United Airlines DC-10 in Sioux City in 1989 despite having lost all three hydraulic systems and consequently all flight controls of the aircraft.

It seems obvious that increasing resilience reduces risks, and vice versa.

In resilience engineering, success and failure are seen as outcomes of the same underlying behavior. Variability and unexpected events are considered natural parts of system operation (Rankin et al. 2014). Safety is created at the sharp end when practitioners interact with the hazardous processes, face the multiple demands and use the available tools and resources. They encounter difficulties, complexities, dynamics and trade-offs and are expected to fulfill several, often conflicting, goals (Woods & Cook 2002). To quote Fairbanks et al. (2014), such difficulties include:

“…combinations of usual and unusual demands; environmental disruptions; variations in staffing or other resources; information losses or corruptions; diffuse, varying, or conflicted goals; and, critically, incessant change. It is the resilience of these systems that gives them the ability to produce success despite conditions that could easily lead to failure.”

Woods and Cook (2002) underline the role of sharp end practitioners:

“Ultimately, all efforts to improve safety will be translated into new demands, constraints, tools or resources that appear at the sharp end. Improving safety depends on investing in resources that support practitioners in meeting the demands and overcoming the inherent hazards in that setting.”

Unfortunately, everyday resilience can easily go unnoticed. It is argued that to understand failure requires first understanding how practitioners usually achieve success in the face of complexities and threats (Woods & Cook 2002). According to Rankin et al. (2014):

“In organizations today, critical details of how practitioners cope through everyday adaptations are often not recognized, documented, or acknowledged and are known only as implicit knowledge by individuals and teams.”

This is quite shocking. Enhancing resilience is a promising way to reduce risks, and safe systems likely have a lot of inherent resilience, but the resilience is not identified and captured. Rankin et al. also point out that sometimes important functions might even be “designed away” because of this lack of
understanding. Hollnagel (2014, p. 40) uses specific terms Work As Done (WAD) and Work-As-Imagined (WAI) to highlight the difference between the two. The former refers to the real work in its real context with all the adaptations and challenges referred to above. The latter represents the bureaucratic or management view on how the work should be done according to prescribed policies and procedures - in an (at least somewhat ideal) normative situation. Thus, if WAD could be captured, potentially a lot could be learned both about the weaknesses and the inherent resilience of the system. This is relevant both from the point of view of risk identification and treatment.

Finding out the sharp end practices that actually create resilience in an existing organization is a challenge in itself. Woods & Cook (2002) highlight that on one hand the distant views of observers cannot capture the actual experience of those who perform technical work in context, and on the other hand the practitioners’ own descriptions of their work are often biased and cannot be taken at face value. Despite the challenges, the approach of resilience engineering is to try to understand how success is created in the everyday operation and how practitioners cope with variations that fall outside of the organization’s formal instructions and procedures. Another interesting perspective is how the system itself learns about safety and responds to threats and opportunities (Woods & Cook 2002).

According to Woods (2015), both surprise and the way in which adaptive systems succeed and fail have regular characteristics. In terms of the predictable challenges over the life cycle of a system, he lists the following:

- Assumptions and boundary conditions will be challenged, i.e. there will be surprises.
- Conditions and contexts of use will change.
- There will be adaptive shortfalls and some people will have to fill the breach.
- The factors that produce or erode graceful extensibility will change multiple times.
- The system will have to adapt to seize opportunities and respond to challenges by readjusting itself and its relationships in the layered network.

In terms of the regular characteristics of failure, Woods states that the starting point for failure is exhausting the capacity to deploy responses as disturbances grow: this pattern is called decompensation. A related concept is critical slowing down where an increasing delay in recovery following disruption hints of a nearing saturation of its range of adaptive behavior and therefore an approaching collapse or a tipping point. Calling on resources to stretch repeatedly may overwork the system’s adaptive capacity and result in consequences associated with stress. On the other hand, systems with high graceful extensibility are capable of anticipating bottlenecks and difficulties ahead. Observing how systems have been able to adapt to disrupting events in the past provides hints on their potential for adaptive action in the future. As mentioned above, if a system is to exhibit resilient behavior, the adaptive capabilities must be in place before the disruption arrives.

Fairbanks et al. (2014) state that the lack of requisite imagination about the range and nature of possible disturbances is concerning. Like Woods (2003) puts it: “The past seems incredible, the future implausible”. This is one reason why diversity is often proposed as one of the key elements in creating resilience (see e.g. Laprie 2008 and Dekker 2011, pp. 173-176).

According to Fairbanks et al. (2014), resilience engineering is the deliberate design and construction of systems that have the capacity of resilience – a definition which resonates well with Woods’ resilience [4]. A holistic view to resilience needs to be adopted as the challenge will be the management of adaptive capacity among multiple conflicting interests. Trade-offs are unavoidable as resilience in one area (e.g. maintaining service provision) often compromises resilience in another area (e.g. safety) as Johnson & Shea (2007) point out. Woods (2015) proposes that it makes sense to judge whether a system is resilient based on how well it balances all the trade-offs. Sometimes the situation is further complicated if the people who need the resilience and the people who have to pay for it are not the same (Leviäkangas & Aapaaja 2015). As resilience is not easily converted to numbers, it may easily receive less attention than phenomena that are easily measurable and consequently is under constant risk of being lost in the midst of actions optimizing economic returns (Fairbanks et al. 2014). Also, like Woods and Cook (2002) point
out, due to performance pressures from stakeholders, the benefits of change are often used to increase productivity and efficiency rather than to make the organization more resilient.

Another approach to organizational resilience can be taken through the so-called **high reliability organizations** (HRO). This branch of research has tried to capture observed commonalities of operations within organizations which exhibit effective management of innately risky technologies through organizational control of both hazard and probability (Sutcliffe 2011). The HRO work is focused on organizations which operate in unforgiving social and political environments, operate risky technologies and for which the scale of possible consequences from errors or mistakes precludes learning through experimentation. These organizations use complex processes to manage complex technologies. In practice, the domains under study have been aircraft carriers, air traffic control and nuclear power. From this research five organizing principles have emerged:

- **Preoccupation with failure**: being chronically aware of the risks and potential hazardous events.
- **Reluctance to simplify interpretations**: encouraging different opinions and seeking alternative perspectives so that assumptions can be questioned and a more complete picture of the current situation can be created.
- **Sensitivity to operations**: ongoing interaction and information sharing at the operational level to maintain an integrated big picture of ongoing situations so that necessary adjustments can be made and people learn about each other’s talents and skills.
- **Commitment to resilience**: developing capabilities to cope with mishaps, learning about them and anticipating future problems.
- **Deference to expertise**: during high tempo situations like during a crisis, decision making migrates to the people with the most relevant expertise, irrespective of authority or rank. People know the expertise areas of the others.

Despite the challenges, there are tools and methods for working on resilience. Hollnagel (2011) has proposed a so-called Resilience Analysis Grid (RAG). In short, Hollnagel identifies four key abilities that together constitute resilience:

- Ability to respond
- Ability to monitor
- Ability to anticipate
- Ability to learn

In the Resilience Analysis grid Hollnagel introduces specific probing questions for each of the four abilities in order to help evaluating the level of resilience. Rankin et al. (2014) introduce a framework for capturing and analyzing adaptations in everyday work situations. Bergström et al. (2009, 2011) report on experiments where the training of flight crews and maritime crews was modified to focus on the development of generic competencies in addition to focusing on the operating procedures, in order to build resilience for escalating situations. The concept of evidence-based-training (EBT) in aviation follows the same line of thought (see e.g. IATA 2013, pp. 5-6). In 2013, Eurocontrol produced a publication called “From Safety-I to Safety-II: A white paper” (Eurocontrol 2013). The publication explains the transition from the safety-I paradigm to the safety-II paradigm in great detail. The so-called safety factors (Nisula 2014b, 2015b) offer a framework for capturing resilient practices in operations.

### 2.2 Contemporary safety challenges and paradoxes

Morel et al. (2008) argue that the practitioners who can perform with the best levels of resilience are the ones who are exposed to significant risks frequently and have therefore acquired the know-how how to survive the challenging conditions. Morel et al. point out that this leads to the paradox that some of the most resilient activities are also the ones where the greatest risks are taken. Exposure to dangers and frequent decision-making situations (with trade-offs between conflicting goals) create inherent “natural resilience” among the practitioners. Morel et al. argue that “it is extremely difficult to help an operator to acquire these skills without exposing him or her to risks”. These observations underline that the relationship between resilience and safety is not simple.
As opposed to such natural resilience, most safety critical activities count on “safety through constraints” – such as prohibitions and protections. Morel et al. (2008) postulate that:

\[
\text{Observed safety } = [S_C + S_M]
\]

where \(S_C\) denotes Constrained safety and \(S_M\) denotes Managed safety (or resilience).

For example, safety on sea-fishing vessels was concluded to be almost entirely based on managed safety, through the autonomy of the fishing skippers. However, it was also concluded that this type of innate resilience within the craftsmanship system was unable in itself to provide high safety levels (Morel et al. 2008).

On the other hand, more safety could kill the existing fishing system, due to too rigid and expensive constraints. This introduces another paradox and reminds of the above-discussed fact that safety can never be discussed in a vacuum. It is only one of the strategic (and survival-critical) priorities. Morel et al. (2008) report that professional fishers do not ask for more regulations but for better means for staying at sea in unfavorable conditions. The ethical paradox for the state agencies then is whether they should support such production-optimizing efforts or deny them due to potential added risk-taking.

A critically important conclusion from Morel et al. is that increase in the constrained safety almost always comes with a decrease in the managed safety and the resilient adaptive ability of the system, which becomes more rigid. However, they state that the compatibility between the constrained and self-managed safety remains an open research question.

Amalberti (2001) discusses the paradoxes of almost totally safe transportation systems. He focuses on systems which reach the safety level of one disastrous accident per 10 million operations and calls these systems ultra-safe. He offers scheduled airline operations and European railway operations as examples of such systems. Amalberti presents several characteristics that can be associated with ultra-safe systems:

- The safety level of these systems becomes asymptotic close to \(5 \times 10^{-7}\) disastrous accidents per number of operations/movements/km (whatever is the relevant reference unit or “base rate”). Amalberti calls this safety level the “mythical frontier”.
- Solutions designed to reach this safety level tend to have devious effects when trying to advance beyond it. For example, the effect of automation as a solution starts wearing out before the mythical frontier – probably due to weakening situation awareness.
- Current ultra-safe systems tend to be ageing, over-regulated, rigid and highly unadaptive.
- Accidents occur in the absence of any serious breakdown or error, as combinations of factors. Such combinations are difficult to detect and to recover with traditional safety analysis logic.
- Reporting becomes less relevant in predicting major disasters.
- Due to low accident (and incident) rates, the system produces little feedback and evidence on what the safety level is and what measures have had a positive/negative impact on safety. Therefore, safety may become a political rather than scientific subject, with short-term having preference over long term measures.
- Over-stretched performance can give rise to new risks and reduce safety margins and recovery opportunities in degraded conditions.

The role of (the decreasing number of) incidents in very safe systems is somewhat controversial: are incidents markers of resilience or brittleness? Woods and Cook (2006) ask exactly this question and offer the following answers:

- Incidents show how the system can stretch to meet disruptions, but also the limits on that adaptive capacity.
- Incidents reveal boundary conditions and how the system behaves near these boundaries.
- Incidents are therefore sources for evidence of otherwise hidden sources for adaptiveness and also illustrate limits.
The system’s response to disturbances is the basic unit of analysis for assessing resilience. Incidents need to be analyzed to understand when the challenges stress or even fall outside the system’s competence envelope, how the system engages its adaptive capabilities and what are the limits.

In line with this, Amalberti (2001) argues that beyond a certain incident-reduction quota, the absence of incidents may actually increase the accident risk. He proposes that optimum safety is obtained by tolerating and monitoring a residual number of incidents, and that the total volume of failures may be more telling than the various details.

Amalberti (2001) postulates that today’s systems may not be able to go beyond the mythical frontier of $10^{-7}$. He argues that every system has its life cycle, during which it gets optimized and after which it gets replaced by a new system. The main operating principles of the system will determine the maximum safety level that can be reached with the system. The most suitable safety measures are always a function of the system’s optimization level. Once the system has been highly optimized (or over-optimized, like Amalberti sees most of today’s man-machine systems stemming from the 1960’s), the objective is no longer to improve, but just to contain the system and to try to avoid “the” disastrous accident which could mark the end of the system.

In his 2013 book “Navigating safety” Amalberti goes further in his reasoning on systems’ safety. He proposes the following:

- Risk management must treat all types of risk which threaten the survival of the enterprise/organization, not only safety related risks.
- Safety management should be part of a holistic total management approach, not to augment other types of risks when safety risks are reduced.
- One must address both the normal (optimized) operation and sufficient resilience in exceptional events. This goes back to the equation “safety = regulated safety + managed safety”. In ultra-safe systems the latter should be addressed through specific actions.
- There are no known examples of systems which would have succeeded in maintaining expertise for exceptional situations in parallel with a procedural safety envelope.
- In real life, the hardest challenges are drift and violations, which augment the safer the system becomes.
- Working on the so-called weak signals is a seductive but fallible approach. A specific method would be required, as classic risk management systematically ignores weak signals. However, there is an infinite number of signals, so the time, resource and expertise requirements would explode.
- The organization should also be prepared to survive an accident.
- Safety becomes a concept of social perception and a kind of civilian right. But social forces are often irrational, e.g. pushing more funds to crisis management than prevention.

According to Amalberti (2013, pp.76-77), the difference between ultra-safe and not so safe systems comes from:

- Performance-limiting boundaries from an Agency.
- Total system view instead of only individual concerns.
- Standardization instead of artisan approach.
- Overprotection through procedures etc.

Paradoxically, in ultra-safe systems, nobody can really know what the real safety level is. One consequence is that safety communication loses its rationality. Nobody also knows which elements and factors contribute to high safety and which don’t. Consequently, the system cannot clean itself anymore and becomes more and more constrained.

According to Amalberti (2013, pp. 54-55), the four main limits of the Reason model are:

- Linearity
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- Cartesian view promoting reductionism. This approach is weak on accidents without clear failures.
- Idealistic view promoting the elimination of all latent failures. In today’s world, the realistic assumption is to accept some “holes”.
- Ideal of eliminating all accidents and incidents. Going to an ultra-safe system often means that natural resilience is lost and remaining accidents are devastating.

The last point highlights two related paradoxes which are perhaps the greatest paradoxes of safe systems:

- The safest systems may produce the most devastating accidents.
- The safer the system, the less tolerable are the remaining accidents for the public.

These reviewed challenges and paradoxes need to be kept in mind when risk treatment strategies and interventions are designed, even if the task becomes even more difficult.

3 Human Factors in production and decision making

This section discusses aspects of human performance and human behavior which can be broadly placed under the title of human factors. First, a very brief summary is made of the human factors research in relation to safety. The objective is to highlight the key findings in this field, significant for understanding the modern approach to safety and the implications on risk treatment. Secondly, some of the key human biases are discussed in the context of risk perception and decision-making. The objective is to show that the way humans work on risks is not a simple machine-like mathematical process. The final aim of the presented material is to be able to take into account as much of it as possible in the design of the risk management framework, so that the related methods are as well adapted as possible to the way human cognition works.

3.1 Human factors of operations and production

This section summarizes the key findings of human factors research applicable to safety and risk management. The title reflects the fact that most of the human factors topics discussed here apply to frontline operators, e.g. people like pilots, seafarers and drivers of vehicles, within the transport operations, i.e. in production.

As Amalberti (2001) points out, after reliability of technology had been improved through the reduction of technical breakdowns, it seemed as a viable concept to try to improve safety through the reduction of human error. This approach was explored for about 20 years and the results were summed up towards the end of the 1990s.

Amalberti summarizes the conclusions of this research effort in four points:

- Mistakes are cognitively useful and cannot be totally eliminated. Error detection and recovery are part of normal activity and often the true manifestation of expertise and more important than the actual production of errors/failures.
- The key objective is overall safety and not errors in themselves. Therefore, it is necessary to consider the entire contribution of individuals to systems operations. One way of doing this is through the Reason’s model and another is the High Reliability Organization approach – both discussed above.
- Mistakes made by individuals are consequences of the systemic migration of sociotechnical systems towards augmented complexity, performance, and individual advantages. The normal operation may often be characterized with pressure to optimize production to highest feasible levels where deviance easily becomes the standard. Such operation with reduced safety margins at quasi-incident levels may result in brutal transitions towards loss of control and accidents.
- The subject of study is no longer the actual error-producing mechanism, but the study of the cognitive mechanism used to control risk. The human operator does not regulate the risk of error but tries to meet the performance objectives at the lowest possible execution cost, balancing
different factors such as the style used to control the activity (automatic/conscious), the way to protect against errors, mechanisms used to detect and recover errors, the way to remain aware of one’s performance and tolerance of residual errors. Such factors can be regulated in real time during the activity. The resulting balance can be called natural safety or ecological safety: the objective is to control errors within an acceptable margin rather than suppressing them completely.

Furthermore, Amalberti (2001) presents the following points based on studies on error control:

- Human operators produce more or less a constant rate of errors whatever their expertise, except for absolute beginners. The average is one to three errors per hour. The number of errors tends to decrease in more demanding situations due to increased cognitive control, but this comes at the price of a collapsing recovery rate (all resource used by online control).
- Routine based errors increase with expertise whereas knowledge-based errors decrease.
- The flow of errors stays under control: 75% to 85% of errors are detected. Routine based errors have a higher detection rate than knowledge-based errors. Experts tend to disregard an increasing number of errors which have no consequence on the final objective of the work: 28% of non-recovered errors compared to 8% for beginners. This shows that for humans the reference is not the number of errors as such but the feeling on whether the situation remains under control.
- When the human operator starts moving out from the “field of safe operations” and from the feeling of being in control, she/he comes to a turbulent area and receives cognitive alarm signals, warning about the approaching loss of control. Making sure the first signs of losing control are very apparent is a logical target for safety measures. Detected errors contribute to increased situation awareness. Unfortunately, automation sometimes works in the opposite direction introducing overconfidence.

Another illustrative summary of the role of human error in safety was presented in the book *Behind Human Error: Cognitive systems, computers, and hindsight* written in 1994 by four scientists at the Ohio State University (Woods et al. 1994). The authors first highlight the problem of explaining accidents simply with the label “human error” – for example (pp. 1-2):

> Surveys of anesthetic incidents in the operating room have attributed between 70 and 75% of the incidents surveyed to the human element. Similar incident surveys in aviation have attributed over 70% of incidents to crew error.

> The typical belief is that the human element is separate from the system in question and, hence, that problems reside either the human side or in the engineered side of the equation. Incidents attributed to human error then become indicators that the human element is unreliable.

They then present premises for research on human error (pp. 11-30):

1. Errors are heterogeneous.
2. Erroneous actions and assessments should be taken as the starting point for an investigation, not an ending.
3. Erroneous actions and assessments are a symptom, not a cause.
4. There is a loose coupling between process and outcome.
5. Knowledge of outcome (hindsight) biases judgments about process.
6. Incidents evolve through the conjunction of several failures/factors.
7. Some of the contributing factors to incidents are latent in the system.
8. The same factors govern the expression of expertise and of error.
9. Lawful factors govern the types of erroneous actions or assessments to be expected.
10. Erroneous actions and assessments are context-conditioned.
11. Error tolerance, error detection, and error recovery are as important as error prevention.
12. Systems fail
13. The design of artifacts affects the potential for erroneous actions and paths towards disaster.
In conclusion of the above, on one hand, the concept of human error is still valid and the understanding of the mechanisms behind human error has greatly enhanced in the last 30 years. Good principles in design for ergonomics and working practices are important in order to minimize all avoidable errors. On the other hand, however, what finally matters is successful task completion, and for this error detection, recovery and tolerance are as important as the emergence of errors in the first place. Even in good operations, plenty of errors take place every day without necessarily putting the system in danger: an expert making errors with no negative impact is a very different situation from someone making mistakes and thereby not reaching the desired outcome. The observation that not all errors contribute to negative outcomes highlights the important fact that accidents (in safe systems) cannot be explained simply as human errors. A more systemic view also shows that human errors are influenced by many system characteristics (e.g. complexity, production pressure) like Amalberti’s conclusions above point out. As a summary, it can be stated that on one hand error counting is not a good measure for the safety of the system, and on the other hand, focusing only on error prevention is not usually the ideal way to enhance system safety. From the risk management point of view, overall safety (at the system level) and maintaining control (at the human operator level) are the key objectives, and safety interventions should focus on these. For example, for an expert user, making the first signs of losing control visible would probably be a better intervention than trying to prevent all errors.

### 3.2 Human biases, risk perception and decision making

Unfortunately, besides the somewhat impressive capabilities of people, humans are also subject to multiple cognitive biases and limitations in analyzing information and making sensible decisions. These have direct consequences on the capability to run an effective risk management process. The first set of limitations has to do with mental models and heuristics, especially in relation with complexity:

**Imperfect mental models.** Sterman (1994) reminds that all decisions are based on models. Mental models are the implicit causal maps that we hold concerning the systems around us. They contain our beliefs about the network of causes and effects that describe how the systems operate, the boundary of the model and the time horizon we consider relevant. Sterman argues that most people do not appreciate the ubiquity and invisibility of mental models and instead believe naïvely that their senses reveal the world as it is. Importantly, the mental models also guide what information from the environment is acquired and how it is interpreted. Human senses and information systems select only a tiny fraction of the possible experience and some of this filtering is based on (conscious or unconscious) decisions. Our past experience and expectations determine powerfully what we perceive in the environment. In this way, past perceptions and expectations limit learning and changing mental models as the anomalies that might challenge current models may be filtered out. Perrow (1984, p. 318) also argues that selecting the context before interpreting a situation is crucial but an almost effortless pre-decision act, made without reflection based on past experience. He argues that sometimes the human operators unconsciously pick what seems to be the most familiar context but not necessarily the correct one, setting the scene for bad decisions.

**Flawed cognitive maps of causal relations.** As a specific example of imperfect mental models, Sterman (1994) highlights that the cognitive maps humans hold are vastly simplified compared to the complexity of the systems themselves. Furthermore, people are unable to infer the dynamics of all but the simplest causal maps. This is a problem which becomes very significant with complex systems. The heuristics humans use to map causal relationships lead systematically to cognitive maps which ignore feedbacks, multiple interconnections, nonlinearities, time delays and other elements of dynamic complexity. People generally adopt an event-based, open-loop view of causality and in the reporting of information do not understand stocks and flows.

**Inability to simulate mentally systems with feedback loops.** Not only are humans unable to construct useful cognitive maps of complex systems, but they are also incapable of mentally simulating the dynamics of a complex system with feedback loops - even if they were given the correct representation of the system (Sterman 1994). Understanding the dynamics of multiple feedback loops requires intuitive solutions of high order differential equations – a task which exceeds the cognitive capabilities (except
perhaps in the very simplest cases). A typical example of this limitation is the fact that people significantly underestimate exponential growth.

Other human biases and human limitations mentioned by Sterman (1994) include:

- **The Fundamental Attribution Error**: this is the human tendency to attribute the behavior of others to dispositional rather than situational factors. The unfortunate consequence is that behaviors are seen as stemming from personalities and the contribution of system structure is missed. This diverts attention away from the systemic high-leverage points.

- **Overconfidence**: Humans tend to underestimate uncertainty, be overconfident of positive expectations while ignoring or downgrading negative information (Makridakis & Taleb 2009), and maintain an illusion of control, even on influencing the outcome of random events. Makridakis & Taleb (2009) highlight that forecasts done by experts are not more accurate than those of other knowledgeable people. Moreover, experts are less likely to correct their forecasts than nonexperts when new evidence emerges, disproving their earlier beliefs.

- **Confirmation bias**: Humans tend to seek evidence consistent with current beliefs rather than potential disconfirmation. For a detailed discussion of confirmation bias, see e.g. Nickerson (1998). According to him, evidence supports the view that no matter how open-minded one has been in forming a position on an issue, once that position has been established, one's primary purpose becomes that of defending or justifying that position. Confirmation bias may couple with availability heuristic: the importance and relevance of information is weighted based on how readily it is available (e.g. in one’s own memory, see Tversky & Kahneman 1973).

- **Defensive behavior** is about avoiding public testing of important hypotheses and could be also seen as a kind of group-level acting of confirmation bias.

- **Groupthink**: Defensive routines at the level of a group lead to what can be called groupthink. In groupthink, the members of the group mutually reinforce their current beliefs, suppress dissent, and isolate themselves away from those with differing views and challenging evidence. The mental models of the team members may in this way remain hidden, ill-formed and ambiguous. Waring (2015) argues that groupthink frequently builds around an authority figure and that groupthink can create blind spots that affect both risk perception and responses.

- **Framing issues**: Human judgment may be strongly affected by the frame in which the information is presented, even if objective information is unchanged. Perrow (1984, p. 318) discusses framing issues in the context of the correct use of base rates in probabilistic reasoning. He argues that depending on how the problem is presented, the subject will or will not use the base rates and probabilistic reasoning.

Interestingly, De Martino et al. (2006) studied the framing bias from the physiological perspective (in terms of brain activity) and concluded that the framing effect was associated with amygdala activity, suggesting that the emotional system mediates decision biases. They write:

“…individuals incorporate a potentially broad range of additional emotional information into the decision process. In evolutionary terms, this mechanism may confer a strong advantage, because such contextual cues may carry useful, if not critical, information. Neglecting such information may ignore the subtle social cues that communicate elements of (possibly unconscious) knowledge that allow optimal decisions to be made in a variety of environments. However, in modern society, which contains many symbolic artifacts and where optimal decision-making often requires skills of abstraction and decontextualization, such mechanisms may render human choices irrational.”

There are many other known human biases related to decision making, in addition to the ones mentioned here. Like De Martino et al. (2006) state: “when taking decisions under conditions when available information is incomplete or overly complex, subjects rely on a number of simplifying heuristics, or efficient rules of thumb, rather than extensive algorithmic processing”. However, as mentioned above, the intent here is not to be exhaustive but to review a sample of evidence to highlight the fact that human decision making is not necessarily a rational analytic process but something far more complicated and fragile.
Not surprisingly in the light of the mentioned limitations, human performance in complex dynamic environments is far from optimal and often even far from reasonable. It is very hard for humans to manage the typical unanticipated side effects and delayed consequences. Experimental studies confirm that human performance in such environments is poor not only relative to normative standards, but even compared to simple decision rules, e.g. “do nothing” (Sterman 1994). In different types of experiments, subjects created average costs which were 10 times greater than optimal and/or costly escalations in constant conditions, people were insensitive to time delays in the system, they may have missed the primary target (e.g. letting the headquarters to burn down in a forest fire simulation or letting patients sicken and die in a medical setting), and often subjects would blame their poor performance on external events. The greater the dynamic complexity, the worse people performed relative to the potential. People also seem to be incapable of adapting their decision rules as the complexity of the task increases: the time taken to make decisions in higher levels of complexity is not significantly longer than with simpler situations – sometimes it even gets shorter (Sterman 1994).

Another level of the problem is that people have great challenges to learn in situations of dynamic complexity (Sterman 1994). For example, after 50 years of simulated experience with perfect immediate feedback, 83% of the subjects still performed worse than a naïve strategy which doesn’t utilize the available feedback from the system or react to the behavior of the competitor. In complex systems available feedback is ambiguous and mixed together with many other variables subject to simultaneous changes. Being able to learn in this type of environment would require a disciplined scientific approach based on diverse evidence and active challenging of beliefs. Unfortunately, humans do not generally work this way (Sterman 1994).

The second set of human limitations considered here are associated with risk perception. The phenomena discussed below make the already difficult task of risk assessment even more difficult by introducing additional error and systematic biases.

Tendency to underestimate uncertainty. Mosleh et al. (1988) report that overconfidence is one of the known biases in judgmental estimates. People have the tendency to give overly narrow confidence intervals which reflect more uncertainty than is justified by their knowledge. Tickner & Kriebel (2006) propose that one factor contributing to this tendency may be that admitting honestly the uncertainties that even an experts or decision-makers may face could weaken agency authority by creating an image of the agency as “unknowledgeable”.

(In)tolerance of uncertainty. Johnson & Slovic (1995) discuss the tolerance of the public towards an openly communicated uncertainty in risk assessment. They report the following findings:

- The public is not familiar with uncertainty in risk assessment nor in science in general
- When presented simply, people may recognize uncertainty.
- Graphics do not necessarily help in communicating on uncertainty
- Trust in government and authority is an important factor in perceived risk and probably more important than openness on uncertainty.
- Agency’s discussion of uncertainty on risks appears to signal honesty – but also incompetence for some people.

Ignoring very negative scenarios. The famous sentence of David D. Woods on some of the future scenarios being implausible was already mentioned above in the context of resilience (Woods 2003), as well as the alarming lack of requisite imagination about the range and nature of possible disturbances (Fairbanks et al. 2014). Makridakis et al. (2009) add that people don’t fully face the possibility of a rare event occurring and its consequences. These observations fit well with the overconfidence mentioned above.

Biases in risk perception. Dionne et al. (2007) state that there is empirical evidence that perceived risk is generally biased and that perception of risk influences behavior. Perrow (1984, pp. 326-328) reports
on studies focusing on what kind of factors increase people’s risk perception. The most important factor which was named “dread risk” was associated with:

- lack of control over the activity
- fatal consequences in case of mishaps
- high catastrophic potential
- reactions of dread
- inequitable distribution of risks and benefits (including the transfer of risks to future generations)
- the belief that risks are increasing and not easily reducible

The presence of these factors turned out to be the best predictor of higher perceived risk. The next most important factor for high risk perception was the presence of unknown elements, i.e. risks that where unknown, unobservable, new and/or delayed in their manifestation.

**Sensitivity of risk aversion.** Studies suggest that attitudes to risk aversion may be sensitive to many factors. Balsa et al. (2015) concludes that attitudes to risk aversion are influenced by the environment and more particularly by peers. Wilson et al. (2008) suggest that risk aversion works when it is done in relation to oneself or in relation to people known to the subject, but not for stranger-to-self. Kahneman & Tversky (1979) argue that risk aversion can even change for the same person in a relatively short time frame: a failure to adapt to losses or to attain an expected gain induces risk seeking. So a person who has not “made peace with his losses” could accept gambles which would otherwise be unacceptable to him.

Finally, one key bias needs to be mentioned, relevant both to risk assessment and to decision making as such:

**Hindsight bias.** Baruch Fischoff (1975) showed in his famous experiments that the fact of knowing the outcome of an event/story greatly influences the way the different elements within the story are interpreted. Importantly, reporting the outcome also produces an unjustified increase in its perceived predictability - it seems to have appeared more likely than it actually was. Initially, Fischoff called this phenomenon “creeping determinism”. He reported that disclosing the outcome to subjects carrying out the experiments approximately doubled its perceived likelihood of occurrence. He also showed that the relevance attributed to any data elements within the stories was highly dependent on which outcome, if any, subjects believed to be true. In other words, people find the evidence to justify the outcome. Hindsight bias is a particularly unfortunate phenomenon in safety analysis because it makes analysts think (after the fact) that the outcome was more predictable and visible than it actually was in real time. This can easily reflect negatively on the sharp end human operators being part of the incident/accident. Due to increasing the perceived likelihood of the observed outcome, risk assessments on similar future scenarios get easily biased.

## 4 Synthesis and conclusions

The way to understand safety has evolved significantly in the last decades. The focus has shifted from individual sharp end practitioners and technical failures through Human Factors and organizational aspects to understanding safety as an emergent property in an (often) complex system. Safety management systems have been introduced and regulated within the transport operations. These frameworks are helpful in defining the set of elements that are deemed today’s state-of-the-art practice and introducing risk management as a central activity within safety management. However, current SMS’s still have several significant limitations. Safety is taken apart from other organizational priorities and the conflicts are not addressed. The Safety Performance Indicators offer a very simplistic approach to “measuring” safety and in the worst case can contribute to what Dekker calls the bureaucratization of safety. It is argued that current SMS’s do not offer a solution for power issues (top management ruling against safety) nor for the symptomatic phenomenon of drift. Current SMS’s are the products of the Safety-I era and despite the existence of Safety-II, the current practice at operators is still largely based on the Safety-I approach.
Resilience was defined and discussed at length. It is easy to see a natural link to the adaptability which is so vital within complex adaptive systems. Within resilience engineering, people are seen above all as the adaptive element, enabling a flexible and sustained operation, and no longer as the weak link in the system. From the operational point of view, one basic guideline for operators would be not to only optimize the normal operation but also be prepared for surprises, i.e. have resilience. This idea resonates well both with black swans and the natural variability in complex systems. On the other hand, this also reinforces the desirability to be able to identify the good resilient practices and to reinforce them, and ideally also get an idea of the overall organizational resilience. However, as discussed, finding the resilient features in a system can be challenging as even the practitioners themselves are not necessarily aware of the constant adaptation and the resilience dimension: all this is just “normal work” for them. The high reliability organization (HRO) approach was introduced as another way to approach resilience.

Current safety situation, especially within the very safe transport operations contains paradoxes. First, attaining the safest levels of operation has required a regulated approach but such proceduralization has a negative effect on the managed (or natural) resilience, which exists spontaneously in less safe systems. Secondly, safety is not only a blessing. Safety at the ultra-safe level can become so constraining and expensive that it threatens to kill the system, which may come to the end of its life-cycle and be replaced with a new system with new paradigms. Finally, the safest systems may also have the most devastating accidents.

In this dissertation, the aim is to embrace the Safety-II approach. The immediate consequence is that one should try to develop ways to measure safety on a positive scale, and not only as the absence of negatives. Additionally, it is also deemed vital to take a holistic approach to the organizations in question, so that safety is not treated separately from other organizational priorities and that safety risks are not presented and treated separately from other (corporate) risks. One aspect of taking the different priorities into account is that the safety and risk management functions themselves need to be carried out within acceptable levels of efficiency, resource and cost.

In most current transport operations, there is a strong tradition for safety data/information collection. As discussed, analyzing such data still has its place. Furthermore, with such a quantity of safety data available, it is safe to assume that a risk management framework which could not accept the data/information as input could hardly be acceptable to the transport safety community.

Various topics reviewed in this chapter point to the need to address safety and risks at several levels. The safety data typically highlights operational events (or incidents). The concept of resilience (including the high reliability organization approach) and the willingness to measure safety (on a positive scale) make most sense at the organizational level. The challenge of power “abuse” compromising safety, bureaucratization and drift require focusing at least on the organizational level but also on the system level, which goes beyond an individual operator. Similarly, the mentioned safety paradoxes imply the system level, which in this case could be a very large international system of systems.

The biases, heuristics and other human limitations discussed in the last part of this chapter stem from cognitive and even biological properties of humans and therefore are with us to stay. An approach which can be considered is to try to design various details within the risk management framework (and the associated processes and methods) in such a way that the biases could be counteracted as much as is feasible. Distorted risk perceptions and groupthink may be at least partially addressed by using diverse groups of people in teams where diversity and dissent is actively encouraged and the working methods aim at building knowledge around the topics to be assessed. To break free from common beliefs, people from outside the core group of analysts can be brought in – this should also help in enlarging perspectives in relation to black swans. The bad track record related to interacting with complex systems suggests that defining actions in a feedforward manner is not recommendable. Rather, an iterative approach based on adaptable experiments could be adopted. The impediments to learning within complex systems are
particularly worrying because they diminish hopes that the interactions could improve in time. Providing a solid theoretical background on complex systems is probably a vital basis. People can be encouraged to try to think at the system level, try to draft the possible interactions and feedback loops and compare draft models with real-life observations on system effects. However, realistically, learning will probably remain a considerable challenge. Concerning the role of uncertainly, the position taken here is that uncertainties should be admitted boldly and to enable this way of working without losing credibility with key stakeholders, it will probably be recommendable to run specific communications/educational efforts with stakeholders. In the case of a national transport safety agency, the stakeholders would include at least other agencies, the ministry of transport, people within the agency itself, and possibly the public.
Chapter 5 - Acceptability of Risks

An inevitable part of risk management is to find a way to define what are the limits of tolerable risk. The subject is treated in three sections. The first one examines the different ways in which the limits can be defined, the second section discusses the ethical base for risk acceptance criteria, and the third section reviews which existing criteria could be used or adapted to obtain the required method for defining the limits of acceptable risk. In practice, a key concern is to know what kind of safety investments are worthwhile compared to the associated risk reduction.

1 Risk tolerability as a multi-dimensional judgment

This section reviews the various contributions to risk tolerability in literature. Key points are deliberately formatted as bullets. The first three bullets come from the conclusions in Chapter 2.4.:

- It becomes clear that the result of the risk assessment cannot be a simple number. Presenting the results of risk assessment and taking decisions based on the results, becomes something more complicated and multidimensional than just comparing two numbers.

- There is value in trying to present the results in such a way that the risk aversion policy is left open and can be adjusted according to various needs.

- It is clear, that the proposed risk management framework will have to be able to maintain awareness of potential black swans, irrespective of their perceived probabilities.

Vanem (2012) states the following (formatting added):

- “Different sectors will require different acceptance criteria, and one cannot assume that it will be satisfactory to apply acceptance criteria from one sector to another one.”

He also notes that different anchor points (for fixing the so-called FN-curves, see below) for societal risks have been suggested in the literature and in regulations, but that even for different ship types, these anchor points are proposed differently. As Amalberti (2001, 2013, p. 75) illustrates, different activities have very different safety levels and if these levels are used as a reference for risk acceptance (in line with the principle of equivalency; see Vanem 2012), the limits would indeed be very different between different activities. Moreover, Carlsson et al. (2004) report test result which indicate that subjects’ Willingness To Pay (WTP) for a given risk reduction was significantly higher for flying than for travelling by taxi.

Similarly, according to Chilton et al. (2002), research in cognitive psychology and economics strongly suggests that preference-based Values for the Prevention of a statistical Fatality (VPF) may not be automatically transferable between different contexts. Their research generated estimates of preference-based values of safety of three domains (rail, domestic fires, fires in public places), relative to the value in road safety. This relative valuation was the preferred approach due to the low baseline levels of risk (e.g. for rail accidents) and the resulting high error margins if estimates of the absolute values were to be used.

Aven & Krohn (2014) argue that:

- In real life, risk cannot be measured in an objective way and the risk management needs to reflect this. Making judgments about the acceptability of risk on the basis of probabilities alone should be avoided.

Similarly, Aven & Ylönen (2016) state:

- Today, risk acceptance criteria are often used rather mechanistically by comparing calculated probabilities with predefined acceptance limits. Such use cannot in general be justified.
• Complex systems cannot be adequately risk analyzed using a static probability-based approach.
• Identifying the best solutions and measures cannot be determined from considerations of probability alone. Overall judgments are required.
• Such judgments must consider and make explicit: the supporting knowledge and related uncertainties; strength of this knowledge; assumptions; risks related to the assumptions; potential surprises relative to knowledge and beliefs.

Paté-Cornell (2002) states that the results of a risk analysis are generally meant to answer two kinds of questions:
1. Is a particular risk acceptable?
2. What measures can be adopted to maximize safety under resource constraints?
She points out that numerical values are only part of the answer to the first question: other aspects such as the controllability and the voluntariness of the risk must be considered. The general guideline for question two would be to support the optimal use of limited resources to provide the best protection to the maximum number of people. Furthermore, Paté-Cornell argues that:
• The search for an acceptable level of risk should focus on an acceptable decision process.
• Results of risk assessments can be compared only to the extent that they have been established on comparable bases (e.g. concerning all assumptions).

Aven & Vinnem (2005) and Ersdal & Aven (2008) propose some aspects for the risk acceptance decision process. They describe the method as multiattribute analysis with managerial review and judgment. Aven & Vinnem (2005) highlight as important elements the drive for generating alternatives, the ability to communicate the information from the analysis to the decision-makers (who need to understand it), and a good visualization of the trade-offs between safety and other aspects (such as cost).

2 Ethical basis for risk-related decision making

Vanem (2012) points out that there is an obvious link between the “right or wrong” of ethics and the “acceptable or not acceptable” risk judgments and the related criteria. The latter are important in protecting the public, environment and society as a whole against different risks, and according to Vanem it could be argued that the principles and the regulatory framework for risk management need to have an ethical foundation. Such a foundation should also be helpful in communication and justification of adopted risk acceptance criteria, for example towards the public. Vanem introduces the concepts of values (what is regarded as good), moral norms (how one should act), moral agents (a person who can have moral duties) and moral subjects (beings that should be taken into account in moral assessments). Perhaps the first ethical question is on whether only living human beings have a moral status or if it should be extended to animals, plants, the environment and future generations. Overall, Vanem reminds that there is no generally accepted ethical theory and the different theories may result in different judgments.

Abrahamsen et al. (2004) argue that life has a value in itself which cannot be measured in money. Risk reducing measures can be put in perspective by using the cost per expected saved lives (value of statistical life) but this is different from allocating a fixed value to life. Obviously, most people would not give up their lives against a certain amount of money. However, people may accept a certain level of risk against a certain amount of money. All this means that specific considerations have to be given to safety of human beings.

There are individual and societal risk acceptance criteria. Individual criteria are necessary when individuals or groups of individuals are exposed to specific (or additional) risks. On the other hand, for large systems exposing a large number of people to possible accidents, societal risk acceptance criteria are deemed to be the most appropriate (Vanem 2012). Societal criteria could typically be expressed in the form of the so-called FN-curves (linking accident frequency to fatalities) or risk matrices (linking the frequencies to fatalities in the form of discrete categories).
Vanem (2012) presents the following principles which could be used as the ethical basis for establishing risk acceptance criteria:

- **Absolute** risk criteria: an approach where a defined risk/safety level needs to be reached *irrespective of the associated cost*. An inverse approach would also belong under this principle: making risk decisions solely based on cost considerations.

- **As Low As Reasonably Practicable** (ALARP): here both risk level and cost are considered and risk reduction measures should be implemented as long as the cost is reasonable. The challenge is that some standard measures of practicality would be needed. See Jones-Lee & Aven (2011) for a detailed discussion on the interpretation of this principle.

- **Equivalency**: using existing activities or systems as a reference and requiring that an equal level of risk is obtained. This can be a good approach especially for novel activities or systems.

- **Maximum benefit to all**: here the principle is to try to maximize the total expected net benefit for the society as a whole. The challenge is to have an objective measure of the benefit. A widely used indicator is the expected length of life in good health for all members of the society. Problems can arise if there are risks which are not equally distributed among the population as some people might be sacrificed for the sake of others.

- **No individuals are to be sacrificed for the sake of others**: the idea is that certain individuals should not be exposed to additional risks in order to reduce the risk or increase the benefit to others. In such situations there should be a compensation to the most exposed individuals so that these “losers” are transformed into non-losers.

- **No mandatory risk reduction**: in this principle the idea is to let the economic system regulate itself autonomously based on the assumption that this is the most efficient way to manage the risks. This principle can generally be trusted only when the same stakeholder who is responsible for the risky activity also benefits from the risk reduction, i.e. it is unrealistic to assume that this approach will adequately address risks to third parties.

- **The accountability principle**: the decision-making process related to risks should be transparent and the decisions should be shown to be justifiable and communicable to the public. This full transparency shows clearly the political, societal and personal values underpinning the decision criteria. Quantitative criteria are preferred to qualitative, supporting an as “objective” assessment as possible.

- **The holistic principle**: safety decisions should be based on a holistic consideration of all risks across the complete range of hazards with all direct and indirect consequences. Failure to respect the holistic approach may cause unproportional expenditure of resource in some areas of the society at the expense of others.

- **Precautionary principle**. According to this principle, lack of solid scientific evidence on specific risks shall not be used to postpone cost-effective measures to address them. The related cautionary principle was introduced in Chapter 2.3. For more details on the precautionary principle, see Ahteensuu (2013) and for a discussion on different types of uncertainties in the context of the precautionary principle, see Aven (2011c).

- **Principle of parsimony**: This principle promotes simple and practical risk acceptance criteria over more complicated ones. This makes decision work easier and also supports clear risk communication to the public and to the stakeholders.

To these could be added two principles which are similar to equivalency (Hokstad et al. 2004):

- **Minimum Endogenous Mortality** (MEM). The current mortality rate (taking into account factors such as age and gender) should not increase significantly (e.g. by 5%) due to the introduced change.

- **Globalement Au Moins Aussi Bon** (GAMAB). The first word of this “globally at least as good” principle is important: it is the *combination of all residual risks* which should not exceed the current level after the introduced change.

Wolff (2005) adds the concept of *imposition of risk*: it is morally problematic when risks are imposed on people. The related societal concern is not based on a risk assessment but rather on moral criticism on those who are imposing the risk. For additional ethical topics, see e.g. Ersdal & Aven (2008).
It is good to be reminded of some of the prevailing expectations within the society. As mentioned previously, according to Amalberti (2013, p. 115), for systems which are considered very safe, safety becomes a concept of social perception and a kind of \textit{civilian right}. Consequently, the accidents which occur – very rarely – are more and more intolerable for the public (p. 8). The public also demands greater transparency on risks but has \textit{problems to deal with such transparency}: people are intolerant to all remaining problems within the safe systems and may even become doubtful that some information is hidden (p. 9). As accidents are very rare, factual information on what really creates the safety is not available, and for such systems safety becomes a political rather than a scientific subject, often leading to a short-term view (Amalberti 2001). Also, \textit{social forces may act irrationally}, for example by channeling more funds to crisis management than prevention (Amalberti 2013, p. 115). The RSSB report “Railway safety and the ethics of the tolerability of risk” (Wolff 2005, p. 5) is an illustrative example of a situation where a very safe transport domain (railways in the UK) felt the need to justify its risk acceptance approach to the public.

Moving from the overall ethical principles to their implementation, Paté-Cornell (2002) reports that there is an emerging pattern on how such principles are reflected in risk tolerance decision making, across several fields and several countries. According to her, there are three categories:

- \textit{Unacceptable risks} on an individual by someone else with probabilities in the order $10^{-4} \ldots 10^{-3}$. These are out of the range of cost-benefit analyses.
- \textit{Tolerable risks} with probabilities smaller than the “de minimis” threshold with probability in the order of $10^{-7}$.
- Between these limits of unacceptable and negligible, there is an area where costs and benefits generally enter the picture one way or the other.

Paté-Cornell uses the following limit values for annual individual risk (or risk per operation):

- De minimis for “workers” $10^{-6}$ and for public $10^{-6} \ldots 10^{-7}$.
- Intolerable for “workers” $10^{-3}$ and for public $10^{-4}$.

However, she warns that in addition to cost/benefit considerations, risk acceptance also depends on factors such as voluntariness, controllability, familiarity, and (epistemic) uncertainty.

Similar to these three layers, Abrahamsen & Abrahamsen (2015) propose a layered approach for implementing the ALARP principle, where there is an “extreme economic perspective” (with decisions based on expected values), “extreme safety perspective” (based on cautionary principle) and a “somewhere between” area.

The adopted risk aversion strategy is another ethical consideration: are fatalities in a single catastrophic accident more important than fatalities in several small accidents? Chilton et al. (2002) report that in their study people considered deaths from different types of accidents (road, rail, domestic/public fires) equal (despite the potentially different number of deaths in road vs. rail accidents):

“This therefore leads us to the conclusion that while people’s priorities are indeed sensitive to the combined influence of the number of deaths, the psychological characteristics of hazards and social amplification effects following a major accident, in practice (at least using our particular elicitation methodology) it is the number of deaths which would appear to dominate the quantitative judgements people give.”

Chilton et al. point out that there are two important caveats: first, not only the number of deaths should be considered but also the number and the quality of years of life gained. Secondly, the risk contexts in their study were quite similar and it may be that very different risks could lead to different results; for example, risks related to hazardous waste, genetic manipulation or food processing.

3 \textbf{Methods and indicators}

There are many different methods and indicators which are in use today to support decision making on risk acceptance. For example, Vanem (2012) discusses the following approaches:
FN-diagrams. For detailed description how FN-diagrams are implemented in the maritime domain through the Formal Risk Assessment method, see IMO (2006). It is worth noting that the slope of the FN-curve indicates the risk aversion policy, so once the curve is established, the risk aversion policy is locked in.

- Gross Cost of Averting a Fatality (GCAF) and Net Cost of Averting a Fatality (NCAF) can be used with the FN-approach to justify meeting the ALARP principle.
- Quality Adjusted Life Year (QALE) and Healthy Life Year (HeaLY) can be used to take into account the degraded quality of life.
- Risk matrices (sometimes called “heat maps” due to the typical colour coding)
- Cost of Averting a Fatality (CAF, NCAF, GCAF) is used in assessing safety investments.
- Cost of Averting an oil spill (CATS) refers to the cost of averting a tonne of oil spilt.

Different reference values from different domains and countries for these and other indicators are available, in Viscusi & Aldy (2003), Jonkman et al. (2003) and Vanem (2012). Other indicators include:

- Value of a Statistical Life (VOSL), see e.g. Persson et al. (2001), Chilton et al. (2002) and Wren & Barrell (2010, p. 19).
- Value of Preventing a (statistical) Fatality (VPF), see e.g. Chilton et al. (2002).
- Willingness To Pay (WTP), see e.g. Jones-Lee & Loomes (1995) on the scale and context effects on WTP related to transport safety.

Reviewing the 11 bullets presented in section one of this chapter, it becomes obvious that the risk acceptance approach becomes a multidimensional question where no single indicator or criterion will alone suffice to make the decision. The existing practical methods and indicators become an important inspiration rather than something for direct application. Indeed, like Paté-Cornell (2002) states, the search for an acceptable level of risk becomes a challenge of defining an acceptable decision process.

Going away from mechanized risk acceptance procedures can be a challenge for everyone, including the agencies responsible for regulation and oversight. Like Aven (2013a) points out, the probability-based approach is attractive because compliance can be followed, controlled and supervised more easily than with a more holistic approach. He also offers the example of the use of the ALARP principle within the Norwegian oil & gas industry, reporting that the industry struggles with using it effectively, as it needs to be based on overall judgments instead of mechanized procedures.

Some guidelines exist for relating different types of outcome severities. The international maritime organization (IMO) has published guidelines for the Formal Safety Assessment, where the practice has been adopted that one fatality equals 10 severe injuries and one severe injury equals 10 minor injuries (IMO 2006, p. 7). Wren & Barrell (2010) present a comprehensive study of the total social and economic cost of injury in New Zealand. The European Aviation Safety Agency (EASA) follows a priority order in which people involved in aviation need to be considered in relation to severity assessment and accident prevention. The priority order is the following (EASA 2016, p. 17):

1. Uninvolved third parties
2. Fare-paying passengers in commercial air transport
3. Involved third parties (e.g. air show spectators, airport ground workers)
4. Aerial work participants / Air crew involved in aviation as workers
5. Passengers (“participants”) on non-commercial flights
6. Private pilots on non-commercial flights

The background for this reasoning reflects both the level at which the people within the hierarchy are in control of the risks themselves, and pragmatic questions of resource/cost (European general aviation safety strategy working group 2012).

Another domain where risk acceptance criteria can be found is technical systems certification where the focus is on demonstrating that the probabilities of different levels of failures (and resulting assumed
outcomes) are tolerable. For example, the aircraft certification standards used by the Federal Aviation Administration (of the USA) require the probability of aircraft system failures which could lead to catastrophic consequences to be $10^{-9}$ for commuter and transport category aircraft (FAA 2011, p. 23, FAA 1998, p. 7). While these references can hardly be applied to the multi-dimensional risk acceptance judgments (e.g. including assumptions, uncertainties, strength of knowledge) they give an idea of the order of magnitude of required reliability levels. What can also be seen, is that for an aviation system generally at the safety level $10^{-6}$ (Amalberti 2001), the underlying technical system reliability requirements are three orders of magnitude higher.

The acceptance criteria for such low probabilities leads to the topic of black swans. It can be argued that managing risk acceptance judgments in a purely engineering context is fundamentally easier than doing it in an operational context. In any case, certain high safety industries are able to work with such low probabilities routinely. This also means that these considerations do not refer to black swans. It is worth noting that none of the listed numerical risk acceptance methods seem capable of addressing black swans. Like stated by Aven & Krohn (2014): “we need a broader concept of risk to make risk management meaningful in a black swan world”. This means that even more than for other risks, dealing with the tolerance of black swan risks will become an issue of finding a suitable and a very holistic decision-making process where risk management solutions based on increased resilience can be taken into account as a cost-effective way to address a number of black swan risks simultaneously.

4 Synthesis and conclusions

The main conclusion concerning risk acceptance is that basing risk acceptance only on a single quantifiable measure does not sufficiently take into account the multiple dimensions of risk. Therefore, while the various indicators presented in the previous section - such as VSL and WTP - may serve as inspiration, the final decision on risk acceptance should be made in a holistic manner in line with the modern risk perspective, paying attention on things such as the assumptions taken and the strength of knowledge. A holistic and robust decision-making process becomes the main focus, and this includes what Aven calls the managerial review.

Another related conclusion is that it is probably better to try to look at various risks in relation to each other and to judge their acceptability through this holistic view, rather than comparing individual risks with a fixed acceptance limit. This is supported by the observation that different sectors will require different acceptance criteria and these criteria in society are not derived from mathematical formulas but are rather the results of a complex social process. Visualizing all relevant risks together in the same risk picture become thus one key objectives. Ideally, the cost (at large; not only financially) of the various risk treatment options could also be visualized together with the risks so that the various options could be compared with each other and related to the expected positive impact in terms of risk reduction. The risk picture could then be used to produce answers to both questions of Paté-Cornell: which risks are deemed acceptable, and what are the measures that are the most justifiable in any given situation. It is acknowledged that some risks could be judged simply inacceptable mainly on ethical grounds irrespective of their position compared to other risks.

Concerning risk aversion, there may be different preferred policies in different agencies/companies/organizations and at different times, so it would be unfortunate if the risk aversion policy needed to be locked once for all as a part of the risk management framework. Ideally, different policies can be implemented, and the impact of different risk aversion strategies could be simulated.

Besides leaning on proper methods and rational reasoning, the decision-making process will have to consider public opinions, political interests and other non-quantifiable aspects. The process will undeniably be exposed both to the human biases and limitations of the decision makers and the – possibly at least partly irrational - demands of the public. Hopefully, awareness of these vulnerabilities and adapted working methods can limit the negative impact.
How black swans and very-low-probability risks enter into the acceptance process is a special challenge which needs to be addressed, and obviously, their acceptance must not be based on probability alone.

In terms of the ethical basis for a risk management framework, one can imagine that different approaches could be taken. Therefore, the more flexible the framework is in adopting different ethical priorities, the better. From the point of view of a national transport safety agency, it seems obvious that both individual and societal risk perspectives need to be maintained. It would be difficult to justify imposing much higher risks on some groups of individuals than others. On the other hand, risk distribution in the society will realistically always be somewhat uneven. Once again, safety and risks are not the only criteria in societal decision making.

The same preference for flexibility applies to the various industry requirements and priorities, such as the EASA priorities mentioned in the previous section: it is an advantage if risks can be viewed flexibly with or without such weighting factors to compare potential differences from the point of view of risk acceptance/prioritization.

This chapter completes the thematic review of literature. In Chapter 6 the focus moves to the level of the risk management framework and process, combining various topics reviewed so far.
Chapter 6 – State of the art in transport risk management frameworks

The objective of this chapter is to review existing risk management frameworks and related methods and guidelines. The aim is on one hand to review the state-of-the-art, and on the other hand to study how aspects of existing methods and guidelines could contribute to the NRMF. Another major task in this chapter is to consolidate all requirements for the NRMF from Chapters 2-5 and to structure them logically.

Section one reviews guidelines for risk management frameworks and their components which have not yet been discussed in the previous chapters. The structured list of requirements for the NRMF is developed in section two.

Section three focuses on current risk management methods within the industry. It is deemed important to review these methods because the developed risk management framework should eventually be able to replace some of the existing methods. As already mentioned in Chapter 2 and Chapter 4.1.3, the industry methods have not evolved a lot in the recent past. They tend to cover the whole process from the beginning to the end because they are rooted in the pragmatic needs of the industry. However, they may have a weak scientific backbone or ignore some of the major challenges. The review is started with the methods from the industry, because this makes a better chronology in terms of how well the methods embrace modern scientific concepts.

Section four covers current risk management frameworks in scientific literature. These methods tend to be more up-to-date with aspects such as the new risk perspectives. However, they often cover only parts of the full risk management process.

1 Guidance for the risk management process

This section focuses on material in the literature at the level of the risk management framework and/or process. The discussion starts with general advice for the risk management process and then addresses decision-making, interventions with the transport system and finally continuous learning. The aim is to capture any significant contributions which have not been captured so far because the focus has not been at the level of the process.

Paté-Cornell (2002) proposes that the goal of risk management could be “to support the optimal use of limited resources to provide the best protection to the maximum number of people”. On the other hand, there are other priorities than safety and cost in an organization, so risk management should address all these priorities. Kontogiannis et al. (in press) discuss the principles, processes and methods for total safety management. They argue that risk management should be part of all decision-making and organizational processes and create value for the business. A key element is a common operational picture about risks. Performance monitoring, operational feedback and participation of all stakeholders are seen as key success factors. The same idea to integrate risk assessment with other key organizational processes is also promoted by Thekdi & Aven (2016). They state that there is a need for a risk-performance framework in line with the new risk perspective, addressing uncertainty as a main component of risk, as well as the knowledge dimension and surprises.

Aven & Krohn (2014) dedicate the appendix A for presenting the key features of the new thinking about risk. The part A.2 covers risk assessment and risk management with the following points:
1. Risk management covers all activities implemented to manage risk and is concerned with balancing value generation and avoiding the occurrence of undesirable events.

2. A risk assessment describes risk for various alternatives, identifies key risk contributors and factors and compares the results with relevant reference values. A risk assessment supports decision making on where to reduce risk and what alternative to choose.

3. The results of a risk assessment need to be put in a wider decision-making context, which we can call a managerial review and judgment process. This process takes into account the limitations of the assessment and incorporates other concerns not addressed in the assessment.

4. The cautionary and precautionary principles have an important role to play in risk management, to ensure that the proper weight is given to uncertainties in the decision making.

5. Robustness and resilience are examples of cautionary thinking.

6. Risk acceptance should not be based on the judgements on probability alone.

7. Probability-based risk acceptance criteria should not be used.

8. Risk reduction processes are recommended based on the ALARP, using ideas presented in Aven (2013a), which give due attention to uncertainties and the strength of knowledge supporting the probabilistic analysis.

9. Cost-benefit type analyses need to be supported by risk assessments to provide adequate decision support, as these analyses are expected value-based which, to a large extent, ignore risks and uncertainties.

Pate-Cornell & Cox (2014) propose some foundations for better risk management. These points include:

- Assess the urgency and value of information. Is collecting or waiting for additional information before acting actually more costly than it is worth?
- Anticipate, monitor and prepare for rare and not-so-rare events. It is proposed that the best strategy for black swans may be to monitor for singles of unusual occurrences and to put in place a resilient structure of organizational connections, financial reserves, and access to human intelligence and knowledge that allows for quick, creative local responses.
- Test and learn deliberately. Test key assumptions, try to learn from experience and to capture data and lessons for future reference.

Aven (2008) presents the idea of semi-quantitative approach to risk analysis. Some aspects of the risks are thus quantified and some are not. The key points of this approach are:

- Establishing a qualitative risk picture, containing the hazards, threats and accident scenarios, as well as some other factors such as barriers, possible risk reducing measures, uncertainties, vulnerabilities and manageability factors.
- Using the risk picture for rough risk categorization, reflecting probabilities/frequencies of hazards/threats, expected severity of the above if they occur, and uncertainty factors.
- Based on the above, making judgments about risk acceptance and comparing alternatives.

Villa et al. (2016) recognize the challenge of risk management in an environment which is constantly evolving. They promote the development of novel approaches to risk assessment and management which would better consider the dynamic evolution of conditions, both internal and external to the system, affecting risk assessment.

Duijm (2015) discusses the challenges and problems in the use and design of risk matrices. His paper has the great merit of drilling into the very practical consequences of the conceptual challenges behind risk assessment, and behind the use of risk matrices in particular. The paper highlights the very same challenges that the author of the current dissertation faced during the design phase of the risk matrices for the developed RMF, in 2013-2015. Duijm mentions several typical problems related to risk matrices such as the clarity of the textual descriptions attached to different categories, the limited resolution in matrices, compatibility with other matrices (e.g. used at the corporate level) and the various biases like the so-called “centering bias”. He highlights several noteworthy considerations and recommendations:

- Both the consequence scale and the probability scale must cover the full range relevant to the assessments. The use of logarithmic scaling for both consequence and likelihood scales is
recommended in order to cover the several orders of magnitude typically required. It is also recommended to use the same scaling for both dimensions.

- Due to different possible interpretations of category definitions, it is advisable that nominal categories are linked to some quantifiable reference, e.g. numerical ranges.
- Instead of using discrete categories it is also possible to produce a continuous probability consequence diagram. This approach has several advantages, e.g. the resolution problem related to large categories disappears.
- It is desirable to be able to present the level of uncertainty. If a continuous probability consequence diagram is used, uncertainty can be symbolized by using boxes or bands instead of single points, thereby showing that consequence and probability values are estimated ranges rather than precise values.
- Because risk matrices need to be customized to the specific circumstances, it is not advisable to use a single standard risk matrix over different activities - e.g. at the corporate level. What is tolerable at company level might not be tolerable at department level, or vice versa.
- An important detail is what is used as the reference consequence in the risk assessment, and does the estimated probability refer to that same consequence. This same problem was described in the ARMS (2010) document with the two questions: “severity of what? Probability of what?” Duijm presents three different alternatives for this. Roughly speaking, the reference is either the worst-case consequence, the most likely/representative damage, or different outcomes are considered separately with different respective probability values.
- Event severity typically has several dimensions, and therefore the different types of impact cannot be a priori directly compared or presented on the same scale. This would also make the use of a single matrix impossible.
- Aggregation of risks is a related issue. How to combine the impact of a single event on different areas of concern, e.g. financial, environmental and safety? Or, how to combine the risk of multiple hazards that originate from a single activity? As a general rule, it is advised that the need for aggregation should be avoided. It is also stated that low risks cannot be cumulated together and considered equivalent to a single (event with) high-risk.
- Overall, Duijm concludes that due to the several serious disadvantages of risk matrices, quantified risk assessment should be preferred, e.g. the continuous probability consequence diagram.

Concerning decision-making within the risk management process, Paté-Cornell (2002) proposes the following elements as the bases for a good decision process:

- “A sound legal basis with clear understanding of individual and societal risks, burden of proof, and treatment of economic effects (including when and how cost and benefit considerations are legally acceptable).
- A monitoring system that allows early detection of chronic problems, hot spots, repeated accidents, clear threats, etc.
- An information system including a risk analysis with appropriate characterization and communication of uncertainties and assumptions.
- A communication system such that this information can circulate among and be fully understood by concerned individuals and organizations.
- A sound criterion for selection of experts and a mechanism of aggregation of expert opinions that reflects the characteristics of the problem.
- A public review process in which the information used and the risk analysis method can be examined and criticized by members of the public, industry, interest groups, etc.
- A clear but flexible set of decision criteria that reflect public preferences given the nature of the hazard, the state of the information, and the economic implications of considered regulations.
- An appropriate conflict resolution mechanism (mediation, arbitration, etc.).
- A feedback mechanism such that data are gathered post facto and used in an appropriate and predictable way to measure the regulatory effects, including those that may have escaped initial policy analysis.”
It can be observed that most of these elements are also explicitly part of the ISO 31000 risk management framework.

Aven et al. (2007) present a decision framework for risk management. The decision process consists of four steps:

1. Framing: describe objectives and define the problem.
2. Alternatives: generate alternatives, select the method, evaluate alternatives.
3. Managerial review and decision
4. Implementation of decision: implement, evaluate.

Due to the difficult value judgments in decision-making, involving uncertainty, Aven et al. promote the view that decisions should be taken by people during the managerial review and it is thus not desirable to develop tools that prescribe or dictate the decision - such an approach would be too mechanical. Johansen & Rausand (2014) express the same view by stating that decision-making should be risk-informed rather than risk-based. In terms of risk acceptance, Aven et al. (2007) point out that to be precise, in accepting a risk, what is really accepted is a solution with all its attributes. The values and goals of the stakeholders are integrated into the decision-making, in line with the process presented by Aven & Vinnem (2005) and Ersdal & Aven (2008). Aven & Vinnem (2005) make the following observations related to the decision-making process:

- A key success factor is to have a drive for generating alternatives. This requires a good climate for considering possible changes and improvements.
- A critical step is for the analysis team to be able to communicate the information surrounding the analyses to the decision-makers. The decision-makers must fully understand what the analyses and the analysts express. A direct communication without any filters is recommended.
- A clear visualization of the decision-makers trade-offs between safety and other aspects could be useful.

Moving on to the interventions with the transport system, the first topic to review is adaptive policy making. Swanson et al. (2010) start their reasoning from the observation that policies crafted to operate within a certain range of conditions often face unexpected challenges outside of that range, leading to unintended impacts and failing to accomplish the original goals. They promote adaptive policies which are designed to function more effectively in complex, dynamic and uncertain conditions, and are therefore particularly well suited for complex adaptive systems. The idea is to develop policies that are not targeted to be optimal for a best estimate future, but robust across a range of futures. The inevitable policy changes become part of a larger recognized process instead of being forced to be made repeatedly on an ad hoc basis. The decision-making process combines learning and action. Swanson et al. (2010) present a collection of intervention principles for complex adaptive systems:

- Policy set-up:
  - Respect history
  - Understand local conditions, strengths and assets
  - Understand interactions with the natural, built and social environment
  - Look for linkages in unusual places
  - Determine significant connections rather than measure everything
  - Public discourse and open deliberation are important elements of social learning and policy adaptation
  - Build trust, collaboration, consensus, identity, values, hope and capacity for social action
  - Use epistemic communities to inform policy design and implementation

- Policy design and implementation:
  - Create opportunity for self-organization and build networks of reciprocal interaction
  - Ensure that social capital remains intact
  - Promote effective neighborhoods of adaptive cooperation
  - Members of the population have to be free and able to interact
  - Facilitate copying of successes
Clear identification of the appropriate spatial and temporal scale is vital to integrated management (the ecosystem approach)

- Match scales of ecosystems and governance and build cross-scale governance mechanisms.
- Promote variation and redundancy
- Encourage variation
- Balance exploitation of existing ideas and strategies and exploration of new ideas

- Monitoring and continuous learning and improvement:
  - Integral to design are the monitoring and remedial mechanisms — should not be ad hoc additions after implementation
  - Fine-tune the process
  - Learning and adaptation of the policy be made explicit at the outset and the inevitable policy changes become part of a larger, recognized process and are not forced to be made repeatedly on an ad hoc basis
  - Policies should test clearly formulated hypotheses about the behavior of an ecosystem being changed by human use
  - Learn to live with change and uncertainty
  - Policies should be expected to evolve in their implementation
  - Increase information on unknown or partially unknown social, economic and environmental effects
  - Evaluate performance of potential solutions and select the best candidates for further support
  - Understand carefully the attribution of credit

Swanson et al. (2010) go on to present “seven tools for the adaptive policymaker”. The aim is to be able to create policies which can adapt to both anticipated and unanticipated conditions. These seven tools (which are in fact rather methods or approaches) are summarized below:

1. **Integrated and forward-looking analysis.** After crafting the policy, key factors driving the policy performance will be identified. The policy can then be tested in a “policy wind tunnel” using defined scenarios and estimating the impact on the performance. If weaknesses are discovered there are at least three options for improvement:
   a. developing a policy option that performs in a range of anticipated future conditions
   b. Mitigating or hedging against the adverse or unintended impacts that can be foreseen
   c. Identifying how the policy might need to be adjusted in the future, and defining how such adjustments will be triggered.

2. **Built-in policy adjustment.** When the need for future policy adjustment can be anticipated, fully- or semi-automatic adjustment mechanisms can be built in the policy.

3. **Formal review and continuous learning.** It is recognized that it will be necessary to refine the interventions from time to time, typically based on stakeholder feedback. A specific way to implement this principle is the use of so-called policy pilots, i.e. a phased introduction of policies or programs, allowing them to be tested, evaluated, and adjusted when necessary, before being rolled out in large scale.

4. **Multi-stakeholder deliberation.** Based on both literature and practical experience, the following guidelines are offered:
   a. Participation is voluntary
   b. The effort is structured and led by skilled facilitators
   c. The process is guided by explicit rules and procedures
   d. All participants have an opportunity to speak, and all should feel that their views have been heard and considered without risk or prejudice
   e. Participants include a broad range of stakeholders directly or indirectly affected by the decision
   f. Deliberative proceedings are transparent and accessible.
   g. Participants engage each other on the basis of communication and open discussion.
h. Deliberation is aimed at an explicit decision context. It is not intended merely to generate opinions.

i. Deliberation is most effective when conducted face-to-face.

5. **Enabling self-organization and social networking.** The value of a strong social network shows on one hand in the resilience that well-linked communities have, and on the other hand in the capacity to create solutions to problems spontaneously without any external input or formally organized interventions. Policies can promote self-organization and networking by trying to remove any resource barriers, creating effective spaces and issues for adaptive cooperation, ensuring that social capital remains intact, and facilitating copying of good practices.

6. **Decentralization of decision-making.** Importantly, when decision-makers are closer to the people affected, they get faster and better (formal and informal) feedback and can implement policies more flexibly.

7. **Promoting variation.** Implementing a variety of policies to address the same issue increases the likelihood of achieving desired outcomes. Therefore, introducing small-scale interventions for the same problem offers greater hope of finding effective solutions. Due to the nature of complex systems, many interventions inevitably fail – and the failures need to be seen as means for finding successful interventions. The variation can be introduced through: design (e.g. through several parallel experiments), facilitating an environment for variation to occur, and/or through using feedback to create variation.

Swanson et al. (2010) point out that *policies that fail* will not only fail to achieve their desired objectives, but *often actually make things worse*. The final aims for adaptive policy making are policies which adapt to anticipated and unanticipated conditions, but also enhance local resilience to unforeseen events in general through stakeholder participation and commitment. Working on adaptive policies, especially for the feedback and refinement, allows people to gain experience in a variety of policy approaches and their success in different conditions.

Marchau et al. (2010) discuss dynamic adaptive policies in the context of transport policy making. They argue that traditional scientific approaches have serious shortcomings in handling deep uncertainty regarding long-term transport policy making in an appropriate way. They point out that one way to exercise adaptive policy making is to start the implementation phase prior to the resolution of all major uncertainties and to adapt the policy gradually over time based on new knowledge.

Adaptive management and more specifically adaptive risk management breaches the gap between risk assessment and adaptive policies (and other interventions). Adaptive management is based on the notion that in some conditions no single best policy can be selected but rather a set of alternatives should be dynamically tracked to gain information about the effects of different causes of action (Linkov et al. 2006). Bjerga & Aven (2015) illustrate how the principles of adaptive management can be applied in risk management, leading to adaptive risk management.

Grote (2015) offers an interesting and a somewhat unusual perspective by proposing that for improved risk-related decision making, *the level of uncertainty might have to be deliberately increased*. Typical engineering approaches would aim at reducing uncertainty, and eventually trying to maximize stability and centralized control. However, first there are limits to being able to reduce the uncertainty due to the nature of complex systems. Secondly, to use the full potential within a complex adaptive system (and to increase its resilience), there should be room for self-organization and innovation, but this requires decentralization and thus increases uncertainty. Grote promotes making deliberate choices as to the level of uncertainty in order to strike a balance between stability and flexibility in the organization, and also to match the level of control and accountability that people have. A very practical example for increasing flexibility (and uncertainty) is to phrase rules and procedures with some options to choose from or with parts that may or may not be applicable based on the conditions. Finally, she joins the many other authors already mentioned who promote the importance of humans taking the key decisions by stating: “Empirical evidence has been accumulated to show that the prerequisites for mathematical models of rational choice are often not met in actual decision-making”. Perrow (1984) reminds about another
weakness of risk assessments: “Risks from risky technologies are not borne equally by the different social classes; risk assessments ignore the social class distribution of risk”.

It is clear that when the target system is complex, the methods to be used and the solutions need to be adapted and would often not be simple and straightforward. This introduces the challenge of communicating the problems and solutions to different stakeholders. Moxnes (2000) points out that complexity is among the top five attributes explaining diffusion, or in the case of complexity rather the lack of it. For someone to evaluate the appropriateness of a solution, one needs to understand why it is effective, and if the explanation is too complex, the explanation will be just as confusing as the reality itself. The challenge is even bigger if the audience is large and diverse or consists of people with little detailed knowledge and weak incentives for learning. When institutions are in place and actors have appropriate incentives to make good decisions, the situation is better.

The presented analysis and solutions should be in line with the mental models and heuristics of the audience, or there needs to be an attempt to change their mental models and heuristics. This relates to what Sterman (1994) calls double-loop learning: the point is not only to be able to adjust inputs to the system hoping to obtain the wanted response, but also to gain a better understanding of the true dynamics of the system and update one’s own mental models accordingly (which should then enhance the success of future interventions with the system). Based on the discussion on learning in the context of complex systems, in Chapter 3.5.3, it should be clear that it is very difficult to replace people’s simple mental models with very complex models relating to complex adaptive systems.

Finally, in the context of adaptive risk management and learning, Cox (2012) offers some questions which may stimulate finding new and better solutions for risk management and decision-making:

- Instead of (or in addition to) asking “What can go wrong?” one might ask “Is there a clearly better risk management policy than the one I am now using?”
- Instead of asking “How likely is to happen?” one can ask “How probable should I make each of my next possible actions?”
- Instead of asking “If it does happen, what are the consequences likely to be?” one can ask “Would a different choice of policy give me lower regret (or higher Expected Utility of consequences), given my uncertainties?”
- Instead of asking “What should I do?” one might adopt a multi-agent perspective and ask “What should we do, how might they respond, and how should we respond to their responses?”

2 Refined objectives for the framework

Based on the whole literature review, it is now possible to establish the detailed requirements for the NRMF and the principles that it must reflect. These are first collected thematically from each chapter, and then consolidated and re-arranged in order to establish a well-structured set of requirements.

Embracing the modern risk perspectives means that:

- **Uncertainty** and **strength of knowledge (SoK)** are in central roles. There needs to be a specific focus on building knowledge prior to risk assessments and decision-making.
- **Assumptions** and the (assumed) **strength of knowledge** are integral parts of the results
- The **black swans** need to be addressed and the high-impact–low-probability scenarios must not be dismissed solely due to their low probability.

Treating the transport system as a complex adaptive system (CAS) has the following consequences:

- The transport system is seen as a system of sociotechnical systems, with all the typical features of CAS discussed in Chapter 3, including non-linearity, unpredictability and counter-intuitiveness.
In terms of trying to understand the system, besides the usual analytical perspective, the transport system (and its subsystems) should also be seen as parts of a larger system - adding a perspective of synthesis. System diagrams may also be useful.

Humans are invaluable in trying to make sense of complex systems. Computers and rigid information management schemes cannot cope with some important aspects such as multiple diverse perspectives, value judgments, understanding of context and overall objectives.

Because information and knowledge are distributed all over the system, and in order to create diversity, people from outside the core group (in the agency) and operational people from the field should be pulled into the process. Besides the core group, variation in the group composition should be created.

When preparing interventions, it should be taken into account that different risks are interconnected (Ackoff’s “mess”). A holistic view of the whole must take precedence over fragmented approaches. The RMF should allow treating several issues together as an entity whenever possible, e.g. a solution to one safety issue may degrade the situation for another.

When trying to influence the system, one must accept that it is not directly controllable by anyone and that unintended consequences are typical. Therefore, feedforward prescriptions of action are risky. Adaptive approaches such as experiments (with feedback and adaptation) are recommendable.

The ways to interact and the attempts to influence the system need to be adapted to the nature of the system (or sub-system). The Cynefin-framework can offer a helpful reference.

A complex system can never be fully understood, but the risk management process should facilitate constant learning about the transport system, its risks and its reactions to different types of interventions. Such coevolution can be seen as one of the key objectives of the RMF and reflect positively in the capability to influence the system positively.

The conclusions related to safety imply that:

- The Safety-II paradigm is embraced and there is an attempt to support the concept of safety as something positive – as the presence of something – and measure safety on a positive scale. One consequence is the desirability to try to understand the level of resilience at different organizations, e.g. operators.

- As the transport system is constantly evolving, and so are the risks within, the RMF needs to be supported by a continual flow of data/information from the system, allowing continuous learning about the system at the level of events, organizations and the whole system.

- There is already an established flow of safety information within the transport system. The RMF needs to be able to digest the types of safety data used currently – including individual safety events - as an input and transform such data into useful risk information. This should improve the total view on risks and support decision making.

- It should be possible to establish Safety Cases, i.e. risk assessments on specific issues and (planned) changes, and obtain meaningful results.

- Safety and risk management functions need to be carried out within acceptable levels of efficiency, resource and cost.

- Humans are subject to many limitations and biases, affecting also the capability to assess risks and take related decisions. These human properties cannot be taught away but there should be an effort in the design of the RMF to try to counteract these effects. Possibilities include diversity of people involved, involvement of “outsiders”, encouraging dissenting views, use of adapted tools and models, embracing uncertainty openly, etc. The risk management process should facilitate such practices systematically.

Combining the Safety-II approach with the CAS-perspective supports the following points:

- Safety is as an emergent property in the system. This means that it cannot be created simply by executing a recipe. This also means – due to the laws of CAS - that it cannot be managed directly.
- Safety cannot be considered apart from other priorities in the system. There are links, influences and trade-offs with other priorities, such as environmental sustainability and economic considerations. Therefore, the RMF should offer opportunities to balance the different priorities in the context of risk management.
- The previous point suggests that it should be possible to present different types of risks (financial, reputation, etc.) through the same RMF which is used for safety risks.
- The RMF has to consider and act at different levels: events (system behavior), organizations (elements) and a system level (be it the whole system or a part of it).

Review of the risk acceptance topic gives the following requirements:
- Final decision on risk acceptance should be done in a holistic manner, including the aspects of the modern risk perspectives, rather than compared to a single numerical risk acceptance criterion. This is also supported by the fact that different modes of transport have different levels of acceptable risk, and even within one mode there may be different limits, especially when there is both commercial and private activity.
- Because risk acceptance becomes multi-dimensional, the whole decision process needs to be carefully designed.
- The RMF should facilitate presenting all risks/threats in a single risk picture constructed in such a way that it helps compare risks relative to each other. In order to allow true prioritization, the risk picture should be able to host the risks of all modes of transport.
- Risk treatment options should also be presentable in the risk picture with some measure of their associated “costs” (in a large sense), so that alternatives can be compared (e.g. which treatment options of which risks would seem to bring the best overall result).
- Ideally, the risk aversion policy should be left flexible (i.e. not pre-determined).
- There needs to be a way to present and properly address black-swan-risks and other very low probability risks, not based solely on probabilities.
- The RMF should be flexible in being able to host different ethical principles. The framework should reflect solid ethical values.
- Due to the need to integrate different kinds of aspects and priorities (e.g. in the managerial review), as well as due to the need to refer to ethical principles, the importance of human judgment comes up again, as opposed to some pre-defined criteria.
- If there are specific industry references related to risk acceptance (or severity assessment), it should be possible to reflect those in the RMF.

Review of existing risk management frameworks and related guidelines highlights the following points:
- Risk management needs to be integrated with the overall decision-making process and take into account all the different priorities, not only safety.
- Creating a holistic risk picture is recommendable.
- Decisions and judgments cannot be left to algorithms but need to be made by humans who can try to integrate together all the different priorities and value judgments.
- Stakeholders need to be involved to give their inputs and feedback.
- An adaptive approach needs to be adopted for risk management and interventions. This means generating a lot of different alternatives and testing them, preferably in small-scale, before gradual larger implementation.

In addition to the above requirements derived from the literature research in Part I, there are a few more requirements that are related to the context of a national transport safety agency. As described in more detail in Part III, the author cooperated closely with the Finnish transport safety agency during two years for the development of the RMF. The following requirements emerged during that time:
- There are proposals for action and/or proposed priorities coming from outside the risk assessment process, typically coming from the political system, e.g. from the ministry of transport. Some actions are also imposed by international (or European) organizations like ICAO, IMO or EASA. There must therefore be a way to integrate such items (with their
associated risks) into the risk picture and into the risk management process and to see them in relation to other risks and proposed actions.

- In terms of interventions with the transport system, there are several agencies with specific limits of authority, and interventions with the transport system might often require acting across these inter-agency borders. Therefore, interventions should not be limited to actions which are within the powers of the agency, but rather when multiagency intervention is required, one of the intervention modes should be to convince other agencies to act in concert and to coordinate such interventions. The same applies to interventions where cooperation is needed with other types of organizations, such as commercial operators.

- People within the agency possess a lot of relevant knowledge. The RMF and the associated working process should enable capturing this knowledge, some of which is likely tacit knowledge.

- If the agency is sensitive to several types of priorities (e.g. safety, environment, transport businesses’ interests), then the severity of the potential outcomes of safety events will also be multi-dimensional: there may be for example injuries to people and environmental damage. If these different dimensions are accounted for on separate scales, the comparison of total severities will be very difficult. It would therefore be preferable to be able to measure different types of severities on a single scale: the total severity value would consist of several components (human losses, environmental damage, material damage, etc.).

Very importantly, the workload pressure on existing resources was very tangible and this put a lot of weight on the (already listed) requirement to be able to carry out the process with as few resources as possible. More specifically:

- The method needs to help the agency focus its resources as precisely as possible on the points in the transport system which need intervention most, based on risk assessment. For example, which organizations and which threats?

- The low-resource (and lead time) requirement becomes even more critical for steps which need to be repeated very frequently, e.g. typically any processing related to incoming raw safety data, due to its high volume.

This last requirement creates a tension with the earlier requirement that all such data should be fed as inputs to the risk management process and transformed into risk information.

Some of the above points are very tangible requirements while some may seem abstract. However, they all have practical implications on the RMF. Some of these requirements can be merged together to create a compact and logical set of requirements. They can also be reorganized based on the ISO 31000 process stages. The result is the following set of requirements:

Risk Identification

- (RI-1) As the transport system is constantly evolving, and so are the risks within, the RMF needs to include provisions to feed in a continual flow of data/information from the system.
- (RI-2) There is already an established flow of safety information within the transport system. The RMF needs to be able to digest the types of safety information used currently and transform such data into useful risk information.
- (RI-3) The need to carry out a risk assessment related to a safety issue or a change must be one of the normal inputs to the process.

Risk Analysis

- (RA-1) The new risk perspective (incl. focus on uncertainty and surprises) should be embraced.
- (RA-2) There needs to be a specific focus on building knowledge prior to risk evaluations and decision-making.
- (RA-3) Knowledge of the people within the organization (e.g. the safety agency) needs to be captured, including tacit knowledge.
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- (RA-4) People from outside the core group (in the agency) and operational people from the field should be pulled into the process (to capture knowledge and to create diversity).
- (RA-5) One should aim at understanding the resilience of the organizations carrying the risks, and to find ways to describe it, preferably in a comparable way.
- (RA-6) The RMF should feature a holistic risk picture including risks/threats from the 4 modes of transport and allow comparisons of risks relative to each other.

Risk Evaluation

- (RE-1) The decision process should be such, that the decision on the acceptability/priority of a risk or a solution can be done in a holistic manner, taking into account the assumptions and the strength of knowledge, while paying attention both on the risk and on the costs of its treatment and considering the various priorities, not only safety.
- (RE-2) Consequently, ideally the risk picture should be able to host non-safety risks (e.g. financial, reputational risks) in a compatible manner.
- (RE-3) Decisions on risk acceptability need to be done by humans, due to their capability to consider ethical principles, various conflicting priorities and make value judgments; i.e. the risk management methodology does not need to (and should not) try to produce the final answers directly.
- (RE-4) The black swans need to be addressed and the high-impact–low-probability scenarios must not be dismissed solely due to their low probability.
- (RE-5) Ideally, the risk aversion policy should be left flexible (i.e. not pre-determined).
- (RE-6) It should be possible to apply specific industry references (e.g. such as by IMO, RSSB or EASA) related to risk acceptance or severity assessment (e.g. “1 fatality corresponds to 10 severe injuries”).

Risk Treatment

- (RT-1) Risk treatment options should also be presentable in the risk picture with some measure of their associated “costs” (in a large sense), so that alternatives can be compared.
- (RT-2) There needs to be a way to present and properly address black-swan-risks and other very low probability risks, e.g. by building suitable resilience in the system.
- (RT-3) The interventions with the system need to be adapted to the nature of the system (or sub-system), e.g. referring to Cynefin.
- (RT-4) As the transport system is seen as a system of sociotechnical systems, it is important that interventions embrace the typical features of CAS, including non-linearity, unpredictability, counter-intuitiveness, unintended consequences of interventions and the fact that emergent system properties like safety cannot be controlled directly.
- (RT-5) An adaptive approach needs to be adopted for risk management and interventions. A recommended modus operandi is to use parallel experiments (e.g. small-scale implementations) and to adapt them based on the feedback e.g. by expanding the successful interventions.
- (RT-6) A holistic view of the whole must take precedence over fragmented approaches because in a CAS, different risks (and interventions) are typically interconnected (Ackoff’s “mess”).
- (RT-7) Stakeholders need to be involved systematically to give their inputs and feedback.
- (RT-8) While a complex system can never be fully understood/described, constant learning about the transport system, its risks and its reactions to different types of interventions should be facilitated. Such coevolution between the decision makers and the system can be seen as one of the key objectives of the process and improve future interventions.
- (RT-9) Irreplaceable human characteristics (e.g. sensitivity to history, context, objectives, values) should be exploited in making sense of the CAS, but distinct features in the process should counteract human biases and limitations (e.g. availability heuristic, groupthink).
- (RT-10) Both from the intervention and learning points of view, three distinct levels need to be considered: events (system behavior), organizations (elements) and the system level (parts of, or the whole transport system); and besides analysis, there should be an effort to apply synthesis,
i.e. study the role the system plays within the larger context, and the objectives/constraints from above.

Context

- (C-1) Safety and risk management functions need to be carried out within acceptable levels of efficiency, resource and cost. This is particularly critical for process steps which are performed frequently (e.g. event risk assessment).
- (C-2) Thanks to the process, the Agency should be able to focus its resources as precisely as possible on the most critical risks (which could be combinations of risk scenarios and organizations, for example).
- (C-3) In addition to inputs from Risk Identification, it should be possible to integrate into the process proposals coming from outside, e.g. from the political system, and make sure such items are comparable with other elements.

The development and validation of the RMF is based on this set of requirements.

3 Risk assessment practices in the industry

The review of current risk management practices in the industry is started with methods used at the operational level, typically promoted and/or imposed by international roof organizations. Some of the below methods have already been referred to in the context of current risk concepts (Chapter 2) and in the context of safety management systems (Chapter 4.1.3).

The Safety Management Manual (SMM) of the International Civil Aviation Organization (ICAO 2013) covers safety risk management, both for operators and state safety agencies.

- **Steps covered:** identification of hazards and their potential consequences, probability and severity assessment, assessment of risk level and tolerability, decision to take action and to continue operation or cancel the operation.
- **Inputs:** data and information on hazards
- **Outputs:** risk levels, decisions on risk tolerability and mitigation.
- **Relationship with new risk perspectives:** none.
- **Relationship with complexity:** none.
- **Risk acceptance approach:** three levels: acceptable, unacceptable and in between “acceptable on risk mitigation”. Based directly on the risk level from a matrix.
- **Principal elements of the method:** generic flowchart of the process and a few matrices with brief descriptions on the overall process.
- **Description of the method:**

The provided guidance for risk management is superficial, remaining at the level of headlines. One flowchart describes the overall flow (from hazard identification to decisions) and includes only a few keywords. Two 5-level tables are offered to describe different severity levels in broad terms, as well as a similar 5-level likelihood table, 5x5 risk table and a tolerability table. There is no advice neither at the level of risk concepts (e.g. aversion, uncertainty) nor at the level of practical solutions (e.g. how to transform hazard data into risk information) – i.e. all real questions about risk assessment and management are avoided. The guide does acknowledge the need to feed hazard data into the risk management process. Other ICAO material (ICAO 2009, pp. 51-61) illustrates that there is fundamental confusion about risk analysis (e.g. applying it to an accident which already took place). The Reason model still acts as the principal conceptual framework for safety management in the SMM.

The requirement given to state safety agencies is to “ensure that service providers implement the necessary hazard identification processes and risk management controls”. This includes
defining “a mechanism to agree with individual service providers on acceptable safety performance levels to be achieved through their SMS” (Chapter 4.2.16, p. 71).

The Safety Management International Collaboration Group (within aviation) published the Risk based decision making principles (SMIGC 2013). The document does not deliver a real risk management framework but proposes high level principles for carrying out the activity.

- **Steps covered:** identification of hazards and their potential outcomes, probability and severity assessment, risk mitigation strategies.
- **Inputs:** safety data
- **Outputs:** potential risk mitigation strategies
- **Relationship with new risk perspectives:** none
- **Relationship with complexity:** none
- **Risk acceptance approach:** data-driven, probability-severity based.
- **Principal elements of the method:** calculating risk value, recommend urgency of risk control, evaluate risk control options.
- **Description of the method:**

Most of the document (pages 3-13) is dedicated to safety data, data management and hazard identification, which once again underlines the high importance given to such data in aviation safety work. Risk management is covered in pages 14-16. Risk is defined as the product of severity and probability. Use of quantitative data in risk assessment is preferred as “it tends to be more objective”. Advantage of team work in risk analysis is recognized and the background of the experts is seen as a key driver for the quality of the analysis. Statistical or observational data is considered important and if judgmental inputs are used, “they should be expressed in quantitative terms”. Risks are either tolerable or not, and in the latter case potential mitigation strategies need to be evaluated. Different “risk mitigation approaches” are introduced, and various selection criteria are mentioned.

The International Maritime Organization (IMO) leans on the Formal Safety Assessment (FSA) methodology. As its name suggests, the FSA is more a one-time assessment of risks than a tool for continuous risk assessment & management in an operational setting. FSA is reviewed here because unlike the ICAO SMM content, it does specify risk analysis standards in detail, and thus reveals the underlying thinking in the maritime world.

- **Steps covered:** identification of hazards, risk analysis, risk control options, cost-benefit assessment, recommendations for decision-making.
- **Inputs:** problem definition and a generic model describing the relevant functions and attributes related to the problem in question.
- **Outputs:** risk control options, cost benefit assessments and recommendations, in the form of a report.
- **Relationship with new risk perspectives:** risk is defined as the combination of the frequency and severity of the consequence, so the approach is classic. However, uncertainty is recognized in the form of “confidence” per different areas of the risk model.
- **Relationship with complexity:** there is a conscious effort to address the full organizational scope relevant to the study. However, the system is not treated as a CAS.
- **Risk acceptance approach:** FN-curves, ALARP
- **Principal elements of the method:** use of fault and event trees to build a risk model, FMEA, HAZOP, risk index, FN-curves, ALARP principle
- **Description of the method:**

According to the “Guidelines for formal safety assessment” document (IMO 2002), FSA is “is a rational and systematic process for assessing the risks relating to maritime safety and the protection of the marine environment and for evaluating the costs and benefits of IMO’s options for reducing these risks”. The document also states that the FSA “may be particularly relevant
for proposals for regulatory measures which have far reaching implications in terms of costs to
the maritime industry or the administrative or legislative burdens which may result”. FSA is
intended to be used at the IMO-level, i.e. at the level of international maritime regulations. FSA
puts a lot of weight on the availability of suitable data for each step, making risk acceptance
criteria explicit, the format of the resulting FSA report and on Human Reliability Analysis
(HRA) – even if the latter reflects classic “human error” approach of Safety-I. Different possible
indices such as cost of averting a fatality (CAF) are introduced.

The “Amendments to the guidelines for FSA” document (IMO 2006) gives updated and more
detailed guidance on the methodology. FN-diagrams are introduced in more detail, and it is
stated that the society has a strong aversion to multiple-casualty accidents. The ALARP
principle is also explained in more detail. It is recognized that “societal risk acceptance criteria
cannot be simply transferred from one industrial activity to another”. Risk is defined to be
intolerable if it exceeds the average acceptable risk by more than one order of magnitude, and
it is negligible (broadly acceptable) if it is one order of magnitude below the average acceptable
risk. These upper and lower bounds represent the ALARP region. Examples of risk acceptance
criteria are also given in a very concrete way. Interestingly, the document also recognizes the
need to perform “a qualitative evaluation of risk control option interdependencies”, which is a
step towards recognizing the interconnected nature of problems (with other problems) and
solutions (with other solutions and problems).

The Rail safety and standards board (RSSB) of the UK developed the Safety Risk Model (SRM) which
was originally published in 2001. The principal sources are RSSB (2009, 2014a, b) and Taig & Hunt
(2012).

- **Steps covered:** input of operational incidents, updating of existing statistical risk model, extraction of wanted risk estimates.
- **Inputs:** operational safety data (on a yearly basis)
- **Outputs:** risk values for different parts of the rail operation in the UK.
- **Relationship with new risk perspectives:** the model is based on expected values.
- **Relationship with complexity:** none.
- **Risk acceptance approach:** no direct application.
- **Principal elements of the method:** complicated set of fault and event tree models.
- **Description of the method:**

The Safety Risk Model consists of a series of fault tree and event tree models. They represent 131 Hazardous Events (HE). These pre-defined events have been chosen to represent the total safety of the railway system, i.e. the model is able to estimate the risks of these events and the total risk as the sum of the individual risks. What is estimated is the risk taking into account the current risk controls – i.e. the residual risk. This risk is expressed in units of average number of fatalities and weighted injuries (FWIs) that could occur per year on the railway. The base for the calculation is simply the expected value: [expected frequency per year] times [expected FWI if event occurs]. The values in the model are based on statistics of past occurrences. There is a very clear definition on what is in/out of the SRM scope (RSSB 2009, p. 15).

On one hand, the model is very powerful, as it covers the whole UK railway system and is able to provide quantified risk information on almost any aspect of the operation. For example, an FN-curve can be produced for the whole operation (RSSB 2014b, pp. 39-43). The model is fed by 75,000 records per year (RSSB 2014a, p. 10). On the other hand, it is fundamentally limited, because it only reflects a causality defined in fixed fault/event trees and only recognizes the predefined 131 event types. It would not cover new phenomena or unexpected interactions between different hazardous event types. Assumptions (including those of the strength of knowledge) are fixed and cannot be reviewed or adjusted case-by-case. The SRM is fundamentally one big model, which is updated periodically with new statistical data. It also
does not cover the risk management aspect, i.e. what should be done to improve the situation, and how, but it aims at providing supporting risk information. The actual risk management process would need to exist in parallel to the SRM.

Australia and New Zealand have been leading countries in risk management and safety management. One indication of this is that the current international standard on risk management – ISO 31000 – was developed based on the AS/NZS standard. Before reviewing the Regulatory Safety Management Program of the Australian Civil Aviation Safety Authority, it is useful to review the ISO 31000 standard for risk management, because the former is based on the latter.

The ISO 31000 Risk management principles and guidelines by the International Organization for Standardization (ISO 2009) is the recognized international standard for risk management.

- **Steps covered:** Establishing the context, risk identification, risk analysis, risk evaluation, risk treatment, communication and consultation, monitoring and review.
- **Inputs:** identified risks (using various techniques and tools).
- **Outputs:** results from risk assessment, risk treatment options.
- **Relationship with new risk perspectives:** the definition of risk relates to uncertainty, and the need to consider the confidence in the determined level of risk and assumptions in mentioned. However, the approach within the standard is otherwise fairly classical, and does not make explicit provisions for black swans, for example.
- **Relationship with complexity:** none.
- **Risk acceptance approach:** only broad guidance is given.
- **Principal elements of the method:** risk management principles, framework and process.
- **Description of the method:**

The standard is not a risk management method in itself, but rather a collection of guidance for setting up a risk management framework and process. The terminology is clear and well-defined and creates a logical set of concepts. The three main elements of the standard are the principles, the framework, and the process. The principles give very high-level guidance, such as “being transparent and inclusive”. The framework is about designing, implementing and improving the framework continually. Finally, the process defines the flow of the risk management activity in more detail and especially its visual presentation clarifies the relationship between different terms nicely. The documentation explains each step in the process to some extent but without going into details and without specifying exactly how the implementation should be done. Overall, the standard is a valuable high-level guidance material which can be used to make sure that all key steps in the process have been taken into account and that the guidance provided has been taken into consideration. The ISO 31000 risk management process is presented in Figure 16.

The Regulatory Safety Management Program (Australian Civil Aviation Safety Authority, CASA, 2015) documents the internal management program used by CASA to conduct its aviation safety activities. Safety risk management is embedded in this program but seen as a shared responsibility between industry and government aviation agencies. CASA’s role is to ensure that the industry is appropriately managing the risks associated with its activities, and, failing that, take appropriate action. CASA’s risk management construct is based on the ISO 31000 standard.

- **Steps covered:** hazard identification, risk identification, development of standards and guidance material, assessment of applications against standards, issuing of authorizations, conducting of surveillance on industry Authorization Holders, enforcement, analyzing surveillance results and other safety data, determining safety performance of Australian industry, safety education and promotion, reviewing international developments.
- **Inputs:** safety issue reports, investigation reports, safety-related data.
- **Outputs:** safety plan, sector risk profiles, industry risk profile.
- **Relationship with new risk perspectives:** none.
- **Relationship with complexity:** none but stakeholders identified very widely.
- **Risk acceptance approach:** acceptable level of safety performance (ALoSP)
- **Principal elements of the method:** full risk management process embedded within the state safety management program.
- **Description of the method:**

The risk management process is embedded in the “safety output process”. The information processing takes place in a series of meetings conducted at different organizational levels of CASA. Risk management is split to the following levels: regulatory, surveillance, sector profiles, industry profile, system profile, and the CASA safety plan. The safety plan covers three years but is updated annually. Sector risk profiles feature systematic safety risk picture, a risk register and a high-level risk management summary. For each sector, the stakeholders are identified with a very wide scope, and at least some of them are involved in the process (CASA, 2014). Decisions are supposed to be evidence-driven.

The available documentation does not offer full detail on how the various sub-processes are carried out, but it is clear that the process is very comprehensive and reflects the ISO 31000 standard.

![Figure 16. The risk management process according to the ISO 31000 standard. According to Standards Australia AS/NZS ISO 31000:2009 Risk management principles and guidelines (2009)](image)

The **ARMS methodology for operational risk assessment in aviation organizations** (ARMS 2010) was created 2007-2010 by an industry working group, where the author was also involved in. The working group emerged spontaneously to create a methodology with the practical guidance for risk assessment, lacking from the ICAO safety management manual. The participants were mainly people from airlines
involved in safety and risk management activities. The name ARMS stands for aviation risk management solutions.

- **Steps covered:** initial risk and urgency assessment of safety events, risk assessment of safety issues including tolerability.
- **Inputs:** safety events or safety issues (to be risk assessed)
- **Outputs:** risk index and urgency values for events and acceptability for safety issues
- **Relationship with new risk perspectives:** none.
- **Relationship with complexity:** none.
- **Risk acceptance approach:** classic, based on numerical limits.
- **Principal elements of the method:** Event Risk Classification (ERC) and Safety Issue Risk Assessment (SIRA).

**Description of the method:**

Above all, ARMS is rooted in the pragmatic reality of airline safety work, with a constant flow of safety events and the need to scan through them quickly and spot issues which need urgent action, while also getting all events risk assessed for future use. ARMS delivered a clear conceptual framework for dealing with safety events and issues, in contrast to a lot of confusion around these topics at the time. Every incoming safety event is first submitted to event risk classification (ERC), which is a quick initial assessment on how much risk was associated with a historical safety event. The two criteria are: what would have been the most credible accident outcome if the scenario had escalated into an accident; and what is the probability that this escalation would have taken place. The assessment is done based on the available incomplete information because the first assessment is needed quickly. As a result, the analyst gets a level of urgency, and a risk index. The fundamentally important aspect of the event risk classification is that it focuses only on a single event and thus does not consider the number (or frequency) of events in any way. Consequently, the risk index values could be summed together across different events to get an idea of the accumulated risk value related to a certain part of the operation.

According to ARMS, analysis of the event data will help identify safety issues, which then need to be risk-assessed separately with the safety issue risk assessment (SIRA). SIRA helps in defining the risk assessment task properly and in carrying it out, step-by-step. At the end, the combination of severity and probability is compared with the acceptable risk values and the acceptability of the risk is obtained. Both ERC and SIRA are based on a very simple linear model reflecting the Reason model. Probability assessment is based on barrier analysis. The methodology is well-documented and in addition to the main 67-page document, there are several additional documents, including the flowchart which presents the full risk assessment process as defined by the working group (see appendix 1) and an example SIRA excel tool (see appendix 2). The documents are available at: [http://skybrary.aero/bookshelf/content/index.php](http://skybrary.aero/bookshelf/content/index.php)

ARMS was adopted by a large number of airlines and they use the accumulated ERC value as a proxy for current operational risk level. ARMS offered an alternative to simple safety indicators which are based on counting different types of events without any consideration for the potential severity of these events. Nisula (2014a) argues that ARMS has an advantage compared to the safety indicator approach. The methodology has also been the basis for further developments of similar methodologies, including the recent European (EASA) standard for risk assessing aviation safety events.

ARMS provides a good basis especially for the initial risk assessment of events (ERC) and it is valuable that the large adoption of the methodology shows its validity in the real operational environment. However, as such it is only suitable for aviation operations of fairly large aircraft and is sensitive only to safety risks.
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It is interesting to note the link between Safety Issue Risk Assessment (SIRA) in ARMS and the risk assessment of changes, required in SMS frameworks, as seen in Chapter 4.1.3. Both take place at the same conceptual level, i.e. not at the level of individual events but at the level of “an issue”, something aggregated from several smaller factors. In both cases, the issue can be defined and scoped in detail before the risk assessment, which helps the risk assessment a lot and enables more consistent results. In both types of risk assessments, the objective is to understand whether the risk is acceptable as such, and if not, what could make the risk decrease to an acceptable level. In other words, a Safety Case is created (analogous to a business case). The similarity means that SIRA may be a useful tool for risk assessing changes. In any case, it is clear that there is a need for risk assessments at this level both for the transport operators and at the agency level.

Keeping in mind the refined requirements for risk management frameworks, it is easy to see the shortcomings in the current practices. Taking a step back, one can ask how such shortcomings affect the ultimate task of safety management. At this level, one can immediately recognize at least the following problems:

- Risk identification and analysis are incomplete due to lacking emphasis on knowledge-building and black swan scenarios.
- Prioritization of risks is handicapped because the knowledge dimension is missing. Above all, risks with low probabilities combined with low knowledge levels will not get the attention they deserve.
- Especially in the context of transport operations with very high safety levels, there is no practical way to deal with the acceptance of operational risks based on some numerical hard limits. Safety authorities cannot specify meaningful acceptable risk limits for operators, and even if they tried, operational risk levels cannot be measured in order to make the comparison.
- There is no practical way to implement priority-setting such as the one of EASA (see Chapter 5.3) so that the priorities would influence decision-making systematically.
- The lack of a holistic risk picture with benchmarks of existing risk levels, and the mentioned difficulty in dealing with risk acceptance, leave room for case-by-case decisions influenced too easily by individual views, including those of politicians.
- Risk treatment has not developed to the stage where it could work effectively within a complex system.

In summary, some safety threats are missed, risk assessment is often skewed, and safety interventions are not adapted to the complexity of the real world. Additionally, setting priorities and acceptable safety levels is problematic, and this leaves too much room for decisions based on individual views.

4 Existing scientific frameworks for risk management

This section focuses on risk management frameworks and related methods available in scientific literature. Some of the methods cover the risk management process quite comprehensively, while some only cover a part.

Risk, surprises and black swans by Aven (2014) contains a number of recommended principles, approaches and methods for risk management, also introduced in several scientific papers (e.g. Flage & Aven 2009, Aven 2013a, b, Aven & Krohn 2014). These methods are considered here as components of one overall process, thereby making it a fairly comprehensive framework.

- Steps covered: identification of failure scenarios, risk assessment, risk acceptability, managerial review, decision-making.
- Inputs: given activity with its objectives
- Outputs: comprehensive risk assessment and decision-making.
- Relationship with new risk perspectives: new risk perspectives are fully considered.
- Relationship with complexity: adaptive risk analysis is discussed; otherwise not explicitly covered.
• **Risk acceptance approach**: clear procedure proposed, reflecting the importance of SoK, in line with the new risk perspective.

• **Principal elements of the method**: risk assessment taking into account the assumptions and the underlying SoK, addressing surprises/black swans, judgments on risk acceptability and relative benefit of various measures reflecting SoK, managerial review & decision making.

• **Description of the method**: 

The starting point is the identification of failure scenarios. The two featured methods (anticipatory failure determination, red teaming) can be applied in a wide range of activities but are as such not specifically designed for in-flowing safety data. Different ways to address the SoK-dimension in semi-quantitative risk analysis are proposed:

  o Direct grading of SoK using a simple (strong-medium-weak) scoring, based on Flage & Aven (2009), see Chapter 2.2 for the scoring criteria. This implies a single SoK value over the set of assumptions underlying the risk assessment.

  o Treating each assumption separately and determining the assumption deviation risk for each assumption. A rough, simple way of doing this is only to consider the SoK. This can then be integrated with the sensitivity analysis of the probabilistic result.

  o Using the assumption deviation risk and considering for each potential deviation the magnitude and its consequences, the uncertainty and the background knowledge. If the SoK is not strong, the mini-risk assessment for the particular assumption deviation can be upgraded. The judgment on the overall SoK behind the probabilistic risk assessment can then be based on the individual assumption deviation risk results.

Black swan risks are addressed in the risk assessment by making a list of potential black swan events. Several ways are proposed for making sure that the list becomes as comprehensive as possible: using different groups of people, considering low-probability scenarios from the risk assessment, as well as historical events. All this information is communicated along with the core risk assessment. Adaptive risk analysis and robust analysis are also introduced.

The risk management strategy is a mix of risk-informed risk management, robustness and resilience-based approaches and discursive strategies. The proposed risk acceptance method integrates the SoK dimention: e.g. even a risk which would be acceptable with large margins based on a probabilistic approach, may become unacceptable if the SoK is weak. Similarly, in decision-making on specific measures, their impact on robustness and resilience, as well as the underlying SoK are taken into account. Robustness, resilience, discourse-based approaches and focus on SoK are recommended in addressing risks related to surprises.

Overall, the methods introduced in this source follow perfectly the principles associated with the new risk perspectives. Tangible examples are offered on how the SoK and potential surprises can be taken into account in the risk assessment and while pondering alternative risk treatment measures.

Leveson (2015) proposes *a systems approach to risk management through leading safety indicators*.

• **Steps covered**: hazard identification, monitoring validity of pre-defined assumptions and feeding results to the risk management program.

• **Inputs**: the design and operation specification of the system in question.

• **Outputs**: safety-critical assumptions and their validity monitored over time.

• **Relationship with new risk perspectives**: none.

• **Relationship with complexity**: partly based on STAMP, which considers interactions between system components and dynamic adaptations within the system. The scope may not be the entire system, but it is fairly large, including the regulators and law makers, for example. The nature of CAS is not fully embraced, e.g. in terms of interventions and unintended consequences.

• **Risk acceptance approach**: not covered.
- Principal elements of the method: identification of hazards, scenarios and safety-critical assumptions. Creating leading indicators and “embedding them within a risk management program”. Monitoring validity of assumptions and/or effectiveness of prescribed actions.
- Description of the method:

The basic hypothesis behind this method is that “useful leading indicators can be identified based on the assumptions underlying our safety engineering practices and on the vulnerability of those assumptions rather than on likelihood of loss events”. Rather than modeling the system in a probabilistic manner, the system specifications are used to create a set of safety critical assumptions. These assumptions are transformed into leading indicators which are monitored, and for which predefined action plans exist for cases where the indicators would show that the assumptions are no longer valid. For complex systems like aviation, it can be expected that the number of assumptions and indicators would be quite high, e.g. several hundreds. It is stated that the leading indicator program should be embedded in the risk management program but how this should be done has not been communicated.

Because this approach is not a risk management process per se, it does not deliver any risk values. If such values are required, then this method is probably not suitable. It is also difficult to estimate the resources required first to create the framework of hazards, assumptions and indicators, and then to monitor and action these items operationally.

Nisula (2015a, b) introduced an integrated risk picture for four modes of transport and adapts the ARMS method to integrate safety events in the risk management process. As a part of the approach, he introduces the so-called safety factors (Nisula 2014b).
- Steps covered: capture of safety data and information, knowledge integration and building, creation of risk picture, defining interventions with the transport system.
- Inputs: all safety data and information available in the state transport safety agency (safety events, audit reports, knowledge of experts, etc.)
- Outputs: risk picture, safety interventions.
- Relationship with new risk perspectives: the new risk perspective with uncertainty and black swans is embraced.
- Relationship with complexity: the transport system is considered a CAS.
- Risk acceptance approach: not explicitly covered.
- Principal elements of the method: integrated risk picture for 4 modes of transport, including event risk data.

Description of the method:

The method aims at embracing the new risk perspectives, as well as the understanding of the transport system as a complex adaptive system, and strike a balance between the scientific requirements and the more pragmatic operational requirements, typically related to time and resource available. The ARMS methodology is adapted and used to transform the operational safety events into risk information. Threats and scenarios from four modes of transport, as well as the safety event data, are all integrated in one risk picture. This picture is the basis for comparing different risks and taking decisions. Interventions with the transport system reflect the CAS nature of the system.

In the development of this methodology, a new concept emerged. Because the event risk assessment process treats both incidents with only potential outcomes and also events with tangible actual outcomes, it would not be correct to talk about risk (which is associated with potential outcomes only). The new concept, riss, is a fusion of risk and loss. It is explained in more detail in Part II. In general, the methodology presented in the mentioned articles by Nisula was the prototype of the NRMF introduced in this dissertation. Therefore, the details of this approach will be covered in Part II.
5 Synthesis and conclusions

The first section provides a lot of useful information for different aspects of risk management and the related interventions. There are a few key themes which are reflected in more than one source. There is agreement that risk management needs to be integrated with the overall decision-making process and take into account all the different priorities, not only safety. Creating a holistic risk picture is recommendable and if necessary it could be only semi-quantitative. Decisions and judgments cannot be left to algorithms but need to be made by humans who can try to integrate together all the different priorities and value judgments. Stakeholders need to be involved to give their inputs and feedback. An adaptive approach needs to be adopted for risk management and interventions. This means generating a lot of different alternatives and testing them, preferably in small-scale, before gradual larger implementation. Concrete guidance for adaptive policymaking has been provided. Postponing the recovery of additional information for decision-making can also be considered part of the adaptive approach, if it allows early testing to start immediately.

The more detailed advice presented in the various lists should be useful as such, including the recommended phases for the risk management and decision-making processes, challenges related to risk matrices (Duijm), and Swanson’s points on adaptive interventions and policies.

Some important challenges are mentioned, such as the ability to communicate the understanding around risk analyses and proposed alternatives properly to the decision-makers, communicate with stakeholders on the phenomena involving high level of complexity, and gaining acceptance for increased decentralization and self-organization despite the increasing uncertainty and apparent loss of centralized control.

The proposed approaches seem to fit together well. In particular, the proposed decision framework (Aven et al. 2007) puts a lot of weight on generating different alternatives and points out that risk acceptance is more about alternatives that risks themselves; the framework also promotes a better visualization of the different trade-offs related to decisions. This fits very well with the idea of creating a risk picture with semi-quantitative inputs and allowing a comparison of the different alternatives (Aven 2008).

The review of the existing risk management frameworks shows that none of the current frameworks fully integrate the desired features: modern understanding of risk and safety (II), as well as understanding the surrounding system as a complex adaptive system and adapting the interventions accordingly. Having said that, many of the related frameworks contain elements of these modern approaches.

The reviewed methodologies from the industry are very traditional in their approach to risk, even if the CASA program has embraced the ISO 31000 world and thereby contains many positive elements like the reference to uncertainty and the consultation of the stakeholders. The industry methods stress the need to absorb operational safety data as an input to the process and have acknowledged the role of the data sources and the hazard identification process. However, as summarized above, the failure to embrace the modern risk perspectives and complexity introduces major shortcomings at every stage of the risk management process.

The scientific methods are less sensitive to the need to handle large amounts of operational safety data as an input but are much more advanced in their approach to risk assessment and decision making. Not surprisingly, the approach in Aven (2014) reflects perfectly the new risk perspectives and the associated modern approach to risk management. None of the reviewed methods covers the whole process from the beginning to the end, i.e. from the operational safety data to the interventions with the system, using approaches adapted to complexity.
Structurally the reviewed methods feature two different types: some are based on a large operational safety model, possibly containing sub-models made of fault or event trees (RSSB, Leveson) - while other methods can accept almost any type of data/information as input (ICAO, ARMS, Nisula). The IMO method (as well as many other methods not reviewed in detail) are made for a single detailed assessment instead of a continuous operational risk management activity. As one of the basic starting points in this dissertation is the notion of a complex adaptive system, it is difficult to imagine using a preconceived operational model with a limited set of predefined accident outcomes (and often also predefined causal mechanisms) as the basis for risk management. It is hard to believe that such an approach could reflect well enough the dynamic reality which is changing the operational system and its risks organically all the time. It is considered preferable that new hazards and risks can be identified in a flexible way at any point in time and that phenomena like black swans, which would never be part of a model, can also be addressed within the risk management process. The risk management framework needs to be able to function in pace with the real operational world and digest the continuous flow of operational safety data, as well as the continuous interactions within the transport system.
Conclusions of Part I

The purpose of Part I has been to review all the key topics supporting the creation of a risk management framework adapted for the transport system and reflecting the state-of-the-art scientific understanding of the contributing subject matters. In the end, available current risk management frameworks have also been reviewed.

The three key topics which emerge from this study are the *modern risk perspectives*, *complex adaptive systems* and *resilience engineering*. These three approaches coming from quite different domains fit together well and have a significant synergy.

The modern risk perspectives stress the importance of *uncertainty*, rather than use the usual probability dimension, paired with severity. Uncertainty is also a fundamental property of complex adaptive systems. Uncertainties in such systems are huge and often fall in the domain of unknowable unknowns. The complexity of these systems also set the scene for *black swan* events, which are another aspect of the modern risk perspectives. Due to the uncertainties and the very high number of potential scenarios within complex systems it is impossible to address all scenarios one by one, from the safety management perspective. This is where resilience and resilience engineering come in the picture: the idea is to build generic resilience which will address a large number of different threats and scenarios simultaneously.

Because the organizations within the transport system are complex adaptive systems themselves, both safety and resilience are *emergent properties* and cannot be controlled directly by anyone, including the top management. The situation for safety, risks and resilience within the system is very dynamic and as the knowledge and information are spread around the system, it is already challenging to be aware of these system properties at any point of time.

The study of these three main topics also reveals that for effective risk management, the process needs to address the system at three different levels. Threats, incidents and scenarios belong to the *level of events*. Managing these and the emergence of safety and resilience belong to the *organizational level*. Trying to interact with the transport system and introducing positive change successfully will only be possible by adopting a perspective which looks at the transport system at a *third level: as a complex adaptive system*.

The adopted risk acceptance approach abandons simple numerical criteria and promotes a *holistic approach* where the many dimensions of risk are taken into account and where comparisons to absolute reference values are replaced by comparisons to other risks, focus on the whole decision-making process and comparisons between different risk treatment options, taking into account both the risk reduction and the various costs involved.

Despite the many illustrated limitations and biases of humans related to risk perception and decision making, the adopted approach still *places the humans in the central role within risk management*. This is due to the irreplaceable capabilities of humans to integrate very various kinds of aspects and perspectives together, understand the relevance of (historical, psychological, emotional, etc.) factors affecting human behavior, transfer information within its context to other humans and to make ethical judgments.

The key findings and adopted paradigms on each subject matter in Part I have been summarized in the conclusions at the end of each chapter. Importantly, these findings have also led to a number of *requirements for the NRMF*.

It becomes clear in Chapter 3 that the *conditions for controlled scientific experimentation cannot be fulfilled when the object of the study is a complex adaptive system*. By definition, such systems change organically continuously, and cause-effect relations do not exist in the classic sense due to the multiple
simultaneous factors influencing the system and due to the numerous interactions and feedback-loops. This has important implications also for validating the usefulness of the developed risk management framework: simply testing the framework in real organizations cannot be used to prove its value nor its lack of value - even if the experiences may give important hints on parts which seem to work well and parts which seem challenging. Therefore, the importance of the derived requirements (for the NRMF) is high also because they can be used as an important means for validating the value of the developed NRMF, as will be seen in Part III.

The research findings from Chapter 2 to Chapter 5 illustrate that there is an important body of knowledge which can be very beneficial in the context of risk management. However, the review of existing risk management frameworks in Chapter 6 shows that there is indeed a lot of room for improvement in the way that such research has been implemented in risk management frameworks today. The failure to embrace the modern risk perspectives and complexity introduces major shortcomings at every stage of the risk management process. From the point of view of being able to manage risks/safety properly, these shortcomings mean that some safety threats are missed, risk assessment is often skewed, and safety interventions are not adapted to the complexity of the real world. Also, setting priorities and acceptable safety levels is problematic, and this leaves too much room for decisions based on individual views. Some of the scientific methods fully embrace the new risk perspectives but are not adapted to the continuous flow of operational data as the main input. The techniques for adaptive interventions are generally not part of risk management frameworks. Both the review of research related to complex adaptive systems in Chapter 3 and the discussion on adaptive policies in Chapter 6.1 highlight the importance of adopting intervention approaches which are adapted for complex systems.

The starting point for the current work was the postulated mismatch between today’s risk management methods and the existing scientific knowledge. The conclusions of Part I support the existence of this mismatch and therefore the usefulness of the undertaken effort.

Based on these conclusions and the detailed requirements, a NRMF will be developed. The existing shortcomings will have to be addressed in different ways: comprehensive risk assessment based on the new risk perspectives helps capture black swans and other risks which are missed with current methods and produces a robust result incorporating the knowledge-dimension; a practicable but scientifically robust method for risk evaluation needs to be proposed, based on alternatives and benchmarks rather than hard numerical limits; a holistic view to all risks needs to be provided through a risk picture; adaptive risk management approaches need to be proposed; and finally the methods need to be implementable in a real operational set-up where key steps in the process need to have short lead times and the overall process needs to be effective in highlighting the top risks and interventions without excessive spending of resources.
PART II – A Risk Management Framework for a Complex Adaptive Transport System
Chapter 7 – Modern Risk Management Framework for four modes of transport

This Chapter introduces the developed Risk Management Framework. The content is organized according to the ISO 31000 standard. Reference is made to the requirements developed in Part I.

The various components of the framework are first discussed in detail, one by one. They are then reviewed as a process in Chapter 7.6. The Chapter ends with a discussion and conclusions on the developed Risk Management Framework. The reader is reminded that the case study of Chapter 9 contains examples of the implementation of the framework.

1 Setting the context

The context for the NRMF is the role of a national transport safety agency, having four transport modes in its scope, and having identified other important priorities besides safety, that need to be addressed simultaneously. The specific context and objectives of the Finnish Transport Safety Agency, Trafi, are reviewed under the case study in Part III.

The NRMF must be such that it is feasible to implement it in the real-life circumstances (which is also reflected in the requirements). Its main objective is to guide the Agency in using its resource in the best possible way to minimize the safety risks in the transport system, while respecting other key priorities, such as environmental sustainability and reliability of transport services. Ultimately, pursuing this objective has to be reflected in the decision-making on interventions and tolerability of risks.

The NRMF must cover the whole process, starting from the reception of operational safety data and ending with interventions with the system and monitoring the obtained results and the system performance in general, and feeding these back to the beginning of the next cycle.

Safety agencies are supposed to oversee the whole transport system and to provide additional safeguards for the safety of individual citizens using the transport system. The scope of the agencies is therefore exceptionally large, covering all the operators (typically within some geographical or political boundaries) and a large number of citizens engaged in hobbies also within the scope of the agencies: e.g. sailing or operating drones. Safety agencies are also part of the national political system and international standardization activities to be carried out through international organizations such as the International Maritime Organization (IMO) and the International Civil Aviation Organization (ICAO).

There are requests for studies, questions and directions coming to the agency from these bodies, often related to legislative processes and therefore “must do” actions by given deadlines.

Due to these factors, it seems the national safety agencies have more requirements and constraints for their risk management framework than other organizations within the system. In some cases, the agencies overseeing different modes of transport have been grouped together as one agency, which is the case in the case study, for the Finnish agency. This arrangement may produce synergies but may also prove to be particularly challenging if several modes of transport are to be managed with a single risk management framework. Therefore, in developing this NRMF, a national multi-modal safety agency is taken as a reference user. Consequently, it is assumed that the resulting framework should be useful at least for any organization within the transport system.
2 Risk identification

The requirements for risk identification are:

- (RI-1) As the transport system is constantly evolving, and so are the risks within, the NRMF needs to include provisions to feed in a continual flow of data/information from the system.
- (RI-2) There is already an established flow of safety information within the transport system. The NRMF needs to be able to digest the types of safety information used currently and transform such data into useful risk information.
- (RI-3) The need to carry out a risk assessment related to a safety issue or a change must be one of the normal inputs to the process.

The NRMF is designed to digest three basic types of safety data/information:

- **Flow of operational safety data**, which results in:
  - Safety events (in their raw format). Such reporting to the agency is often mandated by law, e.g. “mandatory occurrence reports” in aviation.
  - Safety Issues
    - Information which can be obtained from the operations directly in the form of analysis results, rather than raw data (e.g. Flight Data Analysis statistics).

- **Data/information originating from the agency’s oversight activity**, such as:
  - Audit findings and audit reports
  - Any associated information/knowledge

- **Information residing within the agency** and developing on a longer time frame. Typically:
  - This type of information comes most naturally from people participating in the process. It can be partly tacit knowledge, which can only be obtained within the right context, i.e. during a discussion about a specific topic.
  - Its origin is often in the experts’ own personal experience, including professional activities before joining the agency, and enriched by the activity at the agency and the information available at the agency.
  - Safety research can contribute to such knowledge (e.g. accident investigation reports and the numerous studies done on various aspects of road safety).
  - In addition to identifying the current threats, the experts’ knowledge can be specifically targeted to identify future threats (threats which do not exist yet, at least at a significant level, but are expected to emerge in the foreseeable future due to various trends). This promotes anticipation of risks.

The most visible type of operational safety data for a safety agency today are the safety event reports, due to their mandatory status and long traditions, especially in aviation. Such reports are narratives, reported on standardized reporting forms, with standardized fields. Other types of safety data may be at least as important for the operators themselves, like flight data analysis (FDA), where the raw data is electronic recordings of hundreds of parameters on commercial flights, but the results can be presented in the form of statistics, and such statistics may be available also for safety agencies. FDA data is not available to safety agencies in their raw format due to confidentiality constraints.

Safety Issues are identified “potential safety problems”. A safety issue may be identified due to aggregation of safety events (e.g. a pattern of similar events, see ARMS process in Appendix 1), or directly, e.g. based on a single event leading to a specific concern, or cascaded from the ministry of transport. The need to build a safety case (e.g. on a proposed change) leads to the same situation where the input to the process is a safety issue.

With the mentioned three types of safety data/information as inputs, and adding that also experts from outside the agency are meant to take part in the process, the requirement (RI-1) can be fulfilled. As the process can digest safety event/issue data, safety information in a report format, as well as information/knowledge directly from people, the requirement (RI-2) is also fulfilled, at least for its data input part. The part concerning the transformation of such data into risk information is covered under...
Chapter 7.2.1 for safety events and under Chapter 7.3.3 for safety issues – so requirement (RI-3) is equally addressed.

The specific case of organizational safety profiling is handled apart in Chapter 7.5.6. Such data is not used primarily for identifying threats, but rather for assessing the organizational resilience.

In practice, the current safety analysis approach is to use the raw data to build various kinds of analyses. Events are typically categorized in multiple ways and statistics can be created based on these categories. Such statistics can be used to identify safety issues, and in today’s world the issues identified this way would be reviewed in some kind of expert or management team, and if considered necessary, relevant actions would be launched. The identified safety issues could also be called risks, whether they would be actually assessed or not. Safety indicators are also part of these preliminary analyses. They are fundamentally only counting how many times different events or factors occurred in a certain time period or certain operation, etc. For a long time, safety actions have been guided purely on such preliminary results based on categories and statistics.

The developed NRMF considers these results only preliminary and carries on in three different ways. First, these preliminary results can be used as one input to the risk analysis. Secondly, the identified safety issues enter the risk assessment process at their own level, as mentioned above. Finally, the raw safety event data as such needs to be transformed into risk information before it can enter the main risk analysis and evaluation process. This transformation takes place through event risk assessment. Due to the preliminary nature of such risk assessment, the topic is covered under “risk identification” despite it being already a type of risk assessment.

2.1 Event Risk Assessment

The first real step in the risk management process is the event risk assessment. It can be applied to all safety data which describes individual events. Like in the original ARMS method, the objective is twofold: first, to understand what was the risk involved in a specific historical event; and second, being able to treat a large number of events through their cumulated risk rather than only counting numbers of events. As the context of ARMS was an airline, learning about the urgency of the event was of primary interest: an airline safety office is the first place where a fresh safety event would arrive, and in an extreme case, the event might highlight a threat which requires stopping a part of the operation immediately, e.g. grounding a particular aircraft. The resulting colour in the original ERC matrix gave the answer regarding the urgency. The urgency aspect is less of a concern for the agency who in any case receives the report with some delay. The primary purpose for the agency is risk identification by aggregating together the event data in a way, which reflects also the potential consequences, and not only the number of events. Event risk assessment gives each event an event risk value which reflects both the type of accident which could have resulted (irrespective of how “far” from this accident the event stopped) and the estimated likelihood that the event would have escalated to that accident. Summing together the event risk values from different events gives cumulative event risk value which can be very useful in identifying threats, be it for a specific part of the operation, specific time of the day, specific location, etc. It must be stressed that the event risk assessment is based on an initial rough estimation of risk, not least because the raw event reports are often very brief, and the information may not be fully reliable. However, as a whole such a data set does point to the significant differences of risk between different parts of the operations and is thus a good approach for risk identification. The whole event risk assessment is only one input to the main risk assessment process which takes place at the level of threats and safety issues (see Chapter 7.3.2).

The requirement (C-1) is very important in the context of this step because the safety events can be very numerous, adding up to several thousand reports a year, and therefore each minute spent on risk assessing a single event adds up to a significant workload on the yearly basis. Therefore, the way to carry out event risk assessment is very much a compromise between the need to carry out a good assessment, and the need to do it fast. This constraint was very clearly part of the original ARMS work
and explains the very simple model behind the event risk assessment method. It was decided to use the ARMS ERC method as the basis but customize it to the 4-mode transport system.

Expanding the original ARMS methodology to a much wider scope than an airline introduces new challenges. The severity scale in ARMS ERC was customized for airline operation. The highest severity category is very “wide” (three or more fatalities) but in practice limited by the size of aircraft in operation which brings it to a maximum of about 550 people (the typical average being much less due to smaller aircraft and passenger load factors below 100%). Expanding the ERC to several modes of transport changes both the maximum value and the natural severity categories emerging from different types of vehicles, ships and aircraft. A typical glider only seats one person. There may be millions of private cars operated in a single country and their maximum capacity is typically 5 to 7 people. Different kinds of sailing boats may have different sizes of crews. Trains could seat more passengers than aircraft but even bad collisions would not necessarily lead to losing all passengers. At the highest end, leisure ships may accommodate literally thousands of people and it is not unrealistic to imagine accident scenarios where all or nearly all lives could be in danger.

Another challenge is to take into account the different dimensions of risk. The original ARMS ERC featured severity classes which were defined as combinations of human loss and technical damage. Latest when maritime becomes part of the scope for risk assessment, environmental damage becomes an important dimension of severity. There are thus at least three dimensions which need to be addressed for a proper severity assessment: human loss, environmental damage, material/financial damage. If these dimensions are kept apart from each other, every event risk assessment would have three different results on three different scales. Comparison of different events (and different aggregated safety issues) in terms of risk would become very difficult as it would be impossible to prioritize the issues. For example, how would

- “3 fatalities + €2 million material loss + zero environmental damage” compare with
- “no fatalities + huge oil damage on a 250 km coastline + €500,000 material loss”?

The same problem would mean that it would be very difficult to place the risks in a risk picture because their position on the severity axis would be unclear or at least multidimensional. Due to this, much of the benefit of this risk assessment would be lost. If all three dimensions of severity could be presented on a single scale, then every event would have a total risk value which would be the sum of the individual risk values for the various severity dimensions. Getting these different dimensions on a single scale, however, requires taking decisions on the relative importance of the different severity dimensions compared to each other. For example, in a very blunt way one could ask: how big should an environmental damage be so that it would become equal with losing five human lives? Such decisions are pure value judgments. Due to this, any attempt to create relative valuation between the different severity dimensions would only create a snapshot within a limited population of people. Furthermore, if average values within a population were used, the result could be quite different from some of the individual values within the population. The obtained answers would also be sensitive to framing issues. For example, when thinking about human lives saved, one could ask whose lives are we talking about: seven-year-old schoolchildren or a 65-year-old man convicted multiple times of drunk driving? It becomes clear that there is no good permanent solution for creating relative values between the different severity dimensions and that even values acknowledged as temporary snapshots could be controversial and subject to debate. As mentioned, Duijm (2015) recommends not to try such aggregation of different types of risks due to the difficulty.

The problem of maintaining several severity dimensions for each event would severely handicap their aggregation as there would be no single clear risk value. The problem would become very tangible latest at the level of safety issues as it would be impossible to place them into the risk picture. The use of a single risk picture for all different risks and the ability to take decisions at this very global scale are so fundamental objectives that after considering the pros and cons, it was decided that even a rough way to bring all severities on a single scale is better than losing the ability to build the risk picture and the ability to optimize interventions based on total risk at the level of the transport system.
The solution adopted was to use the same severity scale for all different dimensions of severity. The
units used are points. The reference scale is about the number of fatalities (in line with Chilton et al.
2002, see Chapter 5.2) and the anchor point is one fatality corresponding to 10,000 points. All other
types of severity are transformed into points so that the same single scale can be used. The case study
in Part III shows in more detail how the bridges between different severity dimensions were established,
based on a valuation exercise among a relatively small group of people. The aim at this stage was only
to demonstrate how such an exercise can be run and to get the first values to be used as the prototype
values, rather than to obtain highly representative values. The exercise served its role as the proof of
concept and produced the coefficients between different types of severities, e.g. financial loss versus
loss of human life. As mentioned, the results of such an exercise can only be taken as a snapshot from
the participating population and reaching some kind of generally accepted valuations on a long-term
basis could be very difficult. However, there are several factors which reduce the problems related to
this type of exercise:

- The obtained bridging coefficients can be kept apart as variables which can be updated at any
  point in time. When properly implemented, changing the values of the coefficients will update
  all the risk data accordingly and the whole process becomes reversible. This also allows carrying
  out sensitivity studies with different coefficients.
- As the severity values exist separately for three dimensions it is also possible to come back to a
  separate presentation.
- In the context of event risk assessment, the required precision level is not high. The focus is at
  the level of the order of magnitude.
- The experience obtained during the development of the methodology suggests that the number
  of fatalities is the dominating severity dimension and the role of the other dimensions is often
  insignificant. An exception would be environmental damages within the maritime context.
- If there is a need to consider more than three dimensions of severity the additional dimensions
  can be treated with the same established approach.

As all severities are measured in points and probabilities are real numbers, the resulting risk values are
also expressed in points. This gives the huge advantage that all event risks have the same unit and
become comparable and can also be added together to form cumulative risk values.

Consequently, the original ARMS event risk classification has expanded into a wider-scope
multidimensional event risk assessment. The severity scale can run up to any desired value, and in
principle any severity value on scale can be assigned to an event without the need to stick to predefined
categories. The probability scale naturally starts with one and can run to as low probability values as
desired. Figure 17 presents an example of an event risk assessment space with two example events.

This two-dimensional space shows the position of the event once the risk assessment has been done.
Note the configuration where the horizontal axis runs from right to left so that the end point value 1 of
the semi-open probability scale can be placed at the intersection with the vertical axis. This avoids
cutting the open end of the scale at a given value. Another possible configuration would be the mirror-
image where the vertical axis is on the right side.

In designing the interface for the analyst carrying out the event risk assessment, the challenges
highlighted by Duijm (2015) became very tangible. If a matrix is used, the task becomes simple in the
sense that the analyst only needs to pick one square in the matrix. However, how to choose the number
of rows and columns? Having only a few categories would mean that the range covered by one category
is very large which introduces the limited resolution problem. The severity categories should also
naturally fit with the typical scenarios in the particular mode of transport, and the available precision of
the information available. The fact that the available precision may be very different from one case to
another does not help designing the matrix. Duijm’s (2015) recommendation was a continuous
probability consequence diagram - which the resulting presentation is, as seen in Figure 15 – but should
the interface for the analyst also be one, despite the analysts’ attraction to simple matrices?

The developed solution is a combination of a matrix and a continuous scale, trying to take benefit of the
good sides of both. The analyst has the choice which entry mode is used, case-by-case. If information is
very imprecise and/or the assessment needs to be done very quickly, it may be preferable to use the matrix. However, the assessment can also be done by entering specific values for severity and probability. If at least some events information is precise, this method may be preferable.

To get a good fit with the natural severity categories for each mode of transport, the event risk assessment matrices were customized. Importantly, the questions to ask in relation to the severity and probability dimensions are still the same as in ARMS: first, if the event had escalated into an accident, among the possible accident outcomes, which one would have been the most plausible? The severity should reflect this scenario (and this chosen reference scenario is noted). Second, what is the probability that the event would have escalated along this chosen scenario (usually in terms of failing barriers)? The matrix for marine events is presented as an example in Figure 18. In this case, only four severity categories were used. Despite the customization, the results from each mode of transport are fully compatible and comparable due to the same reference scales both in terms of severity (the fatality scale in points) and probability. The matrix also illustrates well the limited resolution problem, particularly worrisome for the top severity category which could contain events with 100 potential fatalities as well as 5000 potential fatalities - yet this category would only be represented by a single “average” severity value.

As an example, if the potential escalation of an event would have caused an accident where the number of fatalities can only be estimated roughly but clearly belongs to the category 5-99 fatalities, the analyst would probably use this matrix, and if the escalation probability is estimated to be about 10%, the result would be the square C52. However, in the case that the actual souls-on-board number is known to be 37, and the scenario would consider them all to perish, then it would be wiser to calculate the severity value directly $37 \times 10,000 = 370,000p$. With the escalation probability of 10%, the event risk value becomes $370,000p \times 10\% = 3700$ points.
Similarly, in an event where a single pilot takes off with an ultralight aircraft and nearly stalls in demanding wind conditions, the reference scenario would be a crash following a stall, and based on the altitude (which is known), a fatality. It would make sense to value the severity to 10,000 points rather than use a matrix with a lower resolution range (e.g. 1-4 fatalities). If the probability of escalation (based on known circumstances in the specific event) is estimated at 10%, the event would be located as shown in Figure 17.

![Figure 17. Example matrix for event risk assessment, customized for marine safety events.](image)

As mentioned in Part I, there are often standard practices concerning how safety events are processed at the agency – e.g. how they are classified and there are international taxonomies (like the ECCAIRS) to be used for this purpose. Carrying out event risk assessment does not need to change these standard practices. It becomes an additional step but brings the immediate advantage that statistics related to the standard categories can now be expressed in terms of risk instead of just looking at event count. In other words, carrying out event risk assessment produces an immediate local benefit in being able to express the results of the safety events in a new way. However, the main deliverable of this stage is being able to transform information related to safety event data in a format where it can be integrated into the overall risk management process, fulfilling the requirement RI-2.

In summary, the developed method for event risk assessment is based on the ARMS ERC but largely expanded. It is able to deal with wide ranges of severities and probabilities unlike the original ERC. It is also able to deal with different dimensions of severity (this aspect is discussed in more detail in the case study of Part III). Just like ARMS ERC, the obtained event risk values remain rough estimates and the limitations of the very basic model behind this assessment are acknowledged. In other words, the Strength of Knowledge associated with the event risk assessment values is systematically low. These limitations are accepted on one hand because the event risk assessment still brings in the severity dimension (which is a great advantage compared to safety indicators) without introducing unacceptable resource requirements, and on the other hand because the safety events are only one of the inputs to the risk management process, so crosschecking with other elements will be possible.

### 2.2 The concept of Riss

The purpose of event risk assessment is risk identification at the level of safety issues. The key for achieving this purpose is to be able to aggregate events and their associated event risk values together,
and to study the obtained cumulative risk values. For example, the focus could be on comparing the risks in landing on particular runways.

Three types of events can contribute to such risk identification:

1. Events which did not have any *actual outcomes*, or the actual outcome was insignificant in its magnitude. The interest in such events is to assess the risk related to the *potential outcomes*. This is the most typical case for events running through event risk assessment. For example, a landing where it was challenging to stop the aircraft before the end of the runway (possibly due to the characteristics of the particular runway and the associated approach procedure).

2. Events which already escalated to the loss. In other words, there is an actual outcome which is factual and there is no longer a potential outcome. The concept of risk does not really apply here because there is no longer uncertainty about whether or not the loss will materialize and exactly what kind of loss will materialize. For example, a landing event where the aircraft cannot stop on the runway, causing a runway overrun accident with a number of injuries and severe damage.

3. Events which already escalated to some kind of loss but where one could envisage further escalation to an even higher loss. These events are thus a mixture of type 1 and type 2 events. There is a need to recognize the actual loss as such but to add a potential further escalation. For example, a low-speed runway overrun with minor injuries and some damages to the aircraft, but with a potential for a worse accident with more severe injuries, damages, and even fatalities.

From the event risk assessment point of view, all these types of events should contribute to the cumulated risk value (e.g. for the particular runway in question). Technically speaking there is no problem because materialized losses can be assessed by setting the probability to 100%, and the potential losses will have probabilities less than 100%, and all the obtained event risk values can be summed together. However, from the conceptual point of view there is a problem because some of the consequences have already materialized and in this case one should not talk about risk, but rather about a loss. The total cumulated “risk” value gets contributions both from risks and losses, and it makes a lot of sense to use all these types of results for risk identification. This gives rise to a new concept called *Riss*. It stands for “Risk and Loss” (Nisula 2015a, b). If the safety events which go through event risk assessment process include events with actual outcomes, then strictly speaking, one should talk about *event Riss assessment* and cumulated Riss values.

In real life, the events that need to be processed contain all three types of events and it makes sense to take benefit of all these events as they all contribute to building a better understanding of where the risks are. Event risk assessment gives meaningful results for all three types of events. For type 3 events, event risk is the sum of two components: the actual outcome (p=100%) and the potential outcome (p<100%).

For example, let’s imagine the focus is on two different airfields both featuring a very active leisure aviation operation. The question is, how could the historical events experienced at these two locations be used to provide guidance on the risk levels and therefore also on the importance of risk treatment. Let’s imagine the last three years event statistics show the following:

<table>
<thead>
<tr>
<th></th>
<th>Airfield 1</th>
<th>Airfield 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accidents (2 fatalities)</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Accidents (1 fatality)</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Incidents (potential outcomes):</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 fatalities (50% probability)</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>1 fatality (50% probability)</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>1 fatality (1% probability)</td>
<td>4</td>
<td>12</td>
</tr>
</tbody>
</table>
It should be noted, that in real life, every event would have its own distinct potential severity and probability – for the sake of the example, only the above five types of events are considered. Without the event risk concept, the comparison could only be based on the number of different types of events:

<table>
<thead>
<tr>
<th></th>
<th>Airfield 1</th>
<th>Airfield 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accidents</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Reported incidents</td>
<td>13</td>
<td>14</td>
</tr>
</tbody>
</table>

This is the view that Safety Indicators could typically provide: counting different types of events. It can be seen, that based on accident count or incident count, the airfield 2 would seem to have a riskier operation. These numbers do not take into account the severity or the potential severity of the events. For example, incidents which could have killed two people with 50% probability are equal to incidents which could have killed only a single person with 1% probability. If one wants to take into account the severities, the event risk concept can be used. For example, for the first line, the calculation gives: 2 x 10,000p x 50% x 7 = 70,000p. However, the event risk concept was designed for potential outcomes only, i.e. in this example it would not cover the accidents. The incidents would obtain the following event risk assessment points:

<table>
<thead>
<tr>
<th></th>
<th>Airfield 1</th>
<th>Airfield 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 fatalities (50% probability)</td>
<td>70,000p</td>
<td>10,000p</td>
</tr>
<tr>
<td>1 fatality (50% probability)</td>
<td>10,000p</td>
<td>5000p</td>
</tr>
<tr>
<td>1 fatality (1% probability)</td>
<td>400p</td>
<td>1200p</td>
</tr>
<tr>
<td>TOTAL:</td>
<td>80,400p</td>
<td>16,200p</td>
</tr>
</tbody>
</table>

Now, one could say that airfield 1 looks riskier in terms of the risk embedded in the incidents, while airfield 2 has more accidents, which can be argued to be more factual than the cumulative risk in the incidents. This means the comparison is still difficult. The riss concept can be used to transform all incidents and accidents into the same points, which are now riss points, as they reflect both experienced losses and incidents with risks. For example, an accident with 1 fatality would make: 1 x 10,000p x 100% = 10,000p. The following comparison can be made:

<table>
<thead>
<tr>
<th></th>
<th>Airfield 1</th>
<th>Airfield 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accidents (2 fatalities)</td>
<td>0p</td>
<td>40,000p</td>
</tr>
<tr>
<td>Accidents (1 fatality)</td>
<td>20,000p</td>
<td>10,000p</td>
</tr>
<tr>
<td>Riss from events (from above):</td>
<td>80,400p</td>
<td>16,200p</td>
</tr>
<tr>
<td>TOTAL:</td>
<td>100,400p</td>
<td>66,200p</td>
</tr>
</tbody>
</table>

While these numbers need to be considered very rough and reflecting only one perspective to risk through historical events, the advantage is that thanks to the riss concept all types of events have been transformed into the same riss currency and their total cumulative riss-values can be compared. Despite the accidents putting more weight on the side of airfield 2, the total riss score is higher for airfield 1, thanks to the event risks of the incidents.

In event risk assessment (just like in the ARMS ERC), as far as the potential consequences are concerned, the event is observed from a time point before the outcome of the event was known. This means that the concept of risk is still applied and the outcomes that could have materialized are treated as potential outcomes, even if from a purely factual point of view, at the time of carrying out the assessment, the event is history and does not have any uncertainty related to it. In other words, in event risk assessment one asks the question “what is the risk that the event would have escalated to the potential outcome?”. Obviously, for the actual consequences, the p=100% notion implies that the knowledge about the outcome is taken into account and assessed as much as possible based on the facts.
2.3 Safety Factors
The so-called Safety Factors introduce another new approach. They are an attempt to move away from classic reductionism-based event classification taxonomies and work more in line with the Safety-II thinking. Safety factors can be used in many ways but one of their key application areas relates to making sense of safety events and thus support risk identification.

Safety factors are the assumed prerequisites for safe operation. They are characterized by three features:

- They are phrased as positive statements.
- As much as possible, the safety factors are defined at the level of functions (such as controllability) instead of at the level of individual devices, procedures or other operational details.
- As a result of the first two points, the list of safety factors is short and compact, in contrast to many large taxonomies in use today.

The rationale behind the use of safety factors is the idea that detailed reductionism-based taxonomies may not capture the interactions and dynamics in a living sociotechnical system due to the focus on component level details. The safety factors remain mainly at the higher level of functions so a lot of the interactions remain intact within the functions. Importantly, the fact that the safety factors are positive enables the collection of both negative and positive aspects of safety.

The initial set of safety factors was drafted using three guiding principles:

- The set should cover all aspects of the operation, i.e. all high-level safety critical functions should be captured.
- Overlap of safety factors should be avoided.
- The factor needs to be a positive function, not a technical device or a failure condition.

An example set of safety factors is presented in Appendix 3. In practice, each mode of transport needs its own set of safety factors, even if there is a lot of similarity between the safety factors from different transport modes. Details on how the safety factor lists were created in cooperation with Trafi can be found in Chapter 9.2.3.

Safety factors can be used at this stage of the risk management process related to individual events. The basic idea is, that the analyst links every safety event with the safety factors which failed and safety factors which saved the day. Especially concerning the positive experiences, it is usually best to concentrate on the key safety factors which really made the difference. This way, one gradually learns more and more about what kind of safety factors fail in particular situations, or related to specific ship types or conditions, etc. One also learns what are the positive safety factors which provide the necessary safety margin in different situations. Due to their nature, the safety factors point quite nicely to potential improvements in the system: for example, if “communication between the ship and the outside world” or “knowledge” get high on the ranking list, is not difficult to start planning corrective actions. The list of safety factors is also quite manageable as there are not so many of them. Because the safety factors are quite different from typical taxonomies they also provide new perspectives to existing safety challenges.

The safety factors can be particularly powerful when used in combination with the event risk values. The event risk allocated to a specific event can be allocated to all the safety factors that were linked to that event - either positively or negatively. This provides a powerful way to assess the importance of different safety factors - not only through counting events but through the actual risk at stake. This is illustrated in Figure 19. The horizontal axis lists some railway safety factors through their code names (e.g. 28 = situation awareness; 24 = application of procedures and knowledge). The blue bars (with the scale on the left) indicate in how many events the SF’s failed and the thus cumulated event risk is indicated by the checkerboard bars (with the scale on the right). Note the significant difference between these two rankings: the difference comes from the fact that the event count is only sensitive to the number of events while the (cumulated) event risk is also sensitive to the potential severity. The latter
can support risk-informed decisions while the former cannot. The sample consists of 533 events and only top safety factors by event count are presented in the figure.

![Figure 19. Example of ranking some Safety Factors by event count (blue bars) and cumulated event risk (checkerboard).](image)

Safety factors can be used in multiple ways at the later stages in the risk management process. For example, they can provide a way to make sense of specific safety threats or scenarios through the identified safety factors in the events related to those threats/scenarios. Safety factors can even be used as a base for operational observation: e.g. thanks to their formatting as positive statements they can be used as guidance for where to look for operational resilience. In summary, the safety factors support the requirement (RA-5) by highlighting which factors have “saved the day”. They also point to areas where more resilience can be built in the system (requirement RT-2) and help focus resources more precisely on the key topics (requirement C-2).

The safety factors should not be used as another reductionism-driven taxonomy or recipe for success. In reality, there are many non-linear interactions between the different safety factors and dealing with these factors one by one is a simplification of the complex reality. For example, severe fatigue (“vigilance level”) may quickly wipe out all the benefits of the fantastic teamwork and communication skills that the crew has on a normal day. Similarly, the impact of three safety factors acting simultaneously may be drastically higher than the sum of three factors taken separately.

Despite the aim to stay at functional level, one can see that some safety factors are at a more detailed level than others. The list of safety factors could be created in multiple ways and it is difficult to claim that one set would be more justified than another. It should also be noted that the whole discussion here is focused on safety factors at the operational level. If one wanted to create safety factors for the organizational level, that would be possible too but would imply another set of safety factors. Finally, the term “safety factor” may cause difficulties as the same (and similar) terms are used in multiple meanings. The term “safety function” would not have been fully justified as not all of the factors are functions.
3 Risk analysis

3.1 Data Integration and building knowledge

The objective of the data integration step is to make sure that all relevant information contributing to risk assessment and decision making is gathered and that all different types of information are combined, enabling the shared understanding of risks and the creation of the risk picture. In other words, this step focuses on enhancing the Strength of Knowledge (SoK) and thereby addresses the requirement RA-2.

On one hand, there needs to be focus on the breadth of knowledge: getting all the relevant information together; and on the other hand, there needs to be focus on the depth of knowledge: making sure that the available information is used in the best possible way. The former concerns not only data but also access to the right people who may not be part of the organization carrying out the risk assessment. The latter implies constructive discussions between experts and being able to bring in as much of the tacit knowledge as possible, without falling in the traps like groupthink.

The risk identification step has produced raw safety data and preliminary analysis results based on this data. These results can be in the form of various types of studies providing insights to the different aspects of operational safety and risks. Another type of result is the identification of safety issues, or at a more generic level, threats. Thanks to the event risk assessment and the safety factors, both the role even data and the preliminary analyses based on them can be enriched through the use of these two methods. Building on the list of sources in Chapter 7.2, there are now at least six broad categories of relevant safety information to consider:

- Safety event data, benefiting from safety event risk assessment and the safety factors.
- Preliminary studies and analyses, potentially benefiting from event risk assessment and safety factors. Some of these studies could come directly from operators based on their own data analysis.
- Safety issues. These are identified safety concerns which may be risk assessed using the safety issue risk assessment, covered later in Chapter 7.3.3. Compared to safety events, safety issues are at a higher level of information as they typically combine specific hazards with specific conditions and contexts.
- Oversight information. This covers information flowing in from audits and other oversight activities. It is good to keep in mind that the people who carry out the oversight activities know more than can be written down in reports, such as audit reports. Therefore, having access to these people may be at least as important as having access to the relevant documents.
- Information, knowledge and experience brought in by experts and through existing studies and research findings. The experts bring in both their operational experience from a certain domain and their specific knowledge about safety in the domain. Additionally, a lot of research has been carried out in the domain of transport safety and such results may be useful depending on the topic being discussed.
- Understanding about how things can evolve in the future. Ideas about what the future could look like are presented here as a specific point because all the previous safety information categories reflect historical information. Yet, risk assessments and any actions taken always target the future. Consequently, it is good to be reminded of the fact that the future may be different from today and despite the difficulty in trying to guess what it could look like, one should take a conscious effort to integrate thoughts about future trends in the risk management process. Here one has to consider not only safety related issues but also general changes in the environment which may gradually have indirect influences on the transport system and its risks. For example, the availability of powerful lasers and more recently inexpensive drones are having an increasing impact on the safety of commercial aviation.

Based on this list, it can be seen that the designed process can digest virtually any type of safety data/information as an input. The proposed practical way of integrating all the data together is through
so-called *risk workshops* which will be discussed below in Chapter 7.6.1. In fact, most of the remaining steps in the process can be carried out in the risk workshops.

When discussing a specific topic in a risk workshop, all the relevant information is reviewed and discussed trying to ensure an adequate level of breadth and depth. The thoughts and conclusions can be recorded for further use. The result should be an enhanced understanding of the topics under study and a transformation from data to information. At this point, the focus is solely on understanding the situation and any discussions about solutions should be postponed to a later stage, so that the analyst group does not fall in the trap of making fast conclusions based on a quick analysis, possibly using only a part of the available information.

As a part of the work on “future risks”, it is good to dedicate time on potential surprises. In addition to brainstorming what kind of surprises could be experienced, one innovative way is to use the safety factors as the starting point. For example, the team could take the safety factor “availability of timely and reliable information, between the ship and the external world” (see appendix 3) as the starting point. An event, where this safety factor would fail, would indeed be a surprise. Such a surprise could now be examined through the rest of the risk management process. The advantage of using the safety factors is not only that a number of potential surprises can be identified, but also that the starting point is a loss of a key function (especially in the case of the fundamental safety factors) and this can be obtained without working on the hundreds of scenarios which could lead to this functional loss, and without entering into arguments on whether such a loss is “realistic” or “possible”.

The data integration step has several deliverables. During this step, many of the threats, scenarios and safety issues can be identified and named, even if this is also possible in the later steps. All the material available about these elements can be reviewed and a common understanding established and recorded. This provides the content for the risk picture discussed under the next section.

### 3.2 The Risk Picture

The data integration step deals with several distinct types of information and also different kinds of issues: some can be large overall issues in the transport system and in the other extreme, some are just single events that have occurred. There has to be a way to make sense of all this information and organize it in a way which supports decision making. The proposed way of doing this is to construct a so-called risk picture. The risk picture is a two-dimensional presentation illustrating threats, scenarios and individual events visually. The risk picture aims to provide a holistic overall picture of the risk situation. It is also the starting point for the decision-making process. It helps analysts see the *nature* of different threats - for example, it can highlight which threats belong in the high-impact low-probability area and thus require a special approach as discussed in the context of black swans. The risk picture also reflects the criticality and strength of knowledge of different threats.

In order to support decision-making, the risk picture needs to *highlight differences* between different threats and scenarios. It also needs to address the difficult matter of *acceptability of risks*. As discussed, the acceptability is not a simple correlation with risk - it is a very relative notion depending on the context: different things are more or less acceptable, sometimes even in a seemingly irrational way. Moreover, as stated before, it can also be considered that a particular risk treatment plan is accepted, rather than a particular risk. From the risk picture point of view this means that the acceptability paradox cannot be solved by simply drawing a line through the risk space.

In the context of different modes of transport, each mode of transport could have their own risk picture with their own threats. However, one can also bring together the four modes of transport in a single risk picture. This offers the possibility to try to optimize risk management at the level of the whole transport system which should be the ultimate objective. This implies the compatibility of the local risk pictures.

Going back to the modern definition of risk, it is clear that presenting risk simply as a number would be very simplistic and provide a very poor level of knowledge. Different combinations of probability and
severity may produce the same risk level, mathematically speaking, but to be very different types of risks to manage, and therefore could deserve different priorities. An already-cited example would be the high-impact low-probability threats who may have to be given a high priority despite their apparently low risk value as a number. One wants to understand the nature of the risk. Therefore, for the risk picture, a vector presentation of risks is adopted. Risk is presented in two dimensions through the two vectors of severity and probability. The actual risk value would be the product of these two vectors and create a third dimension which is not presented. However, the location of the threat within the two-dimensional space fully determines the risk. Thanks to this two-dimensional presentation is also easy to present the notion of strength of knowledge.

The two axes of the risk picture are the same as used for event risk assessment: severity vertically and probability horizontally. The severity scale is the same point scale as described for event risk. Similarly, the probability value is again naturally a number between zero and 1. Theoretically, the probability scale continues to infinitely small values in its lower end but stops to the absolute value of 1 on its higher-end. Therefore, it makes sense to make the vertical axis intersect with the horizontal axis at the probability value 1. The range for both axes is so large that one is practically obliged to use logarithmic scales. Obviously, the risk picture can be arranged graphically in different ways while respecting the same overall principles.

Now that the two axes are defined, the risk picture can be filled with the desired content – the objects placed in the risk picture can be called (risk) elements. The largest elements to be placed in the risk picture are the threats. The threat would then typically contain several scenarios. There is usually a fair amount of uncertainty about severity values and the probability values related to the threats and the scenarios - despite the fairly harsh “precision” of the logarithmic scale. Therefore, for any threat, instead of selecting a representative value of severity and probability, it is proposed that a range is used in both cases. This means that the threat is symbolized not by a point but by a rectangle. The estimated severity range gives the height and the estimated probability range gives the width of the rectangle. Another possibility would be to use crosses instead of rectangles.

Another symbol or color can be used for the scenarios. Logically, the scenarios should be located within the boundaries of the related threat – i.e. the rectangle. The convention applied here symbolizes scenarios with a hexagon. Threats could overlap, and a scenario could be related to more than one threat. One must be humble in acknowledging the uncertainty and imprecision in estimating the numerical values related to the different elements. The amount of time and resource to obtain more reliable estimates needs to be balanced with the actual benefit. It may be enough to get a rough idea of where the different threats are located in relation to each other. It must also be noted that in many cases the estimation becomes almost impossible when one reaches the area of very low probabilities. An exception could be failure cases related to detailed system safety analyses which could provide q probability estimates also in the region of $10^{-9}$ to $10^{-12}$.

In addition to highlighting the uncertainty by the use of ranges (and therefore rectangles), the strength of knowledge could also be visualized in another way, for example through the line width of the rectangle or (line or fill) color of the rectangle.

Placing all known threats and scenarios in the risk picture gives the overall picture of risks. Even very different types of scenarios from different modes of transport can be placed in the two-dimensional picture because the used scales are universal. As there are no absolute limits for what is acceptable in terms of risk, it is very helpful to be able to compare the locations and uncertainties of different threats within the same type of activity - therefore subject to similar tolerance levels to risk. For example, it makes sense to compare different threats and scenarios related to commercial aviation between themselves; and threats and scenarios related to leisure marine navigation between themselves. The acceptability levels of risk would be quite different from one domain to the other but could be assumed to be very similar within a single domain.
There is yet one more important element to be added in the risk picture. Interestingly, as the event risk assessment shares exactly the same two-dimensional risk framework, all the individual safety events can be plotted in the risk picture using their event risk assessment values. As they reflect events that occurred in the real world, they can bring in a valuable reality check compared to the threats and scenarios placed in the risk picture. It should be noted that the concept of probability is slightly different for events compared to threats and scenarios. For threats and scenarios, the probability refers to the future: what is the probability that this threat materializes in the future. For historical events, the probability refers to the probability that the event would have escalated into an accident outcome. However, these two concepts work perfectly together within the same risk picture and complement each other. In a way, the threats and scenarios indicate the assumed values while the events illustrate how close to an accident the real-life events have escalated in the past. One can imagine the everyday “as-imagined” operation taking place within the fenced area of the threat-rectangle, and sometimes some events escape from the rectangle and escalate towards the accident, i.e. the vertical axis which also symbolizes the probability value 1 and thus an accident. Indeed, if the data contains events which had actual outcomes, those events would be placed on the vertical axis – and for such events the risk picture is rather a risk picture.

By processing the individual events through the event risk assessment and then bringing them into the same risk picture with threats and scenarios, not only have events been transformed into risk information, but they’ve also been brought into the overall risk management process in a quantifiable and visual way.

The concept of a Safety Issue is somewhere between a threat and a scenario. A safety issue would be treated exactly like a threat, the only difference is that a safety issue usually has a more specific and limited scope than a threat. For example, landing on short or narrow runways could be a generic threat. An example of a safety issue could be: “night operations to airport X”. The safety issue would combine several hazards like nighttime (no light, fatigue) and the difficulties of a particular airport (which could include a short runway) but the whole safety issue is specific to that one airport. It could be that this is the most difficult airport in the route network of the airline carrying out the risk assessment. And in practice the safety issue would also be specific to the aircraft type that the airline uses for that specific route. Therefore, safety issues are usually very well defined which helps carry out risk assessments with a little bit less uncertainty (see Chapter 6.3 and Appendix 2). Despite the specificity of a safety issue, conceptually it can be treated similarly to a threat and safety issues can be placed in the risk picture in the same way as threats. By doing so, the safety issues again can be compared with other threats and the notion of acceptability can be tested in relation to other elements in the risk picture. Similarly to threats, a safety issue may have several scenarios linked to it. Safety Issue Risk Assessment (SIRA) is discussed below in Chapter 7.3.3.

In practice, there will always be inputs to the risk management process which come from outside the data streams, as reflected in requirement (C-3). Most typically, for a national safety agency, the political system including the ministry of transport will take initiative and come up with proposals on different safety actions and activities. Despite the political weight behind such proposals, sometimes the real merit in terms of risk and safety improvement could be questioned. Once the risk picture has been established, it can be used to host such proposals as safety issues. This way, one can see where the issue is located compared to other similar safety issues and threats. This can be a better base for discussions and argumentation than treating the proposal alone in a vacuum.

Similarly, even if organizations (like transport operators) are addressed specifically at the level of organizations, in line with requirement (RT-10) (see Chapter 7.5.6), a problem related to a specific operator could also be placed within the risk picture as a safety issue. All this illustrates the flexibility of the risk picture in creating a holistic view to the different threats in the operating field. An example of a risk picture is presented in Figure 20. Threats (T1-T3) are presented as rectangles. The thickness of the outline symbolizes the strength of knowledge related to the particular threat. Scenarios are presented as hexagons. Events are presented as dots and linked with the relevant threats with a line. Note that a
single event may link with several threats. With the chosen direction of the axes, risk is increasing from bottom right to top left, which is also indicated with a colour scale.

Figure 20. Example of a Risk Picture.

If there are risk elements which are seen to emerge in the future, there is a possibility of including them in the risk picture and potentially using specific symbology, like the dotted-line-rectangle (FT1) in Figure 20.

Two more aspects need to be covered before the risk picture becomes a suitable base for decision-making: the different exposure levels to different threats and the balance between risk criticality and the cost of related improvement. The former issue addresses the fact that the risk picture constructed as explained above is blind to the different exposure levels of different threats. For example, threat A may be related to flying a specific model of a helicopter and threat B may be related to a continuous commercial airline operation with a fleet of over 50 aircraft flying almost around the clock. Even if coincidentally the probability levels of the two threats would be identical, in reality there is a much higher exposure to threat B because the helicopter flights using a specific model are comparatively speaking rare. This means that another version of the risk picture needs to be created which takes into account the different exposure levels. This matter is discussed below under Chapter 7.3.4. The latter issue highlights the fact that decisions on action should not be based only on the level of risk allocated on different threats. Some problems are easier to fix than others and sometimes fixing easier problems quickly may produce a bigger total safety impact than fixing the number one threat in terms of risk level, if the solution is very difficult and time-taking. This means that the risk level and the cost of improvement need to be considered in parallel. Here cost should be understood in a very wide sense including time, financial cost, resources needed, skill and experience levels needed and so on. This matter will be discussed in the context of decision-making in Chapter 7.4.4. Moreover, interventions should not be considered one-by-one but as a whole, in line with requirement (RT-6).
As a result of the described design of the two-dimensional risk picture, including threats, safety issues, scenarios, safety events and potentially other elements - and using some conventions on the symbology, there is now a holistic picture of all known threats in the operation, addressing the requirement (RA-6). It allows to compare different threats in terms of risk and understand the nature of the threats depending on their location within the picture. Together with the second version of this picture which takes into account the exposure levels, these risk pictures form a useful tool for decision-making. In terms of bandwidth for presenting even more information, there is still room for using other aspects of symbology (e.g. colours, shapes, line styles and widths) to include more information. The design of the risk picture is naturally highly customizable and what has been presented above is only one way of creating the picture. Some choices will become obvious only in the real use of the risk picture with real data - for example, if there is a very high level of data it may require different solutions to avoid extensive cluttering of the risk picture. Implementing the risk picture as a software gives new possibilities to manage different aspects of the picture including the clutter. For example, only desired elements could be presented at any given time. Implementation of the described risk management framework with the help of a software is outlined in Chapter 7.8. From the terminology point of view, the risk picture could also be called a “picture of threats” or “threat picture”, so these terms may be used interchangeably.

3.3 Safety Issue Risk Assessment

The original Safety Issue Risk Assessment (SIRA) as created by the ARMS working group was presented in Chapter 6.3. It is argued, that the concept of safety issue and the ability to carry out safety issue risk assessments are important for effective risk management. Typical safety problems have a scope and specificity which matches well with the concept of safety issue, more than with a very large concept of threat (e.g. strong winds) or a single scenario.

However, the original SIRA method has some limitations. First of all, the outcome is a simple judgment on whether the risk is acceptable or not. The accident probability is calculated based on the exposure and the estimated effectiveness of the barriers, the related severity is picked from a few categories, and the combination of these two is compared with predefined acceptable combinations of risk. If the example Excel version of SIRA is used, the answer shows how far from the limit of acceptable the current value of risk is, using five different categories. This judgment is based on the predefined risk limits which is probably one of the key limitations of the method, as literature does not really support a single acceptability limit. This is also reflected in the requirement (RE-1). Moreover, even if acceptability limits were established, the original SIRA method would not facilitate a comparison of different safety issues in the way that the two-dimensional risk picture does.

Another limitation is that in the current example application the severities are entered using predefined categories. Compared to the system of points where any level of fatalities or injuries can be addressed quite precisely, the category system is less precise and particularly weak at the top end of the scale, as 3000 fatalities would be considered the same as 50. Taking into account other severity dimensions like environmental and material damage would not be possible. Furthermore, the original SIRA is not compatible with the scales of the original ERC nor the current updated event risk assessment.

These limitations introduce the need to redesign the safety issue risk assessment. The existing event risk assessment framework and the two-dimensional risk picture give a good base for this. Indeed, both axes of the two-dimensional risk picture can be used as such for the new SIRA. This means, that once the severity and probability values for the safety issue have been estimated, the safety issue is simply placed within the two-dimensional risk picture using the same rules that already exist for this picture – i.e. it is not a point but an area as both values are estimates and become ranges on the two scales. Finding out the location of the safety issue in the risk picture replaces the simple judgment on acceptability. The location of the safety issue can now be used in risk evaluation, both in an absolute sense and in relation to other risks.

The rest of the original SIRA method remains valid. Defining the safety issue first carefully before starting any assessments is fundamentally important. This implies scoping the safety issue carefully so
that the assessment can be more factual. The existing Excel example application can be very useful in carrying out these initial steps of the assessment. It is also possible to use the model from the original SIRA in trying to assess the effectiveness of the barrier system and thereby arriving step-by-step to the probability estimate. Sometimes such a split may be too artificial or sometimes the uncertainty will not allow such a detailed analysis. In such cases a simpler, rough estimate may have to be used.

As discussed above, safety issues treated this way are now compatible with the risk picture and can simply be placed in it among the other threats and scenarios. This way, the safety issues become integrated in the overall risk management process, addressing the requirement (RI-3). If there is a need to examine specific safety issues compared to some predefined limits of acceptable risk, it can still be done either numerically or within the risk picture but it is argued that most of the time the visual answer provided by the risk picture will probably be the most useful outcome of the assessment; not only for allowing comparison visually with other risks, but also because it is able to convey more about the uncertainty involved using the ranges and specific symbology to reflect the strength of knowledge.

Many organizations must establish Safety Cases for specific activities and submit such analyses to various authorities. This may be a requirement imposed by the authorities and/or a mandatory process within the safety management system of the organization itself. An example could be flying to a destination with known military activity around the destination airport. The risk assessments of this kind often struggle to show why the end outcome of the assessment is acceptable, and the author hasn’t seen specific conditions set for the acceptability, for example having to update the assessment every day. It is argued that placing the risk among other risks will be helpful in justifying a specific outcome of the assessment.

3.4 Exposure rates and the Type II Risk Picture

As mentioned above, a risk picture based on probabilities does not take into account the fact that different threats typically have different exposures. Therefore, another version of the risk picture needs to be created, taking into account the exposures. The severity dimension remains unchanged, so visually speaking the threats, safety issues and scenarios will move left and right depending on their exposure rates.

There is a simple way of creating the exposure-sensitive risk picture: the estimated probability values (for example 1 out of 10,000 operations for the accident to materialize) are multiplied by the exposure to the operation in question, in a certain time period. Most typically, the time period could be one year. For example, if the probability is 1 out of 10,000 and the yearly exposure is 1 million operations, the result would be 100. This result indicates what would be the theoretical average (or most likely) number of accidents taking place in a year due to the threat/issue/scenario in question. In reality, the real number of accidents related to the threat could be very different and it would take many years with a stable probability and exposure rate to show that the average number of accidents is indeed this calculated value, for example 100 accidents per year. It must be acknowledged that the actual numerical values are theoretical and often based on rough estimates. However, this approach is effective in creating a risk picture which takes both the probability and the exposure into account and therefore creates a two-dimensional presentation (with severity on the vertical axis) which can be used for prioritizing different elements using meaningful criteria.

The horizontal axis could now be named “theoretical average number of accidents per year” and this naturally refers to each element separately. This version of the risk picture could be named “Type II” risk picture (where the original version would be “Type I”). It should be noted, that there is an important difference to FN-curves. This is because the latter refer to the probability of “one or more” accidents occurring in the given time period. For prioritization purposes the chosen simple method for the type II risk picture is sufficient and easier to calculate.

There are two types of elements which need to be considered separately: elements with very low probabilities, especially ones with high severity values, and safety events. As very small probabilities
are practically impossible to estimate, elements with very low probability values are associated with rough estimates of their probability range. Therefore, also their locations in the type II risk picture are vague. This matter is important especially for elements in the top right corner - in the so-called black swan corner. This is because these elements are high-impact risks and making a too optimistic assessment on their location on the horizontal axis could lead to a dangerously optimistic assessment related to these risks in the operation. As a consequence, a special way to present these elements in the type II picture is adopted. The presentation format of safety events is discussed below and the discussion concerning the elements in the black swan corner can be found in the dedicated Chapter 7.4.3.

As discussed above, bringing the individual safety events into the risk picture gives an interesting perspective to what has actually happened in terms of the operational events. The type I picture is directly supported by the event risk assessment, as its result positions the event on the picture. For the type II picture, the severity values pose no problems as they will remain identical to the type I presentation. However, the probability values for safety events in the type II picture are no longer straightforward.

There is a fundamentally important piece of theory related to event risk that makes events different from the other elements on the risk picture. When done correctly, threats, scenarios and safety issues are defined, so their scope is precise. This means that their exposure is also definable, at least in theory. For example, for a safety issue, defining the time period under study, the vehicle/aircraft/ship types concerned, routes in question and so on, means that it is possible to calculate how many times a year such an operation takes place. In this respect, safety events are different. Their scope is not defined. The fact that a specific type of ship was involved in the event does not tell if the reference scope of ships includes all ship types, only some of them, or only the specific ship type in question. If the event took place in daytime, in January, it does not define whether the reference scope should be only daytime operations or 24-hour operations, nor does it define whether the scope is anytime of the year, wintertime only, or January operations only. The fact that a single safety event may link with several threats, scenarios and safety issues illustrates the same point. The consequence for the type II picture is that it is impossible to find a reference exposure rate for an event.

Another important aspect of safety events to keep in mind is that every event is unique. Therefore, in a risk picture, they should not be combined through a classification into different categories. Safety events with actual outcomes are slightly easier to deal with as the specified consequence with the given severity level actually took place. Events with only potential outcomes may be even more challenging as there is only an estimate of probability that the event would have escalated to the given outcome.

From this theoretical background, one can derive a possible presentation format of safety events in the type II picture. As the exposure dimension is not really relevant for events, their position on the horizontal axis is to some extent a question of convention. The proposed practice is to place them at the value 1, symbolizing that one event like this took place. This means all safety events would be placed on the same vertical line. The probability value of the event risk assessment would no longer make a difference between different events. One could ask, why isn’t an event with a 50% probability in a different place than an event with a 100% probability (to have produced actual outcomes). The answer is simply that the exposure rates would move both events left or right, but the exposure rates are not known. So, every event is at the “once a year” value to show that the operational experience includes such an event. It is probably recommendable to make a distinction between events with actual outcomes and events with only potential outcomes. This could be done through symbology, for example using different colors. From the purely pragmatic point of view, presenting a lot of events in the type II picture will be challenging as they will all tend to be in the same area. Yet, every event should be presented individually. This may require spreading out events landing on the exactly same value so that they become visible separately. Of course, there is also the option of presenting events only in the type I picture. In any case, the events are presented in the risk pictures only to give another perspective to the threats, scenarios and safety issues. Events are history. Nothing can be done about them anymore. All possible actions can only address the future and the future is reflected by the other elements in the picture, not the events.

As discussed above, bringing the individual safety events into the risk picture gives an interesting perspective to what has actually happened in terms of the operational events. The type I picture is directly supported by the event risk assessment, as its result positions the event on the picture. For the type II picture, the severity values pose no problems as they will remain identical to the type I presentation. However, the probability values for safety events in the type II picture are no longer straightforward.

There is a fundamentally important piece of theory related to event risk that makes events different from the other elements on the risk picture. When done correctly, threats, scenarios and safety issues are defined, so their scope is precise. This means that their exposure is also definable, at least in theory. For example, for a safety issue, defining the time period under study, the vehicle/aircraft/ship types concerned, routes in question and so on, means that it is possible to calculate how many times a year such an operation takes place. In this respect, safety events are different. Their scope is not defined. The fact that a specific type of ship was involved in the event does not tell if the reference scope of ships includes all ship types, only some of them, or only the specific ship type in question. If the event took place in daytime, in January, it does not define whether the reference scope should be only daytime operations or 24-hour operations, nor does it define whether the scope is anytime of the year, wintertime only, or January operations only. The fact that a single safety event may link with several threats, scenarios and safety issues illustrates the same point. The consequence for the type II picture is that it is impossible to find a reference exposure rate for an event.

Another important aspect of safety events to keep in mind is that every event is unique. Therefore, in a risk picture, they should not be combined through a classification into different categories. Safety events with actual outcomes are slightly easier to deal with as the specified consequence with the given severity level actually took place. Events with only potential outcomes may be even more challenging as there is only an estimate of probability that the event would have escalated to the given outcome.

From this theoretical background, one can derive a possible presentation format of safety events in the type II picture. As the exposure dimension is not really relevant for events, their position on the horizontal axis is to some extent a question of convention. The proposed practice is to place them at the value 1, symbolizing that one event like this took place. This means all safety events would be placed on the same vertical line. The probability value of the event risk assessment would no longer make a difference between different events. One could ask, why isn’t an event with a 50% probability in a different place than an event with a 100% probability (to have produced actual outcomes). The answer is simply that the exposure rates would move both events left or right, but the exposure rates are not known. So, every event is at the “once a year” value to show that the operational experience includes such an event. It is probably recommendable to make a distinction between events with actual outcomes and events with only potential outcomes. This could be done through symbology, for example using different colors. From the purely pragmatic point of view, presenting a lot of events in the type II picture will be challenging as they will all tend to be in the same area. Yet, every event should be presented individually. This may require spreading out events landing on the exactly same value so that they become visible separately. Of course, there is also the option of presenting events only in the type I picture. In any case, the events are presented in the risk pictures only to give another perspective to the threats, scenarios and safety issues. Events are history. Nothing can be done about them anymore. All possible actions can only address the future and the future is reflected by the other elements in the picture, not the events.
Figure 21 presents an example of a type II risk picture. In terms of threats, safety issues and scenarios which are not in the very low probability area, calculating their new positions in the type II risk picture is straightforward. Threats and safety issues have moved horizontally based on the exposure rates (thick dotted lines indicate displacement). A few safety events with actual (red) and potential (white) outcomes have been plotted. If yearly exposure is used, then the resulting position on the horizontal axis indicates a theoretical number of accidents occurring in a year related to the threat in question. In this example, T2 has high exposure (e.g. related to every passenger train operation) and T1 has a lower exposure (e.g. related to hobby flights with autogiros) as well as the safety issue (they are often quite specific, and thus easily have lower exposures).

So far, the implicit assumption has been that all elements can naturally first be placed in the type I picture and then transferred to the type II picture. In real life, it may be that some elements are easier to place directly in the type II picture. In some cases, the probability information needed for the type I picture may be difficult to assess or not available at all. For example, in the context of road safety, the yearly figures for different types of accidents are typically available whereas the specific probabilities of individual scenarios may be very difficult to obtain.

With the type II risk picture, the different exposure rates of different risk elements are now taken into account. Consequently, the different elements are now comparable both in terms of severity and probability - which has now been transformed into an average yearly accident frequency. This new vector presentation can still be interpreted as risk with the probabilities now having been weighted by their exposures. The risk picture provides an aid for decision-making. From a basic risk management point of view, risk is starting at its lowest value in the bottom right corner and increasing to its maximum value in the top left corner. A simple prioritization based on risk would follow this logic. In the proposed approach, however, there are further aspects to consider in the decision-making.
One could criticize the risk picture by saying that it reflects the old risk perspective, referring only to severity and probability. However, it must be remembered that the uncertainty is reflected in several ways in the picture and that the full rationales for each element in the picture have been developed during the knowledge building stage, and this information is recorded and is therefore available, including all the key assumptions taken. Finally, to address the new risk perspective fully, the topic of black swans is also addressed (see Chapter 7.4.3).

4 Risk evaluation

This chapter covers the use of the risk picture for decision-making. The ways in which different risks within the picture can be interpreted based on their location is discussed first. The second section covers other aspect of risk analysis based on the risk picture. Section three explains the special treatment of low probability-high severity threats. The fifth section sums up the process of decision making and acceptability of risks. As will be seen, the risk picture itself is a good basis for understanding the current situation in terms of risks. However, final decisions about actions are not recommendable based on the risk picture alone. This is because action should not be driven solely based on risk criticality but also guided by how easy or difficult it is to achieve the desired change in the surrounding transport system. As reflected in requirements (RE-1) and (RT-1), risk evaluation, decision-making and risk treatment need to overlap to form a single holistic decision making process. Consequently, Chapter 7.5 needs to revisit the decision-making topic.

4.1 Understanding the different areas in the risk picture

The description about the different areas of the risk picture here assumes that the direction of the axis is as presented in Figure 22. This places the corner with the highest risk levels to the top left and the so-called black swan corner to the top right. As mentioned above, the risk picture could be presented in different ways; another way would be to make the horizontal axis run from small values in the left towards the bigger values to the right, and consequently place the vertical axis to the right side (still at value 1 of probability).

The risk picture is naturally a continuum both in the vertical and horizontal sense. However, the idea here is to give a sense of what’s the different areas in the risk picture mean in terms of the nature of the risks. There are no strict lines between these areas, which is symbolized in Figure 22 by the thick gray borderlines separating the different areas.

The two most obvious areas to describe are the top left and the bottom right corners. These are the extremes in terms of risk. The top left corner is the area where one does not want to see any operational threats appearing: this area is characterized by high severity and high probability. The bottom right area is the area which could be ignored if the perspective is purely from the risk management point of view: resources should not be wasted on low-impact low-probability threats. When the additional dimension of “resources required for improvement” is taken into account, this general principle may not hold as strictly anymore, though, and this aspect is discussed in the next chapter.

Elements in the bottom left corner should be unimportant most of the time. There could be exceptions for very high frequency elements. The difference compared to the bottom right corner is the potentially high probability and therefore potentially high frequency of occurrence.

Moving to the medium severity range, the left side of this area is the high probability - medium severity area. Generally speaking, this is not a desirable area to be in, as the risk will still be very high due to the medium severity levels combined with high probabilities. On the right side, the risk goes down due to the lower probabilities. However, probabilities in this area may be difficult to estimate as they may be getting very low and if the severity levels are relatively high some of these elements may still be important: the top edge of this area touches the so-called black swan corner.
The top right corner is the area for risks with high potential impact but assumably low probability. Some of these risks would be well identified and just happen to belong to this area. However, some of the risks in this corner are the so-called black swans or the unknown unknowns. Due to the special nature of these risks, they need a special treatment. This topic is covered below in its own section.

As mentioned above, splitting this two-dimensional space into the six areas is a simplification but helps to illustrate the different natures of risks in the different areas. The vertical divider between the left and the right side has been placed between $10^{-5}$ and $10^{-6}$. There are several different reasons why this range can be used as the transition area. First of all, it is the limit of ultra-safe systems, i.e. the safest man-made systems have reached the safety level of less than one accident in 1 million operations (Amalberti 2001). It is also the range of probability values where, at the latest, most of us struggle a lot to feel the difference between the consecutive probability values, e.g. $10^{-6}$, $10^{-7}$ and so on. Interestingly, it also happens to be the reliability level which can be reached by technical solutions like automation. According to Amalberti (2001), the system cannot be made safer beyond this point simply by introducing more automation.

There are two dividers horizontally. The lower limit has been set to the value of one lost human life, i.e. 10,000 points. Below this limit the consequences can be considered relatively minor. The other limit has been placed to the region of severity which marks the transition from an accident to a major catastrophe, so between 10 and 100 lives lost – naturally a fully subjective judgment.

In addition to the location of the threats, safety issues, scenarios and safety events in this two-dimensional space, it is possible to carry out some further analysis on the elements to gain further insights on these risks. Such analysis is covered in the following section.

Figure 22. Different areas in the Risk Picture. It is good to note that areas symbolized with a black swan do not contain only black swan-type threats.
4.2 Further analysis of the risk picture

Elements which have been placed in the risk picture have already gone through the integration step when knowledge about these elements has been developed. Once the elements have been placed in the risk picture there is however an opportunity to gain some more understanding on the various elements.

One important source for further information are the safety events. They can be linked to different scenarios which then link the events with different threats and safety issues. Naturally, a particular event could be linked with several scenarios and therefore with several different elements within the risk picture. Now, understanding gained from a cluster of safety events could be used to understand the related scenarios, safety events and threats better.

Safety events have normally been categorized using some standardized event categories. One advantage of this is that the categories will probably help link the events with scenarios. Additionally, they may provide other interesting details. For example, it could turn out that all safety events related to a certain scenario have taken place in the nighttime. This observation could be used to understand the scenario better and potentially focus especially on the nighttime scenarios.

Ideally, safety events would also have been linked with the safety factors. Looking at the distribution of safety factors linked to a certain scenario can be helpful in at least two ways. First, the safety factors help gain an understanding on which factors may play key roles within the dynamics of creating events within a given scenario. Secondly, the safety factors may also give useful hints about where the leverages for improving the situation may be found. Importantly, safety factors can produce both positive information on the success factors and negative information on failures.

Another way to gain further information from the risk picture is to focus on the overlap and interaction of different elements. For example, how much are safety events shared between different scenarios and scenarios shared between different threats? Are there obvious or suspected interactions between the different elements? Such observations may help in finding courses of action which have an impact on several different threats simultaneously, achieving positive changes rather than unwanted or unintended side effects.

4.3 Risks in the Black Swan corner

The top right corner in the risk picture gets its name from the black swans which belong to this area. As mentioned above, there are also other elements than black swans in this area, namely risks that are more or less well-known but happen to have a high potential severity level combined with an assumed low probability of occurrence. In fact, there will be no black swans of type a) (see Chapter 2.3) placed in the risk picture because by definition they are unknown. At best, one could introduce vague threats such as “something that makes an aircraft lose all engine power for the rest of the flight” without specifying what exactly would produce this effect (and most likely against the opinion of many experts who may argue that this is “impossible”). For type b) risks the situation is similar, even if one could argue that they could become known if a good knowledge building process is applied. The name “black swan corner” thus does not mean that this corner would host only black swans, but reflects more the notion that also the unknown, invisible black swans would be lurking in this area.

In line with requirement (RE-4), due to the potentially very high impact of these threats, one cannot simply dismiss them thanks to their assumed low probability. Therefore, the threats in the black swan corner are given a special treatment: the general idea is that all risks in this area need to be addressed irrespective of the assumed probabilities. This obviously goes against the more common mechanistic way to use a risk matrix or a heat map.

Several challenges arise. Perhaps the first practical question is, how to present these elements in the risk pictures, and especially in the type II picture which is based on knowing the probabilities and exposure rates. The aim is to illustrate visually that there is great uncertainty about the value on the horizontal scale. One way to do this is to stretch the content of the top right corner towards the left (see threat T3
in Figure 23). Finding a suitable presentation format may be challenging if there is a lot of content in the top right corner. Often the probability values for these threats even in the type I picture could be close to an educated guess.

![Figure 23. Presentation of threats in the black swan corner within the Type II Risk Picture.](image)

A second challenge is to define a stop rule: which threats should be included in the risk picture and which should not, knowing that in such a low-probability zone there could be a large number of candidate threats. A generic rule could be to include key operational threats which are raised in the risk identification stage. Typically, this would leave out purely design-related threats, such as structural failure due to exceptional external loads.

In the context of the risk picture, the most important point about these risks is to identify them belonging in this distinct group of threats so that they will be dealt with separately during the decision-making and risk treatment stages. Treating these risks is covered in Chapter 7.5.5.

### 4.4 Acceptability of risks and Decision Making

It is good to remember that at the end of the day risk assessment should contribute to better decision-making. In terms of risks one has to decide if intervention is necessary and if the answer is yes, then what kind of intervention should be used. The former question could be associated with the acceptability of risks. The latter has to do with different risk treatment options. As will be seen, in practice these two questions can be deliberately merged by creating alternatives and then choosing the alternatives that provide the best combination of acceptability and risk treatment.
If a mechanistic view to risk acceptability would be adopted, it would be possible to draw lines in the risk picture, indicating the limits of acceptable risk. If the risk picture is constructed with both severity and probability scales being logarithmic and symmetric, a line of constant risk would go diagonally from bottom left to top right. It should be clear from Part I, however, that this is not the adopted approach. The established requirements for risk evaluation are:

- (RE-1) The decision process should be such, that the decision on the acceptability/priority of a risk or a solution can be done in a *holistic manner*, taking into account the assumptions and the strength of knowledge, while paying attention both on the risk and on the costs of its treatment and considering the various priorities, not only safety.
- (RE-2) Consequently, ideally the risk picture should be able to host non-safety risks (e.g. financial, reputational risks) in a compatible manner.
- (RE-3) Decisions on risk acceptability need to be done by humans, due to their capability to consider ethical principles, various conflicting priorities and make value judgments; i.e. the risk management methodology does not need to (and should not) try to produce the final answers directly.
- (RE-4) The *black swans* need to be addressed and the high-impact–low-probability scenarios must not be dismissed solely due to their low probability.
- (RE-5) Ideally, the risk *aversion policy should be left flexible* (i.e. not pre-determined).
- (RE-6) It should be possible to apply specific industry references (e.g. such as by IMO, RSSB or EASA) related to risk acceptance or severity assessment (e.g. “1 fatality corresponds to 10 severe injuries”).

It becomes clear that if one wants to optimize the decision-making, risk acceptance cannot be fully separated from risk treatment. In line with Paté-Cornell (2002), there may be clearly unacceptable risks and clearly acceptable risks, but often one is between these extremes. In this case, optimization would mean considering the risks, the alternatives for their treatment and the costs (in a very large sense) of the alternatives simultaneously as the basis for decisions – as Aven et al. (2007) point out: “we do not accept a risk, but we accept a solution with all its attributes”. Adaptive risk management takes this approach even further because some of the inputs for decision-making will only be available as a result of the experiments, and the decisions themselves will also be done step-by-step over a longer period of time.

The focus then becomes providing the necessary elements for this new type of decision-making. To address the requirement (RE-1), the risk picture provides a holistic view of the risks and thanks to the knowledge building the assumptions and background information should be available - and ideally not only on records, but in the minds of the people who carry out the evaluation. The estimated costs of addressing the various risks can be presented in the risk picture, as stated in requirement (RT-1).

Figure 24 shows an example of how this could be realized. Arrows show where the Actions (A) and Experiments (E) are expected to push the Threats (T) and Safety Issues (S.I.). Coloured marks indicate specific challenges like long lead time (e.g. A1) or high human resource requirements (E4). A convention can be used for quantities, for example, one blue mark equals roughly six months of lead time. Experiments (in dotted lines) should by definition be short in time and low in cost. Such a picture could of course be constructed in many different ways and a computerized version would probably be the ideal solution.

Risk assessment is now supported by the type I and type II risk pictures and the visualized costs of various alternatives. Different locally customized approaches and rules can be applied to support decision making. For example, existing transport operations which are generally recognized as safe enough within the societal context can be used to anchor various points of currently acceptable risk within the transport system. Naturally, it is also possible to make judgments on individual risks using the probability and severity values, e.g. “are we ready to accept losing 100 people once every five years due to this accident scenario”? 
Generally speaking, the type II risk picture is the correct reference for comparing risks and assessing their acceptability, as the exposure needs to be taken into account. On the other hand, it could be argued that a particularly risky part of the operation should not become acceptable only because of its low exposure: every single operation could be expected to be at an acceptable risk level also as an individual operation. In this case, the risks should be in an acceptable area in both type I and type II pictures.

Figure 24. Presentation of potential interventions and their cost dimensions.

Besides the clearly un/acceptable risks, risk analysis based on the risk picture could identify preliminary targets for “desired change”. These would be elements seen as “strong candidates” for intervention, in order to move them to a more favorable area in the risk picture. As discussed, the final decisions would be made in an integrated way, taking into account also the estimated intervention costs (and potential for adaptive experimentation).

In the case of a multimodal transport safety agency, each mode of transport can develop its own risk picture, desired objects for intervention and their cost elements. If such an agency wants to optimize its resources across the whole transport system, it needs to bring all the results from the different modes together on a multimodal risk picture. This requires involving some key people from each mode of transport who know the backgrounds of the various risk elements.

Whatever the approach, one should also pay attention to the aspect of strength of knowledge, in other words the uncertainty related to the different elements on the risk picture. As discussed in Chapter 2.2, the assumptions behind the probabilistic risk assessment are an integral part of the results, and the SoK reflects the uncertainty associated with these assumptions. The SoK related to various elements within the risk picture should be clearly highlighted (as mentioned in Chapter 7.3.2). In line with Aven (2013a), lower SoK scores should “upgrade” the related risks. Using the risk picture, the SoK can be considered along with other criteria, and taken into account smoothly, as there are no distinct “risk classes” but rather a continuum from low to high risk.
With the multiple dimensions involved (severity, probability, uncertainty, position related to other risks, area within the risk picture) in the decision-making, it is difficult to prescribe a simple algorithm for prioritizing the different elements. At the end of the day, it is a judgment involving several societal values. The recommendation is to do such judgments collectively, bringing as many diverse perspectives as possible, and recording the decisions and their background for future consultation. The practice of running risk workshops is considered well adapted for such type of work.

Another aspect of the decision-making has to do with the interactions between different risks and different actions. There may be positive and negative synergies which will have an impact on what is the optimal set of actions for maximizing the positive safety impact with the chosen resource investment. This topic will be discussed in Chapter 7.5.8 which addresses the Transport System level perspective to decision making.

If a new priority is proposed from outside the main process (e.g. coming from the political system as a knee-jerk reaction to an accident), submitting it to the same scrutiny as other elements in the picture can be quite useful for testing the real criticality of the proposed priority. This may help in modifying the proposal so that it becomes more justified at the level of the whole risk picture.

References are sometimes made to so-called weak signals. It is worthwhile noting that a classic risk management approach will systematically ignore weak signals for the very reason that they are weak. If there is a desire to try to capture weak signals, that will have to be done through a distinct process. However, as mentioned in Chapter 4.2.2, it is questionable if the so-called weak signals are ever detectable in an anticipatory mode. In a complex operation, a lot of things happen all the time creating a constant noise (of information). Some of the items within the noise will turn out to be significant in a future safety event but it is very questionable whether such items could have been detected and considered significant, before the emergence of the related event. If the so-called weak signals can only be detected afterwards they are not useful from risk management or safety management point of view.

While it is not claimed that decision-making becomes easy, the point is to illustrate that the risk picture can support the decision-making in a valuable way. The requirement (RE-1) has been addressed, except for the very last part considering other than safety priorities. The idea is that there needs to be a balance between safety priorities and other priorities. This can be achieved in two different ways which can both be used in parallel. First due to the very generic nature of the risk picture, almost any types of risks can be included – also non-safety risks, e.g. financial risks. In this case, such risks will benefit from the same decision-making process as for safety risks, and the requirement (RE-2) also gets fulfilled. The knowledge building size for such risks would have to be carried out among a suitable group of experts, which would certainly not be the same crew asked for safety risks. Naturally, a key requirement is to be able to transform the severity on the point scale, as discussed in Chapter 7.2.1. The second way to address non-safety priorities is to challenge the planned interventions from the perspective of the other priorities. This aspect is discussed below in Chapter 7.6.1.

The requirement (RE-3) is about humans taking the key decisions. It is obvious, that the proposed method aims at supporting decision-making by humans but does not produce conclusions in itself, or even recommendations for action.

The requirement (RE-4) is addressed by presenting risks in the black swan corner in the type II risk picture in a way which highlights their presence irrespective of the original estimated probability values. Risk treatment based on resilience building is also discussed specifically under Chapter 7.5.5. Together with the notion of uncertainty, the specific treatment of surprises comprise the new risk perspective reflected in requirement (RA-1).

There is no in-built rule for risk aversion in the risk evaluation approach, so the decisions are left entirely to the people involved and the effective risk aversion policy could be fully flexible and changed as necessary, which meets the requirement (RE-5).
More generally, the risk picture enhances the premises for good decision-making in several ways. If decisions are made case-by-case without seeing all the different risks simultaneously there is a danger of inconsistency in risk decision-making. Thanks to the risk picture, a number of risks and safety issues can be visualized simultaneously thereby providing references for what are currently accepted risks. This helps in deciding which risks are not acceptable and where these risks should be moved within the risk picture. This also gives an idea of what level of cost the decision-makers might be willing to spend for reducing certain risks. The risk picture also helps in comparing different risk treatment alternatives as these can be visualized within the picture. Different risk treatment options and their combinations can be assessed in terms of benefit and cost, also taking into account potential interactions between these interventions and their potential side effects on other risks. All this contributes to a more optimized and more holistic risk decision-making.

Finally, it is very easy to implement various industry practices thanks to the point system on the severity scale. For example, if minor injuries are considered 100 times less severe than fatalities, the former would be valued at $10,000/100 = 100$ points. Similarly, in line with the EASA principle to consider protecting third parties on the ground more than people in the aircraft, this could be implemented in the risk assessment by adjusting the severity points related to these groups of people. For example, it could be decided that all severity figures for third parties on the ground are increased by 10%. Such practices can be implemented both at the level of the event risk assessment and for the main risk management process using the risk picture, addressing the requirement (RE-6).

5 Risk treatment

If the transport system was an ordered linear system and if safety was the only concern, going from the risk picture to the consequent actions would be straightforward and easy. In fact, the target areas for improvement could be identified first, separately from any action, using risk as the sole criterion for establishing a priority order for addressing different risks. Actions would be defined and launched for all the items judged too risky. If resources were taken into account, the priority list would need to consider both the risk criticality and the resource needed for addressing the problems. In both cases, planning would be easy because every action would produce the desired planned outcome with the planned resource.

Such a workflow would ignore the real nature of the transport system as a complex adaptive system, a system of systems and a complex socio-technical and political system. As stated in requirement (RT-4), risk treatment needs to embrace the typical features of such a system. The responses of the system to an intervention are unpredictable – even for experts. The best ways to achieve the desired changes are not easy to find and may be counterintuitive. Due to lack of repeatability, interventions which were successful in the past, may fail in the future and vice versa.

Within this complex system, there may be pockets of less complex activities. Therefore, one of the first steps in decision making is to try to understand the phenomenon under study, especially in terms of its level of complexity. This step, reflected in requirement (RT-3) is covered in Chapter 7.5.1.

The general idea is to use the risk picture(s) with the existing background information as the starting point, and to formulate actions and/or experiments, while trying to address all the different, and often conflicting, priorities (e.g. safety, cost, resource, smooth flow of traffic, etc.). One has to accept that most of the time one would be working on estimates rather than known facts. According requirement (RT-5), an adaptive approach should be adopted for interventions. One interesting aspect of the adaptive approach through experiments is that estimates get tested before full-scale implementation. However, this leads to continuous management of portfolios of experiments. This does not exclude straightforward actions sometimes, and in some cases experimentation is not even possible.

In the current context, an action is a single measure or a plan consisting of series of measures aiming at the desired outcome. An action is designed in a feed-forward manner: there are no self-correcting or
adaptive features within the plan. In a nutshell, experts are trusted to know today, what is the right solution for tomorrow, and what the consequences of the intervention are. The implicit assumption is that the action will succeed in delivering the desired outcome with high probability, and without major side-effects.

The paradigm behind experiments (or a probes) is different: the unpredictability of the system is acknowledged and the failure probability of any one experiment is considered relatively high. Different experiments are set up in parallel to find the successful ones, which can then be expanded.

A compromise between a simple action and a portfolio of experiments would be an adaptive policy (or another type of adaptive solution) which has in-built mechanisms to adapt to at least some future conditions so that the desired outcomes are maintained.

The following sections describe the different aspects of setting up and running the adaptive interaction with the target system - which in this case is the transport system.

5.1 Understanding the phenomenon under study

The requirement (RT-3) states that interventions with the system need to be adapted to the nature of the system. When starting to prepare the definitions of actions and experiments for a specific risk, the first step is to gain more understanding on the phenomenon in question. There are four easy steps for achieving this within the described process. First, at the data integration / knowledge building stage every risk element in the risk picture has been discussed and the different views and conclusions of the discussions have been recorded. Reviewing such integrated information is a good introduction to the topic. Second, the analysis step of this risk element within the risk picture has provided further aspects like the position of the element within the risk picture(s), the kinds of safety events related to this threat and possibly the safety factors that have been involved. The third step is to place the phenomenon into the Cynefin framework and the fourth one is to see it from the perspective of the larger systems embedding the local system.

Using the Cynefin framework gives a good reminder of what type of system one is dealing with and therefore what kind of strategies are the most recommendable. In the context of the transport system, in most cases one would land on the complex domain. However, it is plausible that some solutions reside in the other domains - for example some technical improvements may belong to the complicated domain. The resulting area in the Cynefin framework produces a very clear guidance on the type of solutions that could be envisaged: there’s a big difference between calling for an expert group vs. setting up experiments. If it turns out to be difficult to place the phenomenon in the Cynefin framework the safest choice is to assume the complex domain.

A fourth step is to try to understand how the phenomenon makes sense in the context of the larger system(s) which host the local system, i.e. applying synthesis instead of analysis. For example, local pressures often have their “roots” within the larger system, which may require higher efficiencies, and which get passed on to the operational level through the local management. At the system level it may also sometimes be useful to draft some kind of system diagram. Already identifying the key interactions between different actors in the system can be very useful. Further study may add in power structures and influencing channels. Even a rough model may help in anticipating some potential consequences of certain interventions, or help identify promising leverage points.

Due to the cyclic nature of the risk management process, there may also be results available from previous experiments. Such aspects are covered below in the context of the NRMF as a process.

5.2 Designing experiments

As discussed above, it can be expected that most emerging safety issues will belong to the complex domain. Even technical issues which as such would belong to the complicated domain usually interact...
strongly with the human system thereby bringing the overall issue in the complex domain. As stated in requirement (RT-4), risk treatment intervention need to embrace the CAS-nature of the system.

Using experiments brings with it a new mindset: an iterative culture where the aim is a gradual convergence towards successful solutions through experiments, rather than trying to be able to define the winning solution at one shot.

The first step in setting up a portfolio of experiments is to try to make sure that the portfolio is rich enough and features also unusual and disruptive ideas. For this purpose, the group of people proposing the experiments should be diverse enough. Subject matter experts are not necessarily the people who propose novel solutions. The group could include ordinary professionals who are dealing with the system in question in their work (e.g. crew members) but also complete strangers to the activity or people who may have faced similar problems in a completely different industry. It is an advantage to feature different educational backgrounds, i.e. not only technical and operational people.

The experiments could aim to solve the main issue directly or they could try to solve a related problem. Sometimes the latter strategy may eventually lead to a good solution to the main problem - in the same way that coming up with a superior battery technology enabled the current generation of mobile phones and could well play a key role for electric vehicles and even electric aircraft. Because the expectation is that most of the experiments fail, they must be safe to fail. In other words, the failure of an experiment should not come with excessive cost or other excessive negative consequence. In fact, if most experiments do not fail, it could mean that the potential solutions have not been explored widely enough. This also means that proposals for experiments should not have to go through a very strict screening process, as long as they are safe-to-fail and generally coherent.

Each experiment should come with a clear definition of what would constitute success/failure and how the experiment could be enlarged if it was successful and faded away it was a failure. The experiment should be restricted in place and time, for example use a small town as a testing ground for new rules affecting young drivers and run the test for 3-6 months.

Once the experiments are running their results would be followed and failing experiments would be stopped while the successful ones could be enlarged. Some experiments could also be combined or redefined. As a result of this iterative process, one should obtain a solution which brings the desired outcomes in an adapted manner and minimizes unwanted side effects.

As mentioned in the previous section, there are some limitations to when experiments can be used. One challenging area is the black swan corner due to the low probabilities and the high number of scenarios. For example, it would be easier to define experiments against young people driving drunk after parties during the weekend than against a threat of a commercial airliner accident at takeoff due to wrong weight data inserted in the flight management computer. The latter would consist of a high number of potential scenarios involving very rare errors or violations – so it could be very difficult to experiment with strategies against them. Interacting with the transport system in relation to risks placed in the black Swan corner are covered in Chapter 7.5.5.

5.3 Defining actions

There are several reasons why an action may sometimes be preferred compared to experiments. First of all, the notion of safe-to-fail experiments along with the acknowledgment of the unpredictability of a complex system is a new challenging paradigm for today’s decision-makers. The status quo for a long time has been to address problems with actions, defined by a group of respected senior managers or experts. An action is also often simpler to set up and to follow up (if any follow-up is done at all) compared to defining and running a portfolio of experiments in parallel and managing them dynamically. There are also situations where experiments may be difficult to implement even when desired. In a highly standardized environment (e.g. standard operating procedures) it may be difficult to change the procedures locally even for a limited period of time because it fights against the idea of
standardization and could increase operational risks. It may also be difficult to measure the success of an experiment, e.g. if the system is already very safe.

At the level of a national safety agency, actions aimed for risk reduction could typically consist of new regulation, limiting or forbidding certain types of operation, requiring additional training or increasing oversight on certain operational areas. At the level of an operator, typical actions could be change of operational procedures, amending the contents of training programs or increasing restrictions on certain parts of the operation. At both levels, actions could also consist of engaging in improvement projects with third parties like international organizations or equipment manufacturers. It is argued that more imagination could be used in defining the types of actions that state agencies launch. The case study in Part III contains examples of possible action types, including some less conventional ones.

When an action is defined, it is important to make the underlying assumptions explicit and describe the expected outcomes of the action. This helps following up the effectiveness of the action and gaining lessons learned for the future.

5.4 Designing adaptive policies

A compromise between experiments and simple actions would be to use adaptive solutions, such as adaptive policies. By definition, one would expect such policies to be more successful in dynamic conditions than non-adaptive policies. The basic idea is to make the policies conditional in such a way that foreseeable – and ideally even unforeseen - evolutions can be accommodated.

Sometimes the policy would update itself automatically (e.g. a value would change in relation to an outside indicator), and sometimes the policy would simply flag up a need for revision based on certain conditions having been fulfilled. In any case, such policies require follow-up.

It is easy to say that adaptive policies can be recommended compared to non-adaptive policies. However, it is easy to understand that such policies are more difficult to design and the tradition and know-how related to such work is limited. The dynamic nature of these policies could be seen to increase uncertainty within the community as the fact that the content will change to a yet unknown form, is very visible. If the design is not carefully done, vulnerability to unwanted consequences could increase, as well as deliberate abuse or gaming with the in-built mechanisms of the policy.

5.5 Treating risks in the black swan corner

In terms of trying to manage the risks of the top right corner, one is dealing with scenarios with very low probabilities, possibly involving incredible coincidences and extremely improbable combinations of factors and occurrences, so the number of different scenarios could easily rise to an unmanageable figure. One cannot think of all possible scenarios, so one cannot “catch” the black swans. Even for identified threats, there are potentially thousands of possible related scenarios with probabilities that are unknown. Due to this nature of the scenarios, the situation is also bound to be more volatile and more prone to coincidences than in the other areas of the risk picture. Here, small details may have big impacts in terms of the outcome. All this means, that trying to address these threats systematically, scenario by scenario, is a desperate strategy. As argued in Chapter 2.3 and reflected in requirement (RT-2), the strategy for dealing with this type of threats must rely on solutions which increase the resilience of the system rather than trying to address individual scenarios. More concretely, the operational crews and the organizations around them must be ready to encounter surprises, potentially taking them outside of the trained operational envelope. Enhanced resilience could help lowering the risks both for known and unknown threats.

As an example, a crew controlling a big cruise ship was observed to control the ship in a semi-manual steering mode despite a fully automatic mode being available (see Chapter 9.2). This was done in order to maintain the manual control skills of the crew even though these skills are not normally needed. This is a good example of building resilience. The ship could get into trouble through thousands of different scenarios but it could be envisaged that in many of them one of the common factors would be the need
to be able to control the ship with less available automation than during the normal operation. Therefore, rehearsing these manual modes provided readiness for a multitude of scenarios at least in the sense that the additional challenge of manual steering becomes much less of a challenge. In Woods’s (2015) terms, the graceful extensibility is enhanced.

The strategy of increasing resilience can be implemented both at the level of operational crews and at the level of the whole organization. At the operational level, a key focus area will be in assuring that all operational competencies are at a high level both for normal operation and abnormal situations. The approach needs to cover both knowledge and practical experience practicing different situations. Often this is not possible as a part of the normal operation so dedicated simulation facilities can be used. Even if every simulation session needs to use specific scenarios for conveying the training objectives, the overall focus should not be on the given scenarios as such but on creating generic competencies, skills and knowledge which will be useful in situations far beyond the few simulated cases. In the context of building operational resilience, the safety factors can be of great help. The crew competencies within the safety factors provide a good checklist for making sure that all the necessary competencies are developed enough. The rest of the safety factors, and especially the fundamental safety factors, point to the critical factors that are counted on for safe operation, and thereby propose focus areas for building more resilience around these critical points.

At the level of the whole organization, building resilience can focus both on normal and crisis operation. In the normal operation, it is important that operationally critical functions have a sufficient level of safety margin. Organizational resilience at the crisis mode covers many things that can be put in place in advance. For example (adapted from Woods 2014):

- The normal hierarchic decision-making process is usually too slow for a crisis situation. Therefore, it needs to be clear that operational staff have the authority to take all the necessary decisions during the crisis situation without hesitation on whether they should get acceptance from higher management levels.

- It needs to be clear what can be sacrificed: for example, it may be that the normal financial expense limits can be exceeded in a crisis situation to ensure the best possible operational outcome.

- The standard procedures may not be applicable when the operation has moved outside the normal domain. Therefore, the staff needs to know that taking initiative can be a crucial skill during the crisis - even if it was strongly discouraged during normal operation.

- The use of different communication channels can also be practiced and various difficulties anticipated and covered in training.

- The normal operations usually optimize in terms of resources, so any exceptional situation would cause a situation where extra resource is needed rapidly. Mechanisms can be put in place to enable obtaining extra resource rapidly in a crisis situation.

Obviously, these are just examples to illustrate the multitude of ways in which resilience can be built at the organizational level already during the normal operation. Addressing the top right corner involves developing operational and organizational resilience - and inversely, when one wants to build resilience, it can be very useful to review the threats in the top right corner because they can give vivid images of the kinds of situations that one might have to deal with one day in the future.

Other possible strategies for dealing with threats at the black swan corner include:

- Capturing ways in which operational crews are creating resilience and reinforcing and spreading such practices.

- Creating and using feedback to detect deteriorating resilience

- Developing ways to rely on simple autonomous artifacts (either as the normal or the backup solution), for example using whiteboards vs. computers dependent on software and power.

- Rehearsing surprising situations and demanding escalating scenarios.
The generic resilience-enhancing strategies may often conflict with other priorities. Having sufficient resource for surprise situations would typically mean having a more expensive resource structure during normal operation. The notion of promoting self-initiative during crisis situations while asking for strict adherence to standard operating procedures during normal operation can be difficult for many people. Imagining extreme scenarios and rehearsing them through simulations could seem too expensive for some people, especially if there are no major accidents in the recent history.

Finally, it is worth noting that not all resilience-enhancing measures have to do with people. It may be possible to introduce technical solutions which create additional resilience against many different threats. As an example, the structural split of a ship into watertight compartments enhances its resilience against many kinds of scenarios where the integrity of the hull is lost and water starts flowing in.

5.6 The second level: organizations

So far, the focus has been mainly on threats and other elements that are presented in the risk picture, and addressing them as such, independent of the organizations in which they emerge. This is the first level at which interaction with the transport system can take place. The second level is at the level of organizations.

If the perspective of a national safety agencies adopted, the key organizations which carry operational risks are the operators. Other relevant organizations would include national federations for transport-related hobbies like sailing, car sports, gliding and general aviation.

Interacting with these organizations is at least as important as focusing on individual scenarios. Often dealing with an individual scenario would eventually involve interactions between organizations. Additionally, as was seen in the previous section, at the organizational level it is possible to develop additional resilience which can be applicable to multiple threats and scenarios. The focus in this section is the latter: how to estimate the vulnerability/resilience of various organizations and how to try to improve the transport system at that level.

Ideally, it should be possible to monitor the organizational safety levels of different organizations and launch adaptive responses. A safety agency would be most interested in the operators and would try to understand and enhance their safety levels. An individual operator would focus on different parts of its operation as well as on its external service providers. This could also include different segments of the operational crews etc.

In practice, the task is challenging. The available data in itself may not allow drawing reliable conclusions on the organizational safety levels even if some events may give tangible hints in one direction or the other. It is also politically touchy for a safety agency to start classifying operators in different “safety categories”: this could be interpreted as a safety ranking list and therefore the operators could insist on having hard evidence to justify the classification. The evidence would always be subject to interpretation.

Ironically, the most reliable feeling about the organizational safety of an operator is probably the luxury of principal inspectors in domains where a single inspector has a long-term relationship with an operator and gets detailed insights to the operator through audits, visits and many other interactions. This would be the case in civil aviation. The irony comes from the fact that the understanding of the organization in question is not based mainly on hard data (e.g. safety events) but rather on the subjective experience of a domain expert having a long-term exposure to the organization. The audit findings as such could be used as hard data but they only provide a partial view. The inspector knows more than can be read in the audit findings. That is also why such people are absolutely invaluable in the data integration stage of the process to build the strength of knowledge.

There are attempts to track some key aspects of organizations typically in the form of a table, assign points for different categories and use the sum of the points as an indication of the safety level or
resilience level of the organization. It is argued that compared to the real complexity of the organization’s and the nature of safety is an emergent property such tables are too simplistic for providing a reliable understanding of the true resilience level. In any case, safety agencies in several countries run a continual process where operators’ safety levels are estimated using such simple approaches. The results are typically used to guide the oversight activity. An example of such a point-scoring method used by the Swedish Transport Agency can be found at Transportstyrelsen (2014) and a similar method used by the Finnish Transport Safety Agency is discussed in the case study of Part III.

The conclusion is that safety at the organizational level is too important to be ignored but realistically speaking too difficult to measure in a way which could be fully quantified and justifiable. The pragmatic compromise would therefore be to use all the available information and integrate it together in the same way as for threats. The objective is to form a qualitative picture of the organizations. The inputs from people interacting a lot with these organizations are of primary importance even if their information could often be in the form of stories rather than quantifiable data. Interactions with the organizations also give the opportunity to discuss the perception of the agency directly with the organization in question. Such discussions with the top management and with corporate safety staff can be very revealing and useful for both parties.

The theoretical base for safety at the organizational level was developed in Part I. Based on that, a list of focus areas for safety at the organizational level could be created. These could be called organizational (level) safety factors. Even more than the list of operational safety factors, this list should be considered a very approximative product aimed for giving rough guidance on focus areas for learning about organizational safety and resilience.

The HRO factors from Sutcliffe (2011) provide a good starting point to organizational safety/resilience. The fourth point on resilience can be replaced by the points on resilience [3] and [4] as proposed by Woods (2015):

- **Preoccupation with failure**: is chronic awareness of risks and potential hazardous events maintained?
- **Reluctance to simplify interpretations**: are different opinions and alternative perspectives encouraged?
- **Sensitivity to operations**: is there enough interaction and information sharing at the operational level to maintain an integrated big picture and to share talents and skills?
- **Graceful extensibility**: can the system stretch to handle a challenging surprise?
- **Sustained adaptability**: does the organization demonstrate sustained adaptability over time?
- **Deference to expertise**: during high tempo situations, are decisions delegated to the people with the most relevant expertise, irrespective of authority or rank?

In order to cover the basic operational capabilities, the following questions are proposed:

- Are the core operational competencies mastered in the organization? Has maintaining those skills been ensured also for the future?
- Does the organizational structure adequately support the operation?
- Do the processes function properly?
- Are the equipment, tools and facilities adequate?
- Are there enough resources in the organization at each level? Can resources be increased fast enough to adapt to higher demand?
- Is there a good atmosphere and spirit among the people? Are people engaged and motivated?

Concerning safety management in a complex environment:

- Are safety matters prioritized high enough compared to other priorities - at all organizational levels? Is there enough power behind safety?
- Does the safety management system function properly?
- Is the safety work in the organization based on modern understanding of safety and risk (e.g. safety as an emergent property)?
• Is there an understanding of phenomena affecting complex systems, e.g. drift, normalization of deviance?

The capability of an organization to get an idea of the organizational safety of another organization depends a lot on the access to the relevant information. Even when the access is not a problem, another natural limitation is the time and resource needed to interact and get to the relevant information. As much as the organizational safety is an important matter, the actual implementation for tracking it will always be a compromise between these factors.

Despite the challenges related to understanding the safety level of an external organization, it is proposed that such activity is an integral and continual part of the risk management process. The organizational safety level would be discussed in a similar way to discussing threats, and the integrated understanding would be recorded for future reference. The tracking could be purely qualitative or it could include quantitative elements. In both cases, it is recommended to record not only the result but also the related discussions and conclusions.

5.7 Combining analyses on threats and organizations

Once both threats and organizational safety levels are being addressed within the risk management process, it is possible to combine the results from the two and obtain an even more precise targeting of resources on the most critical points in the system. This resonates with one of the fundamental objectives of risk management: allocate resources in such a way that they have the best possible impact on the risks. For example, the may be a few high criticality threats; but maybe these are not applicable to all the operators due to their different operations. So already some resource can be saved as some of the operators can be left out from the scope. Among the concerned operators, maybe some are considered very resilient so they can again be trusted to manage the threats in question. Finally, the real scope for active treatment of these threats could be the operators who are exposed to this threat and are not considered very resilient at the moment.

How to carry out this cross analysis in practice? The threats are in the risk picture but the information on safety levels of the different organizations is probably in some sort of qualitative description of each organization - potentially with some simple classification. One way is to build a two-dimensional table which allows to focus on each intersection between different threats and different organizations case-by-case. For example, it could be helpful to sort the organizations in the table roughly by the level of perceived resilience. The applicability level of different threats to different organizations could be checked first, crossing out the squares which become non-applicable in this way. The remaining exposed organizations could then be considered for their resilience and the most critical combinations could be identified.

Again, a software tool could be helpful for this step. It is also possible to try to gain more depth in this analysis by looking at the safety events: which organizations experience the events? How well do they manage? What are the related threats? The operational safety factors can also be used to study how much an organization might be exposed to a specific threat.

Such a cross-analysis could in itself be the basis for defining specific actions and/or experiments. It could also give decision support in relation to already planned actions and experiments.

5.8 The third level: the transport system

As mentioned above, the third level at which interventions can be studied is the level of the whole transport system. One can for example ask, why do operators tend to drift into an operational mode where resilience is sacrificed to the benefit of increasing operational efficiency for the normal everyday operation. Such questions can be answered properly only by taking the system-level perspective.

System-level problems can only be addressed by system-level solutions. In many cases solutions at the level of threats or organizations (levels one and two) would not work, or would only have a short term
impact and then gradually fade away due to system-level influences. For example, forcing an operator to add some extra resources to manage a safety critical task may be a big help in the short term. However, as the whole organization is subject to the same operational pressures, gradually the new resources could become consumed more and more by various operational duties. The extra resources may also indirectly lead to increasing the operational volume. Consequently, there will be finally less and less time for the new resources to really focus on the safety critical task they were originally assigned for.

This does not mean that interventions at levels one and two are not useful. Study of the problem through the Cynefin and possibly a draft system model may give strong hints when intervention at system level is a must.

The guidance on dealing with the complex adaptive transport system was summarized in Chapter 3.5.4. Perhaps the most valuable guidance comes in the form of the hierarchy of interventions. Impact can be very significant if one can have an influence at the level of the system’s purpose (or function). Here one needs to keep in mind that the real functional purpose of the system is not necessarily the purpose that is communicated (or that people believe in). Leverage can also be relatively high if one is able to change the interconnections and relationships within the system. Simply changing elements within the system, like individuals, is a much less promising course of action.

Another useful reference is the complex leadership concept (Marion & Uhl-Bien 2001), which could be applied at the system level. The overarching theme is facilitating and catalyzing beneficial emergence of networks and largely self-organized innovation.

What could such strategies mean in practice? Operators may have leverage on many matters especially if they act together. They can for instance create new standards by working together. International organizations and associations can often be the platforms where agencies and operators and other stakeholders can come together and try to create more profound changes in the transport system. In some cases, even individual professionals may be able to start a movement which creates a significant change in the system. A good example is the creation of the Evidence Based Training EBT concept in civil aviation. An experienced pilot instructor started a movement to change the paradigm behind pilot training from focusing on scenarios to focusing on key competencies. The idea was also to study through available data what should really be the content of the training instead of repeating some very old training syllabi. By engaging a group of instructors around the world and through organizations such as ICAO, IATA and IFALPA, EBT became a referenced ICAO training concept. EASA is currently developing the related regulatory framework. Such an example shows the positive side of the non-linearity of a complex system.

Even when the interventions as such would be aimed at levels one or two, it is always important to remain aware of the whole system and its complex nature. This includes acknowledging that many behaviors and phenomena are actually defined by the bigger system rather than the local context. For example, a CEO prioritizing business objectives compared to safety objectives may be seen as the key problem. However, the larger system around the CEO defines the dynamics which have a huge influence on his/her behavior. The company shareholders want their earnings. The competition creates a constant pressure on prices and therefore on revenues. The incentive structure for the CEO typically has a significant variable part which may be mainly driven by the short-term financial performance of the company. The safety level is not part of the incentives and even if that was desired it would be difficult to implement in some kind of measurable way. These and other factors create a situation where the CEO is strongly pushed towards a certain model of operation - no matter who he/she is. It is difficult to fight such a systemic phenomenon at the level of the CEO or below. Here the system in question is not even the transport system or a part of it. It is the world economy as we know it today with its financial and political dimensions. Adopting a systems focus will be a prerequisite for finding effective leverages.

The complex nature of the system also means that planned interventions cannot be considered one by one, in isolation from each other – as reflected in requirement (RT-6). Actions/experiments will often have direct or indirect interactions between themselves. There may be both synergies and negative
effects. For example, certain operational restrictions could each have a minor negative business impact on operators if only one of the restrictions is imposed. However, the combined effect of two restrictions could be devastating enough to put some operators out of the business, due to the dynamics between the two restrictions. Even if foreseeing the interactions can be very difficult, there should nevertheless be an attempt to study the combination of all interventions every time new ones are added or old ones are removed. Small-scale experiments can again be very useful in highlighting interactions.

Balancing different priorities in a consistent manner reflecting the recognized values is another challenge. Proposed “desired changes” and interventions should be systematically challenged in relation to all the different priorities to find the acceptable balance. How low can speed restrictions on roads be, without driving becoming too frustrating and time-taking? The case study in Part III presents one way to challenge interventions from different perspectives, using the ritual dissent method.

6  The risk management framework as a continual cyclic process

The above sections have described different parts of the overall risk management framework. This section focuses on how to operate the framework as a continual cyclic process. At any point of time, there will be a number of issues in progress within the different sub-processes. There are ongoing experiments, new threats to be identified, the risk picture to be updated, knowledge to build, issues pending decisions and so on.

The repetitive stages in the process would include at least the following:

1. Identifying new threats, safety issues and scenarios
2. Integrating all available information and knowledge about a threat to enhance the strength of knowledge
3. Placing the new threats and safety issues in the risk picture
4. Studying the risk picture as a whole and identifying priorities
5. Monitoring relevant organizations and building knowledge about them. This could include organizational safety factors and safety/resilience profiles.
6. Combining the perspectives on threats and organizations to carry out cross-analyses
7. Drafting experiments, actions and adaptive interactions (e.g. adaptive policies)
8. Overseeing and following up the implementation of the above
9. Monitoring the impact and success of the various interventions
10. Taking decisions on new interventions and on adapting the existing ones (including discontinuing some)
11. Carrying out data processing and preliminary analyses to support the various steps in the process (e.g. identification of new threats, knowledge building, intervention selection).
12. Integrating results from each mode of transport into a combined risk picture and carrying out all the steps of analysis, intervention drafting, decision making, monitoring, follow-up, etc. at this multi-modal level.

A natural balance could emerge between the modes of transport individually and the combined, multi-modal process. Each mode of transport could run its process based on its own specific risk picture fairly independently, but the content from each mode would be regularly reviewed at the level of the multi-modal risk picture. The multi-modal perspective provides:

- The obvious benefit of optimizing interventions at the level of the whole transport system
- An opportunity for constructive challenges between different modes of transport (e.g. if there are significant differences in cost-benefit values of interventions between the modes).
- An opportunity for sharing lessons learned, e.g. on the success of experiments.

In an extreme case, all decision-making could be done solely at the multi-modal level, in which case all interventions at the level of the modes would be subject to acceptance at the multi-modal level. While in some ways such a process would be the purest form of trying to optimize the interactions with the
transport system, it would probably not be the ideal case. Decisions would move further away from the people with the knowledge and experience and/or the risk workshops and other meetings would grow very big in terms of participants and duration, with excessively long agendas. This would make the whole process more bureaucratic and less attractive for the participants. On the other hand, if the multi-modal level was ignored and all decisions were taken only at the level of transport modes, the opportunities provided by the multi-modal perspective listed above would be totally missed.

The listed process stages would involve three types of organizational bodies:

- Core of the process would be assured by the so-called risk workshops
- An analysis function would be needed to prepare the risk workshops
- A decision-making body would be necessary to validate all significant decisions, with the commitment for the associated resources. There could be a large overlap between the participants of the risk workshops and the decision-making body.

For a multi-modal agency, the risk workshops and decision-making bodies could exist for each mode of transport and at the multi-modal level. A single analysis function supporting all the bodies makes sense due to the specific skill and tool requirements, and the fact that such team would probably already naturally exist in the organization. Most probably, the risk workshops and decision-making bodies would not be permanent organizational units, whereas the analysis function would.

The stage 5 about monitoring relevant organizations could be carried out by the oversight function, the analysis function or the risk workshops. The cross-analyses (e.g. threats vs. organizations) require involvement of the analysis function. The results should be used by the risk workshops.

The following sections cover the functioning of the risk workshops, decision making bodies and the analysis function (in relation to the risk management process).

### 6.1 Risk workshops

The members of the risk workshops consist of some permanent members and some invited members whose presence depends on the topics covered. The permanent membership has the function to ensure bringing in the necessary knowledge and information on the threats, organizations and the different parts of the transport system. The expertise is reinforced ad hoc by inviting subject matter experts guided by the topics covered each time. Some of these experts may be external, typically from another agency or an operator. Finally, it is also recommendable to include invited members who are not necessarily experts but ordinary users of the transport system. For example, when the safety of young drivers is discussed, some young drivers could be invited to be present. Such users can expose the reality from their niche within the transport system to the risk workshop, give a reality check to the assumptions made and to criticize the proposed interventions and to contribute to their designs. Whenever interventions are discussed it is also important to have people present who can defend other priorities such as environmental sustainability so that the safety-driven interventions do not sacrifice other priorities too heavily.

A risk workshop (for one mode of transport) would typically ensure the stages 1-9 in the above list. Due to the number of tasks, risk workshops need to be organized regularly and rather frequently.

There are obviously many different ways to organize the agendas of these workshops. Some sessions could be dedicated to a single topic or all meetings could cover different topics and different stages of the process. An example agenda could look like this:

1. **Introducing** new threats and safety issues, if any. This includes work on potential surprises.
2. Focusing on one or more selected threats/safety issues. **Building knowledge.** Placing/updating these elements in the risk picture.
3. **Studying the risk picture** as a whole, both in terms of risks and potential interventions.
4. Studying and discussing the **actions and experiments in progress.** Recording the **observations.**
5. Discussing whether there are any observed or expected changes, trends or phenomena in the transport system which could have an impact on transport safety and should therefore be taken into account.

6. Making conclusions based on points 3-5 and recording them.

7. Drafting intervention proposals for new elements (from points 1-2), and for adjusting the ongoing interventions.

8. Selecting the threats/safety issues to be focused on in the next meeting.

9. Any other related issues.

It is important that the topics are selected before the workshop so that participants can collect the necessary information on their side and reflect upon it in advance. The sub-agenda for processing a single threat/safety issue could be the following:

1. If the analysis function has done preparatory work on the topic, they might be in the best position to give the first overall introduction to the topic.

2. A round-the-table could start with people who have a good overall view to the topic. For example, this could be a principal inspector if the topic relates to an operator. In this phase of sharing information, the objective is to bring the different views and all available information to the use of the whole group. The danger is starting to make conclusions too early with partial information. Therefore, discussion could be kept to the minimum. Clarifying questions can be encouraged. A Delphi-inspired first stage of purely individual inputs could also be used.

3. The following data/information needs to be reviewed. Parts may be covered before/during/after the round-the-table, as seen fit.
   a. Review of the data/information gathered by the analysis function on the topic. This can cover information on the relevant threats, scenarios, safety events, safety factors and so on.
   b. Results related to relevant oversight information, e.g. audit results.
   c. Relevant information/knowledge that the participants possess.
   d. Relevant research findings.
   e. An acknowledgment of any blind spots. It is good to create a shared awareness on any aspects that would not be visible with the current information sources. This supports recognizing uncertainties.

4. Open discussion. A good principle is to make sure that all the participants contribute to the discussion and that their contributions are recorded. This ensures taking into account all the diverse perspectives to the matter. Everybody has the responsibility to speak aloud, especially when there are disagreeing perspectives. Diversity needs to be nurtured.

5. Identification of the different scenarios associated with the threat.

6. Review of uncertainties and assumptions. A separate thought may be given to how the situation may develop in the future.

7. Making a synthesis. The synthesis should capture all the relevant discussions and the conclusions on the matter, acknowledging the uncertainties and without trying to simplify the situation too much. There is no need to reach consensus. Recording the differing views may be even more useful than a single shared view to the matter, because it supports the design of parallel experiments.

The given agendas are just examples but they illustrate how the different processes can be managed in parallel through regular risk workshops. At least the key topics discussed and all the outcomes need to be recorded for future reference. This can be done in innovative ways, e.g. filming person(s) how summarize the topic(s) verbally, rather than typing everything.

It is obvious that through all the tasks that the risk workshops carry out, they possess a better understanding of the various risk elements than anyone else. Therefore, it would be logical that proposals for interventions also were prepared by the workshops. However, other arrangements are possible too. For example, it may be considered that the detailed design of the interventions requires too much time from the workshops and/or specific knowledge that can be found outside the risk workshops. In that case, the job of designing the interventions could be delegated to one of several task forces (possibly...
from existing organizational units) specialized on different topics, or shared between the risk workshop and a task force.

An important step in the design of the interventions is to challenge them from the perspective of the various (often conflicting) priorities. For example, what is the influence of the (safety) intervention on the availability/reliability of transport services, on the environment and on the businesses providing the transport services? One way to arrange such a challenge is to assign knowledgeable small teams to challenge the proposed intervention from the perspective of all the key priorities. This can be done as a relatively quick live exercise (during the intervention design phase) by the designers collecting feedback from all the assigned “challenge teams” and re-designing the intervention enough times to reach a workable compromise. This type of challenging is less relevant for experiment because they could be adapted quickly if conflicts with any of the priorities emerge.

Once actions, adaptive policies and experiments have been launched, managing the related portfolios becomes a continual activity. As the concrete implementation most probably falls on permanent organizational units, the portfolio management may become a shared duty between the implementing organizational units and the risk workshops, even if the latter need to maintain an overall understanding of the interventions.

6.2 The support role of the analysis function

The analysis function will have a key support role in the process. The risk workshops are challenging in terms of time because there are a lot of matters to discuss. Therefore, all possible preparatory tasks should be done between the workshops. Such tasks can naturally be assured by an existing analysis function in the organization.

The preparatory tasks would include at least:

- Proposing the agendas and the specific topics of focus.
- Assuring the analysis functions related to incoming data, including categorization and preliminary analyses, even risk assessment and application of safety factors.
- Carrying out risk identification and proposing new potential threats and safety issues to the risk workshop.
- Proposing a preliminary set of scenarios related to a new threat/safety issue.
- Proposing a preliminary position, size and uncertainty value for a new risk element to be placed in the risk picture.
- Maintaining the risk pictures.
- Maintaining the links between safety events and the other elements in the risk picture.
- Helping the risk workshop to make sense of the risk picture by proposing appropriate ways to visualize it.
- Integrating the cost aspects into the risk picture.
- Gathering information related to a safety issue on the agenda.
- Identifying the blind spots related to a threat or safety issue.
- Supporting the monitoring of ongoing interventions through available data.
- Integrating elements from the risk pictures of each mode of transport and constructing the aggregated multi-modal risk picture.
- Assuring the same preparatory tasks both for each mode of transport separately and for the common multi-modal process.

Additionally, if the analysis function is already the owner of safety data, it may be practical that it also becomes the owner of the information related to the risk workshops, such as the records of discussions and conclusions.
6.3 Decision making

One of the key concerns related to decision making is that the decision-makers should have a detailed understanding of the topic, including all the background discussions, analyses, assessments and shared expert views. In this respect, the ideal case would be that the decisions are taken within the risk workshops. However, this may introduce other types of problems. The experts in the risk workshop may not have the organizational positions that authorize them to take the necessary decisions. Additionally, if the organizational units which will have to implement the decisions are not involved in the decision-making, they would probably not feel convinced and committed to implement the interventions. In line with previous discussions about the role of humans and the importance of representing information within its context, the decision-making should not be completely separate from the risk workshops. Yet another consideration is that people who have high organizational positions may have too much influence in the risk workshops and increase the tendency for groupthink.

Consequently, the ideal set up could be an overlap between the risk workshops and the decision-making bodies. The overlap would ensure a sufficient information transfer between these two bodies. The highest-level decision-makers in the organization should probably not be part of the risk workshops, or participate only during some stages. The latter option would have the benefit that these decision-makers get exposed to the details behind the proposals.

Ideally, the intervention proposals would come from the risk workshops and the implementation would be as close to the original proposal as possible.

If each mode of transport runs its own risk workshops, the most optimized arrangement could be one where these workshops are taking place roughly at the same time and are being followed by a multimodal risk workshop where the common risk picture is reviewed together. This global review could be followed by decision-making at this multimodal level. The local transport mode level decision-making meetings could then follow and take benefit of the higher-level decisions. At the multi-modal level enough participants from the local workshops are required so that all the necessary information is present in this group. As all the preparatory and assessment work has already been done at the local workshops, the multi-modal workshop can concentrate on the global review of the risk elements and intervention portfolios.

6.4 The role of humans in the process

The aim throughout the development of the risk management framework has been to see people within the process as key contributors to good results, and to build on their strengths - rather than trying to design a human-free process or to try to limit the role of humans to the minimum. The ways in which the positive capabilities of people are embraced during the process include:

- Categorizing incoming safety events properly. This is often not simply a question of keywords but rather understanding the larger context.
- Carrying out event risk assessment and recording the reasoning behind for potential future debates among other experts.
- The first two tasks require interpretation of narratives and understanding the context which is not necessarily part of the narrative.
- Knowledge building at the risk workshops.
- Producing diversity and different perspectives thanks to participants both from inside and outside the agency.
- Making a living link for information and knowledge transfer during the process, e.g. between the risk workshops and the decision-making bodies.
- Making judgments and taking decisions, involving multiple priorities and value judgments.
- Enabling constant learning and building wisdom. This aspect is discussed in the next section.
The requirement (RT-9) promotes taking advantage of these human capabilities but also requires countermeasures against the foreseeable human biases and limitations. The potential traps and the related countermeasures include at least the following:

- **Groupthink and defensive behavior:** diversity of the members (including external members), some members changing as a function of the topic, not including the highest-level decision-makers in the risk workshops.
- **The tendency of a group to act in line with the availability heuristic by leaving the knowledge building stage too early and jumping to conclusions** can be counteracted by specifying that no solutions/proposals are allowed during the knowledge building stage. The facilitator can also ensure that a certain minimum time is always spent on the knowledge building and that there is no rush to move on to the next stage if there is still useful knowledge to process.
- **Using experiments and specifying in advance what success/failure would look like is a good way to counteract many biases:** the truth coming out in the form of the result of the experiment challenges any preconceived ideas (e.g. due to groupthink) and fights against confirmation bias and the tendency to minimize uncertainty.
- **Part of the challenges related to understanding complex systems can be fixed with training,** which should cover at least the basic features of complex adaptive systems, the Cynefin model and system diagrams.
- **Better and better mental models are supported by a conscious effort for long-term learning** (see next section), systematic knowledge building and the culture of experimentation.
- **It will be easier to adopt a culture where uncertainties can be openly admitted if all the key stakeholders are first educated in this matter.** The stakeholders would need to include at least the other agencies, operators, the ministry, and even the representatives of the media.
- **Political pressure to use a disproportional amount of resource on a specific topic (e.g. after an accident)** may be managed by placing the issue in the risk picture and illustrating its relative importance compared to other risk elements.
- **Any unwanted tendency to be risk-averse (against single high-impact accidents compared to several low-impact accidents)** can be neutralized by using the severity points.

### 6.5 Continuous learning and coevolution

As reflected in requirement (RT-8), one of the key objectives of the whole process is the collective learning which takes place throughout the different steps. Ideally, this is not just a question or information or knowledge but learning at the level of wisdom: understanding underlying patterns, updating mental models of the system and its dynamics, and being aware of what the desirable longer-term developments at the system-level are.

More specifically, the different steps in the process provide learning opportunities at least in the following ways:

- **Capturing feedback from the system in terms of data and reactions to ongoing experiments, policies and actions**
- **Collective learning by sharing information and knowledge during the knowledge-building**
- **Seeing the holistic picture of risks**
- **Seeing the organizational-level results (resilience, safety factors)**
- **Drafting and observing system-level phenomena**
- **Seeing the holistic picture not only based on risk criticality but also including the cost dimension for achieving the desired changes**
- **Seeing what kind of implementations flow easily and which will prove more difficult in practice**

In such a rich context it is difficult to imagine that learning could happen only through documents or software applications. The continuity created by a relatively stable group of people and making sure that new people are gradually introduced in the process when existing ones leave, are assumably important success factors. The most useful resource for knowledge and wisdom will probably reside within the people rather than in the records. It is also the reason why it is recommended that when information
flows between steps in the process is always accompanied by knowledgeable people. The people involved can apply the lessons learned immediately in the following cycles of risk management.

Taking a larger system perspective, a continuous coevolution should emerge, involving the agencies, the operators and potentially even the customers of the transport system. The organizations adapt to the changing system, and the system evolution is influenced by the activities of the organizations. The learning and the coevolution along with the desired and achieved system improvements are really the ultimate goals and deliverables of the whole risk management framework and process. In a constantly evolving system, the goal cannot be a predefined state but rather a constant learning process where the risk management process stays sufficiently ahead of the game in order to keep the risks at sustainable levels.

6.6 The risk management process summarized

The proposed risk management process is presented in Figure 25, using the basic structure of the ISO 31000 framework.

![Figure 25. The proposed risk management process presented in the form of the ISO 31000 framework.](image)

The organizational teams taking care of the various tasks within the process have been presented on the background. Symbols of various types of the risk picture, as well as some other items, have been presented at the different stages of the process. The event risk assessment matrix symbolizes the preliminary analysis tasks carried out by the analysis function. A bar chart at the risk identification stage symbolizes all the intermediate analysis results which can be used for risk identification and risk analysis. Picture of people attending a risk workshop symbolizes the important steps of integrating all
the data and information and building strength of knowledge (SoK). The transport system has been represented on the right side more explicitly than in the original ISO 31000 flowchart. The eight bullets within the transport system box remind of the different ways in which the system evolves continuously. The inputs to the risk assessment process, gathered from the transport system, are specifically highlighted in the two bullets on top of the flowchart. A new element has also been added next to the transport system to stress the importance of continuous learning and coevolution. This learning is linked with all the different stages of the process. Specifically, it is hoped that future decision-making improves thanks to constantly updated mental models of the system and its dynamics.

The communication and consultation activity on the left of the flowchart has to do with the various stakeholders. In the case of a national transport safety agency, the key stakeholders would include at least the political decision-making bodies above the agency, other state agencies, individuals involved in transport-related activities either professionally or through hobbies, and the public. In the interest of not cluttering the presentation, the stakeholders have not been presented one by one.

Overall, the proposed process is designed with deliberate compromises between the use of resource and the results in terms of risk assessment and treatment. Specifically, this is visible in the event risk assessment step, which could very easily become too heavy in terms of workload and lead time, if they used approach was not adapted to the volume of data. Such compromises are in line with the requirement (C-1). Being able to focus resources in risk treatment in the most effective way, in line with requirement (C-2), has been another leading guideline, featured through cross analysis between scenarios and organizations, as well as through adaptive approaches.

Many other requirements set for the risk management framework are met through the risk workshops. Knowledge of the people inside the organization is captured (RA-3) and diversity is created by inviting people from outside the core group and even from outside the organization (RA-4). The monitoring of organizations (RA-5) is done at least partly by the risk workshops, even if the systematic monitoring may be assured by some permanent body in the line organization. Proposals for action are made holistically and challenged from the perspectives of the non-safety priorities (RE-1). The workshops also provide an easy way to involve key stakeholders in the process (RT-7). The risk workshops and the decision-making bodies jointly ensure that decisions on risk acceptability benefit from the capability of people to consider different priorities, ethical principles and to make value judgments (RE-3).

7 Review: evolution of the process

No process will stand the test of time especially in a complex system. Some changes may be relatively easy to foresee, for example the introduction of new data channels. New technologies may transform the operational processes as well as make more data available. Some of the changes may be more surprising, like political decisions having an impact in the organizations carrying out the risk management. A massive reorganization with reallocation of responsibilities may be an example.

A proposed practice is to review the process at least yearly to see if adjustments are necessary or desirable for gaining improvements in terms of effectiveness and efficiency. In the case of a safety agency, this could be a shared task between the risk workshop participants, experts from the analysis function and senior management. Additionally, big changes in the organization or in the operational environment may require more immediate ad hoc changes.

There are some specific considerations related to data capture. In the case where not enough safety data is available, one easily becomes willing to get as much of any kind of safety data as possible. Different types of data give different perspectives to the operation all having their strengths and weaknesses in terms of the visibility they provide, but also in terms of the workload they introduce to the analysis function. Therefore, one should be cautious about what kind of data one wants to capture more, so that the information value per resource used remains acceptable. Sometimes a safety agency itself may have the opportunity to use its own resources in helping capture the data at the source. For example, if observational data from the bridges of ships or from the cockpits of aircraft could be made available
through a financial investment by the agency to hire suitable neutral observers, would this be a good investment? Observational data is very rich and useful because it provides the full context to what happened and how. Cooperation between operators and agencies around observational data could well be a better strategy for safety data capture than focusing on having more reported safety events.

8 Outlining a supporting software

There are several reasons why supporting the developed process with a dedicated software might be a good idea. This is not simply a question of moving work from individual excel files into a specific software but really also about discovering opportunities to carry out the different steps better, adding functionalities and introducing opportunities to discover things that would not otherwise be discovered.

There is a huge amount of data going through the process and higher-level information is created throughout the process. Results from previous stages are used as inputs for the later stages. All the data and information need to be kept safe and easily available to the people who need to work with them. With the number of items increasing, the 2D risk picture might become more and more cluttered and some new ways of presenting information dynamically may need to be developed. The amounts of data and the complexity of the transport system mean that there is a lot of value in offering an interactive way to analyze the data typically through visual analytics. These are probably the most obvious reasons why a software may produce significant value in supporting the risk management framework.

In addition, there are many secondary reasons. Simple tracking and alerting tasks can be conveniently left to the computer thus offloading the people. The software can keep track of all changes introduced to the data and all decisions made. It can produce automatic alerts and notices, for example to highlight a successful or a failing experiment. In the context where there is a lot of data and a lot of things may change constantly, updating things will be much faster with the software with dedicated functions than redoing individual charts. Overall, it should be expected that a proper software can help create better results but also save the related resources and time.

The following paragraphs outline the functions a dedicated software should carry out, thereby creating a first generic definition for the software. It is proposed, however, that the real development of the software would take place in interaction with the team who has already implemented or who is in the process of implementing the described risk management process - so that the dynamic interaction between the users and the developers reveals new opportunities and refines the functions and interfaces.

In many cases, the incoming data itself can be obtained in an electronic format. Even if this is not always the case, latest when the data reaches the first stages of processing it will be transformed into an electronic format. This means that the incoming data can immediately be hosted by the software. The software should feature an adapted interface for carrying out the first steps including categorization of safety events. The first significant step is the event risk assessment where the software can provide the necessary interface adapted to the specific needs, for example customized for each mode of transport. There are two main solutions for entering the result of the event risk assessment: picking a cell in the matrix or making a direct manual entry of specific severity and probability values. Experience from the case study (see Part III) shows that it is good to provide both alternatives, because depending on the case at hand, one or the other might be the most adapted solution. Such a flexible solution for event risk assessment is easy to implement with software. The user can either click on a customized matrix which produces the result directly, or use dedicated fields to enter specific values for severity and probability. The software can also accommodate the specific case where there are both actual and potential outcomes: first, the actual outcome is assessed with probability value 1 and the experienced severity of the actual outcome, and then the potential further escalation is addressed by carrying out an additional standard event risk assessment. The software sums the two results together and allocates this riss value to the event.

As soon as incoming data reaches the software, it becomes available for the whole community of users, to the extent that this is desired. It will be possible to see at what stage of the process the data is and for
example who has carried out the event risk assessment. Such information also helps calibrate different analysts for consistent assessment results.

In a similar way, the software provides the framework for safety issue risk assessment. It guides the analyst through the exercise step-by-step providing specific fields for the different entry points within the safety issue risk assessment method: exact definition of the safety issue, definition of the scenario and its different elements such as the undesired operational state, the barriers and finally numerical estimates for the probability and severity ranges. Strength of knowledge should also be captured so that the safety issue can be immediately visualized within the risk picture among other threats.

The software can offer the possibility to visualize elements in the risk picture in any chosen context. For example, after introducing a new safety issue in the risk picture the analyst might want to see all the other safety issues in the same mode of transport or maybe even their evolution in time as a live animation within the dynamic risk picture. One could also choose to plot all safety events related to similar safety issues or, again, where similar safety events are within the picture at different historical moments of time. This would show whether similar events get closer to an accident today than they used to some time ago. One can also examine safety issues and events which share some common safety factors. The opportunities are endless. An important part of the statistics are charts based on cumulative event risk values over time, between different locations, comparing different operators, and different types of operations. All such analysis work can produce statistics and interesting views to the data, at this early stage of the process - and feed the later stages of the process. It might also be useful if specific views and statistics could be stored and fed forward to a later stage in the process where the analyst thinks it could be appropriate to review those statistics.

The software can be a powerful tool for knowledge capture, not only for storing existing electronic data, but also for storing knowledge that people have – at different stages of the process. It should be possible to store information in the form of audio files and films so that recording the information is fast and easy for people willing to share the information. Ideally, the tool could take advantage of voice-to-text functionalities which again makes data capture easier. Obviously, the software should be able to store data files (e.g. audit findings) in a sensible way linking them with the relevant elements within the tool. It will be an ideal way to prepare risk workshops by making all the relevant material available to the participants in one place through the tool.

The two-dimensional risk picture is an important element of the process and becomes also an important part of the software. It should be easy to create new elements and to modify existing ones. Placing a new item in the picture could also be possible by dragging it to the right place in the picture. Like mentioned above, both data visualization and visual analytics should be available. The different views to the risk picture would not only include snapshots but also animations through time and zooming onto only a part of the big picture. As different elements typically have different exposure rates, it is very useful if the software keeps track of these and makes it easy to switch from type I to type II risk picture. It can also be envisaged that the software tracks some exposure rates automatically through the use of existing databases or thanks to the incoming data itself.

As clutter is one of the potential problems with the risk picture, the software can introduce several different presentation formats and symbols to ease this problem. For example, using crosses instead of rectangles to present threats takes less space in the risk picture.

The analytical functions related to the risk picture would include being able to visualize different entities together and compare them, drilling into any detail in the picture with the help of safety factors, categories or any other parameters. It is an advantage if results can be transposed on the same picture without the need to jump between different views. For example, a mouse-over a safety event can open up a caption with a short narrative of the event. In this way, several layers of information can be presented simultaneously helping to see both the big picture and some of the key detail simultaneously.
Drafting the potential interventions and their expected impact on the threats in the risk picture is challenging, not least because of the amount of information to be presented at the same time. Trying to visualize the interactions between the different threats and between the interventions is another difficult task where the software can be very useful. Part of the added value here is being able to present the visual information in an uncluttered way and to be able to choose only the wanted elements to be visualized. The software can support the definition of actions and experiments both at the level of the risk picture and at the level of defining the interventions in detail. The view at the level of the risk picture can be inspired by Figure 24 giving the experts an overview of different options and their cost dimensions. Each action and each experiment would then be defined in detail in a specified format and these definitions would be available for review and modifications directly through the risk picture. In addition to reaching the interventions through the risk picture, another important way to manage them is to present a timeline with all the ongoing and planned interventions. It is useful for the software to show how different experiments may have been combined together, stopped or expanded in different ways. It should be possible to overlay on the timeline also the current perception of success or failure of the different experiments and actions. The interface should support getting easily in touch with the right people responsible for the different interventions and reviewing historical communication threads with these people.

At each stage of the process, software logs all the decisions with their rationales. This includes work at the risk workshops and also specific decisions about the interventions. It should also be possible to open questions in the software that would remain visible and guide the work in the future stages of the process. To reflect working on the three levels, the software needs to enable analysis and decision-making also at the level of organizations and at the level of the transport system. This includes visualizing the risks by operator and supporting cross-analysis where threats are mixed with operators to identify which combinations produce the highest risks. As difficult as it is to map interactions in a complex system and to try to understand how the system works, the software should support drafting parts of the transport system in the form of an interaction model which could be used as a reference and developed further when new experiences and ideas emerge.

Finally, as learning is a key objective of the whole process, this should be reflected explicitly in the software. It should be possible to log in comments and questions at each stage of the process and each level of the transport system. In other words, the software should support the human community working on the process not only in its everyday tasks but also on the long-term objective of constant improvement and learning. Lessons which emerge and gradually create an organically growing base of relevant knowledge become useful material for newcomers and other interested parties to learn about transport risks and their management in the current system.

9 Discussion

In many ways, a key challenge in developing the framework has been the fact that any model used for risk assessment would be highly simplistic compared to the extreme complexity of the real world. Event risk assessment and safety issue risk assessment are both carried out using a very simple and linear model relying on an estimate of probability and severity. The simplicity of the model becomes a real problem when an event does not directly link with an accident scenario. This is the case for example if a crew member becomes incapacitated: such a situation would likely increase the probability of many accident scenarios, and on the other hand make some specific scenarios related to additional failures particularly severe. The simple model allows to treat such cases only superficially without addressing the embedded complex logic. The simplicity of the models is easy to criticize, especially when a modern approach embracing complex adaptive systems is promoted throughout the work.

There are several arguments for using such a simple model: first, to process thousands of events, the initial part of risk analysis needs to be fast and simple, as in real organizations, the time and resource available are never unlimited. Cases such as the incapacitated crew member have such a complexity that it is difficult to think of any model good enough to replicate the dynamics of the system, except the real
system itself. Event risk assessment is only an initial estimate of risk and only an initial input to the risk management process, so rough estimates can be considered more acceptable, and the notion of low strength of knowledge can be associated with these results. The fact that events are reality and not only abstract threats, justifies trying to capture their contribution to the risk management framework, enhanced by the necessary expertise of the analysts. Later stages of the risk management process embrace more complex models all the way up to considering the transport system as a complex adaptive system.

The use of safety factors also introduces the danger for simplifying things too much. It must be stressed that the list of safety factors is not a universal complete set of factors guaranteeing safe operation. Furthermore, as mentioned above, there are nonlinear interactions between several safety factors. It is important to keep in mind the gap between the complex reality and a simple method like the safety factors. There is also not a single way to create a list of safety factors, which invites criticism that there may not be a repeatable scientific method for coming up with a set of safety factors applicable to a specific domain. Also, despite the attempt to define safety factors at the level of functions, the competing objectives of covering all potential safety-threatening factors and not having overlaps between the factors, seems to unavoidably result in safety factors which are at a more detailed level than a function. Furthermore, the line between the different levels is fuzzy. Despite these weaknesses, it can be argued that a carefully constructed set of safety factors which is tested in real use by domain experts, brings a new valuable perspective to operational safety - and more specifically provides valuable guidance on the risk reducing potential of different interventions, especially when cumulated risk values are allocated on all the safety factors. The importance is in understanding the strengths and limitations of the safety factors as an approach and using them in a consistent way while not making too simplistic conclusions based on the obtained results.

In using the safety factors, judgments will have to be made on which factors are seen as having failed or succeeded in a particular event. There will always be a boundary layer where the analyst could ask whether certain factors where applicable enough to be considered as failed or succeeded. There could be subjective differences in relation to this threshold: some analysts tend to become more safety factors than others. Especially on the side of positive safety factors, the guidance is to pick only the most important factors - often this could mean picking none. Otherwise, there would be too much noise in the results as most of the time the functions work successfully. Concerning all these challenges related to adopting the necessary mental models and getting used to applying the methods in the operational context, experience shows that questions will emerge throughout the learning period which typically lasts several weeks or months. Today’s experience on the initial ERC method adopted by many airlines demonstrates that this is a fully workable method. Initial experience on safety factors is also very positive and will be discussed under the case study below.

Despite the simplicity of the probability-severity dimensions for event risk assessment, the mental work around assessing event risks often turns out to be challenging, especially for novices. The act of imagining an escalation into an accident may be quite difficult for banal events. If this mental escalation is compromised, then the assessment will produce too optimistic risk values. Some people also struggle with the concepts of actual and potential outcomes. There are similar challenges in safety issue risk assessment, in understanding what the existing barriers are, and in selecting the undesired operational state which acts as the divider between avoidance and recovery strategies.

The risk picture has a central role in the presented risk management framework. At first look, it could be perceived as a very banal and simple way to place risks inside a two-dimensional probability-severity space. The way it has been defined in the current work, however, produces a refined solution to many key challenges in risk management. It accommodates the hierarchy of threats, safety issues, scenarios and events. The important aspect of strength of knowledge can be made visible. The way the risks are assessed allows overlaying different dimensions of severity (e.g. environmental, material, human) on the same scale. The risk picture allows the comparison of different threats while taking into account their different exposure rates. The special role of black swans has been addressed and there is a dedicated way to handle such risks. The two-dimensional presentation allows to address the acceptability of risks
in a more adapted manner than a numerical treatment would. It also allows leaving the risk aversion policy open, i.e. it can be implemented through judgments based on the risk picture rather than as an inflexible constant value. All risks can be seen together and compared - within a single mode of transport but also across different modes - and decisions can be made based on the comprehensive picture as a whole, rather than on a case-by-case basis. The risk picture provides a good overview of the risk situation and produces a good basis for decision-making.

Only real-life use of the developed methodology will show to what extent the risk picture gets cluttered when all applicable data is presented. The cluttering is one of the reasons why it is probably wise to implement the risk picture through software. Therefore, some initial elements for such a software have been presented above.

The developed framework does not stay at the level of threats. A perspective to deal with risks at the level of organizations has been developed. Ultimately, the framework is positioned in the context of a complex adaptive system. The approach to decision-making and attempts to improve safety in the system are adapted to the complexity of the system. Focusing on the interactions between different risks and between different interventions is encouraged. In terms of the interventions with the system, experiments have a key role. This underlines the need for feedback and adaptation based on feedback rather than simple feedforward actions. The use of experiments and adaptive policies resonates with adaptive risk management.

Human knowledge, experience and interactive work done in risk workshops along with human judgment are considered backbones in the developed process. Continuous learning of the people involved is also seen as a key long-term asset for running a successful risk management activity. At the age of Big Data, such a reliance on people could be considered controversial, especially when the limitations of humans are taken into account in the context of risk assessment, decision making and ability to comprehend complex systems. Doesn’t this endanger objectivity of risk assessment and make it very difficult to keep factual records of current knowledge and rationales for decisions? As a generic response, the underlying thinking here is that machines would only be able to take the decisions properly if the complexity of the real world could be programmed into the decision-making tool. This is not possible today, considering dimensions such as culture, motivation, discipline, dynamics of human error, various levels of compliance with rules and recommendations, etc.

Risk workshops could also be criticized for their resource requirements. It is argued that the resources are justified due to the key role of risk workshops in building the necessary knowledge for proper decision-making. To be successful, the risk workshops need to employ techniques which are in line with complexity: embracing diversity and coming up with several rationales and experiments rather than a single perspective.

10 Conclusions

A NRMF has been proposed. The framework has been created based on the detailed requirements developed in Part I. Therefore, it embraces modern concepts of risk and safety in the context of a complex adaptive system – in this case the transport system. The developed framework is the proposed answer to the research question.

In terms of key elements of the new framework, it allows combining different types of safety data, integrate them together and enhance the strength of knowledge as a base for risk assessment; it provides a holistic view to risks, giving the possibility to mix different modes of transport and different types of risks (e.g. human/material/environmental) together in a risk picture; it provides a solution for assessing the acceptability of risks and taking decisions when different strategic priorities along safety are all taken into account; it introduces a way to manage the so-called black swan risks within the framework and provides guidance for interventions with the surrounding system in a way which is adapted to a complex adaptive system; the framework provides a process for continuous learning and improvement with humans as the key agents.
The solutions proposed range from a new theoretical framework (e.g. the concept of riss) to specific presentation formats of the risk picture and to considerations on implementation of the methodology at a national transport safety agency and through specific software. The context of a national transport safety agency was chosen as the reference due to its superior level of challenges, e.g. compared to a single operator. However, the developed framework could be customized for another area of application.

The novel elements include a refined risk picture which can contain threats, scenarios, safety issues and even safety events; the concept of riss helping to manage both actual and potential consequences of past events in a risk assessment context; being able to mix transport modes and risk dimensions together, making all risks comparable on the same scales and proposing a full risk management process which can be used in the context of a complex adaptive system.

Due to the very challenging context shaped by complexity, fuzziness of human perception of risks and their acceptability, as well as the very low probabilities of many transport risks leading to lack of hard data, the proposed framework is not a detailed recipe or a mathematical solution: it leaves room for human judgment which is necessary for dealing with the inherent complexity and the multi-dimensional value considerations.
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Chapter 8 - Validation of the proposed risk management framework

Ideally, the developed method would be validated by presenting hard data on its performance. There are two reasons which make such an approach impossible: the scarcity of accident data in a very safe system combined with the intractability of a complex system. The only acceptable data for proving that risks have decreased is accident data. The use of incident data is problematic because of the questionable link between incidents and accidents, as discussed in Chapter 4.1.1. As a big part of the transport system is very safe or even ultra-safe (see Chapter 4.2.2), data is not frequent enough to prove anything. It could take years to show a statistically significant improvement, even when assuming a completely stable system: Amalberti (1999) quotes a delay of four years for a system with a $10^{-5}$ accident rate and about six years with a $10^{-7}$ accident rate. Moreover, the system is anything but stable. As a complex adaptive system, it is in constant evolution and there are thousands of changes and change agents acting all the time. It would be impossible to attribute a specific change in safety performance to a specific change in the system, for example to a new risk management process. As stated in Chapter 3.5.3, it is simply impossible to conduct controlled experiments in complex systems. Even if the accident data was more frequently available, the problem of determining what are the causes for having more or less accidents would still remain. This is particularly true in a transport system where accidents are no longer related to simple technical failures but more associated with emergent organizational characteristics such as safety (culture) and resilience.

Implementing the NRMF in different organizations could produce valuable feedback on various aspects. For example, if the sub-methods were too difficult for the analysts or if the workload introduced was way too excessive, this would strongly suggest that the approach is difficult to implement in practice. However, success or failure in implementing the NRMF would tell at least as much about the organization itself than it would tell about the framework. What are the safety management paradigms in the organization before the implementation and how well do they support the new paradigms coming with the new framework? Does the new framework fit with the existing strategy and priorities of the organization? How much does the top management want the implementation and push for it? How much resource is there in the organization and how much of it is allocated to making the implementation work? What are the knowledge and skill levels of the people involved? How much external resources are used to help in the implementation? Such questions are very relevant but it is very difficult to assess such factors. Additionally, when the implementation starts, a co-evolution starts between the change agents and the rest of the organization. The two sides influence each other. The organization may change beyond the strict scope of the framework itself, and on the other hand the framework will undoubtedly be customized to better fit the existing characteristics of the organization. So once the implementation has started, the organization is no longer what it used to be, and the framework is no longer what it used to be. The case study below provides examples of such phenomena. Another practical constraint for validation using several organizations is that there are not many multi-modal transport safety agencies in the world.

It is concluded that any simple quantitative approach of validation would mean closing eyes to these facts and be illusionary. The adopted validation approach is based on three components which access the proposed framework more in depth than quantitative approaches.

First, the developed framework is compared with the established requirements for the framework. The requirements were carefully constructed based on the literature review reflecting the desired modern approaches to risk management and to interventions with complex systems. Showing that the framework complies with all the requirements is thus a key part of the validation. Secondly, the framework is compared with existing frameworks to illustrate the added value. The developed requirements are used to support this comparison. Finally, applicability is demonstrated through a case study covering the
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customization and partial implementation of the approach in one multi-modal national transport safety agency. In describing the case study, special attention is paid to treating the safety agency and its environment as a complex adaptive system and trying to highlight the influencing factors and rationales behind the observable behaviors.

1 Validation against the developed requirements

Reference to the requirements was already made in Part II when the developed risk assessment framework was introduced. A summary of how the framework meets the requirements is presented here. Each original requirement is presented first as a bullet and the way the requirement is complied with is presented as a sub-bullet(s).

Risk Identification

- (RI-1) As the transport system is constantly evolving, and so are the risks within, the RMF needs to include provisions to feed in a continual flow of data/information from the system.
  - The cyclic process produces continual updates on threats, safety issues, organizations and events.
- (RI-2) There is already an established flow of safety information within the transport system. The RMF needs to be able to digest the types of safety information used currently and transform such data into useful risk information.
  - Current safety information includes event related information in the form of categorized narratives, safety indicators and statistics, results of studies, oversight-related findings and knowledge, safety-related information on organizations.
  - The framework can capture virtually any type of safety data/information: event data can be transformed into risk information through event risk assessment; other types of existing information are captured in the knowledge-building at the risk workshops in the form of intermediate analyses, statistics, as well as relevant information and knowledge. They all contribute to identification of risks and their analysis.
  - Events detected in flight data would not enter as such. They would need to be processed through event risk assessment (but this step could be automated). Another option is to enter safety issues detected from flight data directly into the risk picture as issues.
- (RI-3) The need to carry out a risk assessment related to a safety issue or a change must be one of the normal inputs to the process.
  - Risk assessing a safety issue (including a change) and placing it in the risk picture has been specifically addressed.
  - In some cases the impact of a change can be addressed also at the organizational level, impacting the resilience.

Risk Analysis

- (RA-1) The new risk perspective (incl. focus on uncertainty and surprises) should be embraced.
  - The new risk perspective is used as the paradigm for risk analysis throughout the work.
  - There is a specific knowledge-building step in the process. Uncertainty is explicitly presented in the risk picture. Surprises are addressed through the special treatment of the risks in the black swan-corner.
- (RA-2) There needs to be a specific focus on building knowledge prior to risk evaluations and decision-making.
  - There is a specific knowledge-building step in the process, taking place at the risk workshops.
- (RA-3) Knowledge of the people within the organization (e.g. the safety agency) needs to be captured, including tacit knowledge.
  - This is addressed through the knowledge-building in the risk workshops and reinforced by the recommended ways to run the workshops (counteracting known biases). Information is not passed to another team without knowledgeable people coming with the information.
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- (RA-4) People from outside the core group (in the agency) and operational people from the field should be pulled into the process (to capture knowledge and to create diversity).
  - Both groups of people have been specified as participants to the risk workshops.
- (RA-5) One should aim at understanding the resilience of the organizations carrying the risks, and to find ways to describe it, preferably in a comparable way.
  - The organizational level has been specifically addressed, including monitoring of key organizations and their safety/resilience characteristics.
  - An initial set of organizational safety factors have been proposed. These could be used to track organizational resilience. The main challenge is to gain access to organizations at the depth required and the related effort.
- (RA-6) The RMF should feature a holistic risk picture including risks/threats from the 4 modes of transport and allow comparisons of risks relative to each other.
  - The risk picture is a core part of the proposed framework. The type II picture allows comparisons between different risks.

Risk Evaluation

- (RE-1) The decision process should be such, that the decision on the acceptability/priority of a risk or a solution can be done in a holistic manner, taking into account the assumptions and the strength of knowledge, while paying attention both on the risk and on the costs of its treatment and considering the various priorities, not only safety.
  - All the decision elements are available: the background information (including assumptions) from the knowledge-building stage and the uncertainty indicated in the risk picture.
  - Presenting the intervention options in the risk picture provides the opportunity for making decisions where both the risk criticality (position in the picture) and the treatment costs of various intervention options can be considered holistically.
  - Challenging the intervention options from the point of view of the various priorities is a specific step in the process.
  - Adaptive approaches (experiments and adaptive policies) spread the decisions over time and enable more factual information (e.g. experiment results) to be used in the decision making.
- (RE-2) Consequently, ideally the risk picture should be able to host non-safety risks (e.g. financial, reputational risks) in a compatible manner.
  - Due to the generic nature of the scales in the risk picture, it should be able to host virtually any kind of risks.
- (RE-3) Decisions on risk acceptability need to be done by humans, due to their capability to consider ethical principles, various conflicting priorities and make value judgments; i.e. the risk management methodology does not need to (and should not) try to produce the final answers directly.
  - The process does not provide answers automatically, but rather tries to provide the best possible circumstances for decision-making by the best-suited people.
- (RE-4) The black swans need to be addressed and the high-impact–low-probability scenarios must not be dismissed solely due to their low probability.
  - Risks in the black swan-corner (top-right) have a special treatment and they are highlighted in the risk picture in a way which makes them visible independent of their theoretical probability values.
- (RE-5) Ideally, the risk aversion policy should be left flexible (i.e. not pre-determined).
  - The risk picture presentation keeps the severity and probability dimensions separate and does not propose pre-defined risk acceptance criteria. Acceptance is done through a study of the overall situation, taking advantage also of the other risks in the picture. This leaves the risk aversion policy (in terms of big vs. small accidents) open.
- (RE-6) It should be possible to apply specific industry references (e.g. such as by IMO, RSSB or EASA) related to risk acceptance or severity assessment (e.g. “1 fatality corresponds to 10 severe injuries”).
Risk Treatment

- (RT-1) **Risk treatment options** should also be presentable in the risk picture with some measure of their associated “costs” (in a large sense), so that *alternatives can be compared*.
  - A version of the risk picture including treatment options has been presented. Using a specific software can provide a lot of opportunities to optimize the presentation format.
- (RT-2) There needs to be a way to *present and properly address black-swan-risks* and other very low probability risks, e.g. by building suitable *resilience* in the system.
  - Specific (resilience-based) ways to treat these risks have been proposed.
- (RT-3) The interventions with the system need to be *adapted to the nature of the system* (or sub-system), e.g. referring to Cynefin.
  - Use of the Cynefin framework has been introduced as a specific step in the process for highlighting the nature of the system/problem at hand.
- (RT-4) As the transport system is seen as a *system of sociotechnical systems*, it is important that interventions embrace the typical features of CAS, including non-linearity, unpredictability, counter-intuitiveness, unintended consequences of interventions and the fact that emergent system properties like safety cannot be controlled directly.
  - The CAS-nature of the transport system has been stressed throughout the development of the framework. Adaptive approaches, such as experiments and adaptive policies, have been promoted as the most promising interventions for complex systems.
- (RT-5) An *adaptive approach* needs to be adopted for risk management and interventions. A recommended *modus operandi* is to use parallel experiments (e.g. small-scale implementations) and to adapt them based on the feedback e.g. by expanding the successful interventions.
  - Adaptive approaches, such as experiments and adaptive policies, have been promoted as the most promising interventions for complex systems, and managing the portfolio of such on-going interventions has been discussed.
- (RT-6) A holistic view of the whole must take precedence over fragmented approaches because in a CAS, different risks (and interventions) are typically interconnected (Ackoff’s “mess”).
  - The idea of reviewing the risks and the interventions as a whole and trying to map possible interactions is part of the process. Adaptive approaches like experiments reveal interactions between interventions so that they can be addressed.
- (RT-7) **Stakeholders** need to be involved systematically to give their inputs and feedback.
  - Involving the stakeholders e.g. through the risk workshops has been included in the process.
- (RT-8) While a complex system can never be fully understood/described, constant learning about the transport system, its risks and its reactions to different types of interventions should be facilitated. Such coevolution between the decision makers and the system can be seen as one of the key objectives of the process and improve future interventions.
  - The continuous learning and gaining wisdom have been specifically discussed as a part of the framework. The existence of the various teams around the risk management activity – and especially the risk workshops – provide the groups of people where the learning takes place.
- (RT-9) Irreplaceable human characteristics (e.g. sensitivity to history, context, objectives, values) should be exploited in making sense of the CAS, but distinct features in the process should counteract human biases and limitations (e.g. availability heuristic, groupthink).
  - In the context of learning and coevolution, a list of strategies for counteracting the limitations at least partly has been provided. These strategies can be embedded in the risk management process.
- (RT-10) Both from the intervention and learning points of view, three distinct levels need to be considered: events (system *behavior*), organizations (elements) and the system level (parts of, ...
or the whole transport system); and besides \textit{analysis}, there should be an effort to apply \textit{synthesis}, i.e. study the role the system plays within the larger context, and the objectives/constraints from above.

- All three levels have been discussed in the context of the methodology, and the way these levels can be addressed has also been pointed out in practice. For example, monitoring the organizational safety factors could be carried out by the oversight function or the risk workshops. Applying synthesis to better understand the phenomena under study has also be specifically included in the process.

\textbf{Context}

- (C-1) Safety and risk management functions need to be carried out within acceptable levels of \textit{efficiency}, \textit{resource} and \textit{cost}. This is particularly critical for process steps which are performed frequently (e.g. event risk assessment).
  - Maintaining acceptable levels of pragmatism and workload has been a key concern in designing the process. Constant building and re-building of detailed system models and detailed analysis of every incoming safety events are ruled out. The repetitive activity of event risk assessment is made limited in its scope of analysis and the resulting low strength of knowledge is an accepted compromise. Precious time in risk workshops is saved thanks to preparatory steps being carried out by the analysis function.

- (C-2) Thanks to the process, the Agency should be able to focus its resources \textit{as precisely as possible on the most critical risks} (which could be combinations of risk scenarios and organizations, for example).
  - The risk picture shows the criticality of the risks. Targeting the interactions as precisely as possible is supported by the link to actual events and their safety factors (e.g. specific competencies) and the cross-analysis combining scenarios and organizations. Thanks to event risk values, safety factors can be compared based on their associated risk.

- (C-3) In addition to inputs from Risk Identification, it should be possible to integrate into the process \textit{proposals coming from outside}, e.g. from the political system, and make sure such items are comparable with other elements.
  - The process has a provision for hosting proposals within the risk pictures, both as risk elements and proposed interventions. Once in the risk pictures, these elements are fully comparable with the other elements.

This summary shows that each requirement has been specifically addressed in the NRMF. Therefore, it is a modern framework, embracing the new risk perspective and the complexity of the transport system, while accepting the pragmatic constraints related to real-world implementation.

The challenges of complex systems can never be fully compensated even with the best of methods. However, it is argued that there is a dramatic difference between existing methods which do not address complexity consciously in any way, and the NRMF which identifies complexity as one of the key challenges from the beginning and implements a long list of techniques for that purpose. The Cynefin framework is used to identify the type of system one is dealing with and several techniques adapted for complexity are used, like adaptive policies and experiments. The need to focus on the whole at the system level and the interactions between problems and between solutions are emphasized. Involving a diverse group of stakeholders is encouraged, helping in creating many different perspectives and in collecting knowledge. The proposed process includes the cycle of constant learning on the system and the success of the interactions. With all these conscious efforts, it can be expected that the NRMF handles complexity significantly better than existing methods.

The main weakness is that the process needs to be implemented in an organization. This makes the NRMF vulnerable in terms of how well the people involved understand the various components and how well they are implemented. Availability of resource will be a critical success factor. Additionally, even if the initial implementation is a success, in the pace of time, key people and key knowledge may be lost, and there may be drift in the practical implementation. For example, the knowledge-building step in the risk workshops might get less and less time and attention, or a dominating person might get too much influence over the collective judgments. As an organization is a living organism, it is
impossible to guarantee that a process implemented by the organization remains adequate over time. Another potential weakness is that the risk picture may become cluttered with too many elements. Fairly sophisticated software solutions may be necessary to overcome this problem. This potential problem is hard to assess, as this type of risk picture has not been used before.

## 2 Comparison with existing frameworks

The next validation step is to examine whether the new framework produces tangible advantages compared to existing risk management frameworks. For this purpose, 20 different methods related to risk management were reviewed. The aim was to find methods which can be used in an operational context and which could fulfill as many of the requirements as possible. Both methods from the industry and from the scientific literature were reviewed. The most pertinent methods are presented in Table 1. These are the same methods which were reviewed in Chapter 6. The other methods are discussed shortly at the end of this section.

Table 1 presents a comparison of eight methods, based on the 28 requirements developed in Part I of this dissertation. Due to space constraints, the requirements are not repeated in the table in full, but another version of the table can be consulted in Appendix 4 where the requirements are reproduced in full length. The first five methods are industry methods and the following two from scientific literature. The NRMF is presented in the last column. Clear compliance (Y) or non-compliance (N) with a requirement is indicated with a single letter. A difference is made between non-compliance and non-applicability (N/A), for example for risk treatment-related requirements when a method only addressed risk assessment but not risk treatment. If compliance with a specific requirement is not straightforward enough, a short textual explanation is provided. This would be the case for partial compliance, or when the required feature has not been specifically designed in the method or reported but could at least in theory be implemented as a part of the method. The latter case would often by indicated with the comment “not explicitly covered”.

It is acknowledged that the assessments in the table are subjective assessments made by the author. It is argued that having the established set of specific assessment criteria should support producing consistent results – especially when any cases that are not straightforward are covered with a textual comment. The assessment information necessary for filling the table come from the key sources mentioned in Chapter 6, where the methods were first introduced.

The first observation is that none of the seven existing methods fulfill all the requirements. In fact, surprisingly few requirements are properly addressed. The set of requirements can only be fulfilled by a method which demonstrates both breadth and depth: the whole process needs to be covered including all specifics – but each stage in the process also needs to be covered properly, embracing the modern approaches. Some methods fail mainly in breadth and some others mainly in depth. The ICAO method covers almost the whole process, but very superficially without addressing any of the real challenges. The FSA method of IMO is not really a continuous operational risk management method but rather a one-time assessment, and it therefore lacks the breadth, but features some positive characteristics such as highlighting the interdependence between various risk controls.

The RSSB method is essentially a large safety model of the railway system which helps estimate risks within the system, without any risk treatment considerations. But it is a continuous operational method, in use, and fed with real operational safety data periodically. Unfortunately, the risk perspective is very classical, so both the risk assessment and risk treatment requirements remain unmet. The CASA method covers the whole breadth and features several positive elements, benefiting both from the operational context and the rather up-to-date ISO-based framework. It has its weaknesses mainly in depth of the approach for risk analysis and evaluation, and the lack of embracing the complexity through adaptive risk treatment techniques. ARMS is sensitive to operational needs but features a classical risk perspective and does not cover the risk treatment part at all. The framework by Aven implements the modern risk perspective perfectly and is clearly the most advanced from the existing methods in this sense. Because it has not been customized to an operation with a continuous, rich data flow, it does not
specifically feature a way to input event data. The Leveson method is an interestingly different approach which makes key safety assumptions very explicit. However, it tries to manage risks without assessing them and is based on a rigid model of assumptions and indicators. Neither modern risk perspective nor complexity is embraced.

<table>
<thead>
<tr>
<th>Requirements</th>
<th>ICAO</th>
<th>IMO</th>
<th>RSSB</th>
<th>CASA</th>
<th>ARMS</th>
<th>Avea 2014</th>
<th>Leveson 2015</th>
<th>Nisula 2017</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safety Management Manual (SMM)</td>
<td>Y</td>
<td>N/A</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>No explicit entry points for operational data.</td>
<td>Yes, but only related to the indicators.</td>
<td>Y</td>
</tr>
<tr>
<td>Formal Safety Assessment (FSA)</td>
<td>N</td>
<td></td>
<td>Y</td>
<td></td>
<td>Y</td>
<td>No explicit entry points for operational data.</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Safety Risk Model (SRM)</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Y</td>
</tr>
<tr>
<td>Regulatory Safety Management Program</td>
<td>Y</td>
<td></td>
<td>Y</td>
<td></td>
<td>Y</td>
<td>No explicit entry points for operational data.</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Event Risk Classification and Safety Issue Risk Assessment (EIR)</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Y</td>
</tr>
<tr>
<td>Methods from &quot;Risk, surprises and black swans&quot;</td>
<td>Y</td>
<td></td>
<td>Y</td>
<td></td>
<td>Y</td>
<td>Yes, during the definition phase.</td>
<td>Yes</td>
<td>Y</td>
</tr>
<tr>
<td>Risk management through leading safety indicators</td>
<td>N</td>
<td></td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Y</td>
</tr>
<tr>
<td>RA-1</td>
<td>Y</td>
<td>N/A</td>
<td>N/A</td>
<td>Y</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Y</td>
</tr>
<tr>
<td>RA-2</td>
<td>Y</td>
<td>N/A</td>
<td>N/A</td>
<td>Y</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Y</td>
</tr>
<tr>
<td>RA-3</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Y</td>
</tr>
<tr>
<td>RA-4</td>
<td>N</td>
<td></td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Y</td>
</tr>
<tr>
<td>RA-5</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Y</td>
</tr>
<tr>
<td>RA-6</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Y</td>
</tr>
<tr>
<td>RA-7</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Y</td>
</tr>
<tr>
<td>RA-8</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Y</td>
</tr>
<tr>
<td>RA-9</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Y</td>
</tr>
<tr>
<td>RA-10</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Y</td>
</tr>
<tr>
<td>C-1</td>
<td>Y</td>
<td>N/A</td>
<td>N/A</td>
<td>Y</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Y</td>
</tr>
<tr>
<td>C-2</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Y</td>
</tr>
<tr>
<td>C-3</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Y</td>
</tr>
</tbody>
</table>

Table 1. Review of properties of existing risk management frameworks.
As presented in the previous section it is argued that the developed NRMF meets all the requirements at an acceptable level. It is argued that the proposed framework covers the full breadth required from the risk management process, it is adapted to the operational context, it embraces the modern risk perspectives and addresses the complexity of the transport system by applying adaptive risk treatment approaches. Therefore, a gap is observed between the new framework and the existing methods, at least at this stage when the NRMF is treated as a theoretical framework, assuming that it is implementable.

The rest of the reviewed methods were not included in the comparison table because they were considered less compliant with the requirements than the seven presented methods. The following industry methods were reviewed but not included:

- **European Railway Agency (ERA) guidance for the common safety method** (ERA 2009). The flowchart on page 26 and the statement [G3] on page 37 reveal that the method is made for being used for assessing the safety impact (risk) introduced by “significant changes” in the system. Implicitly, for the rest of the time, the system is assumed “safe” and the method does not therefore lend itself to operational risk management of “permanent, everyday risks”.

- **Mission risk assessment methods** (often in use in the military) such as described by Johnson (2007, table 1). These tools are excellent demonstrations of how risk assessment can be adapted to be pragmatic and fast enough even for live military operations. However, they need to be designed for a specific domain and could not thus be used to handle data flows of transport risks with changing topics, nor to manage risks over time.

- **Organization-level risk assessment tools** in use at some state agencies to classify operators in different risk levels. Such methods are only one (potentially valuable) component in the overall risk management framework. Agencies use the results typically to define the frequency of audits in the operators. See for example the method of the Swedish Transport Agency where the operators score points based on defined criteria (Transportstyrelsen 2014).

- The handbook of incident and accident reporting cites the five stages of risk management in the US Army: identify and assess hazards, develop controls and make risk decisions, implement controls, supervise and evaluate (Johnson 2003, pp. 590-592). The techniques associated with the described method do not add new elements compared to the already reviewed methods.

- The **Bowtie method** which is essentially a static (simplified) model of one threat or scenario, based on barrier-thinking, and as such does not feature a real risk management process. See e.g. [http://www.caa.co.uk/Safety-Initiatives-and-Resources/Working-with-industry/Bowtie/](http://www.caa.co.uk/Safety-Initiatives-and-Resources/Working-with-industry/Bowtie/)

The following methods presented in scientific literature were reviewed but not included:

- **Ship collision risk analyses** based on Bayesian belief network model (see Hänninen & Kujala 2012, Hänninen et al. 2013). The used model needs to be hand-made for a specific accident type and the method cannot thus be considered a comprehensive operational risk management method capable of dealing with all kinds of threats and scenarios – not to mention different modes of transport.

- **Multi-agent dynamic risk modelling** (Stroeve et al. 2013). The approach is applied only on one accident scenario, so the scope is not at the total system. Furthermore, the approach is based on a complicated model (with associated assumptions), which becomes potentially too limited in the context of a CAS which is organically changing continuously.

- **The functional resonance analysis method FRAM** (Hollnagel 2004, pp. 173-176, 2012, Bjerga et al. 2016). As the name indicates, FRAM it is really a model rather than a process for risk management. While such methods can certainly provide valuable insights, the effort of building all the necessary models to cover transport operations is likely too intensive for such an approach to be used in an operational setting.

- **The framework for risk management decisions in aviation safety at state level** (Insua et al., in press). The described method is fully based on mathematical modeling using historical safety data as a source. Such an approach is seen incompatible with the notions of complex adaptive systems and the modern risk perspectives which embrace uncertainty and surprises.
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- **Integrated method for risk management in transport “trans-risk”** (Jamroz et al. 2010). The stated intent is to develop an integrated method of risk management across all modes of transport. The method as reflected in the paper is not yet in a detailed enough form to be considered.

- **A quantitative model for aviation safety risk assessment** (Shyur 2008). The method is another modelling approach and fed entirely by historical data. Again, such an approach is not dynamic enough to be used as a continuous risk management method in an operational context.

### 3 Utility of developed concepts

Besides the delivered NRMF, the related conceptual development adds to the existing body of risk research. The most important new concept is probably the concept of \( riss \), which was discussed in Chapter 7.2.2. This new concept supports risk identification and risk analysis by enabling to combine data on materialized and non-materialized risks (i.e. losses and risks) and to create cumulated estimates of severity and risk. Without this concept, risks and losses could only be assessed separately which would not give a good overall measure. This was illustrated through an example in Chapter 7.2.2. It is intuitively obvious that if a certain issue (e.g. a new traffic arrangement) has produced both accidents and reported dangerous events, both types of experiences add to the perceived risk related to the issue. The use of the \( riss \) concept and the severity (and risk) points allows to assess both types of events on the same scale and to addition their impact. The cumulative values then enable comparisons between different issues in terms of severity or risk.

The **risk picture** in its proposed format transforms several concepts into a visual format: e.g. threats, scenarios, events, uncertainty and high-impact risks for which the assumed probability value becomes irrelevant. From the conceptual point of view, perhaps the most interesting feature is the possibility to combine (current or future) risks in the same picture with past events. Thanks to the event risk concept, the position of the events illustrates “how close” to an accident the event propagated, and how severe the accident would have been (if it had materialized). Even if the event risk part is based on a judgment, the events themselves are factual and positioning the events in the picture gives a complementary reality check to the “theoretical” threats which are linked to these events. For example, if all events are higher in the risk picture than the underlying risk rectangle itself, the reality seems to suggest that the severity level of the risk is higher than the current value reflected by the rectangle.

The **safety factors** are an interesting implementation of the Safety-II thinking and as illustrated in the next chapter, they are useful both in making sense of event data and as a framework for identifying operational resilience.

The **event risk assessment** creates a new currency for any type of statistics based on event data. Instead of using the event **count** as the currency – like in safety indicators – the currency is now the cumulated (event) risk. This is a move from a single-dimension to two dimensions, including the severity. Using fatalities as the main driver for severity and the severity point system (bringing injuries etc. on the same scale) is a much more justifiable basis for severity estimates than the original ARMS ERC severity classes and corresponding risk indices.
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The author cooperated during two years with the Finnish transport safety agency, Trafi. The starting point for the cooperation was the shared interest in developing a risk management framework for such an agency, so that the modus operandi of the agency could become more risk-guided. For this purpose a project was set up at Trafi. The project was given the name TiTo, coming from the Finnish words Tiedosta Toimenpiteisiin, i.e. from data to interventions - stressing the point that the new risk management framework would cover the whole process from the very beginning to the very end. The project ran from April 2013 to March 2015. Many of the components for the framework were developed during the project. The implementation at Trafi started gradually during the project but some of the major parts have been implemented after the project.

Besides the expressed interest of Trafi to support the development and to implement such a process, the fact that Trafi is a multimodal agency made it a very interesting and challenging place to implement a new modern risk management framework. Trafi was created in 2010 by combining several existing safety agencies and covers aviation, maritime, railway and road safety. This is a rare set up even at an international scale. From the point of view of risk management this means that the methodology has to be able to deal with four different modes - each of them bringing along a different world of traditions, practices, mental models, beliefs and terminology. As discussed earlier, besides the four modes of transport, the agency needs to manage its relationships with many stakeholders including the ministry of transport and the public.

The case study is split into three sections. The first section presents the starting point of the project, i.e. what Trafi was like at the beginning of the project. The second section explains the developments carried out during the project. The third section concentrates on the results of the project, i.e. what have been the developments at Trafi up to the writing of this dissertation.

1 Trafi at the beginning of the project

At the beginning of the research project (April to September 2013) the author carried out a review of Trafi, focusing above all on the safety/risk management aspects. The status of the agency in 2013 was the starting point for developing a new better risk management framework and provided the most important contextual aspect for the development. This first analysis was based on interviews and observation of current working methods and documents. The next two sections summarize the key findings.

1.1 Trafi mission, strategic objectives and organization

At the time of the project, Trafi defined its activity with the following statements (Trafi 2015b):

Trafi develops the safety of the transport system, promotes environmentally friendly transport solutions and is responsible for transport system regulatory duties.

Trafi:

- issues permits, regulations, approvals and decisions and prepares legal rules regarding the transport sector;
- arranges examinations, handles transport sector taxation and registration, and provides reliable information services;
- oversees the transport market as well as compliance with rules and regulations governing the transport system;
• participates in international co-operation;
• ensures the functionality of the transport system even in emergency conditions and when normal operations are disrupted;
• creates opportunities for innovative development of intelligent transport;
• informs the public of transport-related choices.

Vision:
Responsible traffic

Mission statement:
We enable well-being and competitiveness from transport

Values:
Courage and co-operation

Strategic goals:
• Influencing: Trafi shows the way and actively influences the drafting of transport policy and fulfilment of transport policy objectives.
• Customers and services: Trafi is a pioneer in customer-oriented public services.
• Information: Transport system development and provision of services to traffic is based on active utilization of information.

More than 500 people work at Trafi. From the organizational point of view, it is challenging to match together a set of necessary functions for the agency together with four modes of transport. During its existence, Trafi has had several reorganizations. At the beginning of the research project, the three main functions of Trafi, also reflected in its organization, were:

• Regulation
• Permits, authorizations, licensing
• Oversight

In addition to these functional units, there were four nominated directors - one for each mode of transport.

There was a clear recognition in Trafi that the transport system has to be developed as a whole and that safety cannot be addressed in a vacuum without considering other strategic objectives (Trafi 2012, p7). Trafi had identified four strategic objectives going far beyond the safety mission (Trafi 2014a, p8):

• Safety and security
• Sustainability (environmental, social and economic)
• Functionality and reliability (infrastructure and services)
• Development of the commercial transport market

These objectives can also be seen embedded in the Trafi activity definition above. However, as reflected in the full name of Trafi, the safety mission was still the number one raison d’être for the agency.

Another dimension of Trafi’s work is its role in relation to the European safety agencies and the international organizations dealing with transport safety. European safety agencies - such as EASA (European Aviation Safety Agency) and EMSA (European Maritime Safety Agency) - are actively working on safety regulation and oversight and this introduces a considerable amount of work for national agencies such as Trafi. There is work related to contributing to the development of new regulation and standards and reacting to proposals from the European agencies and to varying extent participation in the governance of these agencies. There is similar work related to the international organizations - such as IMO (International Maritime Organization) and ICAO (International Civil Aviation Organization). Every mode of transport is different in terms of what kind of decisions are made at the international, European and national levels, but binding legislation/regulation must be
implemented nationally, and the necessary resources must be allocated for this. For the management of Trafi there is a strategic decision to be made on how much resource is used to contribute to the work of these organizations compared to the resource dedicated to actual national safety work. Often important long-term issues can only be addressed through the international agencies but the political path towards the change may be long.

Trafi’s mandates and responsibilities are naturally reflected in the legal framework. For example, reporting safety occurrences to Trafi is mandatory in several modes of transport.

1.2 Safety data, risk identification and risk assessment

A key department in the context of safety data and analysis was the (transport) analysis department which was a part of the “regulation and development”-division. This was the place receiving virtually all the operational safety data flowing into Trafi. This was also the home for analysis and risk assessment based on the available information. The analysis department had dedicated experts for the four modes of transport, working both autonomously and as a team, depending on the tasks. Other units and services would use analyses provided by this department in their own work. For example, auditors would ask for a specific analysis on a particular operator before going to perform an audit there. Analysis requests were also received from Trafi top management and from the ministry of transport. To help deal with the analysis requests, some standard analyses had been defined, specifying the depth of the analysis and the lead time. The analysis department would try to process the constant data flow in line with applicable regulations and agreed practices. For example, it would categorize the incoming aviation events using the ECCAIRS taxonomy. The department would also contribute to the yearly and quarterly reports by the agency. However, there was no holistic risk picture which would be kept up to date.

Each mode of transport had their own specific data sources, data types and challenges. The analysis work was also different from one mode to another. Appendix 5 contains the detailed results in terms of data sources and analysis activities for each mode of transport in 2013. The results in terms of data analysis and risk assessment can be summarized in the following way:

- **Road transport:** The day-to-day work of the road safety team in the analysis department consisted mainly of creating status analyses based on indicators (typically reflecting quantities of various types of accidents or fatalities) and producing ad hoc analyses as requested by Trafi management or the ministry.

- **Railway transport:** The analysis work concentrated on maintaining safety indicators both for Trafi and for EU level statistics. Additionally, a yearly safety report was made and many ad hoc analyses, which sometimes contained qualitative risk assessments typically on planned changes. The data sources did not provide a base for carrying out continuous quantitative risk assessment.

- **Marine transport:** The analysis activity focused on maintaining the local safety indicators and carrying out various ad hoc studies and contributing to the yearly safety report. There was no continuous quantitative risk assessment activity. Lloyd’s List Intelligence does contain risk profiles and ParisMoU makes risk classifications on ships and ship-owners but this is far from a local risk assessment focusing on what would be the key maritime safety priorities for Finland. The 3-level safety indicator system had not been fully completed for the maritime domain, so the third level (causal factors) indicator definitions were still in progress.

- **Aviation:** Based on the various processes used, events got classified in various ways: severity class, occurrence category, event type, links to used indicators, responsible body, department or person. There was no method for risk assessment nor a model that would support such a method. As its key deliverable the occurrence analysis process led to results in the form of the safety indicators. The indicators count how many times different types of occurrences have taken place without trying to assess the risks involved. Different types of analyses were also performed and the topics for the internal review meetings were chosen and prepared. Periodical safety statistics and publications were produced and maintained.
It becomes clear that what was missing was:
- A systematic approach which would treat all the available information in a standardized way
- The capability to carry out risk assessment
- Consequently, the capability to present a holistic view in the safety risks within one mode of transport, and finally at the level of the whole transport system covering the four modes of transport.

Key decision makers presumably had their own holistic views of the risk situation, but such views were not built based on a systematic risk assessment process and they could not be made explicit and debated.

1.3 Decision making and taking action

Trafi’s structure with the mentioned three organizational units formed a natural basis for decision-making within the functions but no easy solution for decision-making across the functions. Frequently, matters within one mode of transport overlapped several functional divisions. There was no dedicated decision-making body for such situations. In fact, the only level at which decisions could be made across functional divisions was the management team of Trafi. However, the management team meetings were obviously not meant for operational decisions. This introduced a handicap for decision making.

The knowledgeable experts for each mode of transport where spread among the three functions. To gather the expertise for analysis and decision-making within one mode, a Risk Review Board (RRB) existed in some modes of transport. The RRB participants found such work interesting but were frustrated due to the difficulty to transform RRB conclusions into decisions at Trafi level (and into action). The director general for the mode of transport sometimes implemented the RRB decision as his personal decision, but this was unusual, and the decision could still be questioned by the Trafi management team. The same cross-functional challenge would apply to following up decisions and ongoing actions.

As there was not process nor methods to review risks in parallel in a holistic manner, the decision making took place case-by-case. All actions would need to be taken by the organizational units, within the three functions.

The way the agency took action was classic: regulatory work, authorizing or not requested activities and carrying out oversight of operators. Additionally, Trafi carried out continuous safety promotion through safety bulletins, reviews, seminars, etc.

2 Developments at Trafi during the TiTo project

2.1 Background and objectives

Safety management systems had been around for several years and the related idea of operators being responsible for their own safety was becoming the dominant paradigm. The role of the safety authority would be to ensure the good functioning of the operators’ safety management system, instead of imposing compliance with prescriptive rules. In other words, the worldwide trend was to replace compliance-based regulation with performance-based measures. As a result, some authorities, especially in aviation, were already doing so-called performance-based oversight. The concept was that the authority assesses operators regularly and tries to get an idea on how safe their operation is and how well safety issues are addressed through the operator’s own safety management system. The more the authority has confidence in the operator’s own capability to manage its safety, the less oversight activity it would allocate on the operator – keeping more oversight resource available for the weaker operators. In practice, the assessment is usually carried out using a very simple point system which then splits the operators in different ”confidence groups” (Booth 2012, Swedish Transport Agency, 2014).

Trafi’s management wanted to go this way, but not only for oversight activities. The whole operation of Trafi would need to become guided by risks. The need for such a careful allocation of resource was
underpinned by the realization that Trafi would not get more resources. The operating environment was dynamic, introducing new challenges frequently and Trafi’s resources were already somewhat stretched. It would need to use its limited resources in a way which would maximize its positive impact. This meant prioritizing issues, and the most important criterion for prioritization would be (safety) risk.

Consequently, Trafi wanted to obtain a risk management methodology which would help it allocate its resources intelligently in line with its mission across the four modes of transport and all organizational functions.

In 2013, the tendency to integrate the four modes of transport together as much as possible was very strong. This probably reflected the strong will to ensure that the previously separate agencies would not remain separated under Trafi’s umbrella. Also for the TiTo project, the desire was to make one approach that could be implemented at the transport system level, so covering the four modes.

The overall objective of the project was to create the risk management framework for Trafi, which would enable the risk-guided modus operandi. The projected components of the project at the time were:

- Making sure all possible safety data could be captured and utilized
- Creating a holistic risk picture
- Identifying the safety factors which ensure the safety of the transport operation
- Prioritization based on risk, using the risk picture and the safety factors.

2.2 Methods

The researcher cooperated with Trafi very closely during the two years of the project. The approach was participative, i.e. the development work was done in constant interaction instead of just sending deliverables to Trafi from time to time. The researcher made 14 visits to Trafi, each lasting several days.

The initial analysis carried out in 2013 was summarized in Chapter 9.1.2. In parallel to that, both the development of the various components for the risk management framework and training sessions to Trafi personnel started. The researcher developed the components, trying to take into account the needs and constraints observed at Trafi. Initial versions were used at Trafi, experiences were discussed, and further refined versions were designed. Each mode of transport usually needed to be addressed separately.

Several trainings were delivered for Trafi personnel to support the new proposed working methods:

- Detailed training on risk
  - For members of the analysis department only
  - During first three months of the project, six one-hour sessions
  - Risk and ERC and SIRA according to the ARMS methodology
- “Safety and Accidents”
  - 3-hour training in the auditorium, 6 months after the start of the project
  - Cartesian-Newtonian view to causality and safety and the resulting methods including safety taxonomies.
  - Different models of accident causation
  - Evolution of risk assessment
  - What kind of safety data should be collected
  - Project content: how risk management should evolve
- “Risk-guided decision making”
  - 3-hour training in the auditorium, year and a half after the start of the project
  - What is risk-guided decision making, its goals, and how to get there
  - Holistic risk picture
  - Theory on black swan risks and on randomness
  - Resilience, complexity
  - How safety decision making could be organized in Trafi
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- “Risk-guided decision making” (customized for the management team)
  - Decision making process and the use of the risk pictures
  - Balancing safety with other priorities
  - The black swan corner and resilience
- “Assessing Safety Cases”
  - Special trainings separately for aviation and railways
  - How to assess the acceptability of a Safety Case proposed by an operator?

Regular steering group meetings provided access to the management team of Trafi and a good support from that level. The director of the analysis department acted as the primary contact person on Trafi side throughout the project, and the analysis department in general was the most exposed part of Trafi to the project.

2.3 Development and testing of NRMF components

During the first months of the project, the focus was on developing the required methods and capabilities at the analysis department to transform the incoming safety data into risk information. The training on risk (also covering ARMS ERC and SIRA) was a good basis for starting to create a new event risk assessment method for Trafi, customized separately for each mode of transport, but producing comparable results. The event risk assessment matrix for marine events was presented in Figure 18. The matrix for each mode was used as a printout, attached in front of the analyst when carrying out our event risk assessments. The actual entry was made in a specific excel file.

Figure 26 illustrates such an excel file for railway transport events.

Figure 26. Event Risk Assessment entry matrix for railway events (extract).

The event description column contains a short narrative of the event (not visible in the figure to protect the data). The next column links the event to safety event indicators used in Trafi, so that this dimension can be used in statistics. The “activity” could be passenger traffic, shunting or track maintenance, which are each distinct operations from the safety management point of view, but could interact in real life. The next two columns allow tracking of organizations involved, so that risk data can also be viewed from this dimension. The “equipment” column allows recording what was the equipment in question...
(train, locomotive only, truck maintenance equipment, etc.). The “scenario” column records the scenario that the analyst considers the reference for the first question in event risk assessment: the most credible scenario for an escalation into an accident outcome. If the printed matrix is used, the chosen square is entered in the column “square” and the rest of the columns will be filled in automatically. If the analyst so chooses, the various severity and probability values can also be entered directly into the respective columns. There is a specific column for human, environmental and material losses/damage. The last column is for the estimated probability of the escalation.

More columns are needed to include the Safety Factors and the fact that some events may have actual outcomes, in addition to the potential outcomes. These are presented in Figure 27.

<table>
<thead>
<tr>
<th>Event ID</th>
<th>+ Safety Factors</th>
<th>- Safety Factors</th>
<th>SEVERITY (of actual outcomes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OCC731</td>
<td>25</td>
<td>a1</td>
<td></td>
</tr>
<tr>
<td>OCC732</td>
<td>25</td>
<td>a1</td>
<td></td>
</tr>
<tr>
<td>OCC733</td>
<td>14</td>
<td>a1</td>
<td></td>
</tr>
<tr>
<td>OCC734</td>
<td>71</td>
<td>a1</td>
<td></td>
</tr>
<tr>
<td>OCC735</td>
<td>71</td>
<td>a1</td>
<td></td>
</tr>
<tr>
<td>OCC736</td>
<td>71</td>
<td>a1</td>
<td></td>
</tr>
<tr>
<td>OCC737</td>
<td>71</td>
<td>a1</td>
<td></td>
</tr>
<tr>
<td>OCC738</td>
<td>71</td>
<td>a1</td>
<td></td>
</tr>
<tr>
<td>OCC739</td>
<td>24</td>
<td>a1</td>
<td></td>
</tr>
<tr>
<td>OCC740</td>
<td>28</td>
<td>a1</td>
<td></td>
</tr>
<tr>
<td>OCC741</td>
<td>25</td>
<td>a1</td>
<td></td>
</tr>
<tr>
<td>OCC742</td>
<td>24</td>
<td>a1</td>
<td></td>
</tr>
<tr>
<td>OCC743</td>
<td>24</td>
<td>a1</td>
<td></td>
</tr>
<tr>
<td>OCC745</td>
<td>62</td>
<td>a1</td>
<td></td>
</tr>
<tr>
<td>OCC746</td>
<td>28</td>
<td>a1</td>
<td></td>
</tr>
<tr>
<td>OCC747</td>
<td>28</td>
<td>a1</td>
<td></td>
</tr>
<tr>
<td>OCC750</td>
<td>28</td>
<td>a1</td>
<td></td>
</tr>
<tr>
<td>OCC751</td>
<td>24</td>
<td>a1</td>
<td></td>
</tr>
</tbody>
</table>

Figure 27. Columns for Safety Factors and already materialized actual outcomes.

The columns for positive and negative safety factors are used for noting which safety factors are relevant for the event. In the interest of space, short codes are used for the safety factors, e.g. 24 or 1A. The file is built in such a way that it is able to establish statistics associating the safety factors with the corresponding event risk values. If an event already had an actual outcome, i.e. a materialized risk, it can be noted in the last five columns on the right. Again, this can be done either by using the matrix or by entering specific values directly into the corresponding columns. For actual outcomes the probability value would always be one.

There were various experiments taking place in the different modes of transport around event risk assessment. The results of one such experiment are presented in Figure 28. In this case, events risk assessment was performed on a batch of 381 maritime safety reports related to the piloting activity. The key advantage of the accumulated results from event risk assessment compared to classical safety indicators is immediately obvious: looking only at the number of cases, technical failures seem to be the most important category; but the picture given by the cumulative risks shows that the maneuvering skills related events are far more critical. Already the cumulated risk of the technical failure events is much lower than the one of the maneuvering skills events. Moreover, a part of the risk related to the maneuvering skills comes from cases where the event risk was very high (red color).
The author developed the initial versions of the safety factors for each mode of transport based on the principles outlined in Chapter 7.2.3. Feedback was collected from experts in Trafi both individually and through specific workshops where it was possible to check that the set of safety factors was complete and that the used terminology was correct and precise. Use of the safety factors on real safety data by Trafi analysts also revealed opportunities for refining the safety factors. Throughout the evolutions it was made sure that the safety factors still reflected the original principles. As shown in Figure 27, it was possible to combine the allocation of safety factors to the event risk assessment and manage both in a single tool.

![Figure 27. Combination of safety factors allocation to event risk assessment.](image)

During the development of event risk assessment, it was decided that the advantages of having a single scale for the different dimensions of severity outweighs the problems related to establishing the relationships and accepting the subjective nature of such a result. In other words, severities related to human fatalities and injuries, material losses and environmental damage would all be expressed with the same point system and on the same scale. There are some risk assessment matrices in the industry which feature multiple severity dimensions and could therefore potentially have offered guidance in bridging the different severity dimensions. However, it is easy to observe that while the same (often numerical) scale has been used for each dimension, running from min to max value, there has been no calibration between the different dimensions: e.g. whatever is the maximum consequence within a specific severity dimension finds itself at the same level with the maximum consequence of other severity dimensions and these are implicitly assumed to be of equal severity value. For example, in NPSA (2008, p.6), among others the following maximum severity consequences are presented:

- Incident leading to death (domain: impact on the safety of patients, staff or public.)
• Prosecution (domain: statutory duty/inspections)

This and other similar examples left the author convinced that the various consequences listed at the same severity level have not been carefully calibrated to really reflect the same level of importance for the organization in question. Therefore, rather than trying to use an existing reference it was decided to organize a specific exercise to get different types of outcomes (with different severity dimensions) assessed using the same scale, so that the “bridging coefficients” could be determined. This would also be more justifiable in making sure the results reflect the values within the time & place in question. As discussed in Chapter 7.2.1, the objective was closer to a proof of concept than trying to establish the “correct” coefficients.

The author designed a specific form on a single PowerPoint slide for carrying out the exercise (see Appendix 6). The center contains a vertical scale reflecting human lives. Different types of outcomes were placed on both sides of the scale, reflecting material damages, injuries and environmental damage. These outcomes were chosen to represent significantly different magnitudes of damage to cover the whole range of potential outcomes. The participants were asked to drag the pointer of each outcome onto the severity scale, so that the impact of the two losses would seem equal to the respondent (e.g. “how many human lives would you be ready to sacrifice to avoid this outcome?”). The exercise was carried out among the people working in the analysis department and the steering group of the project, totaling to 22 people from Trafi. Most people used the file and some a paper print. All participants were able to complete the form properly. The results showed that there was agreement among the respondents that material damages have little weight compared to fatalities. However, there was a lot of scatter in the results concerning severe environmental damage. Even if demonstrating the feasibility of this method was more important than the results, it is still interesting to observe that the highest-value material damage outcomes produce cost-per-life-saved values which are roughly an order of magnitude higher than the typical values - Vanem (2012) quotes several values below US 10M and an upper bound of US 15M. Allocating an existing budget (of the agency) between saving human lives and something else seems to be a very different decision-making situation than deciding or not to make a specific safety investment.

The so-called Polscale-table which categorizes different levels of oil damage, was used as a reference for the different severity classes for environmental damage. For injuries, there was a consensus in Trafi that severe injuries could be considered as severe as fatalities, as the human impact is at a comparable level, and the associated costs for the society are often even higher than for fatalities, due to expensive long-term treatments. Obviously, a much larger sample of respondents will be needed to build a representative answer even at the level of Trafi, not to mention building a national consensus.

The ARMS SIRA was used in Trafi during the project, and a specific in-house procedure was created for the method. Gradually it became clear that safety issues should be placed in the risk picture along with other risk elements.

As the general perception at Trafi was that the actions taken by the agency tended to follow the old compliance-based paths, an effort was made to brainstorm as many action types as possible. Inputs were collected both from people in Trafi through interviews and workshops, and from the author. The aim was to collect a list of possible action types, including both classic well-known action types and unconventional ones (without judging which ones might be recommendable). The brainstorming produced the following items:

CLASSIC MEANS

• Regulation and recommendations
  o The trend is to reduce regulation and give more responsibility to the operators
  o Law changes require preparatory work
  o Trying to influence rulemaking at EU and global levels.
  o Trafi has traditionally refrained from giving recommendations
• Oversight
Audits and reacting to findings
- Inspections

**Authorizations**
- Maintaining the criteria for authorizations and refusing when the criteria are not met.
- Guiding the operator to carry out more detailed analyses
- Limiting the authorizations/permits of an operator
- Cancelling an authorization/permit. This would be a major intervention, as it would typically cause an immediate stop of the operation.

**OTHER MEANS**

**Direct influence on the operator**
- Meeting the top management regularly
- Meetings between the safety department of the operator and a relevant team in Trafi (e.g. the analysis function).
- Written or verbal contact to the operator. Just to acknowledge that Trafi has taken notice of an issue may have an influence.
- Request for the operator to explain how the operator is handling a specific issue.
-Sanctions: fine, warning, notification, threat of extra requirements/limitations, threat of interrupting/stopping the operation.
- Making all the above actions public (only if legal).
- Stressing the critical issues during audits.

**Indirect influence on the operator**
- Convincing another transport-related agency to take action or taking mutual action.
- Cooperating across the political system, also with agencies outside the transport scope.
- Influencing important stakeholders: e.g. driving schools, vehicle inspection stations, insurance companies, etc.
- Meeting other stakeholders. The meetings can be informal.
- Facilitating forums for exchanging good practices, e.g. between operators.
- Providing good tools for users/customers and for the safety work at the operators.

**Showing direction, guiding, motivating**
- Establishing national strategies and visions.
- Producing and distributing so compelling information that others have no choice but to start acting accordingly. This way, Trafi gets a directing role.
- Trafi could become the coordinator in some topics, gaining positive influence.
- Initiating a public discussion on the topic in question
- Involvement with public interest groups, thematically.

**Educating and informing**
- Conferences and other events, specific campaigns, through stakeholders like flight instructors, during an audit.
- Online courses for professionals.

**Data and information**
- Producing reliable and useful data for others, e.g. for the needs of design and development.
- Better collection of safety data: creating methods and tools and promoting them.
- Research. Bringing safety science to the operators.
- Developing voluntary online safety reporting.
- Promoting the safest roads, e.g. through GPS.
- Crowdsourcing for collecting new kinds of safety information

**Other**
- Encouraging better practices
- Specific focus on the weakest operators, trying to make them evolve.
- Highlighting identified problems to the professionals who are closest to the them. They may be best positioned to find the solutions.
- Asking the professionals/operators how Trafi could best help with a given issue.
The objective in making this list was not yet to identify interventions specifically suited for complex systems but rather to remind people of the possibility to use novel means. Nevertheless, the list does contain some means which resonate with complex leadership, like facilitating forums where operators can share experiences, producing compelling information and highlighting problems to professionals and letting them find the best solutions. In any case, the list can give ideas for interventions.

Once the risk picture and the risk workshops had been developed as a part of the new process, both were tested with some example topics. Experts from different parts of the agency where gathered together to build knowledge on a chosen topic and the resulting discussions and identified scenarios were recorded. The later stages of formulating intervention proposals and challenging them were also tested.

The so-called ritual dissent method was used. This method developed by David Snowden’s company Cognitive Edge builds on diversity and active listening. Several teams develop intervention proposals. A member from each team rotates to the following team and has a few minutes to explain the proposal to this neighboring team. The receiving team is not allowed to talk in order to benefit from active listening. After this, the presenting member turns around and receives critical feedback from the team and this time the presenter must stay silent. Facing away from the team should help make the feedback less personal. After a few minutes of this another rotation can take place and after a few rotations the
presenters return back to their original teams to share all the feedback received. It is possible to configure some of the teams to defend specific priorities like environmental sustainability. If all proposals need to rotate through all the tables representing different priorities than the final proposal should have a good chance of striking and acceptable balance between the different priorities.

The plan was to run more risk workshops and test-run the decision-making stages before the end of the project, but that did not materialize due to the re-organization of Trafi which had a major impact during the last months of the project. Trafi was left with a specification of the new risk management framework and most of the components either already running at least in some modes of transport or having been tested. In terms of safety data inflow, aviation had sufficient data but needed time to process a large backlog before adding any new processes, and the first useful safety data for railway transport started gradually flowing to Trafi from the biggest operator towards the end of the project. Processing the railway data with the above excel tool was immediately adopted, introducing both event risk assessment and safety factors. At the time of writing, the database contains over 1300 events. The data situation for maritime and road transport was different: there was no regular data flow for the former, and the latter only got data on losses – and the injury data was not yet available.

A separate project had been created in Trafi for starting organizational profiling of operators. This naturally had a close link to the organizational safety factors discussed in Part II. This link was recognized by the management, and the idea was to gradually merge the results from organizational profiling to the overall risk management process.

Figure 30. The author on the bridge of a ship during the resilience capture exercise.

The capability of the safety factors to help recognize operational resilience was explored at the end of the project by spending a day on the bridge of a large cruise ship. The maritime safety factors were used as a basis for observations and discussions with the crew on the bridge. The experience was very encouraging. It was possible to identify many resilience-enhancing practices in a short time. For
example, manual controlling modes were used in order to maintain the related skills, and due to narrow passages the times and locations where two ships would meet were coordinated between the different operators, especially when a ship got delayed from its normal schedule. The conclusion was that the safety factors provide a promising functionality also in exploring the Work-As-Done and especially in identifying the positive elements which are typically hard to detect, as discussed earlier.

3 Implementation of the developed process at Trafi

In view to the adopted paradigm of a complex adaptive system, care had to be taken in terms of how the results at Trafi would be assessed and described. This had at least two practical consequences. First, attention should be paid to all kinds of evolutions in the system during this time and not only the implementation of the new framework. Such evolutions would interact with the development of the framework and vice versa. For example, an aviation accident with eight fatalities occurred during the project and resulted in the director of the analysis department being nominated to lead a special project on leisure aviation safety, as her full-time activity. This impacted the project both through the analysis function and through the fact that this person was the key contact person for the project on the Trafi side. Secondly, the complexity of the activity and the idea that knowledge is spread all over the system meant that typical questionnaires would be too superficial to capture many of the interesting underlying rationales and insights that people in Trafi would be able to offer if given the chance. Therefore, it was decided that the results would be gathered through interviews even if their analysis would be more challenging.

In the interest of objectivity, a person from Trafi was involved in carrying out the whole interview exercise together with the author. The interview questions proposed by the author were commonly reviewed and approved. The list of people to interview was established together and the interviews split between the two. All interviews were recorded and stored. After all the interviews had been done, both interviewers listened to all the interviews and wrote independent summaries/conclusions question by question. These summaries were then compared, discussed and merged into a final agreed version.

The five questions in the interviews aimed at getting insights on:

- What has been implemented in Trafi in relation to the new risk management process?
- Have the mindsets or paradigms at Trafi evolved thanks to the exposure to the project, the related trainings and new methods?
- What else has changed in Trafi or its operating environment between the project start (April 2013) and now (early 2017)?

The following people were interviewed:

- Heli Koivu, Chief Adviser to DGCA (former Department Director – Transport Analysis)
- Ilkka Kaakinen, Chief Adviser - Aviation (former Head of Unit, Safety Analysis)
- Ville Autero, Head of Unit, Safety Analysis
- Kirsi Pajunen, Chief Adviser to Director Rail transport (former Risk management coordinator- Rail transport)
- Ville Vainiomäki, Special Adviser, Safety Analysis, Rail transport
- Tapani Maukonen, Special Adviser, Safety Analysis (Risk management coordinator- Aviation)
- Valtteri Laine, Special Adviser, Safety Analysis, Maritime (recently left Trafi for Helcom)
- Riikka Rajamäki, Special Adviser, Safety Analysis, Road transport
- Kristiina Roivainen, Development Manager, Organization Services

The summary of the results, created with Mr. Ilkka Kaakinen 11th April 2017 is presented in the next section. It is followed by an independent assessment of the risk assessment method in Trafi for aviation and an overall analysis of the Case Study.
3.1 Results from the interviews

1. Since the project, what significant has changed either in Trafi or in its operational environment?

- The strategic scope of Trafi has enlarged and there is more focus than before on priorities such as commercial transport activities and environmental sustainability. Today safety is one of many priorities and focus areas of Trafi.
- The strong desire in 2013 to standardize across all transport modes and to focus on the whole transport system as one, has transformed into an approach where each transport mode has more freedom to embrace its specific features.
- Trafi has gone through several reorganizations, including a major one, where the current matrix organization was created, and all managerial positions were redistributed through an application and selection process.
- The updated Finnish Aviation Safety Programme (FASP) was established and approved by Trafi in 2017, containing a Finnish aviation risk management process inspired by the Tito-project.
- Helsinki metro traffic has become part of Trafi’s scope, and the tramway operations will soon too.
- Many smaller distinct improvements have emerged: e.g. cooperation with other agencies has accelerated, the safety reporting system of the Finnish Transport Agency (LiVi) is running now, the main train operator has become more active in safety work than before, tracking severe injuries in road safety has become possible, Trafi has been given the lead role in Finnish road safety coordination, and managing the flow of safety reports in aviation has become possible thanks to digital reporting.

2. Has the project changed ways of thinking/working?

- The absorption has been very different for different transport modes and people. Biggest positive change was in aviation and among people with a good base knowledge and operational touch. In several areas, there has been no visible change.
- Majority of Trafi activity is still compliance-based, and the related mindset is still very much present.
- The Trafi experience suggests that change in working methods requires strong support and push from the top management, which was the case in aviation.

3. Have the working methods changed concretely?

- In aviation, the whole safety process (FASP) changed profoundly and integrated the risk-informed paradigm. The process includes e.g. the risk picture, risk workshops, decision making panels, and a supporting software has been specified.
- Incoming Railway safety reports are entered in a specific excel database and they are subject to event risk assessment and identification of the related Safety Factors, in line with the Tito-specified working methods.
- Elsewhere in Trafi, Tito-methods have not been implemented systematically. Some of the reasons offered include: low resources and compliance-based tasks being prioritized higher, no systematic incoming data flow (maritime), ERA-mindset focusing on operator self-management through SMS (no risk assessment at agency), specific road safety traditions and traffic being generated mainly by private people rather than organizations (operators).
4. What is the experience of the new working methods?

- For the implemented processes and methods, the experience is positive and encouraging.
- Methods have been customized to Trafi’s needs (e.g. the organization), and early feedback has been taken into account rapidly.
- There are concerns about the workload related to Event Risk Assessment, which has delayed its implementation in aviation.
- Not everybody in Trafi believes in the value of the new working methods.

5. Does the developed Tito process help Trafi in fulfilling its mission?

- Yes, when implemented.
- Trafi’s mission has evolved during the last years. It is considered that the Tito-process is in line with both the older safety-related mission, and the more recent mission which stresses a data-driven modus operandi.

3.2 Independent study of the Trafi risk assessment method in aviation by the Technical Research Centre of Finland

In February 2017, the Technical Research Centre of Finland (VTT) performed an independent assessment of the risk management method used for aviation in Trafi. The aim of this study, commissioned by Trafi, was to support the on-going implementation and refinement of the methodology. VTT studied the “as is” method the way it was implemented at the time, knowing that the further development was in progress, especially in terms of creating a dedicated software product to support the process.

The scope of the process which was assessed by VTT covered:

- Practically only the aviation domain as the implementation was much more complete than for other modes.
- Event risk assessment, the related matrices and excel tools
- The risk workshops
- The excel-prototype for presenting the risk pictures
- The way to transform different severity dimensions into comparable points
- Safety Issue Risk Assessment (SIRA) which was at the time still performed in line with the original ARMS method.

It can be said that what was assessed by VTT was a prototype in terms of the methods, tools and organizational processes. Neither the way to present risks in the risk picture, nor the way to run the workshops were identical to the NRMF as described in this dissertation. However, the key features were already present at least as prototypes.

The conclusions of the study were the following (VTT 2017, pp.18-19)):

- The method covers properly all the stages of risk assessment
- The method has been well customized to the specific area of application
- Potential severities have been studied from relevant perspectives
- Probability classification takes into account the fact that most threats under study are rare.
- Calculations for the total severity and probability in the used excel tool are correct.

The identified areas for improvement include:

- There should be detailed guidance on how the descriptions of the threats and scenarios under study are done.
• Implementing techniques which counteract typical human biases and heuristics.
• More structured method for making the initial risk assessment of a threat, so that the rationales get recorded.
• Review of used values for severity points for the different severity dimensions, including more precise descriptions of material damages, environmental damage and smoothness of traffic flow.
• More support for assessing the probability of a scenario
• Presenting the uncertainty of estimates using symbology.
• Cost-benefit considerations could be developed through the estimation of residual risk.

4 Analysis of the Trafi Case Study

Perhaps the first thing to say is that Trafi and not least its top management demonstrated an impressive level of courage in engaging in a project which was bound to propose disruptive changes of paradigms and key processes. This was far from what people would typically expect from a state agency.

As a summary of what had been implemented by Trafi during the initial two-year period and later before the writing of this dissertation, one can refer back to the 12 process stages listed in Chapter 7.6 and to the flowchart of Figure 25:

• During the initial development period of two years, the event risk assessment and safety factors capability was put in place in the analysis function for all the transport modes. The way of working in risk workshops was also introduced and tested.
• The risk workshops were fully implemented within the aviation domain. This means that the process stages 1-4 were covered. The analysis function even managed the development of a software for building the risk picture prototype in an electronic format.
• Concerning the stages 5-6, organizational profiling was launched during the initial two years as a separate process and since that time the practice has been maintained and it has evolved at Trafi. The author is not aware whether cross-analyses have been carried out.
• Concerning the risk treatment part (stages 7-10), it is known that the risk workshops in aviation are operational, decisions are taken, and inventions are implemented. It can be assumed that proper follow-up is being carried out. However, these are stages which have been put in place gradually in the last years (after the 2-year development period), within the aviation domain, and the exact nature of interventions used so far is not known to the author.
• The preliminary analysis steps (stage 11) are being assured by the analysis function. The capability was created for all transport modes. Obviously, the most active domain is aviation thanks to the actively running risk workshops. The railway domain has also produced a systematic event risk assessment & safety factor analysis of all incoming event reports.
• Due to the asymmetric implementation of the process across different modes, a common risk picture (stage 12) has not been created so far.
• Referring to the flowchart, all the functional units (e.g. analysis function) are in place for ensuring the flow. The aviation process goes through the whole flowchart, with several specific risk workshop teams and dedicated electronic risk pictures. It is not known how often external people are involved (“communication and consultation”), and how elaborate the feedback collection methods are (“monitoring and review”). The other modes have a partial implementation and the situation can be expected to evolve. Concerning communication, the whole process has been made public by Trafi both as a part of the initial development project and within the Aviation Safety Programme (see below).

As the results of the interviews indicate, the implementation and the impact of the new paradigms have been quite different from one transport mode to another. Several factors have been proposed in the interviews that could explain this situation and it is impossible to know how important each factor is. For example, despite the lack of traditions for this type of risk analysis and despite the lack of pressure at the international level, would simply adding more resource facilitate the quick adoption of the new approaches in the railway or maritime domains? The experience from aviation suggests that even with
an international (ICAO) requirement, European requirement (EASA) and long traditions of data-driven safety work, top management support and hard work is required to get such a new process implemented at the agency. The situation has paradoxal aspects: there are no resources for implementing the new risk management process due to “mandatory” tasks (e.g. activities related to IMO and ERA), but on the other hand the process would help focus the scarce resources on the most important tasks.

Concerning aviation, Trafi published its new national Aviation Safety Programme 13th March 2017 (Trafi 2017). This plan has key parts of the proposed risk management framework embedded in the official national process, including the risk workshops, the risk picture and the so-called risk panel which is the decision-making body. Figure 31 illustrates the way scenarios are currently visualized in the risk picture. It is clear that the presentation format is in line with the proposed NRMF, but in lack of an adapted software, a temporary compromise is in use. For example, the scenarios are currently not presented as rectangles but as points. In any case, the Safety Programme gives the official regulatory framework under which the detailed process can be run fully in line with the proposed NRMF if this is considered desirable. The aviation domain has been divided in sub-topics and each sub-topic has its own risk workshop. The process has started running with the risk workshops having monthly meetings and the initial feedback from participants is positive. Participants are aware that the first year is particularly demanding because this is the period when the first versions of the risk pictures are gradually built up.

![Figure 31. Example of the current temporary solution at Trafi to visualize aviation scenarios in the risk picture.](image)

The results of the interviews also provide a delicious example of a complex adaptive system in action. The answers to the question 1 show some of the changes and evolutions that have taken place since 2013. Most strikingly, the very principle underpinning the project at Trafi – i.e. treating the four modes of transport through a single integrated risk management process – had become obsolete. The reasons for this change can only be guessed. Had the integration of the formerly separate agencies been so successful that the management was more relaxed to let the different transport modes live a more independent life? Were there concrete experiences which suggested that integration might not be the ideal solution? Or did some specific transport modes resist the proposed safety management paradigms? Whatever the reasons, the logical consequence was probably that there was no strong top management push for establishing the integrated process and the integrated risk picture rapidly.
The reorganizations were also typical examples of organizational adaptations. The second reorganization implied that a new organizational structure was set up and then all current employees had to re-apply for the (new) positions. This was a massive process during the last quarter of the project and impacted everything in Trafi at that time. The adaptation at the individual level meant that several people left Trafi, in addition to the ones who changed positions internally. There have been around 10 people in key positions in relation to the RMF who have either changed positions or left Trafi since early 2013. The analysis department has become smaller, and for example railway analyses are ensured by a single analyst. Adding the current expanding strategic role of Trafi – bringing in analyses of impacts of planned regulatory changes etc. – it is very difficult to add new tasks or processes. Even in the aviation domain, where there are more resources, there are doubts about the capabilities to run all incoming events through the event risk assessment, as indicated in the interview results.

The positive message is that the adopted parts of the new process seem to deliver the expected benefits. The ad hoc style of treating issues one by one is being replaced by a systematic process where all threats are reviewed systematically and holistically and studied with the benefit of all the internal expertise. The feeling in Trafi was that the new approaches help Trafi fulfill its mission – when they are implemented. Besides aviation, another concrete implementation is the event risk assessment / safety factor analysis in the railway domain, introduced in Chapter 9.2.3. The process is on-going and the standard statistics can now be presented with the new currency – riss – in addition to the more primitive event count which is the currency in classic safety indicators. Figure 32 gives an example of one of the charts which are produced automatically by the excel application used. Once again, it is obvious that the risk dimension puts the indicators in a completely different priority order than the simple event count. In the railway domain there is currently a mismatch in Trafi between the analysis department, which is producing such advanced risk-guided material, and the rest of the organization which is still following the classic state-of-the-art process without holistic risk pictures. A key difference with aviation is that the international roof organizations in aviation require a State Safety Programme with a risk management process, whereas the approach of the European Railway Agency (ERA, now replaced by the EU Agency for Railways) has been leaning on self-assessment of the operators, with no explicit incentive for the agencies to run risk assessment processes. This may change in the future with the new set-up of the agency.

![Figure 32. Example of a chart with standard railway safety indicators, with the results given both as a count of events (thin grey bars) and cumulative event risk (thick red bars).](image-url)
The relationship with risk seems to be quite different in road transport where the work focuses virtually entirely on materialized losses – above all on fatalities. Accident statistics and studies provide the safety data and there is no perceived need (nor the resource) for a similar risk-guided approach as adopted in aviation. It is true that for road traffic alone, the interests of such an approach could be limited. However, getting them into a common risk picture with the other modes of transport could be highly interesting. The hard data on fatalities would be very visible and the road traffic ecosystem could be the most promising for experimental/adaptive interventions. In the maritime domain, Trafi does not yet have a data flow and the modus operandi has not changed much.

The summary of the interview results was sent to the Director General of aviation in Trafi, Mr. Pekka Henttu, who is naturally also a member of the Trafi top management team. His comments were the following:

- It is true that today a narrow-minded focus on safety alone is not enough for safety enhancement. The agency needs to maintain a holistic view, including aspects such as safety, security, sustainability, commercial aspects, punctuality, reliability, speed, etc. These can be considered the performance factors of the transport system. They are often in conflict with each other, and the agency needs to address these conflicts in a balanced way.
- The various organizational changes in Trafi have aimed at growing and developing the agency. Strategic development is protected by keeping it as a distinct activity.
- The Transport Agency (LiVi, responsible mainly for the infrastructure) will be re-organized and Trafi will recover some of its current tasks.
- The TiTo project had a major impact. The top management has understood the development needs clearly. There will be focus on the improvement of processes and tools (already started at TiTo). Mindsets are important. TiTo supported positive change there too.
- The role of top management is very important in changing ways of thinking and working methods.
- The proposed TiTo process definitely helps Trafi in fulfilling its mission!

The content of the VTT-study was supportive. As can be seen, all the points presented as areas for improvement have been addressed in the NRMF of this dissertation.

Going back to the shortcomings of current risk management methods in the industry, listed in six points in the end of Chapter 6.3, the Trafi experience shows, that the NRMF can overcome these problems, not only in a scientifically robust manner, but also in a practicable manner:

- The risk workshops introduce a natural and credible opportunity for knowledge-building on all risks which need to be assessed.
- The knowledge-dimension is emphasized and its assessment is required as it needs to be highlighted in the risk picture. Low-probability risks are treated irrespective of their probability so they are not ignored.
- The Agency can use the existing risks in the risk picture as benchmarks for acceptable risk levels and/or reason in terms of alternatives, rather than try to set hard numerical limits for acceptability. This gives a practical solution to the unspoken impossible job of specifying acceptability limits for risks.
- The point-system, also used at Trafi, enables giving more points to high-priority items and thus enables implementing priority lists, such as the one of EASA.
- The existence of the risk picture gives consistency to decision-making compared to a case-by-case approach.
- Building up alternative interventions and refining them with a carefully planned internal critique process has been trained and trialled at Trafi. Interventions adapted to a complex system have been trained.

All the experiences with Trafi give confidence that the developed methodology is implementable without major problems. Certainly, at the time of writing the dissertation, different parts of the process had been implemented at different levels of depth, and an organization may always choose to implement
or not to implement various components, the way it wants. However, unlike before, the method itself will no longer be the barrier to proper safety risk management. The NRMF is implementable and it overcomes the listed shortcomings. Virtually all components of the developed NRMF have been at least tested at Trafi. The early stages of event risk assessment and safety factor analysis are running continuously in the railway domain, and the later stages are being implemented under the aviation safety programme as a standard continuous process.

The implementation at Trafi is clearly only partial and in progress. It is impossible to know how the situation will evolve in the future, and that will be defined by many factors, only some of which are related to the NRMF itself. Review of the past and imminent changes affecting Trafi – including the new work split with the Transport Agency – underlines the statement that there are “no controlled experiments in complex adaptive systems”. The overall feedback on the implemented components is encouraging, but obviously, if the aim was to collect quantified data about the implementation of the NRMF, it would be a separate, resource-heavy exercise to carry out, and preferably earliest some time in 2019 so that Trafi has had enough time to implement the different parts of the process.

How vulnerable is a risk management process like the one developed here to lacking and changing resources? Due to the required knowledge level in terms of the aviation system and its risks and to the accumulation of this knowledge over time as part of the process, losing a key person within the process can be a significant loss. The same applies to the knowledge of the process, methods and tools used and the capability to lead the people through the different stages. Are there ways to make the process more robust against resource problems? The fact that the repetitive stages of the process must be low on resource has already been mentioned, and this applies above all to the event risk assessment. A second important point is the support provided by adequate software tools. These can lower the resource requirements, help structure the process and make it more understandable to people and speed up the various stages. In addition, robust tools can help cement the process in a more solid manner into the DNA of the organization. Finally, an even higher level of protection is provided by making the process the official regulatory process that the organization must follow. This is exactly what was done in the aviation domain at Trafi.

Chapter 8 demonstrated that the developed NRMF complied with the requirements created based on the literature review. Its added value compared to existing frameworks was also demonstrated through a comparison. Adding to these the real-life experiences from the Finnish transport safety agency gives confidence that the proposed work is implementable and can bring true added value in the activity of transport risk management.
Conclusions

The starting point for this dissertation was the observation that current risk management frameworks have not taken full benefit of the latest research. The methods in use today tend to present risk simply as the combination of probability and severity, without explicit focus on managing the related uncertainties and the kind of surprises that could escape the state-of-the-art scrutiny. Similarly, on the safety management domain, the Safety-I paradigm of “safety as lack of negatives” still dominates the emerging Safety-II paradigm where safety is seen as “presence of positives”, e.g. of resilience. In treating risks, there is hardly any evidence that the level of complexity of the system would be recognized and that the intervention strategies would be adapted accordingly. It would be difficult to reach an ideal level of risk identification, assessment and treatment with such handicaps.

The research question was defined in relation to taking benefit of the latest scientific understanding of the key concepts: what kind of risk management framework should be used for managing transport risks if the modern risk perspectives and the latest understanding of safety were embraced, and if the transport system was considered a complex adaptive system?

The area of application is transport and more specifically the role of a national transport safety agency. This introduces many further challenges. One has to deal with four modes of transport each coming with their own traditions, methods and safety data types. Accident severities, probabilities and the associated uncertainties range from very small values to very high values. The transport system is very complex and embedded both in the national political ecosystem and in the international framework of companies, organizations and regulatory bodies. Safety must be considered together with other priorities such as security and cost. Risk treatment must be effective in this highly complex system, yet the overall process must be light enough so that it can be run continuously with acceptable use of resource. Finally, the paradigm changes associated with a new risk management framework addressing all these challenges could introduce a significant psychological barrier for the acceptance of the new framework.

Through the literature review, specific requirements for the new risk management framework were specified. The requirements address all stages of risk management but also the context of application. No evidence could be found of any existing risk management framework which would meet all the requirements. This confirmed the validity of the research question.

The new risk management framework was developed based on these requirements. A rich cooperation with the Finnish Transport Safety Agency was established and the agency has implemented, and is in the process of implementing components of the new framework.

The results of this research show that it is indeed possible to create a risk management framework which meets the given requirements. The proposed framework is able to use existing safety data and virtually any type of information as inputs and specifies a process of knowledge-building around the identified risks. Central to the framework is the so-called risk picture which present a holistic view of the various threats, scenarios and experienced events and supports risk evaluation. The Strength of Knowledge behind the various risk elements is an important consideration and is made visible in the risk picture. Surprises (e.g. black swan risks) also get their own specific treatment. Risk workshops are used to structure the work in risk analysis, evaluation and drafting the interventions. Due to the complexity of the system, adaptive intervention strategies such as experiments are embraced. While people, rather than information technology, are counted on for gaining increasing understanding of the system and making difficult decisions, countermeasures are put in place to limit the influence of potentially negative human biases, heuristics and behaviors.

Direct validation of the proposed risk management framework, based on improving safety performance, is not possible due to the (fortunate) scarcity of accidents in such safe systems and the intractability of
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causes and effects in a complex system. Consequently, the developed framework was validated in three ways. First, the compliance with the developed requirements was reviewed by explaining how each requirement has been addressed in the framework. Secondly, the compliance of other current risk management frameworks with the requirements was reviewed in a detailed table. It is proposed that current frameworks do not address the complete set of requirements. The industry methods are out of date in terms of the risk perspectives. The more recent methods which embrace the modern risk perspectives generally do not exhibit the capability to use a flow of operational safety data as input. A common limitation for all current methods is that they don’t specifically question what kind of system one is dealing with (e.g. complicated/complex) and propose suitable intervention approaches. The conclusion is thus that the developed framework is going beyond the current RMF’s.

The third validation component was the case study on the Finnish Transport Safety Agency, Trafi. This case study aimed at illustrating to what extent the various components of the framework are implementable and produce useful outputs. The case study involved a real, living organization in a complex system. This set-up is therefore far from laboratory conditions, at the mercy of the constant change and adaptation taking place in a complex adaptive system. Indeed, in the four years, the agency had changes in its strategic objectives, in its scope, its input data, its organization (several times) and its people, to name just some examples. Witnessing such change right in the center of the system for which the framework was designed, underlines the importance of having embraced the complex adaptive system concept. Furthermore, the fact that two years after the end of the active cooperation the implementation has been very different in different modes of transport shows how much the prevailing paradigms and traditions influence the adoption of such new approaches.

Due to the organically changing, complex nature of the system, the implemented method will never be exactly identical to the NRMF as it is theoretically described: the implementation at Trafi was partial and work in progress. Therefore, in addition to accepting the impossibility of direct measurement of the impact of the new method, one also needs to accept the fact that what was implemented and observed was not identical to the method assessed in the table of Appendix 4. Despite this, the case study offers a valuable component of validation. The experience with Trafi makes a credible case for stating that key elements of the NRMF are implementable: the risk workshops, the risk picture and the overall process. The demonstrated implementation success and positive results through the interviews suggest that the NRMF can be expected to be implementable and perform as designed. Trafi was able to put in place the necessary processes and organizational structures, and people were able to adopt their roles and embrace the work in risk workshops. Despite not having a fully developed software tool to support the process, enough software development was carried out to at least be able to present a simple risk picture electronically. Trafi had been able to implement the method to the extent it had desired. It also received an external endorsement of the method through the independent study of the risk management process within aviation, carried out in March 2017 by VTT.

Based on the multiple components of validation, the conclusion is that the developed risk management framework brings significant benefits compared to existing ones, proposes a full process from the beginning of the cycle (data capture and risk identification) to the end (adaptive interventions) and is implementable and adapted to the real-life requirements like data capture and resource and time efficiency. The conceptual basis for the framework is in the body of existing scientific literature. New contributions to this body were also made, above all the new concept of riss, which has application in risk identification and analysis.

What can one do with the new proposed framework that was impossible or very difficult before? Most of all, one can see the integrated risk picture showing all risks side by side, so that priorities can be applied coherently rather than tackling risks separately, one after another. It is possible to study alternative interventions with their advantages and disadvantages, taking into account the risks, uncertainties and the multidimensional costs of the interventions. All this provides a new improved support for better decision-making in the context of safety management. The scope can be one mode of transport but importantly also the whole transport system with its four transport modes. In an innovative way, the experienced events can also be brought into the same risk picture, showing a footprint of reality...
next to the identified risks whose positions are based on estimations, judgments and assumptions. The
different dimensions of severity can be considered in an integrated way making comparisons between
different risks and intervention options possible. The need to ensure non-safety priorities (such as
environmental sustainability) has been integrated in the process so that the outcome of the proposed
process is not only addressing safety priorities but can address all the relevant priorities. There is also a
specific provision for managing low-probability-high-impact risks through resilience building and
maintaining awareness of uncertainty and possible surprises, instead of such risks dropping out of focus,
which could be the case for classic risk management approaches.

The challenges of complex systems can never be fully compensated even with the best of methods.
However, in the NRMF complexity has been identified as one of the key challenges from the beginning
and a long list of techniques have been implemented for that purpose. The Cynefin framework is used
to identify the type of system one is dealing with and several techniques adapted for complexity are
used, like adaptive policies and experiments. Instead of one-shot actions, the developed approach
proposes how a portfolio of experiments can be created and managed. The need to focus on the whole
at the system level and the interactions between problems and between solutions are emphasized.
Involving a diverse group of stakeholders is encouraged, helping in creating many different perspectives
and in collecting knowledge. The proposed process includes the cycle of constant learning on the system
and the success of the interactions. With all these conscious efforts, it can be expected that the NRMF
handles complexity significantly better than existing methods.

As in today’s world the remaining accidents in the very safe transport systems may have devastating
consequences, it is hoped that this contribution helps in preventing them.

The area of application has been the transport safety agency. Implementation in another part of the
transport system should be even easier – e.g. at an operator. There would be only one mode of transport,
in a specific limited scope and the political and societal dimensions would be far more limited than for
the agency. Due to the generic nature of the framework, it could be implemented also in a completely
different field, with minor customization.
Future research

Perhaps the most fascinating area for future research are the adaptive interventions. How should experiments and adaptive policies be designed so that their combination creates the highest possible chances for success? The challenge of managing several portfolios of adaptive (and non-adaptive) interventions is also worth more research. There are contexts where experimenting may be particularly difficult, for instance due to the very high standardization of the activity and/or its criticality. A high-reliability environment may offer a thin flow of feedback on the success of an experiment: if pilots very rarely make a mistake in inputting data in the flight management computer with potentially catastrophic consequences, how could experiments be carried out with new procedures for data input or cross-checking in a way which would produce rapid feedback? Less standardized environments offer even easier opportunities for interesting research topics. For instance, the known risk-group of young drivers could be an easy target for a wide range of experiments which could be carried out in different towns or regions.

The work within the risk workshops is another interesting area. The topics include at least capturing and recording the necessary information and knowledge and being able to pass on the information to the decision group with enough detail, insight and context. The learning among the participants is another significant focus area. How can long-term learning be supported so that collective wisdom is generated? A key part of this is the capability to modellize/visualize at least parts of the system and to expose such models to collective scrutiny.

Third key area is the way the process could be supported with a dedicated software. Chapter 7.8 took the first steps in this direction by outlining some of the key features. It seems obvious that visual analytics could bring significant benefits to the process, both through visualization and by letting the user interact with the data in an iterative way.

In general, implementing the developed framework in several organizations would produce valuable feedback and enable further refinements and customization. Finally, it would be very interesting to adapt the framework to another domain outside transport and implement it there. The potential for a “universal risk currency” produced through the use of risk points suggests there could be an opportunity for novel research integrating or comparing risks (and risk perceptions) across different domains.
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Abstract

Over the last ten-fifteen years, science has made significant advances in fields relevant for risk management. However, current risk management practices in industry have not yet benefitted from these developments. The research question addressed in this dissertation is: What kind of risk management framework should be used for managing transport risks when the modern risk perspectives and the latest understanding of safety are embraced, and the transport system is considered a complex adaptive system?

The focus of this research is on transport risks, taking the perspective of a national transport safety agency, tasked with overseeing safety across several modes of transport, including aviation, maritime, railway and road safety.

The scientific literature on risk and risk assessment, safety and safety management, as well as complex adaptive systems are reviewed. The research illustrates that a modern risk perspective recognizes the importance of uncertainty and strength of knowledge in risk analysis, as well as the role of surprises. The transport system is identified as a complex adaptive system, characterized by a high number of interactions, emergence, multiple feedback loops, nonlinear phenomena, unpredictability and counter-intuitiveness. The recommended ways to interact with such complex systems and to try to achieve positive change are explained. Concepts related to safety management are also investigated, especially the concept of resilience, which is interpreted as graceful extensibility of teams or organizations, or as sustained adaptability. Evidence of existing risk management frameworks in both the industry and scientific literature is outlined and reference is made to the international ISO 31000 standard for risk management. Based on the literature review, a set of criteria for a modern risk management process is developed.

A risk management framework for managing transport risks which embraces modern risk perspectives and accounts for the transport system as a complex adaptive system is proposed. It enables risks in all transport modes to be presented in a single risk picture and supports decision-making to maximize the safety impact achievable with limited resources. The impact is further enhanced by intervention strategies such as adaptive policies and experimentation, which are well-suited to complex systems. The framework is validated against the criteria developed, and by comparison to existing methods. A case study presents the on-going implementation of the developed risk management framework at the Finnish Transport Safety Agency. Both the proposed risk management framework and the dissertation are structured according to the ISO 31000 framework.

Keywords: Risk Management, Risk Management Framework, Complex Adaptive System, Transport Safety, ISO 31000
Résumé

La science a connu des avancées significatives en matière de gestion du risque au cours de la dernière décennie. Toutefois, les pratiques actuelles de gestion du risque dans le domaine industriel n’ont pas tiré tout le profit de ces développements. Le sujet de recherche de cette thèse peut être formulé ainsi : comment bâtir un cadre de gestion du risque afin de gérer les risques dans le transport, en adoptant les perspectives modernes du risque et les dernières connaissances de sécurité, tout en considérant le système de transport comme un système adaptatif complexe ? Ceci, à travers la perspective d’une agence nationale de la sécurité des transports, dont la responsabilité est la supervision de la sécurité de plusieurs modes de transport, incluant l’aérien, le maritime, le ferroviaire et le routier.

La connaissance scientifique actuelle est passée en revue pour les sujets de risques et d’appréciation du risque, de sécurité et de gestion de la sécurité ainsi que les systèmes adaptatifs complexes. L’approche moderne du risque implique reconnaître l’importance de l’incertitude et la solidité des connaissances dans l’analyse du risque ainsi que le rôle des imprévus. Le système de transport est identifié comme un système adaptatif complexe. De tels systèmes se caractérisent par un large volume d’interactions, de nombreuses boucles de rétroaction, des phénomènes non-linéaires, l’émergence, l’imprévisibilité et la contre-intuitivité. Sont étudiées les façons recommandées d’interagir avec les systèmes complexes afin de tenter de parvenir à un changement positif. Les concepts relatifs à la gestion de la sécurité sont également présentés et notamment le concept de résilience qui peut être interprété soit comme une élégante extensibilité des équipes ou des organisations, soit comme une adaptabilité continue. Les cadres existants de management du risque sont revus à la fois dans l’industrie et dans la littérature scientifique ainsi que la norme internationale ISO 31000. Basé sur l’état de l’art, un ensemble de critères pour un processus moderne de management du risque est développé.

Le cadre proposé de gestion du risque dans le transport comprend des perspectives modernes du risque et considère le système de transport comme un système adaptatif complexe. Il permet de présenter les risques des différents modes de transport dans une visualisation globale de risque et de l’utiliser en tant que support pour prise de décision afin d’optimiser l’impact sur la sécurité avec les ressources qui sont toujours limitées. L’impact est encore renforcé par les moyens d’intervention tels que les stratégies adaptives et l’expérimentation, qui sont bien adaptés aux systèmes complexes. Elle est validée selon les critères élaborés et par comparaison avec les cadres existants. Le cadre proposé de gestion du risque ainsi que la thèse sont tous deux structurés d’après la norme ISO 31000. Enfin une étude de cas présente la mise en œuvre actuelle de cette nouvelle approche à l’Agence Nationale Finlandaise de la Sécurité des Transports.

Mots-clés : Gestion du risque, Management du risque, Système adaptatif complexe, Transport, Sureté de Fonctionnement, ISO 31000
Appendix 1: ARMS process (the so-called “quick reference guide”)
Appendix 2: ARMS Safety Issue Risk Assessment (SIRA) example excel tool

<table>
<thead>
<tr>
<th>1 Safety Issue title:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2 Define/scope the SI:</td>
<td></td>
</tr>
<tr>
<td>Description of Hazard(s):</td>
<td></td>
</tr>
<tr>
<td>Description of Scenario:</td>
<td></td>
</tr>
<tr>
<td>A/C type:</td>
<td></td>
</tr>
<tr>
<td>Locations:</td>
<td></td>
</tr>
<tr>
<td>Time period under study:</td>
<td></td>
</tr>
<tr>
<td>Other:</td>
<td></td>
</tr>
</tbody>
</table>

3 Analysis of potential Accident Scenario

3.1 Triggering event | 3.2 Undesirable Operational State | 3.3 Accident Outcome

- **Maintenance error**
- **Flight ops hazard**
- **Hazard on ground**
- **Triggering EVENT**
- **ATC hazard**
- **Weather hazard**
- **Technical hazard**

**Undesirable operational state**

**ACCIDENT OUTCOME**
- Catastrophic accident (e.g. mid-air collision)
- Major accident (e.g. overrun)
- Minor safety occurrence (e.g. turbulence bruises)
- Negligible

4 Describe the barriers

4.1 To avoid the UOS | 4.2 To recover before the Accident |

5 Risk Assessment

<table>
<thead>
<tr>
<th>The estimated frequency of the triggering event (per flight sectors) is:</th>
<th>The barriers will fail in AVOIDING the UOS...</th>
<th>The barriers will fail in RECOVERING the situation before the ACCIDENT...</th>
<th>The accident severity would be...</th>
</tr>
</thead>
<tbody>
<tr>
<td>About every 100 sectors</td>
<td>Once in 1/100 times</td>
<td>Practically always</td>
<td>Minor</td>
</tr>
<tr>
<td>1.8x02</td>
<td>1.8x03</td>
<td>1.8x100</td>
<td></td>
</tr>
</tbody>
</table>

6 Result

6.1 Resulting risk class: Secure

Comments on actions

Fill in the grey areas!
Appendix 3: Maritime Safety Factors

Fundamental Safety Factors
- Maneuverability
- Availability of propulsion
- Controllability of ship stability
- Capability to stop ship and seakeeping ability
- Awareness of ship position in relation to the correct safe route
- Capability to maintain survivable conditions aboard ship
- Structural integrity and damage stability
- Capability to evacuate (escape routes, equipment, emergency communications)

Competencies (for various crew categories)
- Leadership and teamwork
- Communication
- Knowledge
- Application of procedures and knowledge
- Management of ship’s route and related automation/equipment
- Manual steering of ship
- Ship maneuvering in port
- Situation awareness (including anticipation)
- Problem-solving and decision-making
- Workload management

Fitness for work
- Vigilance level
- Psycho-physical performance level

Procedures Practices and Culture
- Adapted to real operational situations
- Quality and clarity
- Operational planning
- Anticipating demanding operations and situations
- Managing a multitude of cultures (and languages)
- Adequate focus on safety in the presence of commercial pressures

Ergonomics and redundancy
- Usability of bridge automation (ergonomics, HCI)
- Ergonomics in how information is presented
- Adequate redundancy within the crew (deck officers)

Availability of timely and reliable information
- Aboard ship
- Between the ship and the external world

Knowing and respecting Operational Limitations
- Shipload planning and loading: stowage, appreciation of cargo characteristics, volume.
- Limitations concerning the route, speeds, etc.
**External Safety Factors**

- Manageability of external threats (e.g. restricted waters, fairways, infrastructure)
- Manageability of threats related to conditions (e.g. weather, visibility, ice, currents)
- Manageability of threats caused by other vessels
- Manageability of exceptional phenomena and situations (icebergs, pirates)
- Pilotage
- Icebreaker assistance
- Towage
- VTS operations
- Port operations
<table>
<thead>
<tr>
<th>REQUIREMENTS</th>
<th>ICAO</th>
<th>IMO</th>
<th>BSIR</th>
<th>Appendix</th>
<th>Areas</th>
<th>Levenson 2014</th>
<th>Nesta 2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.5.1.1 The transport system is constantly evolving, and so are related to the risks. The RMF needs to be sufficiently flexible to identify a whole flow of dynamic developments that the system.</td>
<td>Y</td>
<td>N/A</td>
<td>Y</td>
<td>N/A</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>8.5.1.3 The RMF needs to be able to identify the category of safety-relevant must similarly and straightforwardly identify risk information.</td>
<td>Y</td>
<td>N/A</td>
<td>N</td>
<td>Y</td>
<td>N/A</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>8.5.1.4 The need to carry out a risk assessment in the context of the safety issue or challenge that is one of the main inputs to the process.</td>
<td>Yes, in principle</td>
<td>N/A</td>
<td>N</td>
<td>N</td>
<td>N/A</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>8.5.2.1 The need to carry out a life cycle of safety frameworks and safety consequences is one of the main outputs from the process.</td>
<td>N/A</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>8.5.3.3 The need to carry out an assessment of the risk to the technology and safety consequences is one of the main outputs from the process.</td>
<td>N/A</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>8.5.3.3 The need to carry out an assessment of the risk to the technology and safety consequences is one of the main outputs from the process.</td>
<td>N/A</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>8.5.4.1 The need to carry out an assessment of the risk to the technology and safety consequences is one of the main outputs from the process.</td>
<td>N/A</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>8.5.4.1 The need to carry out an assessment of the risk to the technology and safety consequences is one of the main outputs from the process.</td>
<td>N/A</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>8.5.4.1 The need to carry out an assessment of the risk to the technology and safety consequences is one of the main outputs from the process.</td>
<td>N/A</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>8.5.4.1 The need to carry out an assessment of the risk to the technology and safety consequences is one of the main outputs from the process.</td>
<td>N/A</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>8.5.4.1 The need to carry out an assessment of the risk to the technology and safety consequences is one of the main outputs from the process.</td>
<td>N/A</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>8.5.4.1 The need to carry out an assessment of the risk to the technology and safety consequences is one of the main outputs from the process.</td>
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</table>
Appendix 5: Trafi safety data sources at the beginning of the project

Road transport

In terms of governance and number of involved parties, road transport was the most fragmented mode. It is also reflected in the safety data.

The main data sources in 2013 were:

- Data created by police on road accidents. The data cover all basic information related to a road accident, such as place, time, type of accident and number of victims (fatalities and injuries). The main limitation of this source is that the police is not always present at the accident scene, especially when light traffic is concerned (e.g. bicycle accidents). The location data is approximate. The data is stored in the information system of the police and Trafi did not have direct access to the system.

- The rescue operations - who are often among the first ones at an accident scene - collect data focusing on the injuries of the victims but also on the accident type and the vehicles involved. The data is available near-real-time in the *pronto*-system. Importantly, there is an initial split between severe and minor injuries – however, this assessment in *pronto* is not updated based on later more precise information (e.g. from the hospital). The location data is precise (based on GPS coordinates). Trafi has direct access to *pronto* and it is also possible to make statistical queries in the system. There is a similar limitation as with the police data: the source does not cover all road accidents.

- The Finnish Transport Agency (Liikennevirasto) – the agency responsible for the traffic infrastructure – publishes a refined version of the official accident statistics and does this through a monthly edition where data on month N would be available in in the edition of month N+2. The data is published in a useful excel-format and the location data has been checked and corrected. There are about 100 parameters recorded of each accident in this database.

- An infrastructure contractor Destia created a software called iLIITU where the above three sources are combined and the results are presented in a geographical format on a map surface. The software features various analysis functions on the aggregated data.

- Statistics Finland (tilastokeskus) publishes the official yearly statistics on road accidents. The main source is police but other sources are used to cross-check and complete the data. Accidents which were in fact due to a suicide cannot be separated from the data. This ”pollutes” the data from the perspective of traditional road safety analysis.

- The Traffic Safety Committee of Insurance Companies (VALT) publishes a yearly report which is based on the results of the investigations of road accident investigation teams. The investigations cover all fatal road accidents and present both analysis and statistics. Trafi has access to this data in an electronic format.

- The VALT report also reflects another source: traffic accident data collected by insurance companies related to compensations paid from motor liability insurance.

- Some high-profile road accidents are investigated by the Safety Investigation Authority (OTKES). The resulting investigation reports provide in-depth information on these accidents as opposed to a continuous data flow.

In addition to the above data sources, there are some other which were not used systematically in the core data analysis activity, for example the unannounced roadside inspections of commercial vehicles inspections, carried out by Trafi based on the EU law; and the police traffic oversight data, which is not available at Trafi. Finally, a lot of research on road safety exists both nationally and internationally. For example, age as gender as parameters to accident proneness are well researched.

An important recognized data need was data on the severity of injuries caused by accidents. The difference between severe and minor injuries is significant. The challenge was to make hospitals carry
out a suitable severity classification and link it with the correct accident. The many hurdles included barriers related to cost and privacy legislation. Another recognized gap was to get data concerning accidents not covered by police’ or rescue operations databases.

The main particularity of road traffic safety data is that there are a lot accidents and even a relatively important number of fatal accidents. Because of this, there is an opportunity to guide the safety work based on real data on real accidents – an approach which in not feasible in other modes due to their very low number of significant accidents. In road safety, the main focus in analysis and safety work tends to be on fatal accidents. Consequently, there is less need to work on near-misses, incidents, etc. and try to assess the risks of similar events causing accidents in the future. In fact, the definitions of risk in road safety work are usually either:

- Number of (fatal) accidents per exposure (quantity of traffic movements).
- Number of (fatal) accidents per time period and length of road section considered.

Interestingly, these definitions do not consider the severity of the accident. As long as there is no common measure for the severity of minor/major injuries and fatalities, these outcomes will appear separately in different columns/bars and accidents with multiple victims cannot be compared in terms of total impact.

The day-to-day work of the road safety team in the analysis department consisted mainly of creating status analyses based on indicators (typically reflecting quantities of various types of accidents or fatalities) and compiling specific analyses as requested by Trafi management or the ministry.

Railway transport

In 2013, the only continuous raw data source for Trafi on railway operations was a flow of text messages on operational disturbances. This was not a safety data channel. Trafi also received a monthly safety summary from the railway operator VR, which was the only operator in Finland for commercial passenger traffic.

VR also provided some internal safety investigation reports but only based on Trafi requests. Occasionally such reports were also received from other railway contractors. The Finnish Transport Agency published about 30 safety investigation reports a year and these were available to Trafi.

The situation improved significantly in 2014 when VR gradually made available not only the summaries but also the raw data in an electronic format. This data consists of safety reports typically describing incidents or near-misses in a standard format. They cover commercial operations, shunting, track maintenance and level crossings. At the time, there were about 4000 such reports a year.

Like in road transport, a lot of research is available focusing on different railway safety related topics.

The analysis work concentrated on maintaining safety indicators both for Trafi and for EU level statistics. Additionally, a yearly safety report was made and many ad hoc analyses, which sometimes contained qualitative risk assessments typically on planned changes. The data sources did not provide a base for carrying out continuous quantitative risk assessment.

Marine transport

In 2013, Trafi had access to the following maritime safety data:

- Results from port controls. Trafi gets the results of Flag State Controls performed on Finnish ships and collects the observed findings in an excel table. Similarly, Finnish vessels are subject to Port State Controls worldwide and findings from such controls are collected by a body called Paris MoU and are available for Trafi. Trafi also gets the results of Port State Controls performed in Finland for foreign vessels. All the mentioned Port Controls focus mainly on technical items and on the equipment available on the vessel. They provide
information on the technical condition of the vessel and compliance with regulations concerning safety equipment and the crew. Paris MoU also creates a rough risk classification for individual ships and for ship-owners.

- Accident and incident data.
  - When a vessel encounters an accident, it is obliged to make an official report about it to its flag state. Trafi gets this information directly from Finnish vessels.
  - The European Maritime Safety Agency EMSA maintains the EMCIP database where accident/incident data is classified based on a large taxonomy.
  - Lloyd’s List Intelligence is the best source for accidents within commercial maritime operations and it contains also more minor occurrences which the insurer has become aware of. Lloyd’s uses indicators to profile vessels/vessel types/ship-owners/etc. in terms of safety and security.
  - Major accidents are covered by Accident Investigation Reports prepared by the investigation boards. Accidents in the Finland are investigated by the Safety Investigation Authority (OTKES).

- Vessel Traffic Service (VTS) acts as a traffic coordination body in coastal areas and reports incidents which take place within its operational zone. The data contains location plots of the vessels and a short narrative of the incident. There is no visibility to what takes place on the vessels. VTS covers the Finnish Baltic sea coast and the vessel traffic on the lake Saimaa. There are about 200 incident reports per year.

- The Finnish organization for pilots, Finnpilot runs a voluntary reporting scheme which is run on portable tablet computers. These incident reports cover the piloting phase of the operation only but are rich in detail. They attempt to identify causal factors too.

As can be seen, the most obvious data source – the vessels themselves – is missing. Different ship-owners run distinct types of safety programs and collect safety data accordingly. There were attempts to start collecting ship-owners’ safety data into Trafi, but in 2013-2014 this data source was still not available.

The available sources provide interesting information from specific perspectives, but the coverage compared to the whole operation is very limited. VTS and pilot data both apply to coastal operation and there is no data source covering normal operations in the open sea. None of the sources is able to describe the operational dynamics on the bridge during normal operation (without an external pilot). The correlation between port control findings and operational safety is questionable and could be compared to inspecting a tennis player’s shoes before his match and trying to predict whether he wins based on the findings.

The analysis activity focused on maintaining the local safety indicators and carrying out various ad hoc studies and contributing to the yearly safety report. There was not continuous quantitative risk assessment activity. Lloyd’s List Intelligence does contain risk profiles and ParisMoU makes risk classifications on ships and ship-owners but this is far from a local risk assessment focusing on what would be the key maritime safety priorities for Finland. The 3-level safety indicator system had not been fully completed for the maritime domain, so the third level (causal factors) indicator definitions were still in progress.

Aviation

In 2013, Trafi had access to the following aviation safety data:

- Safety occurrence reports. This is by far the richest safety data flow into Trafi with about 5000 reports a year. Roughly 80% come from major airlines and the airport operator Finavia. Occurrence reporting also covers general aviation, but reports received from general aviation are typically very short.

- Trafi auditors carry out audits at operators. This creates detailed audit reports and compliance lists. There are about 15 audits at Air Operator Certificate holders every year. Current approach to audits is to observe how well the operator is able to take care of its own safety,
rather than focus excessively on operational details. A key result of the audits in addition to the official documents is the knowledge and experience gained by the auditors. Over the years they get to know the operators very well and also sends aspects like general atmosphere in the company which are not recorded in the audit reports. Due to their background and own information networks the auditors keep getting information on the operators also between audits. Audits include a discussion with the accountable manager of the organization.

- SAFA and SANA assessments (Safety Assessment of Foreign Aircraft ja Safety Assessment of National Aircraft) are assessments carried out at airports according to a standard 54-point international checklist. These checks cover items such as pilots’ licenses, required manuals in the aircraft, safety equipment in the cabin in the cockpit and the technical condition of the aircraft. The checks in Finland are carried out by Trafi inspectors and the results are usable by Trafi and also sent to a European database.
- Like in other modes of transport, the Safety Investigation Authority (OTKES) investigates all major accidents and incidents and publishes the official final reports. Similarly, information on accidents abroad can be obtained through the various national investigation authorities.
- ECCAIRS is a European database for aviation safety events. According to the ECCAIRS website: "The mission of ECCAIRS is to assist National and European transport entities in collecting, sharing and analyzing their safety information in order to improve public transport safety" (Joint Research Centre 2014). In theory, this database can be used for various analyses using the different classifications available in the database. However, the data is so de-identified that its practical value is low.
- Trafi does not have direct access to flight data collected and analyzed by operators in Finland. However, there is a national group which meets twice a year to discuss Flight Data Analysis (FDA) related issues and Trafi is an invited member in the group. This gives access to summaries and an opportunity to discuss the findings together with the operators. Some key results are also used in Trafi’s indicators. FDA coverage of Finnish aircraft fleets is above 80%.
- To get visibility in maintenance activities and continued airworthiness activities, oversight data was used through the QPulse tool.
- In terms of exposure rates, Finavia is able to provide Trafi with detailed data on the commercial flights. For general aviation the information is at the level of yearly number of flights.

Due to the high number of safety occurrence reports and the requirement to classify them according to a European scheme processing the occurrences had many stages and introduced a high workload. At times, the team was unable to handle the quantity of reports at the pace they arrived, so occurrences were piling up. Occurrence reports where in different places and in different formats due to evolutions in the tools used. The ECCAIRS software in its 2013 version was rigid and primitive in terms of its functions.

In addition to processing individual reports the analysts carry out analyses using the whole available database of occurrences. The focus is then at the level of issues and themes. The tool used – QPulse - provided fairly primitive analysis functions based on standard reports and performance rates. To manage the practical work, three excel files were used:

- A follow-up table was used to manage ongoing actions often involving people outside the department. This table included columns for issue severity and estimated repeatability.
- Table for high priority issues and events. The table was used to manage internal actions within the analysis department. Again, the table included columns for severity and repeatability.
- Data for indicators. The main system for monitoring aviation safety for Trafi at the time was the indicator system. There was a file where all events which would contribute to one or more indicators were logged.
All events related to Air Traffic Management (ATM) had to be processed with the dedicated ATM Risk Assessment Tool (RAT). This tool was characterized as clumsy and difficult to use - therefore it was used only when it was mandatory based on practices in the EU.

Based on the various processes used, events got classified in different ways: severity class, occurrence category, event type, links to used indicators, responsible body, department or person. There was no official method for risk assessment nor a model that would support such a method. As its key deliverable the occurrence analysis process led to results in the form of the safety indicators. The indicators count how many times different types of occurrences have taken place without trying to assess the risks involved.

Different types of analyses were also performed and the topics for the internal review meetings were chosen and prepared. Periodical safety statistics and publications were produced and maintained.
Appendix 6: Exercise for relating different types of outcomes on the same severity scale

The inputs from the respondents were collected using the following PowerPoint layout:

An example answer from one respondent is provided below.
The results of the exercise are summarized on the following two slides. The mean values (longer line) and some median values (shorter line) are also indicated.

<table>
<thead>
<tr>
<th>Event Description</th>
<th>Human Lives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Widebody passenger aircraft, no people, no</td>
<td>1000</td>
</tr>
<tr>
<td>environmental damages, Value about 300 M€</td>
<td></td>
</tr>
<tr>
<td>Narrowbody passenger aircraft, no people, no environmental damages, Value about 80 M€</td>
<td></td>
</tr>
<tr>
<td>Large ship, no people, no environmental</td>
<td>500</td>
</tr>
<tr>
<td>damages, Value about 1 M€</td>
<td></td>
</tr>
<tr>
<td>Smaller ship, no people, no environmental</td>
<td>400</td>
</tr>
<tr>
<td>damages, Value about 300,000 €</td>
<td></td>
</tr>
<tr>
<td>A bus, no people, no environmental damages,</td>
<td>300</td>
</tr>
<tr>
<td>Value about 250,000 €</td>
<td></td>
</tr>
</tbody>
</table>

The answers on material damages and human injuries produce relatively tight clusters. This is not the case for environmental damage. The scatter in the answers seems to increase when the amplitude of the damage increases. This is the case for all three types of outcomes.