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Résumé

Cette thèse est consacrée à la description de la physique à une particule ainsi qu'à

celle de �uides quantiques bosoniques dans des systèmes topologiques.

Les deux premiers chapitres sont introductifs. Dans le premier, nous introduisons

des éléments de théorie des bandes et les quantités géométriques et topologiques

associées : tenseur métrique quantique, courbure de Berry, nombre de Chern. Nous

discutons di�érents modèles et réalisations expérimentales donnant lieu à des e�ets

topologiques. Dans le second chapitre, nous introduisons les condensats de Bose-

Einstein ainsi que les excitons-polaritons de cavité.

La première partie des résultats originaux discute des phénomènes topologiques

à une particule dans des réseaux en nid d'abeilles. Cela permet de comparer deux

modèles théoriques qui mènent à l'e�et Hall quantique anormal pour les électrons

et les photons dû à la présence d'un couplage spin-orbite et d'un champ Zeeman.

Nous étudions aussi l'e�et Hall quantique de vallée photonique à l'interface entre

deux réseaux de cavités avec potentiels alternés opposés.

Dans une seconde partie, nous discutons de nouveaux e�ets qui émergent due à la

présence d'un �uide quantique interagissant décrit par l'équation de Gross-Pitaevskii

dans ces systèmes. Premièrement, il est montré que les interactions spin anisotropes

donnent lieu à des transitions topologiques gouvernées par la densité de particules

pour les excitations élémentaires d'un condensat spineur d'exciton-polaritons. En-

suite, nous montrons que les tourbillons quanti�és d'un condensat scalaire dans un

système avec e�et Hall quantique de vallée, manifestent une propagation chirale

le long de l'interface contrairement aux paquets d'ondes linéaires. La direction de

propagation de ces derniers est donnée par leur sens de rotation donnant lieu à un

transport de pseudospin de vallée protégé topologiquement, analogue à l'e�et Hall

quantique de spin.

En�n, revenant aux e�ets géométriques linéaires, nous nous sommes concentrés

sur l'e�et Hall anormal. Dans ce contexte, nous présentons une correction non-

adiabatique aux équations semi-classiques décrivant le mouvement d'un paquet

d'ondes qui s'exprime en termes du tenseur géométrique quantique. Nous pro-

posons un protocole expérimental pour mesurer cette quantité dans des systèmes

photonique radiatifs.

Mots-clés: Isolants topologiques, géométrie de bandes, courbure de Berry,

e�et Hall anormal, isolant de Chern, couplage spin-orbite, photonique topologique,

exciton-polaritons, condensats de Bose-Einstein, excitations de Bogoliubov, vortex

quanti�és.





Abstract

This thesis is dedicated to the description of both single-particle and bosonic quan-

tum �uid Physics in topological systems.

After introductory chapters on these subjects, I �rst discuss single-particle topo-

logical phenomena in honeycomb lattices. This allows to compare two theoretical

models leading to quantum anomalous Hall e�ect for electrons and photons and to

discuss the photonic quantum valley Hall e�ect at the interface between opposite

staggered cavity lattices.

In a second part, I present some phenomena which emerge due to the interplay

of the linear topological e�ects with the presence of interacting bosonic quantum

�uid described by mean-�eld Gross-Pitaevskii equation. First, I show that the

spin-anisotropic interactions lead to density-driven topological transitions for ele-

mentary excitations of a condensate loaded in the polariton quantum anomalous

Hall model (thermal equilibrium and out-of-equilibrium quasi-resonant excitation

con�gurations).

Then, I show that the vortex excitations of a scalar condensate in a quantum

valley Hall system, contrary to linear wavepackets, can exhibit a robust chiral prop-

agation along the interface, with direction given by their winding in real space,

leading to an analog of quantum spin Hall e�ect for these non-linear excitations.

Finally, coming back to linear geometrical e�ects, I will focus on the anomalous

Hall e�ect exhibited by an accelerated wavepacket in a two-band system. In this

context, I present a non-adiabatic correction to the known semiclassical equations of

motion which can be expressed in terms of the quantum geometric tensor elements.

We also propose a protocol to directly measure the tensor components in radiative

photonic systems.

Keywords: Topological insulators, band geometry, Berry curvature, anoma-

lous Hall e�ect, Chern insulators, spin-orbit coupling, topological photonics,

exciton-polaritons, Bose-Einstein condensates, Bogoliubov excitations, quantized

vortices.
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Introduction

The classi�cation of solids as metals or insulators is based on the knowledge of their

electronic band structure and of the position of their Fermi level. Hence, if the Fermi

level lies in a forbidden energy gap the system is insulating whereas the system is

conducting if the Fermi level lies in an allowed energy band. The discovery of the

quantum Hall e�ect in the 80's has allowed to understand that such classi�cation

is not complete. Indeed, the eigenstates associated with the energy bands can have

a non-trivial structure. Locally, a non-trivial change of the eigenstates in recipro-

cal space is associated with a Berry curvature. In two dimensions, this quantity

integrated over the whole Brillouin zone gives a topological invariant known as the

Chern number. If the sum of the Chern number over all the bands below a bulk

band gap is di�erent from zero it implies the presence of gapless states at the bound-

aries of the system. A topological insulator is a system insulating in the bulk with

such conducting boundaries. Their classi�cation requires the knowledge of the bulk

invariant in addition to the bulk band structure and the Fermi level position.

Figure 1: Schematic band structures of metals, insulators, Chern insulators and

Chern insulator analogs for arbitrary waves.

Whereas the Fermi level concept is deeply linked with the Pauli exclusion prin-

ciple and therefore to the fermionic nature of electrons, the existence of a discon-

tinuous band structure is due to interference e�ects thanks to their wave behaviour.

Hence, one can expect the existence of topological invariants and their associated

edge states in other wave systems. Actually, the research of new transport phenom-

ena related to the presence of Berry curvature in reciprocal space has been extended

to many area of Physics and is nowadays an exponentially growing �eld.

The use of analog systems provides new experimental facilities allowing an access

to quantities beyond the reach in solid state systems. From the fundamental point



2 Contents

of view, novel e�ects are expected due to the di�erent system speci�cities. Of

particular interest is the interplay of quantum �uid phenomena such as super�uidity

with topological e�ects. The well mastered cold atom or exciton-polariton platforms,

where Bose-Einstein condensation and super�uidity have been observed, appear as

good candidates to explore such new physics. Moreover, some of these new platforms

bring novel application opportunities. For instance, the ability to engineer chiral

edge states for light could be used to solve the problem of reciprocal transport, a

crucial step to build e�cient integrated optical circuits.

The work presented in this manuscript takes place in this context. In the �rst

chapter, we introduce the geometrical objects associated with the band eigenstates

that we use along the thesis. We also present several models and/or experimental

realizations where topological edge states have been predicted and/or observed. A

quick introduction to Bose-Einstein condensates and cavity polaritons speci�cities

is given in chapter 2. Chapters 3, 4 and 5 report di�erent interrelated results that I

have obtained during the last three years as a Ph.D student. Chapter 3 is devoted

to single particle topological phenomena in honeycomb lattices. First, we give a

comparison between electronic and photonic quantum anomalous Hall e�ects based

on a combination of spin-orbit coupling with a Zeeman �eld. Then, we present the

quantum valley Hall e�ect and discuss it existence and robustness in cavity based

honeycomb lattices. In chapter 4, we present some novel phenomena occurring

thanks to the interplay between interacting condensates with band topology. We

�rst show that spin anisotropic interactions speci�c of polariton systems can lead

to density driven topological phase transitions for bogolon density waves. We then

discuss the possibility to organize robust chiral vortex propagation when a scalar

condensate is loaded in a staggered honeycomb lattice. Finally, the chapter 5 focuses

on band geometry. We present a protocol to measure the components of the quantum

geometric tensors in several photonic systems. The possibility to use the quantum

metric to estimate the non-adiabaticity and to correct the semiclassical equations

of motion of the anomalous Hall e�ect in a two band system is discussed in the last

section.
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4 Chapter 1. Introduction to band geometry and topology

With the discovery of the quantum Hall e�ect and its quantized conductivity

explained in terms of topological invariants, condensed matter physicists under-

stood that the knowledge of the energy spectra is not su�cient to characterize the

electronic properties of metals and insulators. New phases of matter have been dis-

covered like topological superconductors and insulators. To understand their origin

and behaviour, physicists had to introduce novel objects in their toolbox not present

in standard textbooks of solid-state Physics [1, 2] which characterize geometrical and

topological properties of the eigenstates of the system.

In this chapter, we introduce the di�erent geometrical and topological quantities

which will be used at di�erent moments throughout this thesis. In the �rst section

1.1, we give a quick historical introduction of the quantum metric and Berry cur-

vature and the link between the two. In section 1.2, we introduce non-interacting

Bloch Hamiltonians and show that both the metric and the Berry curvature can be

de�ned for Bloch state vectors in the quasi-momentum space which are commonly

used in condensed matter and in wave physics. We give also a quick introduc-

tion to tight-binding approximation which is a useful tool to build minimal models.

Section 1.3 is dedicated to the presentation of some important condensed matter

models where band geometry and topology play a crucial role. Finally, we discuss

the emergence of these concepts in other physical systems where wave phenomena

are involved in section 1.4.

Of course, the goal of this chapter is not to give a complete overview of topolog-

ical Physics which is by itself an enormous research �eld at the crossover between

many areas and could require a whole thesis and even more, but to introduce the

concepts which will be useful to read this manuscript. Several reviews and textbooks

have been recently published on this subject both in condensed matter [3, 4, 5, 6]

and other �elds [7, 8, 9].

1.1 Historical viewpoint

1.1.1 Quantum metric tensor

The distance between two quantum states is de�ned by the Fubini-Study distance:

dFS = arccos(| 〈ψ1|ψ2〉 |) (1.1)

Where | 〈ψ1|ψ2〉 | = F is the �delity which quantify the overlap between the two

states. In this form dFS can be interpreted as an angle which runs from 0 to π/2. If

we assume that |ψ (ξ)〉 depends on some parameters, ξ = (ξ1, ξ2, ...) one can de�ne

the in�nitesimal distance between two neighbouring states |ψ (ξ)〉 , |ψ (ξ + dξ)〉 in
the parameter space. Assuming F → 1 it reads:

d2
FS ≈ 1− | 〈ψ (ξ) |ψ (ξ + dξ)〉 |2 = ds2 (1.2)

This elementary distance ds2 written in this form is also referred as Fubini-Study

distance in the literature and we will use this denomination along the thesis. The
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next step is to derive the metric tensor as a function of the parameter coordinates

ξ. We use the Taylor expansion:

|ψ (ξ + dξ)〉 = |ψ (ξ)〉+ ∂ξi |ψ (ξ)〉 dξi +
1

2
∂ξi∂ξj |ψ (ξ)〉 dξidξj (1.3)

where we use Einstein summation convention. A key ingredient of the derivation

is the normalisation condition of Hermitian quantum mechanics 〈ψ|ψ〉 = 1 which

implies:

〈∂ξiψ|ψ〉 = −〈ψ|∂ξiψ〉 ⇐⇒ <[〈ψ|∂ξiψ〉] = 0 (1.4)

This reality condition allows to deduce another useful property for the second partial

derivatives:

<[〈∂ξiψ|∂ξjψ〉] = −<[〈ψ|∂ξi∂ξjψ〉] (1.5)

Using these properties, we can Taylor expand Eq. (1.2) up to the second order:

ds2 =
(
<[〈∂ξiψ|∂ξjψ〉]− 〈∂ξiψ|ψ〉 〈ψ|∂ξjψ〉

)
dξidξj = gijdξidξj (1.6)

where gij are the elements of the quantum metric tensor. Importantly, this object

is invariant under the U(1) gauge transformations |ψ (ξ)〉 → eiα(ξ) |ψ (ξ)〉. It is

not surprising since Eq. (1.1) was already invariant under such transformations,

however, it has an important meaning. This metric characterizes distances between

"families" of states |ψ̃〉 =
{
eiα |ψ〉 , α ∈ R

}
. The space of |ψ̃〉 is known as the projec-

tive Hilbert space or the space of rays and ξi are nothing else than the coordinates

in this space. This notion of projective space had been crucial to extend the work of

Berry on geometrical phases beyond the adiabatic limit that we are going to intro-

duce in the next section. It is also important to underline that no speci�c eigenbasis

has been introduced for this de�nition.

The quantum metric tensor has been introduced in 1980 in the seminal paper

of Provost and Vallée [10] in a slightly di�erent manner: starting from the distance

|| |ψ1〉− |ψ2〉 ||2 they derive the metric and rearrange the result to recover the gauge

invariance. From the fundamental point of view, this quantum metric has been

used later to make the link between the integral of the time-energy uncertainty for

an arbitrary quantum evolution and the length of the corresponding curve in the

projective Hilbert space [11]. In quantum information theory, the quantum distance

of pure states (1.1) has been related to the statistical distance [12] and then extended

to mixed states described by density matrix [13].

1.1.2 Adiabatic Berry phase, curvature and quantum geometric

tensor

In 1984, M. V. Berry [14] who wasn't aware of the work of Provost and Vallée, wrote

an important paper on geometrical phases in quantum mechanics in the adiabatic

approximation. This work highlights that after a cyclic evolution of the Hamiltonian,

the phase acquired by the wavefunction can be separated in two contributions: the

dynamical and geometrical ones. The geometrical part appears to be independent

of the duration of evolution but only characterized by the geometrical path followed

by adiabatic wavefunction or the Hamiltonian in parameter space.
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Berry phase. To re-derive this important result, we start with the time-dependent

Schrödinger equation.

i~
∂

∂t
|Ψ(t)〉 = Ĥ[λ(t)] |Ψ(t)〉 (1.7)

where the Hamiltonian depends explicitly on the parameter λ = (λ1, λ2, ...). More-

over, for all λ values there exists an orthonormal basis satisfying the stationary

Schrödinger equation:

Ĥ[λ] |ψn(λ)〉 = En(λ) |ψn(λ)〉 (1.8)

Note that this basis is not unique, any multiplication of the set of eigenvectors

|ψn(λ)〉 by a global phase factor eiα (U(1) gauge transformation) is also a basis of

Ĥ[λ]. Assuming the initial condition |Ψ(t = 0)〉 = |ψn〉, the adiabatic approxima-

tion implies that at each time t the system remains in the initial eigenstate, meaning

that the wavefunction can be written as:

|Ψ(t)〉 = cn(t) |ψn[λ(t)]〉 (1.9)

where cn(t) ∈ C (|cn| = 1) is the important quantity which encodes the phase that

we want to analyse. Inserting (1.9) in (1.7), we obtain

iċn(t) = cn(t)

(
En[λ(t)]− i 〈ψn[λ(t)]| ∂

∂t
|ψn[λ(t)]〉

)
(1.10)

Assuming the cyclic evolution (λ(T ) = λ(0)) and integrating over one period T

gives: cn(T ) = cn(0)ei(γdyn+γB) with the two contributions given by:

γdyn = −1

~

∫ T

0
En[λ(t)]dt (1.11)

γB = i

∫ T

0
〈ψn[λ(t)]| ∂

∂t
|ψn[λ(t)]〉 dt (1.12)

= i

∫ T

0
〈ψn[λ(t)]| ∇λ |ψn[λ(t)]〉 · λ̇dt

= i

∮
C
〈ψn(λ)| ∇λ |ψn(λ)〉 .dλ (1.13)

γB is the adiabatic geometrical phase which is nowadays referred as Berry phase.

The integrand in the last expression of γB (1.13) is called Berry connection.

An(λ) = i 〈ψn(λ)| ∇λ |ψn(λ)〉 (1.14)

It is a vector whose dimension is given by the parameter space dimensionality.

The Berry connection is not invariant under gauge transformations |ψn(λ)〉 →
eiα(λ) |ψn (λ)〉 and transforms as An(λ) → An(λ) − ∇λα(λ). However, the sin-

gle valuedness of α(λ) at the beginning and the end of the path guaranteed by the

closed contour imposes the gauge-invariance of the Berry phase (1.13) modulo 2π.

Hence, as anticipated, the Berry phase (1.13) is time independent and appears to

be completely de�ned by the path of the closed contour in the λ parameter space.
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Note. The single valuedness condition for α(λ) invoked above is valid only if

we deal non-degenerate energy levels En. The notion of adiabatic Berry phase can

be generalized for degenerate levels. In this case the Berry connexion becomes a

matrix and a meaningful integral over a closed loop can be achieved by using path

ordered integral. Such extension has been proposed by Wilczek and Zee in ref. [15].

We do not introduce this formalism here because it will not be used in the present

manuscript where we will always consider non-degenerate states.

Berry curvature. The closed contour (C) allows to de�ne the boundary of an

oriented surface (S) in parameter space. Hence if the Berry connection An(λ) is a

C1 vector �eld (Ai derivable and ∂jAi continuous) one can use Stokes theorem to

rewrite Eq. (1.13) as a surface integral. In the general case when the parameter

space is D-dimensional it gives [3]:

γB =

∫
S

D∑
i,j

1

2
Ω

(n)
ij (dλi ∧ dλj) (1.15)

Where the exterior products (dλi ∧ dλj) = −(dλj ∧ dλi) are related to the surface

elements. We have introduced the Berry curvature antisymmetric tensor Ω
(n)
ij :

Ω
(n)
ij (λ) = ∂λiA

j
n − ∂λjA

i
n (1.16)

= i
(
〈∂λiψn|∂λjψn〉 − 〈∂λjψn|∂λiψn〉

)
(1.17)

= −2=[〈∂λiψn|∂λjψn〉] (1.18)

(Where we use the identity: (i(z − z̄) = −2=[z], z ∈ C) for the last line.) This

is a general de�nition which is independent of the dimension D of the parameter

space. The Ω
(n)
ij elements are invariant under U(1) transformation contrary to the

Berry connection. Therefore, the Berry curvature can be important if we look for

observable physical consequences.

The important special case of a three dimensional parameter space allows to

write the Stokes theorem in a more common form:

γB =

∫
S
Bn.dS (1.19)

where we have introduced the Berry curvature in the pseudo-vector form using the

curl.

Bn(λ) = ∇λ ×An (1.20)

In this case the invariance of Bn under the gauge transformation An(λ) →
An(λ)−∇λα(λ) is easily checked using the fact that the curl of a gradient always

vanishes. The pseudo-vector and tensor components are related as: Ω
(n)
ij = εijk(Bn)k

or equivalently Bn = (Ω
(n)
23 ,Ω

(n)
31 ,Ω

(n)
12 ). Note that if the parameter space is two di-

mensional, the Berry curvature admits only one non-zero component Ω
(n)
12 .
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Adiabatic quantum geometric tensor. The antisymmetric Berry curvature

tensor is not the only gauge invariant tensor here. The symmetric metric tensor

gij introduced in the previous section can also be de�ned in terms of the adiabatic

states |ψn(λ)〉 that we are using here. Moreover, these two tensors can be uni�ed

in a more general tensor called quantum geometric tensor (QGT) [16].

T
(n)
ij = 〈∂λiψn|∂λjψn〉 − 〈∂λiψn|ψn〉 〈ψn|∂λjψn〉 = g

(n)
ij − i

Ω
(n)
ij

2
(1.21)

Whereas the metric g
(n)
ij characterizing the distance between the adiabatic states is

the real part of the quantum geometric tensor, the Berry curvature appears to be

closely related to its imaginary part.

g
(n)
ij = <[T

(n)
ij ] , Ω

(n)
ij = −2=[T

(n)
ij ] (1.22)

It is important to stress however that here the tensor is de�ned in the parameter

space which is directly linked with the Hamiltonian dependence on λ and to the

adiabatic approximation. This space is di�erent from the general projective Hilbert

space of a time dependent wavefunction without the adiabatic constraint (which

means that |Ψ〉 is not necessarily an instantaneous eigenstate |ψn(λ)〉) introduced
in the last section. Interestingly, the notion of geometrical phase has been extended

later to the more general case of non-adiabatic cyclic evolutions [17] and soon after

to non-adiabatic and non-cyclic evolutions [18]. Both extensions use the notion of

the projective Hilbert space to generalize Berry's result (1.13). The non-cyclic case

is achieved by introducing the geodesic trajectories de�ned by the quantum metric

tensor to close the contour in the projective Hilbert space in order to compute the

geometric phase without gauge "uncertainty" problem.

Hamiltonian formulation. The bene�t to work in the adiabatic approximation

is that the di�erent quantities introduced above are dependent on the parameter

of the Hamiltonian. For now, we have written them in terms of the adiabatic

eigenstates, therefore they are related to the continuity of the adiabatic basis as

a function of λ. It can be useful to reformulate these expressions in terms of the

parametrized Hamiltonian which is assumed to be continuous in λ. A way to do this

is to start from parameter derivative of the stationary Schrödinger equation (1.8):

∂λi(Ĥ |ψn〉) = ∂λi(En |ψn〉) (1.23)

Multiplying on the left by 〈ψm| gives when m 6= n:

〈ψm| ∂λiĤ |ψn〉 = (En − Em) 〈ψm|∂λiψn〉 (1.24)

Then using the expansion:

〈∂λiψn|∂λjψn〉 =
∑
m

〈∂λiψn|ψm〉 〈ψm|∂λjψn〉 (1.25)
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We can rewrite the quantum geometric tensor (1.21) in the form:

T
(n)
ij =

∑
m 6=n

〈ψn| ∂λiĤ |ψm〉 〈ψm| ∂λjĤ |ψn〉
(En − Em)2

(1.26)

which can be decomposed in the real metric part:

g
(n)
ij = <[

∑
m6=n

〈ψn| ∂λiĤ |ψm〉 〈ψm| ∂λjĤ |ψn〉
(En − Em)2

] (1.27)

and Berry curvature part:

Ω
(n)
ij = −2=[T

(n)
ij ] = i(T

(n)
ij − T

(n)
ji ) (1.28)

= i
∑
m6=n

[
〈ψn| ∂λiĤ |ψm〉 〈ψm| ∂λjĤ |ψn〉 − 〈ψn| ∂λjĤ |ψm〉 〈ψm| ∂λiĤ |ψn〉

(En − Em)2
]

In the set of expressions (1.26),(1.27) and (1.28) the derivatives act on the Hamil-

tonian instead of the eigenstates which from a practical point of view can make

the numerical computation easier. Moreover, this allows to see directly the possible

divergence when two eigenenergies tend to a crossing point (En − Em) → 0. Note

that if such a degeneracy occurs, the adiabatic approximation is not valid anymore.

Generally, the geometrical quantities will have their maximal values near the anti-

crossing points in the spectrum where the adiabatic condition needs to be more

restrictive. The expression (1.28) allows to deduce that for all λ, the sum of the

Berry curvatures for all the eigenstates of the adiabatic basis is necessarily zero.∑
n

Ω
(n)
ij (λ) = 0, ∀λ (1.29)

Note: The concept of geometrical phase is closely related with the Pancharatnam

phase introduced earlier for polarized light beams [19, 20]. Experimental signatures

of the adiabatic Berry phase have been reported in di�erent systems in the 80's

[21, 22, 23]. Beyond these con�rmations, the Berry curvature de�ned in momentum

space appears to be a major ingredient toward new transport phenomena as we

will see along the thesis. The real part of the adiabatic QGT has been introduced

recently to characterize many-body quantum phase transitions where |ψ0〉 plays the
role of the ground state wavefunction of a parameter-dependent Hamiltonian Ĥ(λ)

[24, 25].

1.2 Band theory of crystals

1.2.1 Bloch theorem and energy bands

Electronic properties of solid crystals are well described by band theory. In this

approach, the electrons are non-interacting and move in a periodic potential created
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by the underlying ions supposed to be static. A crystal is a periodic arrangement of

an elementary pattern. This periodic arrangement is a Bravais lattice: an in�nite

array generated by discrete translations R =
∑D

i niai (where ni ∈ Z, ai are the

primitive vectors and D is the dimension of the lattice). Of course, crystals in nature

are of dimension D ≤ 3, but mathematically it is not forbidden to de�ne lattices

in higher dimensions and it appears to be commonly used for tight-binding models

with synthetic dimensions. In the following, we will restrict our discussion to D ≤ 3.

The equation to be solved is the Schrödinger one with the following single particle

Hamiltonian:

Ĥ =
p̂2

2m
+ U(r̂) (1.30)

with U(r) a periodic function with the periodicity of the Bravais lattice.

U(r + R) = U(r) (1.31)

This periodicity imposes the commutation of the Hamiltonian with the lattice trans-

lation operators [Ĥ, T̂R] = 0, which implies the existence of a common basis which

diagonalizes Ĥ and the translation operators T̂Ri . Bloch theorem tells us that such

basis wavefunctions can be written as the product of a plane wave and a function

with the periodicity of the Bravais lattice:

Ψn,k(r) = eik.run,k(r) (1.32)

where n is the band index and k labels the crystal momentum, and un,k respects

the periodic condition:

un,k(r + R) = un,k(r) (1.33)

Inserting the Bloch eigenstates in the stationary Schrödinger equation Ĥ |Ψnk〉 =

En,k |Ψnk〉, implies that the |unk〉 must satisfy the eigenvalue problem:

Ĥk |unk〉 = En,k |unk〉 (1.34)

where the Bloch Hamiltonian Ĥk = e−ik·r̂Ĥeik·r̂ is now parametrized by the quasi-

momentum k. For each k, there is a set of discrete energies En,k which vary con-

tinuously with k and de�ne an energy band in k-space. These bands are periodic in

the reciprocal space En(k + G) = En(k) (with G =
∑

i nibi a linear combination

of elementary reciprocal space vectors bi de�ned by bi.aj = 2πδij), which allows to

restrict their study to the �rst Brillouin zone. The set of En(k) in the �rst Brillouin

zone is called the electronic band structure. In general, the number of bands n is

in�nite and the study is restricted to a subset of N bands which can be selected

using the projection operator Pk =
∑N

n |unk〉 〈unk|.

Note: Bloch theorem is not restricted to the Schrödinger equation and is in general

a very useful tool for any type of wave equation in a periodic media. For example,

it is commonly used to compute the eigenmodes of photonic crystals [26] which

consist of a periodic array of regions with di�erent refractive index. These arti�cial
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crystals for optical waves have been introduced by Yablonovitch [27] and Sajeev [28]

in 1987 as a way to control the spontaneous emission for the former and to study

wave localization phenomena analogous to single particle wave localization in the

Schrödinger equation for the latter. Nowadays, both from the modelisation and the

experimental point of view, the study of photonic crystals has become a research

�eld by itself.

1.2.2 Band geometry and topological Chern number

Using Bloch theorem, we arrived at an eigenvalue problem where the Hamiltonian

is parameter dependent. This problem is still very di�cult to solve but one of its

consequences is particularly important: at each k point, there exists an eigenba-

sis |un,k〉. These are the mathematical ingredients which were used by Berry to

introduce the geometrical quantities using the adiabatic basis. Therefore, one can

re-write them in the momentum space formulation, where now the eigenenergies

will correspond to the electronic band structure in a periodic potential. The Berry

connection can then be de�ned as:

An(k) = i 〈un,k| ∇k |un,k〉 (1.35)

the Berry curvature tensor:

Ω
(n)
ij (k) = i

(
〈∂kiun|∂kjun〉 − 〈∂kjun|∂kiun〉

)
(1.36)

and the quantum geometric tensor:

T
(n)
ij (k) = 〈∂kiun|∂kjun〉 − 〈∂kiun|un〉 〈un|∂kjun〉 (1.37)

The dimension of the reciprocal space is given by the dimension of the direct lattice

in real space. The periodicity of the eigenenergies, the Berry curvature and the QGT

in reciprocal space allows to consider the �rst Brillouin zone as a compact closed

manifold (for example, in 1D the BZ can be thought as a circle, in 2D as a torus,

etc.) for these quantities. Dealing with the Berry curvature, this allows to de�ne

topological invariants such as the Chern numbers. In general, Chern numbers can

be de�ned for any closed surface of even dimension. For the sake of concreteness,

we restrict ourself to 2D Chern numbers which will be used throughout this thesis.

2D Chern numbers. In two dimensions, the closed Brillouin zone allows to in-

troduce the �rst Chern number, a topological invariant de�ned by the integral of

the Berry curvature over the �rst BZ.

Cn =
1

2π

∫
BZ

d2kΩ(n)
xy (k) (1.38)

Physically, the Chern number corresponds to the �ux of the Berry curvature through

the closed surface de�ned by the Brillouin zone.
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Figure 1.1: Scheme of a 2D Brillouin zone divided in two subspace S1 and S2. Due

to the periodicity in reciprocal space, colored edges can be identi�ed which gives

the torus closed surface shown on the right panel.

The �rst property of Chern numbers is their integer values. It is linked to the fact

that the Berry curvature �ux through any 2D closed surface is an integer modulo 2π

and can be understood as follows. A closed surface has no boundary by de�nition,

which means that we cannot de�ne a contour. However, we can divide it in two

di�erent surfaces S1 and S2 separated by the contour ∂S1 = −∂S2

Cn =
1

2π

∫
S1+S2

d2kΩ(n)
xy (k) =

1

2π

∮
∂S1

An,1(k).dk +
1

2π

∮
∂S2

An,2(k).dk (1.39)

where ∂S1 = −∂S2. Since the Berry connection is gauge dependent, in general An,1

and An,2 are di�erent in the two subspaces. Each contour integral corresponds to

a Berry phase (1.13) acquired in momentum space, which implies:

Cn =
1

2π

∮
∂S1

(An,1(k)−An,2(k)).dk =
γ1 − γ2

2π
=⇒ Cn ∈ Z (1.40)

Hence, the Chern number appears to be proportional to the di�erence of Berry

phases which is necessarily a multiple of 2π since they are computed around the

same contour ∂S1. Interestingly, this reasoning allows to understand that a non

zero Chern number is linked with the impossibility to de�ne the Berry connection

in the same gauge for |un〉 over the whole Brillouin zone (if An,1 = An,2, Cn = 0).

Another useful property which directly stems from (1.29), is that their sum over

all the bands is necessary zero: ∑
n

Cn = 0 (1.41)

This will be useful to understand how the Chern numbers can be distributed between

the bands in models with a �nite set of bands. For example, for two-band models,

it is su�cient to know the Chern number associated with one band, the second one

being the opposite.
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Finally, it is important to note that a non-zero Chern number implies the

breaking of time-reversal symmetry. Indeed, if the Hamiltonian has time-reversal

symmetry one has |un,k〉 = |un,−k〉∗, which implies that Ω
(n)
ij (k) = −Ω

(n)
ij (−k) and

the integrated Berry curvature over the �rst BZ vanishes.

Historically, the Chern number has been used in the 80's by Thouless et al. [29]

to explain the quantization of the transverse conductivity in the quantum Hall e�ect

observed experimentally by Klitzing et al. [30]. This conductance is given by the

formula:

σxy =
e2

h

∑
nocc

Cn (1.42)

where the sum is taken over the occupied Landau levels (Cn = 1 for each level).

Here, time-reversal symmetry is explicitly broken by the large transversal applied

magnetic �eld which leads to the formation of Landau levels. Qualitatively, by

increasing the external magnetic �eld, the number of Landau levels below the Fermi

energy increases and the conductivity increases by plateaux of conductance quantum

e2/h.

Actually, the topological nature of Cn has been underlined by Avron et al.

in [31] and the link with Berry's work and its mathematical interpretation in

term of "�ber bundles" was done in [32]. A major consequence of its topological

character is that the Chern number cannot change without the occurrence of a band

degeneracy. In the quantum Hall context, this implies that the Hall conductance is

insensitive to an external perturbation if this one is small enough so that the bulk

bandgap remains open. Another huge consequence of a non zero Chern number is

the occurrence of gapless chiral edge modes on the boundaries of the system. The

number of such edge modes is directly given by the Chern number characterizing

the bulk of the sample thanks to the so-called Bulk-Boundary correspondence

[33, 34].

All these mathematical de�nitions work for every Hamiltonian. We stress that

whereas even dimensions and time-reversal symmetry breaking are needed to have

non-zero topological Chern numbers (1.38), it is not required if we are interested in

the geometrical Berry curvature (1.36) or the quantum metric (1.37). This means

that the geometrical quantities are intrinsic to Bloch Hamiltonians exactly as the pe-

riodic band structures are. However, �nding the Bloch eigenenergies and eigenstates

is in general a di�cult task and approximate methods are needed especially if we

want to keep analytical computation suitable. A particularly useful one to introduce

minimal models with non trivial band topology is the tight-binding approximation

introduced below.

1.2.3 Tight-binding approximation

Tight-binding approximation is the lowest approximation which allows to keep track

of the geometry of the underlying lattice. The approach consists to assume that
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electrons are tightly bound to the discrete atomic sites. The Hamiltonian is then

considered to be the sum of on-site atomic Hamiltonians with a small correction

∆U(r,p):

Ĥ =

Nc∑
i

ĤRi
at + ∆U (1.43)

First, we assume that one orbital is su�cient to describe the problem ĤRi
at |wRi〉 =

ε |wRi〉. Therefore, we can express the single particle wavefunction as a combination

of on-site s-orbitals

|Ψn,k〉 =
1√
Nc

∑
i

e−ik·Ri |wRi〉 (1.44)

where the sum is taken on the total number of unit cells Nc. The important param-

eters of such models are the overlap integrals which encode the tunnelling between

two separated sites.

tij = 〈wRi |∆U |wRj 〉 =

∫
drw(r−Ri)

∗∆U(r)w(r−Rj) (1.45)

Using the tij as parameters the T-B Hamiltonian can then be written as:

Ĥ =

Nc∑
i

ε |wRi〉 〈wRi | −
∑
i,j

tij |wRi〉 〈wRj | (1.46)

and the eigenenergy is given by:

E(k) = 〈Ψn,k| Ĥ |Ψn,k〉 (1.47)

= ε− 1

Nc

∑
i,j

tije
ik.(Ri−Rj) (1.48)

A commonly used approximation is to keep only the nearest neighbour coe�cient

di�erent from zero.

tij =

{
t, if |Ri −Rj | = a

0, otherwise
(1.49)

where a is the lattice constant. This gives E(k) = ε−
∑

j t
′eik.dj , where dj (|dj | = a)

are the nearest neighbour vectors and the prefactor 1/Nc has been included in t′.

The restriction to one orbital per unit cell means that we end up with only one

energy band E(k). Therefore, we can drop the band index of the Bloch state |ψk〉.
Interestingly, this implies that the |uk〉 states are independent of k. This can be

seen by looking at the explicit form of |uk〉 after the introduction of the discrete

position operator:

r̂ =
∑
i

ri |wri〉 〈wri | (1.50)

which allows to deduce:

|uk〉 = eik.r̂ |ψk〉 =
1√
Nc

∑
i

|wri〉 = |u〉 (1.51)
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Figure 1.2: a) Honeycomb lattice with Bravais lattice basis vectors a1,a2 and nearest

neighbour vectors di. The unit cell is highlighted in grey color. b) The corresponding

Brillouin zone in reciprocal space with the high symmetry points.

From their de�nition in quasi-momentum parameter space (1.35),(1.36),(1.36), we

can understand that the geometrical quantities in quasi-momentum space cannot

be de�ned in such one band models. Multi-band models are required. Such multi-

band models can be achieved in T-B approximation when some internal degrees of

freedom are taken into account (eg: spin or other on-site orbitals) or if the lattice

in consideration contains several atoms in a unit cell (such as honeycomb or Lieb

lattices in 2D). In the following, we introduce the latter with the honeycomb lattice.

Two atoms per unit cell. We consider the honeycomb lattice case here but

the reasoning is applicable to any system with several atoms per unit cell. In the

honeycomb lattice there are two inequivalent lattice sites A and B in a Bravais lattice

unit cell (see Fig. 1.2). A Bloch eigenstate can be written as a linear combination

of their respective orbital states.

|Ψn,k〉 =
1√
Nc

∑
i

e−ik·Ri

(
cA(k) |wA,Ri〉+ eiφcB(k) |wB,Ri+d1〉

)
(1.52)

where we choose the Bravais vectors Ri = n1a1+n2a2 = RA,i de�ned by the position

of A sites by convention (see the unit cell in Fig. 1.2) with a1,2 = (a3/2,±a
√

3/2)T .

The position of B sites is given by RB,i = Ri+d1 with d1 = (a, 0)T . φ encodes the

relative phase between the sublattices. Whereas di�erent choices are possible [35],
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we choose the quite natural one used by Wallace [36] where the phase encodes the

relative position between A/B atoms in a unit cell: in our convention (Fig. 1.2),

we have therefore φ = k.d1. (Besides being widely used [37, 38], this basis where

the sublattice relative position is kept appears to be the good choice to de�ne the

Berry curvature without ambiguity for gapped graphene [39, 40].) In this basis, the

|un,k〉 are given by:

|un,k〉 =
1√
Nc

∑
i

(cA(k) |wA,Ri〉+ cB(k) |wB,Ri+d1〉) (1.53)

On can project it on a unit cell using the projector P̂j = |wA,Rj 〉 〈wA,Rj | +

|wB,Rj+d1〉 〈wB,Rj+d1 | which gives a two component vector:

|ũn,k〉 =

(
cA(k)

cB(k)

)
(1.54)

(In the following, we remove the upper ∼ symbol for commodity.) The nearest

neighbour T-B Hamiltonian can be written as:

Ĥ =
∑
i,α

εα |wαRα,i〉 〈wα,Rα,i | −
∑
i,l

t (|wA,Ri〉 〈wB,Ri+dl |+ |wB,Ri+dl〉 〈wA,Ri |)

(1.55)

where we use α = A/B index and 1 ≤ l ≤ 3 the nearest neighbour vectors index.

We can introduce the sublattice basis states:

|ψA,k〉 =
1√
Nc

∑
i

e−ik.Ri |wA,Ri〉 , |ψB,k〉 =
1√
Nc
e−ik.d1

∑
i

e−ik.Ri |wB,Ri+d1〉

|wA,Ri〉 =

∫
dkeik.Ri |ψA,k〉 , |wB,Ri+d1〉 =

∫
dkeik.Rieik.d1 |ψB,k〉 (1.56)

which allows to rewrite the Hamiltonian (1.55) in the form:

Ĥ =

∫
dk (|ψA,k〉 , |ψB,k〉)Hk (〈ψA,k| , 〈ψB,k|)T (1.57)

where Hk is a two-by-two matrix which after diagonalization gives the eigenenergies

En(k) and the eigenvectors |un,k〉. For the honeycomb lattice, Hk is given by:

Hk =

(
εA −tfk
−tf∗k εB

)
(1.58)

with the o�-diagonal coe�cients fk:

fk = e−ik.d1 + e−ik.d2 + e−ik.d3 (1.59)

Considering εA = −εB = ∆, the eigenenergies are given by:

E±,k = ±
√

(∆2 + t2|fk|2) (1.60)
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and using fk = |fk|e−iφk the spinor eigenstates read

|u±,k〉 =
1√

t2|fk|2 + |∆ + E±,k|2

(
±e−iφk(∆ + E±,k)

t|fk|

)
(1.61)

which reduce to |u±,k〉 = 1√
2
(±e−iφk , 1)T when ∆ = 0. One can remark that in this

basis, the coe�cients fk are expressed in terms of the nearest neighbour vectors,

consequently they don't have the periodicity of the BZ: fk+G 6= fk. Hence, whereas

|fk| and the eigenenergies remain G-periodic, this is not the case for the matrix Hk

and its associated eigenstates |u±,k〉 . This fact is quite generic for T-B models with

several atoms per unit cell with such choice of basis.

The two-by-two matrix form of the Hamiltonian (1.58) allows to express it as an

e�ective magnetic �eld acting on the sublattice pseudospin using the Pauli matrices

σi: Hk = −h(k).σ̂.

Hk = −t<[fk]σx + t=[fk]σy + ∆σz (1.62)

Hence, the eigenstates |un,k〉 correspond to states aligned or anti-aligned with the

�eld. The resulting in-plane e�ective �eld (hx, hy)
T texture in momentum space is

shown in �gure 1.3 (b). This allows to visualize the tripling of periodicity of Hk and

the opposite winding of the in-plane �eld around the K and K ′ points at the corner

of the BZ. The tripled periodicity and its signatures in a Stückelberg interferometry

experiment is discussed in ref. [41]. A plot of the typical band structure when ∆ = 0

is shown in �gure 1.3 (a). One can see the occurrence of Dirac cones at the corner

of the Brillouin zone K and K ′ where the coupling between the sublattices encoded

by the in-plane e�ective �eld vanishes.

Second quantized notation. Whereas the expression in terms of the single par-

ticle orbital states is convenient to understand the structure of the Bloch states

in the T-B approximation, the braket notation can make the equations quite long.

Therefore, for the rest of the thesis we will use second quantization formalism to

write such Hamiltonians. This approach consists in writing the Hamiltonians in

term of the on-site ladder operators:

Ĥ =
N∑
i

εiâ
†
Ri
âRi −

∑
ij

(tij â
†
Ri
âRj + h.c.) (1.63)

Where the operators â†Ri
, (âRi) create (destroy) an excitation located on site Ri:

â†i |vac〉 = |wα,Ri〉. It will work in the same way for multi-orbital systems. The

fermionic or bosonic nature of these operators is not important as far as we are

dealing with single particle problems. The matrix Hamiltonian Hk to diagonalize is

achieved as before by introducing the Fourier transformed operators:

âRi =

∫
dkeik.Ri âk, â†Ri

=

∫
dke−ik.Ri â†k (1.64)

In general, the number of orbitals considered per unit cell gives the dimension of

the resulting Hk.
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Figure 1.3: (a) Honeycomb nearest neighbour T-B dispersion. (b) In-plane e�ective

�eld texture showing the tripled periodicity of the phase and the opposing winding

around K and K ′ points.

1.3 Topological systems in condensed matter: examples

Now that we have the T-B tool in our hands, the goal of this section is to quickly

introduce some important historical models where band topology allows to explain

phenomena in the modern language. We begin with a 1D SSH model [42] which

allows to introduce the Zak phase. Then, we present the seminal Haldane model of

quantum anomalous Hall e�ect [43]. Having the Haldane model at hand will allow

us to we present the Kane-Mele model of quantum spin Hall e�ect [44].

1.3.1 Su-Schrie�er-Heeger model

This model has been introduced by Su, Schrie�er and Heeger (SSH) in 1980 [45, 42]

to describe the occurrence of solitons in polyacetylene polymer chains. This is also

one of the simpler systems which exhibits non-trivial topology with the possibility

to label the band with a Berry phase (often called Zak phase in this case)[46] which

allows to predict the presence of localized states corresponding to the SSH solitons.

The system consists of a 1D dimer chain: two atoms A and B in a unit cell are

coupled with the strength t′ whereas the inter-cell coupling strength is t (Fig. 1.4.

(a)). The tight-binding Hamiltonian reads [47]:

Ĥ =
∑
m

t′b̂†mâm + tâ†m+1b̂m +H.c. (1.65)

where â, b̂ are the annihilation operators on the corresponding atoms (A and B,

Fig. 1.4) in the unit cell m. After Fourier transformation, the momentum space
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Figure 1.4: (a) 1D dimer chain scheme with t′ > t and A− B unit cell highlighted

in grey. (b) T-B band structure with t′ = 0.9t. (c) Finite chain T-B eigenenergies

showing two degenerated gap-states at E = 0, (d) Corresponding in-gap eigenstate

absolute value pro�le showing the strong localization on the edges. (number of

unit-cells m = 100, t′ = 0.8t)

Hamiltonian reads:

Hk = −
(

0 t′ + te−ika0

t′ + teika0 0

)
(1.66)

where a0 is the distance between each unit cell. The two-by-two matrix form of

the Hamiltonian (1.66) allows to express it as an e�ective magnetic �eld acting on

the sublattice pseudospin using the Pauli matrices σi: Hk = −h(k).σ̂, where h(k)

components are given by:

hx = t′ + t cos (ka0) , hy = t sin (ka0) , hz = 0 (1.67)

The eigenvalue equation Hk |un,k〉 = En,k |un,k〉 allows to �nd the energies and

eigenvectors in (uA, uB)T basis:

E±(k) = ±|h| = ±
√
t2 + t′2 + 2tt′ cos (ka0) (1.68)

hz = 0 implies the identity (hx + ihy) = |h|eiφk which allows to write the states in

a convenient form:

|u±,k〉 =
1√
2

(
±e−iφk

1

)
(1.69)

Hence, the eigenstates lie on the equator of the Bloch sphere in the sublattice pseu-

dospin representation. If t 6= t′, a gap opens in the dispersion as shown in Fig.

1.4.(b) and we can de�ne a Zak phase for each band as the integral of Berry con-

nection over the 1D Brillouin zone:

γZ± = i

∫ π/a0

−π/a0

dk 〈u±|
∂

∂k
|u±〉 =

∫ π/a0

−π/a0

dk
∂φk
∂k

(1.70)
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One can then deduce the winding number W = 1
2πγZ which encodes the number of

times the phase φk changes by an amount of 2π when k is varied in the BZ. This

integer number is a topological invariant because if we keep hz = 0 it cannot change

without bandgap closing at some k. For the SSH model studied here, there are only

two possibilities:

W =

{
1, if t′ > t

0, if t′ < t
(1.71)

However, it is important to note that contrary to the Chern number (1.38), W
is not a gauge invariant quantity since it is linked to the Berry connection and it

can change if we add a k-dependent global phase to |un,k〉. Moreover, for an in�nite

system, it is dependent on the choice of unit cell which is arbitrary (one could choose

the reverse unit cell label B − A in Fig. 1.4. (a) which will reverse the resulting

winding numbers (1.71)).

For a �nite system however, if we choose to begin and �nish the chain with the

unit cell A−B: the case with W = 1 will correspond to a �nite chain which begins

and �nishes with weakly bound atoms, and W = 0 to the case of tightly bound

atoms on the edges. In the �rst case this leads to occurrence of localized edge states

whose energy is lying in the gap. An example of eigenenergies computed for a �nite

size chain (100 unit-cells) is shown in �gure 1.4 (c), where we can see two states lying

in the gap at E = 0. The pro�le of these gap states is shown in Fig. 1.4 (d) and

allows to observe their strong localization on the edges. The physical meaning of the

winding number is also recovered if we consider the di�erence of winding between

two domains with t > t′ and t′ > t computed using the same basis unit cell. This

di�erence will not be a�ected by the choice of the common unit cell. Actually, such

interface state between domains corresponds exactly to what Su-Schrie�er-Heeger

studied in polyacelylene.

The pro�le of these zero energy-states can also be understood by linearizing the

Hamiltonian near the band edges at k = π/a0:

H =

(
0 m+ iaqt

m− iaqt 0

)
(1.72)

where q = k − π/a0 and m = t′ − t. Taking the continuous limit allows to replace

q by −i∂x. One can then model a domain wall by a varying mass parameter m(x)

with the two limits m(x → ∞) = m+ and m(x → −∞) = m−. The wavefunction

can then be found by solving the zero energy equation:(
0 m(x) + at∂x

m(x)− at∂x

)(
ψA
ψB

)
= 0 (1.73)

which leads to a solution of the form:

ψ(x) =

(
1

0

)
e−

1
ta

∫ x
0 m(x′)dx′ (1.74)

This model has been initially studied by Jackiw-Rebbi in the particle physics context

[48] and the SSH model can be seen as its condensed realization [49]. Theoretically,
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these localized solitons have been associated to charge fractionalization in electronic

systems without spin degree of freedom [48, 50]. This approach toward charge frac-

tionalization for localized bound states has even been extended to 2D graphene-like

lattices recently [51, 52, 53]. However, to out knowledge, no experimental signature

of this type of fractionalization has been reported yet.

The SSH chain model has also been studied for bosons. In photonics, such local-

ized states have been evidenced in the microwave domain in a lattice of resonators

[54]. In optics, lasing occurring in the edge states using an active medium �rst

discussed theoretically in ref. [55] in the polariton framework has been observed

recently in di�erent platforms [56, 57, 58]. Moreover, the careful study of mean �eld

Gross-Pitaevskii equation in an SSH chain [59] has allowed to shed a new light on

the chiral behaviour of non-linear gap solitons observed in experiments previously

[60].

1.3.2 Haldane model

As explained previously, the occurrence of the Chern numbers in Physics is closely

related to the discovery of the quantum Hall e�ect. Actually, the explanation of the

quantized plateaux has really been a challenge at that time and many theoretical

e�orts have been done to understand this e�ect [61]. Most of the studies were

carried to understand deeper the electron behaviour under strong magnetic �elds.

Physicists considered the in�uence of disorder on free electron Landau levels or

Harper-Hofstadter like Hamiltonians where the application of a strong magnetic

�eld leads to a fractionalization of the zero-�eld Bloch bands, each subband being

characterized by Chern numbers [62, 63]. (Even if this kind of "quantum Hall like"

models, due to the interplay between lattice potential and external magnetic �eld,

exhibits really nice Physics with the appearance of self-similar energy spectrum, we

will not introduce them here because this type of magnetic response will not be

considered in the present thesis.)

In his seminal paper, Haldane presented a "toy" model where quantized con-

ductance occurs without the need of a strong magnetic �eld. This was really a

pioneer work toward the extension of topological number classi�cation to any band

theory and he won the Nobel prize in 2016 partly for this discovery. His model is

based on a honeycomb lattice with complex second-neighbour tunnelling coe�cients

which could result from a transversal periodic inhomogeneous magnetic �eld with

zero �ux per hexagonal unit cell (which means no Hofstadter butter�y). The T-B

Hamiltonian reads:

Ĥ = −t1
∑
i,α

a†Ri
bRi+dα − t2

∑
i,β

(
a†Ri

aRi+aβe
iνβφ + b†Ri+d1

bRi+d1+aβe
−iνβφ

)
+ h.c.

(1.75)

where 1 ≤ α ≤ 3 and 1 ≤ β ≤ 3 are the �rst and next-nearest-neighbour (NNN)

indices. dα and aβ are �rst and NNN vectors as de�ned in �gure 1.2 (a). νβ = (−1)β

gives the sign of the acquired phase depending on the tunnelling direction as shown

in �gure 1.5.(a). If we add the staggering potential
∑

i ∆(a†iai − b†ibi) [64], the
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Figure 1.5: (a) Scheme of the phase pattern inside a unit cell (arrows correspond to

direction with eiφ associated phase). (b) Chern insulator projected band structure

scheme with the chiral edge mode crossing the bulk gap. (c) Topological phase

diagram of the Haldane model. (d)-(f) Bulk T-B band structures corresponding to

red (green) dot in the phase diagram (c) (t2 = t1/12, φ = π/2).
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Hamiltonian in momentum space obtained after Fourier transformation reads:

Hk =

(
∆− 2t2fA,k −tfk
−tf∗k −∆− 2t2fB,k

)
(1.76)

with the coe�cients:

fk = e−ik.d1 + e−ik.d2 + e−ik.d3 (1.77)

fA/B,k = cos (k.a1 ± φ) + cos (k.a2 ∓ φ) + cos (k.a3 ± φ) (1.78)

One can decompose the matrix as Hk = h0 + h.σ̂ using Pauli matrices with the

following matrix components:

h0 = −2t2 cosφ (cos(k.a1) + cos(k.a2) + cos(k.a3)) (1.79)

hx = −t1 (cos(k.d1) + cos(k.d2) + cos(k.d3)) (1.80)

hy = −t1 (sin(k.d1) + sin(k.d2) + sin(k.d3)) (1.81)

hz = ∆− 2t2 sinφ (sin(k.a1)− sin(k.a2) + sin(k.a3)) (1.82)

and the eigenenergies can then be written in the simple form: E±(k) = h0 ±
√
|h|.

Both the staggering potential ∆ and a non-zero NNN tunnelling t2 lead to a gap

opening at K and K ′ points. The staggering potential breaks the spatial inversion

symmetry (think about the inversion center on a A−B link for example) keeping the

T-R symmetry, t2 6= 0 breaks time-reversal symmetry and keeps inversion symmetry.

As we have seen in section 1.2.2, the Chern number cannot be di�erent from zero in

T-R symmetric systems, therefore ∆ 6= 0 alone opens a trivial gap. On the contrary,

the action of a non-zero NNN hopping alone opens a topological gap. Hence, there

should be a topological phase transition depending on the interplay between these

parameters. It turns out that the gap is topological with an associated Chern number

C = ±1 if |∆/t2| < 3
√

3 sinφ and becomes trivial when |∆/t2| > 3
√

3 sinφ. At the

boundary, between the two topological phases the bandgap has to close somewhere

in reciprocal space. The phase diagram of this model is presented in Fig. 1.5 (c)

with the corresponding Chern numbers. In Figures 1.5 (d)-(e), we plot the bulk

dispersions for φ = π/2 which correspond to the colored dot in (c).

To have more insight on the model, and understand the crucial ingredients lead-

ing to a topological gap, let us consider φ = π/2 and linearize (1.76) around K and

K ′ points:

Hτz = (∆ + τz3
√

3t2)σz + v(τzqyσx − qxσy) (1.83)

where τz is the valley index (τz = ±1 for K/K ′ valleys), v = 3
2at1 and q = (k∓K).

The Z-component of the Berry curvature can then be computed analytically:

Bτz(q) =
v2τz(∆ + τz3

√
3t2)

2
(
v2(q2

x + q2
y) + |∆ + τz3

√
3t2|2

)3/2 (1.84)
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For the two extreme cases with only staggering potential or NNN tunnelling, one

can therefore directly deduces the following properties:

BK(q) =

{
−BK′(q), if t2 = 0,∆ 6= 0

BK′(q), if t2 6= 0,∆ = 0
(1.85)

Hence, the staggering potential ∆ opens a gap with opposite Berry curvature at K

and K ′ points where the windings of the in-plane �eld are opposite (See (1.84) and

also Fig. 1.3. (b)). The Chern number after integration over the full BZ is therefore

zero and the gap is trivial. In the opposite limit, the sign of the Z-component of

the e�ective �eld (τz3
√

3t2) changes between the two valleys, and leads to same-sign

Berry curvatures and therefore a non-zero topological invariant. This last term is

sometimes called Haldane mass in the literature [65]. The resulting Chern number

is given by:

C =
1

2

(
sgn(3

√
3t2 + ∆) + sgn(3

√
3t2 −∆)

)
(1.86)

which can be equal to ±1 or 0. Hence, bulk-boundary correspondence tells us that

there exists one chiral edge mode in the former con�guration as schematized in �gure

1.5. (b).

The Haldane model is the �rst example of a class of topological insulators with

non-zero Chern numbers which are called Chern insulators nowadays. We will use

this denomination and also quantum anomalous Hall phase (QAH) to design this

type of topological phase in the following. Despite its fundamental interest from the

theoretical point of view, which has led many other works from the birth of Chern

insulators to the Kane-Mele model discussed in the next section, this design is quite

unrealistic from the experimental point of view for real graphene as recognized by the

author himself in the original paper. However, these last years, there have been big

e�orts to engineer arti�cial systems with topological bands and in this context, the

Haldane model has been realized recently using ultracold atoms in optical lattices

in [66]. Even if the Haldane model has not been realized in solid-state systems,

other proposals exist toward the realization of the quantum anomalous Hall e�ect

[67, 68, 69]. Experimental signatures of electronic QAH phases have been reported

recently in magnetic topological insulators under external magnetic �elds by several

groups [70, 71, 72].

1.3.3 Quantum spin Hall e�ect

In 2005, Kane and Mele introduced a new kind of 2D insulator [44, 73], nowadays

called Z2 topological insulator. Their work is based on the Haldane model where

they include the spin degree of freedom. Importantly, they consider that each spin

component ± is subjected to opposite phase through NNN tunnelling. Therefore,

this model recovers time-reversal symmetry since it consists of two opposite copies
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of the Haldane model. The tight-binding Hamiltonian in real space reads:

Ĥ = −t1
∑
i,α,σ

aσ†Ri
bσRi+dα−t2

∑
i,β,σ

(
aσ†Ri

aσRi+aβ
eiνβσφ + bσ†Ri+d1

bσRi+d1+aβ
e−iνβσφ

)
+h.c.

(1.87)

where we use the same notation convention as for the Haldane model and σ = ±
encodes the spin (up/down) index. The matrix Hamiltonian in momentum space is

expressed as a four-by-four matrix in the basis (ψ+
A , ψ

+
B , ψ

−
A , ψ

−
B)

Hk =

(
H+ 0

0 H−

)
(1.88)

The spectrum consists of four energy bands degenerated by pairs corresponding

to the eigenvalues of the two-by-two diagonal blocks H+ and H−. These blocks

correspond to the Haldane matrix Hamiltonian (1.76) with φ for H+ and −φ for

H−. Since these blocks are not coupled, one can also compute the Chern numbers

for each spin sub-space separately. If we add the staggering potential ∆, the phase

diagram in (∆, φ) space for one spin component is therefore exactly the same as the

one of the Haldane model (Fig. 1.5) and the opposite for the opposite spin. Hence,

if we consider the full system, the sum of the Chern numbers below the bandgap

vanishes: C = C+ + C− = 0 as it should be for any T-R symmetric Hamiltonian.

Does this mean that the gap is trivial and that there are no propagating edges states

at the boundaries of such system? Of course, as in the Haldane model there are

edge states but now there are two of them: one for each spin component and each

of these have opposite group velocities. These edge states are called helical edge

states.

However, the gap Chern number is zero and this invariant cannot be used to see

the di�erence with a conventional insulating phase. Actually, in a second paper [73],

Kane and Mele introduced a new type of invariant for spin 1/2 fermionic particles in

2D T-R symmetric systems called the Z2 index. When there is no coupling between

the spin species as in (1.88), this index is related to the di�erence between the

independent Chern numbers C± [4]:

ν =
(C+ − C−)

2
mod2 (1.89)

where ν = 0 corresponds to a conventional insulator and ν = 1 to a quantum spin

Hall insulator or Z2 topological insulator. In the original paper, they considered the

case of φ = π/2, a scheme of the corresponding projected dispersion is shown in

�gure 1.6 where colored lines correspond to spin-up spin-down edge states respec-

tively.

In this spinful model the spin dependent NNN-hopping is known as the intrinsic

spin orbit coupling and should be present in graphene. In this second paper [73],

they considered the robustness of this e�ect against TR-preserving perturbation

such as the Rashba SOC by adding the corresponding nearest-neighbour tunnelling
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Figure 1.6: Quantum spin Hall e�ect. (a) Interface between a quantum spin Hall

insulator and a conventional insulator. (b) Scheme of the projected band structure

of the Kane-Mele model, with opposite group velocities for up-down spins.

term in the Hamiltonian:

HR = iλR
∑

i,α

(
a+†
Ri
, a−†Ri

)(
σ × dα

|d|

)(b+Ri+dα

b−Ri+dα

)
−
(
b+†Ri+dα

, b−†Ri+dα

)(
σ × dα

|d|

)(a+
Ri

a−Ri

)
(1.90)

Taking into account this term implies the presence of o�-diagonal blocks in (1.88)

which means that the Sz spin component is not conserved anymore. They found

that the helical edge states are still present if the Rashba SOC and staggering per-

turbation are su�ciently small. This is because the Rashba SOC respects fermionic

T-R symmetry. Indeed, the Z2 index can be generalized to the case where Sz is

not conserved and is deeply linked with the existence of the Kramers pairs in T-R

symmetric system with half-integer spins [4]. It is important to keep in mind that

such pairs are well de�ned only in fermionic systems. To our knowledge this model

is one of the �rst proposals of symmetry-protected topological phases and has really

inspired many other works in this direction toward a recent symmetry classi�cation

of topological phases for fermionic systems [74, 75, 76].

Despite the fundamental interest of this work which clearly participated to

launch a research �eld, the QSH phase in graphene has never been observed. It

seems that the intrinsic SOC and the linked topological gap are really to small to

be observed in graphene [77, 78, 79].

However, another important proposal for quantum spin Hall e�ect has been

done at that time [80, 5] based on an e�ective k.p Hamiltonian in HgTe quantum

wells which can be written in the form of (1.88). Qualitatively, they found that

this system can be in the QSH phase or in the trivial phase depending on the
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width of the quantum wells. Soon after the proposal, the experimental evidence of

gapless interface conducting states has been claimed in such system [81, 82]. To our

knowledge, spin-resolved measurements have not been performed yet.

Note. The Kramers theorem, valid for spin 1
2 particles, implies that in a time-

reversal symmetric system the two orthogonal spin states are degenerate in energy.

In fact, this theorem does not directly relate on the statistics (fermionic or bosonic)

of the corresponding particles but on their behaviour under time-reversal operation

(T 2 = −1). Hence, it should be applicable for arbitrary pseudospin 1
2 particles

with the same behaviour. However, the existence of such (quasi)-particles with an

internal pseudospin degree of freedom following this law is not clear. For example,

it is not the case of the polarization pseudospin of photons.

1.4 Extension to analog systems

As we have said in a previous remark, Bloch's theorem is not restricted to electronic

systems but can be used to describe any waves moving in a periodic structure. Since

the introduction of band geometry is related to the existence of several bands in the

energy spectrum and their associated eigenstates and not to the statistics of the

underlying particles, it seems quite natural to expect that similar objects can be

de�ned in any wave system. It seems simple, but actually it has not been so easy.

The �rst proposal of such analogy is due to Haldane and Raghu in 2005 [83](almost

30 years after the proposal of the former for quantum anomalous Hall e�ect!) and

it took them three years for make their paper accepted.

This pioneer work has been a starting point of renewal in topological physics to-

ward many proposals and experimental realizations of systems where band topology

plays a role. From the experimental point of view, this extension to many di�er-

ent research �elds implies a strong increase of the possible observables given by the

peculiarity of each system. This allows an experimental access to some features

inaccessible in condensed matter physics and is of strong interest to increase the

general comprehension of topological band phenomena.

The goal of this section is to give to the reader an idea of the recent development

in this direction in di�erent �elds and is not at all an exhaustive review of this rapidly

growing �eld. For this we encourage the interested reader to look at the di�erent

reviews cited below.

1.4.1 Photonics

The �eld of topological photonics has grown exponentially these last years dealing

with many proposals and realizations in various systems of various dimensions. For

the sake of concreteness, in this section, we mainly introduce the original Haldane-

Raghu proposal of quantum anomalous Hall e�ect analog for light in two dimensional

photonic crystals and present the �rst experimental observation of the correspond-

ing chiral edges states. Indeed, these original works belong to the same family of
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Figure 1.7: (a) Scheme of a two-dimensional triangular photonic crystal with the

corresponding TE and TM modes representation. (b) Photonic band structure of

a triangular photonic crystal for TE and TM modes respectively (from ref. [83]).

There is a linear TE band crossing occurring in a TM bandgap.

photonic Chern insulators as the proposal in polariton system which will be dis-

cussed in chapter 3. For some recent overviews of the �eld of topological photonics

we encourage the reader to consult the following review papers [7, 8] and references

therein.

Gyrotropic photonic crystals. In 2005, Haldane-Raghu proposed to use the

Faraday e�ect to open a topological bandgap in a two-dimensional gyrotropic pho-

tonic crystal thanks to an external magnetic �eld [83, 84]. Soon after, this e�ect

has been studied and realized in square lattice with gyromagnetic materials under

external magnetic �eld [85, 86]. The tool to describe theoretically light propagation

in photonic crystals are Maxwell equations. In a source and loss free media they

read:

∇×E = − ¯̄µ(r)
∂H

∂t
, ∇.(¯̄ε(r)E) = 0 (1.91)

∇×H = ¯̄ε(r)
∂E

∂t
, ∇.(¯̄µ(r)H) = 0 (1.92)

where ¯̄µ(r) and ¯̄ε(r) are the local permeability and permittivity hermitian tensors

of the medium. For an oscillating electromagnetic �eld E(r, t) = E(r)eiωt with

frequency ω these equations leads to the following eigenvalue problem:

∇×
[
¯̄µ(r)−1∇×E

]
= ω2 ¯̄ε(r)E (1.93)

(An analogous equation can be achieved for the magnetic �eld H). In typical pho-

tonic crystals [26] the permittivity and permeability tensors are taken real diagonal

and the periodicity is given by the permittivity tensor ε(r + R) = ε(r), the perme-

ability being taken equal to the vacuum constant µ0. These assumptions are not
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valid anymore if we consider gyrotropic materials which break time reversal symme-

try. In this case ¯̄ε and(or) ¯̄µ are anisotropic and hermitian. For example, in their

original proposal Haldane and Raghu [83] proposed to use a gyroelectric material

with permittivity tensor of the form:

¯̄ε =

 εx iη 0

−iη εy 0

0 0 εz

 (1.94)

Similarly, for the �rst experimental observation of topological edge states for light,

Wang et al. [85, 86] used a gyromagnetic material which is modelized in Maxwell

equations by the following permeability tensor:

¯̄µ =

 µx iκ 0

−iκ µy 0

0 0 µz

 (1.95)

(In both cases we consider the magnetization direction to be along z axis.) In

general, both ¯̄ε and ¯̄µ components will be periodic functions with the periodicity of

the photonic crystal. The Bloch theorem applies as for the Schrödinger equation

and the Bloch function is given by the electric �eld vector which can be written in

the form:

Enk(r) = eik.run,k(r) (1.96)

Note that the periodic part un is now a three dimensional vector. As a conse-

quence, we have k dependent bands and associated eigenstates, which is one ingre-

dient needed to de�ne the geometric quantities in quasi-momentum space. However,

another important property is present in the Berry phase de�nition which is the

Hermitian nature of the time independent Schrödinger eigenvalue problem. Strictly

speaking, this property is not valid for the Maxwell equations (1.93) due to the

presence of the ¯̄ε tensor on the right part. It actually corresponds to a generalized

Hermitian eigenvalue problem. In this context the Berry connection can be de�ned

as [85]:

An(k) =

∫
dru†n,k(r).¯̄ε∇kun,k(r)∫
dru†n,k(r).¯̄εun,k(r)

(1.97)

The associated Berry curvature and 2D Chern numbers are then achieved from the

standard formula Bn = ∇k ×An.

In two dimensional photonic crystals with periodicity in x-y plane, the z in-

dependence implies that equation (1.93) can be decomposed into two decoupled

equations for the so called Transverse-Electric (TE) and Transverse-Magnetic (TM)

polarized modes corresponding to in-plane ETE = (Ex, Ey, 0)T or out of plane

ETM = (0, 0, Ez)
T electric �elds respectively (see the scheme in Fig. 1.7 (a)). This

peculiarity is actually the key element in the original Haldane-Raghu paper which

proposed to lift a TE band degeneracy inside a TM bandgap. The corresponding

bulk photonic band structure before the degeneracy lifting is shown in �gure 1.7 (b).
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Figure 1.8: First experimental observation of photonic topologically pro-

tected edge states in microwaves domain. a) Picture of the structure consti-

tuted of a square lattice of ferrite rods embedded between two copper plates with

metallic boundaries. b) Projected computed TM energy bands showing the bulk

dispersion in blue and the chiral edge state in red. c) Real space image of the chiral

edge state Ez electric �eld calculated with COMSOL software. The star represents

the antenna and the arrow the direction of propagation. The top panel shows the

electric �eld pro�le without scatterer whereas the lower one represents the situation

when a metallic obstacle is present on the edge. d) Measured transmission spectra

upon inclusion of the scatterer and the antenna as shown in (a) showing the high

contrast between forward and backward signals for frequencies lying in the second

gap of (b). (Pictures taken from [7, 86])
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This degeneracy lifting is achieved thanks to the antisymmetric o�-diagonal terms

in the permittivity tensor (1.94).

The same approach has been realized experimentally for TM bands in the ref.

[86] whose results are shown in �gure 1.8. The system used in this work is a square

array of vanadium-doped calcium-iron-garnet (ferrite) rods embedded between two

copper plates with metallic boundaries (see scheme in Fig. 1.8. (a)). They managed

to achieve a photonic band-gap for TM modes in the crystal slab by applying a

transverse magnetic �eld which leads to a permeability of the form (1.95) in the

microwave domain. The computed projected TM band structure is shown in �gure

1.8(b) showing several bulk bands together with their associated Chern numbers.

The sum of the Chern numbers below the second bandgap is equal to 1 (
∑2

n=1Cn =

1), which implies the presence of one chiral edge mode crossing this gap shown

in red. The panel c) represents the corresponding Ez �eld pro�le in real space

during its propagation without and with an additional metallic defect on its path.

The experimentally measured transmission is plotted on panel d) showing the very

high contrast between forward and backward transmission in the frequency range

corresponding to the second bandgap. However, it is interesting to note that the TE-

modes are not shown contrary to the Haldane-Raghu work where both polarization

bulk dispersions are shown (Fig. 1.7 (b)). Indeed, whereas the metallic defect used

in their experiment does not couple TE and TM modes, a non-metallic one will be

able to scatter light in the bulk region if no full bandgap is present.

From the experimental point of view gyrotropic e�ects are strongly dependent

on the frequency and a permeability of the above form is typically restricted

to the microwave domain. Recently, similar one way photonic edge modes have

been observed using electron cyclotron resonance e�ect in semiconductor (pro-

viding a permittivity of the form (1.94)) at the terahertz frequency range [87].

Despite the very small photonic bandgap achieved, this platform has allowed the

�rst observation of a 2D topological laser [88] and is of huge interest for applications.

On the theoretical side, the analogy with quantum mechanics can be pushed

further by writing Maxwell's equations in the Schrödinger form.

i
∂

∂t
Ψ = MΨ (1.98)

with Ψ = (E,H)T and the matrix M de�ned by:

M =

(
¯̄ε−1 0

0 ¯̄µ−1

)(
0 i∇×

−i∇× 0

)
(1.99)

Recently, such matrix formulation has been used to make a rigorous symmetry clas-

si�cation of photonic crystals [89, 90] by analogy with the classi�cation developed

for fermionic systems based on the Cartan-Altland-Zirnbauer symmetry classi�ca-

tion [76]. Interestingly, this approach allows to con�rm the absence of Z2 topological

class starting from Maxwell equations. Moreover, in this approach, the Berry con-

nection should be de�ned as:
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An(k) =

∫
dru†n,k(r).M−1∇kun,k(r)∫
dru†n,k(r).M−1un,k(r)

(1.100)

with the 6 component vectors un,k written in the form un,k = (uE
n,k,u

H
n,k)

T . This

formulation was actually already used in the Haldane-Raghu paper. This implies

that we have several de�nitions for the Berry curvature. The form (1.97) allows to

de�ne "electric" and "magnetic" Chern numbers whereas the second form (1.100)

de�nes one general Chern number. Whereas the di�erent de�nitions are used by

physicists depending on the system of interest, it is interesting to note that the link

between the three is still not well understood from the mathematical point of view

[90]. Actually, this peculiarity is a reminiscence of Maxwell equations, in the rest of

the thesis, the results presented will always be linked with the Schrödinger equation

where this problem is absent.

Other approaches toward 2D photonic edge states. After the observation

in the microwave domain, di�erent directions have been followed in order to extend

such one way states to the optical domain. One important realization is based on

a 2D array of coupled 1D waveguides. This type of system is well described in the

paraxial limit by a Schrödinger equation where the time derivative is replaced by

the derivation along the direction of the 1D waveguides. A periodic modulation in

the z direction can be used to emulate a Floquet type of topological insulator. One

way chiral edge states in such structure have been reported in ref. [91]. Nowadays,

this approach has been extended to higher dimensions and is an active subject of

research [8].

A second approach to the problem was to �nd a way to generate arti�cial mag-

netic �eld for photons. A model of this kind which can be mapped to a Harper-like

T-B Hamiltonian has been proposed [92] and realized [93]. Qualitatively, this system

does not break time-reversal symmetry and the synthetic magnetic �eld is acting

oppositely for two pseudospins components. This leads to counter-propagating edge

states for the two pseudospin components. As a consequence, this system is an

analog of quantum spin Hall e�ect for photons. However, time-reversal symmetry

protection which is crucial in the electronic quantum spin Hall e�ect is not valid in

this photonic system where the pseudospin degree of freedom rely on the lattice (site)

structure. Hence, these photonic helical edge states can always be backscattered by

any disorder (not only magnetic disorder) present on the edges. Experimental sig-

nature of lasing in this type of helical edge modes using a gain medium has been

reported recently [94, 95].

1.4.2 Cold-atoms systems

The study of band topology has also emerged in cold atom Physics. Indeed, nowa-

days, bosonic or fermionic atomic gases are routinely loaded in optical lattice po-

tentials [96]. In the past years, the high-tunability of such systems concerning both



1.4. Extension to analog systems 33

the interaction between particles and the depth of the periodic potentials has made

of this area of physics a very interesting platform to probe many-body phenomena

[97, 98].

The possibility to use such systems in the non-interacting regime to study topo-

logical properties associated with the periodic band structures has been exploited

more recently. Indeed, the high control of arti�cial optical lattices has allowed to em-

ulate several type of non-interacting Hamiltonians with non trivial topologies such

as the Harper-Hofstadter Hamiltonian in a square lattice [99] or the 1988 Haldane

model [66]. The experimental observation of the edge states being quite challeng-

ing in real optical lattices, di�erent approaches have been developed to probe the

Bloch states topology from bulk properties. One of them uses the possibility to

create and manipulate atomic wavepackets adiabatically in a given band. Hence,

experimental measurement of the Zak phase (1.70) in one dimensional SSH system

has been reported in [100]. In 2D, the anomalous drift of an accelerated wavepacket

in a given band induced by the local Berry curvature has been used to extract the

corresponding Chern numbers [101, 66]. A di�erent approach based on the ability

to switch o� the optical lattice potentials has been proposed [102] and realized [103]

to map out the local Berry curvature in 2D two-band systems thanks to time of

�ight measurements.

Despite the fact that the above measurements appear quite indirect compared to

what is done in photonics where edge states are directly probed, the cold atom plat-

form is still very promising for future studies. Indeed, the high tunability achievable

can be used to emulate higher dimensional lattices using internal degrees of free-

dom as additional synthetic dimensions. Another fascinating direction is to combine

topological band e�ects with interactions where particle statistics will become im-

portant. A recent review of this growing �eld has been submitted online for the

interested reader [9].

1.4.3 Other wave systems

Band topology concepts have also been introduced for other waves such as me-

chanical or sonic waves in various systems. For example, Chern insulator models

have been predicted theoretically for phonons in 2D lattice of proteins [104] in Bio-

physics, at the nanoscale in optomechanical crystals [105] and for acoustic waves

in a phononic crystal where time reversal symmetry is broken by the addition of

a moving �uid [106]. Also, topological bound modes have been studied in coupled

oscillators lattices [107, 108] where Newton coupled equations can be recast in the

Schrödinger form similar to tight-binding models in condensed matter systems [109].

Even more astonishing and beautiful for us is the recent use of this tool at

larger scales to explain the chiral behaviour of equatorial geophysical waves [111].

This type of geophysical waves are well described by shallow water equations used

to describe quasi-two dimensional �uid mechanics (the height of the �uid is small
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Figure 1.9: Chiral equatorial waves. (a) Calculated dispersions based on shallow

water equations on equatorial tangent plane ("β-plane approximation") with a lin-

early varying Coriolis parameter f = βy showing the two gapless Yanai and Kelvin

waves (propagation in the x direction), (b) Observational evidence of the gapless

Kelvin mode (Original data and a similar spectra showing the evidence of Yanai

mode can be found in the paper [110]). (Pictures reprinted from ref. [111])
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compared to the size of the bath) written as [112]:

∂

∂t
h+∇.(hv) = 0 (1.101)

∂

∂t
v + (v.∇)v = −g∇h− fn× v (1.102)

where h is height of the �uid, v is the velocity, n is the normal to the sphere, f =

2Ω.n is the Coriolis parameter being positive (negative) in north (south) hemisphere

(Ω is the earth angular rotation vector). After linearization near the stationary

solution h = H and v = 0, these equations can be recast in the Schrödinger form

with eigenmodes of the form Ψei(ωt−kxx−kyy) which lead to the eigenvalue equation:

ω

ψ1

ψ2

ψ3

 =

 0 kx ky
kx 0 −if̃
ky if̃ 0

ψ1

ψ2

ψ3

 (1.103)

The diagonalization gives three energy bands which are gapped when f 6= 0. The

Berry curvature associated to the bands is found to be opposite between the two

hemispheres (f > 0 or f < 0). Since we are dealing with continuous dispersion

without Brillouin zone, some care is needed to de�ne a real topological invariant

[111], but qualitatively, the opposite BC in the two hemispheres implies the presence

of two chiral gapless modes at the equator where f = 0. These waves were originally

predicted theoretically in the 60's using shallow water equations with some speci�c

boundary conditions [113] leading to a spectra of the form shown in Fig. 1.9(a) and

are known as Yanai and Kelvin waves. An example of their observational evidence

is shown in �gure 1.9(b) [110].

1.5 Conclusion

In this chapter we have introduced the Berry curvature and a metric associated

with normalized eigenstates of parameter dependent hermitian eigenvalue equations.

Then, we have shown that these objects can be used in momentum space. The peri-

odicity of crystals imposes the presence of several bands with associated geometrical

quantities. Importantly, in two dimensions considering the Brillouin zone as a closed

surface allows to introduce the Chern number: a topological invariant at the heart

of topological insulators physics. We then gave some historical tight-binding model

where band topology arises before the last section where we attempted to show dif-

ferent directions toward extensions of these concepts in other areas both in quantum

and classical Physics.

While in our examples the concepts of Berry curvature and Chern number have

been widely used, the metric consequences have not been discussed. This is due

to the fact that this metric is far less known and used in modern Physics. This is

understandable because the robustness of topological e�ects against external pertur-

bations makes them a very attractive subject due to their universality. Nevertheless,

the metric and possible associated e�ects have been studied recently. In condensed
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matter, it appears to play a role in di�erent contexts, ranging from contribution

to the orbital susceptibility [114, 115] and corrections to the anomalous Hall e�ect

[116, 117], to the exciton Lamb shift in TMDs [118] and super�uidity in �at bands

[119, 120]. In chapter 5, we present our results related to this object.

Another subject that we did not discuss at all is the e�ect of interactions. In

electronic systems, this �eld dates back to the discovery of the fractional quantum

Hall e�ect (FQHE) [121] soon after the integer one. FQHE is still under ongoing

research nowadays as one of the most striking examples of strongly correlated states

of matter giving rise to interesting Physics such as the occurrence of excitations with

fractional statistics and fractional charges [122, 123, 124]. In a similar way, strongly

correlated bosonic systems are studied theoretically.

The new avenue which is opened with the analog systems can bring some insight

in this direction too. Chapter 4 is dedicated to the presentation of new e�ects linked

with the mean-�eld interactions of Bose-Einstein condensates loaded in periodic

potentials.
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In the �rst section 2.1, we introduce a type of macroscopic bosonic quantum

�uid namely the Bose-Einstein condensates. We introduce the Bose-Einstein distri-

bution allowing bosonic particles to be in the same quantum state which can then

be described by the same single particle wavefunction or order parameter. Then, we

present the Gross-Pitaevskii equation which describes the evolution of this macro-

scopic wavefunction in presence of mean �eld interactions. Two types of excitations

are discussed: the Bogoliubov excitations corresponding to density waves of small

amplitude on the top of a condensate and vortices which are topological excitations

of the full non-linear equation. The section 2.2 is devoted to a quick introduc-

tion to cavity polaritons quasi-particles and their possible description in terms of

Gross-Pitaevskii equations when high densities are involved.

2.1 Bose-Einstein condensates

2.1.1 Bose-Einstein statistics

Statistical Physics is a useful tool to describe macroscopic thermodynamic properties

of gases in term of microscopic principles. When approaching low temperatures, the

quantum nature of the underlying particles becomes relevant. The story of Bose-

Einstein condensation started with the work of Einstein [125] on the statistics of a

gas of identical bosons based on the previous rederivation of Planck's law by Bose

[126]. From these pioneer works we know that an ideal non-interacting boson gas

con�ned in a Rd volume obeys the so-called Bose-Einstein distribution:

fB(k, T, µ) =
1

eβ(ε(k)−µ) − 1
(2.1)

where β = (kbT )−1 with kb the Boltzmann constant and T the temperature. µ is

the chemical potential. k is the d dimensional wavevector. It gives the expected

particle occupation number in a single particle state of energy ε(k). A fundamental

state of energy ε(0) = 0 implies a negative chemical potential. The total number of

particles is then given by:

N(T, µ) =
∑
k

fB(k, T, µ) (2.2)

where we can separate the ground state contribution from the other states:

N(T, µ) =
1

eβ(−µ) − 1
+
∑
k 6=0

fB(k, T, µ) (2.3)

In the thermodynamic limit, one can replace the sum by an integral in reciprocal

space and obtain the density:

n(T, µ) = lim
R→∞,N→∞

N(T, µ)

Rd
= n0 +

1

(2π)d

∫ ∞
0

fB(k, T, µ)dk (2.4)
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Figure 2.1: Experimental observation of Bose-Einstein condensation in an

atomic vapor. Velocity distributions (a) just before the transition, (b) after the

transition: the elliptic blue area corresponds to the condensate fraction, (c) after

evaporation allowing to achieve a nearly pure condensate. The color represent the

number of atom at each velocity, with white being the most and red the fewest.

(From ref. [127])

where:

n0 = lim
R→∞

1

Rd
1

e−β(µ) − 1
(2.5)

The ground state density n0 vanishes for non-zero µ. On the contrary, the integral

over reciprocal space increases when µ increases. It means that the increase of

the particle number N in the system is associated to the increase of the chemical

potential µ. However, µ is bound from above to zero for the positive de�niteness of

N . The maximum density achievable by the integral part is then given by:

nc(T ) = lim
µ→0

1

(2π)d

∫ ∞
0

fB(k, T, µ)dk (2.6)

This function can be computed analytically in the case of massive particles with

parabolic dispersion. It converges for d > 2 and diverges when d ≤ 2. Therefore,

when d > 2, nc is a critical density above which it seems that no more particles

can be added. In fact, above this density, the additional particles collapse into the

ground state, whose density can be de�ned by:

n0(T ) = n(T )− nc(T ) (2.7)

This is a phase transition above which a macroscopic number of bosons can accu-

mulate ("condense") in the same quantum state. It is interesting to note that no

interactions are needed to achieve the Bose-Einstein condensation in this original

formulation. Two ways can be used to cross this transition: increase the density

at a �xed (low) temperature, or decrease the density at a �xed (high) density or a
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combination of the two. For massive bosons in 3D, the critical values are:

nc(T ) = ζ(3/2)

(
mkbT

2π~2

)3/2

, or Tc(n) =

(
n

ζ(3/2)

)2/3 2π~2

mkb
(2.8)

Qualitatively, the lighter are the particles, the easier it is for them to condense.

When d ≤ 2 the divergence implies the absence of such phase transition for a non-

interacting boson gas. However, in realistic �nite 1D and 2D systems the resulting

integral (2.6) converges and quasi-condensation can be achieved.

In the 30's, soon after the discovery of super�uid helium, the analogy with

Bose-Einstein condensation has been proposed [128] but in this liquid phase the

interactions are not negligible and the ideal gas approximation is too crude. In fact,

the �rst clear experimental evidences of BEC were reported in 1995 in systems of

dilute atomic gas cooled at ultracold temperatures (T ≈ 10−7K) by three di�erent

groups [127, 129, 130]. Figure 2.1 shows the results from the paper of Anderson et

al. displaying the velocity distributions of the atomic cloud before the condensate

appearance (a), just after its appearance (b) and after some further evaporation

leading to a nearly pure condensate (blue and white region). These discoveries

allowed by the preceding important development of cooling and trapping techniques

of atomic gases, participated to the growth of the �eld of cold atom Physics [131].

A few years after these observations in cold atom systems, BEC observation

has been claimed in di�erent systems with bosonic quasi-particles such as excitons,

magnons [133] and exciton-polaritons [132, 134]. Despite the fact that the particle

number is not strictly conserved in this system (photon leakage out of the cavity),

a thermalization of the polariton gas can be achieved if the relaxation time to the

ground state is smaller than the polariton lifetime in the cavity. In such regime, one

can consider the particle number approximately conserved and the occupancy of the

ground state obeys the Bose-Einstein statistics with an e�ective temperature of the

gas. The cavity polariton platform allows to study this thermal regime and also

the kinetic regime where the ground state is macroscopically occupied but does not

obey the Bose-Einstein distribution [135]. The interplay between these two regimes

is controlled experimentally by the detuning between the cavity and excitonic modes

(See 2.2.1.1).

Figure 2.2 shows the results from the �rst cavity polariton condensation obser-

vation performed in a CdTe/CdMgTe microcavity at T = 5K. Panel (a) represents

the angular distribution of the spectrally integrated emission measured at di�erent

excitation powers. Below threshold (left) the emission exhibits a smooth distribu-

tion centred at zero degrees corresponding to the in plane wavevector k = 0. When

the excitation intensity is increased (which qualitatively increases polariton density),

the emission from k = 0 becomes predominant at threshold (center) and forms a

sharp peak above (right). Panel (b) shows the corresponding energy and angle re-

solved emission intensities. Above threshold the emission mainly comes from the

lowest energy state corresponding to a macroscopically occupied state.
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Figure 2.2: Condensation of cavity polaritons.. (a) Far �eld images of real-

space intensity emission below threshold at threshold and above threshold. (b)

Corresponding angular and energy resolved emission showing the high population

of the ground state above threshold. (From ref. [132])
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2.1.2 Gross-Pitaevskii equation

The problem of a homogeneous weakly interacting boson gas has been initially

studied by Bogoliubov as a way to explain super�uidity of liquid Helium [136].

The non-homogeneous case is described by the Gross-Pitaevskii equation that we

introduce below following ref. [137]. This equation can be derived starting from the

Hamiltonian for many binary interacting bosons:

Ĥ =

∫ [
~2

2m
|∇Ψ̂(r)|2 + Ψ̂(r)†VextΨ̂(r)

]
dr+

1

2

∫
Ψ̂(r)†Ψ̂(r′)†V (r−r′)Ψ̂(r)Ψ̂(r′)drdr′

(2.9)

where Vext(r, t) is the external potential (for example a trap to con�ne the particles)

and V (r− r′) is the interaction potential between two particles. The �eld operators

obey the standard bosonic commutation rules:

[Ψ̂(r′), Ψ̂(r)†] = δ(r− r′), [Ψ̂(r′), Ψ̂(r)] = 0, [Ψ̂(r′)†, Ψ̂(r)†] = 0 (2.10)

One obtains the exact equation for the �eld operator evolution by using Heisenberg

equation i~ ∂
∂tΨ̂(r, t) = [Ψ̂(r, t), Ĥ] which gives:

i~
∂Ψ̂(r, t)

∂t
=

(
−~2∇2

2m
+ Vext +

1

2

∫
Ψ̂(r′)†V (r− r′)Ψ̂(r′)dr'

)
Ψ̂(r) (2.11)

Then, two approximations are used to achieve the GPE. First, the boson gas is

considered su�ciently dilute such that the interaction potential can be replaced

by contact interaction V (r − r′) = αδ(r − r′). Second, assuming T = 0 and all

the particles in the single particle ground state forming the condensate, one can

replace the �eld operator Ψ̂(r, t) by the classical �eld Ψ(r, t) =
〈

Ψ̂(r, t)
〉
(mean

�eld approximation). One �nally obtains:

i~
∂Ψ(r, t)

∂t
=

(
−~2∇2

2m
+ Vext(r, t) + α|Ψ(r, t)|2

)
Ψ(r, t) (2.12)

We end with a classical non-linear wave equation also known as the non-linear

Schrödinger equation. Its formulation for nonuniform coherent Bose gases is due

to independent works by Gross and Pitaevskii in the 60's [138, 139, 140] and is

nowadays the main theoretical tool for investigating such systems. The mean �eld

approximation means that we neglect the thermal or quantum depletion of the

condensate, and leads to the normalisation N =
∫
|Ψ(r)|2dr. Ψ can be seen as a

macroscopic wavefunction of the condensate also referred to the condensate order

parameter. It encodes its density n and its phase θ: Ψ(r, t) =
√
n(r, t)eiθ(r,t).

The important change compared to the standard Schrödinger equation describ-

ing an ideal gas is the non-linear density dependent term α|Ψ(r, t)|2. In what follows,
we will consider the case α > 0 which corresponds to repulsive interaction between

particles. Stationary solutions are found by writing Ψ(r, t) = ψ(r)e−iµt where µ is

the chemical potential leading to the stationary GPE:
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µψ =

(
−~2∇2

2m
+ Vext + α|ψ|2

)
ψ (2.13)

Remark. In the following and in general along the thesis we will always consider the

two-dimensional GPE. Moreover, each time we will speak about interacting bosonic

quantum �uid the above mean �eld approximation will be assumed.

2.1.3 Elementary excitations

Now, that we have an e�cient equation to describe the condensate, we introduce its

elementary excitations, known as Bogoliubov excitations or bogolons. We are looking

for small oscillations of the order parameter around equilibrium, we can start from

the order parameter of the form:

Ψ(r, t) = (ψ(r) + δψ(r, t))e−iµt/~ (2.14)

where ψ(r) is the condensate wavefunction and δψ is a small quantity of the form:

δψ(r, t) =
∑
i

[ui(r)e
−iωit + v∗i (r)e

iωit] (2.15)

The peculiar form of δψ as a linear combination of complex coe�cients results

from the coupling of eiωit and e−iωit terms by the nonlinearity when inserted in the

GPE. Considering weak density perturbations propagating on top of a homogeneous

condensate, the above perturbed wavefunction can be written as:

Ψ(r, t) = (
√
n+ uei(k.r−ωt) + v∗e−i(k.r−ωt))e−iµt/~ (2.16)

where the stationary part is ψ(r) =
√
n, and u and v∗ are small amplitudes of the

counter-propagating modes with frequency ω. Inserting, this ansatz in the GPE

equation (2.12) keeping only �rst order in u and v∗ yields the following system:

~ωu =
~2k2

2m
u+ αn(u+ v) (2.17)

−~ωv =
~2k2

2m
v + αn(u+ v) (2.18)

The bogolon dispersion is achieved using determinant method:

~ω±(k) = ±

√(
~2k2

2m

)2

+
~2k2

m
αn (2.19)

(Equivalent result can be achieved following the original Bogoliubov development

[136]). In the limit of small wave vectors, the dispersion becomes linear ~ω(k) ≈ ~csk
and one can de�ne the speed of sound cs =

√
αn/m. This linear phonon dispersion is

the hallmark of the super�uid behaviour of interacting BEC. At large k the bogolon

dispersion recovers the particle-like parabolic shape shifted by the interaction energy:

~ω(k) ≈ ~2k2

2m + αn (See Fig. 2.3).
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Figure 2.3: Elementary excitations. Red lines show Bogoliubov dispersions

(2.19) and dashed black line represents the free particle dispersion.

The transition between phonon and particle-like dispersion takes place around
~2k2

ξ

2m = αn = mc2
s which allows to de�ne a characteristic length of the condensate:

ξ =
1

kξ
=

~√
2αnm

(2.20)

This is the so-called healing length of the condensate. Physically, it de�nes the scale

of the density variation when the condensate is submitted to a sharp potential.

For example, in a semi-in�nite system with an in�nite wall, the density of the

condensate in the ground state will be constant everywhere except near the wall

where it has to decrease to zero, the size of this region is given by ξ.

A part of the thesis has been dedicated to the study of such excitations and

their associated topology for a spinor condensate loaded in honeycomb potential.

The corresponding results are presented in Chapter 4.

2.1.4 Vortex excitations

An important characteristic of BECs and super�uids compared to classical �uid that

we have not touched yet is their irrotationality. Indeed, starting from the general

the form of order parameter:

ψ(r) =
√
n(r)eiθ(r) (2.21)

the use of the probability current formula,

j = n(r)v =
~

2mi
(ψ∗∇ψ − ψ∇ψ∗) (2.22)
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leads to a super�uid velocity proportional to the phase gradient:

v =
~
m
∇θ (2.23)

Therefore, the existence of ψ imposes the irrotationality of this bosonic quantum

�uid: ∇ × v = 0 everywhere except at zero density points which can be related

to phase singularities. The single-valueness of ψ imposes a quantized circulation in

unit of h/m: ∮
v.dl =

h

m
p (2.24)

where p ∈ Z. This quantization rule of the circulation in super�uids was originally

introduced by Onsager [141] and Feynman [142] in the context of liquid helium. If

p 6= 0, there is necessary a phase singularity inside the contour corresponding to a

zero density point. These excitations are called quantized vortices. These are topo-

logical excitations [143] whose topological charge is given by p encoding the number

of times the phase winds around the core. This charge cannot change without re-

moving completely the singularity from the system. Due to this topological nature,

vortices are really robust against disorder or density �uctuations in the system.

In the cylindrically symmetric case the stationary vortex solution can be written

in polar coordinates (r, φ) in the form:

ψv(r, φ) = fp(r)e
ipφ (2.25)

and the corresponding velocity is:

v =
~p
mr

(2.26)

One can see that contrary to radial velocity of rotating rigid bodies, this velocity

increases when r decreases and diverges at the core of the vortex when r → 0.

The radial pro�le ψv(r, φ) can be found by solving the stationary GPE numeri-

cally. In absence of external potential Vext = 0, inserting (2.25) into the stationary

GPE (2.13) allows to �nd the asymptotic behaviour [144, 137]:

fp(r) ∝

{
r|p|, when r → 0
√
n∞, when r →∞

(2.27)

where n∞ is the unperturbed density at in�nity. For p = 1, a good approximation

of f1(r) can be written as [145]:

f1(r) =
√
n∞

r/ξ√
(r/ξ)2 + 2

(2.28)

On can see that the size of the core is determined by the healing length ξ =

~/
√

2αmn∞. The radial density pro�le |ψv|2 obtained using this formula is shown

in panel (a) of �gure 2.4 and the corresponding phase pattern is plotted in panel

(b).
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Figure 2.4: Vortex. (a) Density pro�le computed using (2.28). (b) Phase pattern

of the wavefunction (2.25) with p = 1. The singularity is located at the origin where

the density vanishes.

The energy associated with one vortex can be estimated by subtracting the

energy functional integral associated with the homogeneous solution of constant

density n∞ to the one with one vortex which yields:

Ev =

∫ (
~2

2m
|∇ψv|2 +

α

2

(
|ψv|2 − n∞

)2
)

dR (2.29)

One can separate this integral into two regions, the core of size ξ and the region far

from the core where the density pro�le tends to be constant |ψv|2 ≈ n∞. For a large
system, the second part dominates and the main contribution to Ev comes from the

kinetic energy [144, 140]:

Er>ξv = p2πn∞~2 ln (CpR0/ξ) /m (2.30)

where R0 is the radial system size and Cp is a numerical constant which depends on

the winding (C1 ≈ 1.56). Obviously, the quantized vortex with p = 1 is the lowest

vortex state. In this large system limit, the quadratic dependence of this energy

on p means that high energy vortex states (p = 2, 3, ...) are less stable than several

(2, 3, ...) vortices with p = 1. Hence, in general, high order vortices will relax to

several vortices of p = 1 to minimise their energy.

The existence of quantized vortices is the hallmark of the fact that all the par-

ticles share the same wavefunction. In section 4.3, we present a study of vortex

excitations when a condensate is loaded in a staggered honeycomb lattice. We show

that this can lead to an analog of quantum spin Hall e�ect for vortices whose ro-

bustness against disorder is due to the topological nature of vortices.
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2.2 Cavity polaritons

Exciton-polaritons are quasiparticles that appear in solids in the strong coupling

regime between light and matter. The bulk excitations have been introduced by

Hop�eld [146] and Agranovich [147] independently in the 50's. The coupling strength

depends on the overlap between electric �eld and exciton wavefunction which can be

improved and controlled by engineering con�nement. The �rst observation of strong

coupling in a 2D microcavity [148] has been followed by numerous works based on

this geometry nowadays referred to cavity polaritons [149].

Even if the thesis is not strictly dedicated to cavity polariton Physics, it took

place in a team specialized on this topic. Hence, when thinking about experiments

this system arises naturally and several results presented in the following chapters

are related with the speci�c properties of these quasiparticles. The goal of this

section is to introduce some useful properties for the thesis self-consistency and not

to formally present this growing �eld. Several good review papers and textbooks

can be consulted for complete overview of the �eld [149, 150, 151, 152, 153].

2.2.1 Linear regime

2.2.1.1 Exciton-photon coupling

A typical microcavity design is shown on the scheme Fig. 2.5(a). It is constituted

of Fabry-Perot cavity made of two Bragg mirrors allowing the con�nement of the

light. Generally, excitons are themselves con�ned in 2D quantum wells embedded in

the cavity. A simple and e�cient way to describe the coupling between an excitonic

resonance and a photonic cavity mode is to use the two coupled oscillator model

whose Hamiltonian reads:

Ĥ =
∑
k

EX(k)b†kbk +
∑
k

EC(k)a†kak + ~ΩR

∑
k

(b†kak + a†kbk) (2.31)

where a†k, ak, b
†
k, bk are bosonic creation and annihilation operators for photons and

excitons respectively acting at a given in-plane momentum k = (kx, ky)
T . ΩR is

the Rabi frequency which encodes the strength of the exciton-photon coupling. The

in-plane exciton dispersion relation is:

EX(k) = EX(0) +
~2k2

2mX
, (2.32)

with k =
√
k2
x + k2

y and the cavity mode dispersion reads:

EC(k) =

√
EC(0)2 +

~2c2k2

n2
C

(2.33)

with nC the refractive index inside the cavity. EC(0) = ~ckz/nC . Assuming perfect

mirrors implies the quantization of kz = mπ/nCL (m ∈ N). At small wavevectors,
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Figure 2.5: Cavity polaritons. (a) Scheme of a typical semiconductor plannar mi-

crocavity. The Fabry-Perot cavity is consituted by two parrallel distributed Bragg

re�ectors (DBR). Quantum wells (QWs) embedded in the cavity allow the 2D con-

�nement of excitons. (b) Example of polariton dispersion (red lines), uncoupled ex-

citon and cavity mode (black dashed lines). (c) Corresponding photonic (excitonic)

fractions of the lower polariton branch |CL|2, (|XL|2). (~ΩR = 5meV, δ = 0meV,

mX = 0.4m0, mC = 5.10−5m0).

this gives a parabolic dispersion for photons:

EC(k) ≈ EC(0) +
~2k2

2mC
, with mC =

~πnC
cL

(2.34)

As we can see, the dimension reduction due to the quanti�cation in the z direction

implies that cavity photons behave like 2D massive particles. As a consequence,

they now have a ground state, a crucial property to achieve quasi-equilibrium Bose-

Einstein condensation. The new eigen-energies are achieved by diagonalizing the

matrix:

M =

(
EX ~ΩR

~ΩR EC

)
(2.35)

which gives two hybrid dispersion branches:

EU/L =
1

2

(
EX + EC ±

√
(EC − EX)2 + 4~2Ω2

R

)
(2.36)

These are the upper and lower exciton-polariton modes. The corresponding normal-

ized eigenvectors give the excitonic XL,U and photonic CL,U fractions of the two
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branches. One can introduce new polariton ladder operators as a combination of

exciton ans photon operators:

pLk = XL(k)bk + CL(k)ak (2.37)

pUk = XU (k)bk + CU (k)ak (2.38)

which allow to re-write the Hamiltonian (2.31) in the diagonal form:

Ĥ =
∑
k

EL(k)p†LkpLk +
∑
k

EU (k)p†U,kpU,k (2.39)

The exciton-polariton appears therefore as a new mixed light-matter quasi-particle.

An example of the dispersions is shown in �gure 2.5 (b), together with the excitonic

and photonic fractions (panel (c)) at zero detuning: EC(0) − EX(0) = δ = 0. The

shape of the dispersion as well as the excitonic/photonic fractions are detuning

dependent. The detuning is experimentally controlled by varying the width of the

cavity. The experimental observation of such anti-crossed branches, meaning that

the coupling strength ~ΩR is larger than the linewidths induced by the losses, is

typically considered as a signature of the strong light-matter coupling regime.

In what follows, we are interested by the lower polariton branch which is

parabolic at small wavevectors mimicking the massive particle one with a mass

between mC and mX (the exact ratio being detuning-dependent). From the mod-

elization side, this means that we can use a Schrödinger equation to study linear

polariton dynamics in the cavity plane.

2.2.1.2 TE-TM splitting: a photonic spin-orbit coupling

In the above picture we have neglected a fundamental property of light, the po-

larization. At non-zero in-plane wavevector, TE and TM photonic modes can be

de�ned. Importantly, the resulting polariton modes are splitted in energy by the

so-called TE-TM splitting which has di�erent origins:

• The 2D con�ned bare exciton exhibits a k-dependent longitudinal-transverse

(L-T) splitting due to long-range electron-hole exchange mechanism [154, 155].

This splitting becomes high at large wavevector outside the light-cone.

• In the radiative region, the quantum well exciton-photon coupling strength

with TE and TM photonic modes depends on the incidence angle and there-

fore on the in-plane wavevector. This results in an energy splitting of the

corresponding polariton modes. This e�ect is actually linked with exciton

L-T energy splitting which becomes imaginary inside the light-cone [155].

• On the pure photon side, in a cavity based on dielectric mirrors, the di�er-

ence of re�ection coe�cients for TE and TM polarizations leads to a di�erent

�eld penetration in the mirrors [156]. Qualitatively, at low wavevectors, one

can de�ne polarization dependent e�ective masses from the di�erent e�ective

cavity widths seen by the two polarizations m
TE/TM
C (LTE/TM ) (see (2.34)).
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Considering the lower part of the lower polariton branch in the parabolic ap-

proximation, the combined e�ect of these splittings can be modelized by di�erent

e�ective mass for TE and TM polariton modes. This allows to write the following

e�ective Hamiltonian in the linear polarization basis (ψTE , ψTM )T

Hlin =

(
~2k2

2mTE
0

0 ~2k2

2mTM

)
(2.40)

One can rewrite this Hamiltonian in the circular polarization basis (ψ+, ψ−)T (which

also corresponds to the bright exciton spin projections SXz = ±1) using:(
ψTE

ψTM

)
=

1√
2

(
eiφ e−iφ

ieiφ −ie−iφ

)(
ψ+

ψ−

)
(2.41)

which yields:

Hcirc =

(
~2k2

2m∗ βk2e−2iφ

βk2e2iφ ~2k2

2m∗

)
(2.42)

where φ = arctan (ky/kx) is the in-plane polar angle and we have introduced the

e�ective mass m∗ and the TE-TM coupling term β:

1

m∗
=

1

2

(
1

mTE
+

1

mTM

)
, β =

~2

4

(
1

mTE
− 1

mTM

)
(2.43)

The Hamiltonian (2.42) can be decomposed as Hcirc = h0 + h(k).σ̂ with the ef-

fective magnetic �eld given by: hLT = βk2(cos 2φ, sin 2φ)T = β(k2
x − k2

y, 2kxky)
T .

Therefore, the TE-TM splitting appears as an e�ective k-dependent magnetic �eld

acting on the polarization pseudospin which is nothing else than the de�nition of

spin-orbit coupling (SOC). The analogy can be pushed further by comparing this

Hamiltonian with the ones of Dresselhaus or Rashba SOC in 2D electronic systems

[157, 158, 159]:

HD =
~2k2

2m
I + αD (kxσx − kyσy) , HR =

~2k2

2m
I + αR (−kyσx + kxσy) (2.44)

The eigenenergies of the Hamiltonians (2.42) and (2.44) are plotted in �gures 2.6

(a,b) respectively. Due to the k dependence of Rashba or Dresselhaus SOC, the

corresponding dispersion exhibits a linear behaviour around k = 0 and a minimum

on a circle of radius |k| = k∗ contrary to the TE-TM one which still has a local

minimum at k = 0. The corresponding in-plane �eld h(k) textures on an isoenergy

circle are shown in Figs (2.6) (c, d, e). The crucial di�erence between photonic

and electronic SOCs is the double winding of the former. Due to this winding, the

e�ective �eld orientations at k and −k are the same whereas they are opposite for

electronic SOCs. This fact is a reminiscence of the bosonic and fermionic nature of

the underlying particles whose eigenstates behaves di�erently under time-reversal

symmetry operation.

Therefore, taking into account the polarization degree of freedom can lead to

non trivial polariton pseudospin dynamics. For example, it has led to the theoretical
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Figure 2.6: 2D spin-orbit couplings. (a) Dispersion of cavity photons (polari-

tons), (b) Electronic dispersion with Rashba or Dresselhaus SOC. (c, d, e) Isoenergy

e�ective in plane �eld textures: TE-TM (c), Rashba (d), Dresselhaus (f).
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prediction [160] and experimental observation [161] of the optical spin Hall e�ect, a

photonic analog of the extrinsic spin Hall e�ect in electronic systems predicted by

Dyakonov and Perel in the 70's [162].

Remarks. Due to its di�erent origins, TE-TM splitting exists for mixed exciton-

polaritons as well as bare QW excitons or cavity photons. It is interesting to compare

the photonic TE-TM splitting in a cavity geometry with the one in waveguides or

photonic crystal slabs. Whereas their fundamental origin is the same: light re�ection

at non-zero incidence angle on any dielectric interface, the splitting between TE and

TM modes for high in-plane wavevectors light in waveguides can be arbitrary big

(See Fig. 1.7 for an example.) with respect to the one introduced above of cavity

photons. The smallness of the latter allows to interpret it as a photonic SOC.

Even if it is always present, the strength of TE-TM splitting depends on speci�c

design of experimental setups. It is sometimes weak compared to the linewidth, and

can be neglected.

The advantage of the mixed cavity polaritons on bare photons is their response

to an external magnetic �eld thanks to exciton Zeeman splitting (∆σz) [163, 164]

achievable at optical frequency. Actually, the combination of TE-TM and Zeeman

�eld in a honeycomb cavity lattice can lead to an optical wavelength counterpart of

the Haldane-Raghu proposal of quantum anomalous Hall e�ect for light presented

in the previous chapter. This model is discussed in section 3.1.

It is interesting to note that quadratic band crossings occur in other contexts.

For example, it has been studied in lattice systems where it is also associated with

a double winding of an e�ective �eld in the two-band approximation [165, 166]. In

these cases, lifting the degeneracy leads to a band gap opening between the the

bulk bands and can give rise to non-zero Chern numbers and their associated gap-

less chiral states on the boundary of the system. However, this will not happen in

the cavity system discussed here because the two parabola have the same curvature

sign [Fig. 2.6.(a)] and no real gap can be opened. Another di�erence is that in lat-

tice models the pseudospin relates on the lattice structure whereas the polarization

pseudospin introduced here is an internal degree of freedom.

2.2.2 Non-linear regime

Due to their excitonic part, cavity polaritons interact with each other contrary to

bare cavity photons at optical frequencies. Whereas for weak polariton densities

these interactions can be neglected, it is not possible anymore when the density

is increased. In the strong-coupling regime, signatures of polariton-polariton in-

teractions have been �rst reported in quasi-resonant pumping experiments with

the observation of optical parametric oscillations [167] and bistability [168, 169].

Moreover, when dealing with these composite bosons in the parabolic part of the

LPB, these intrinsic non-linearities appear to be a good platform to study quantum

�uid physics and many works have been done in this direction toward the obser-

vation of Bose-Einstein condensation, super�uid behaviour and quantized vortices
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[170, 171, 172, 173].

From the experimental point of view, two main ways are used to create polari-

tons. The o�-resonant excitation, which consist to create a large number of excitons

at high energy which then relax to the lower polariton state at k = 0 forming a

quasi-equilibrium condensate or a polariton laser. The second approach is to di-

rectly inject a macroscopic number of polaritons by using a quasi-resonant optical

excitation.

Both of them are widely used and di�erent theoretical approaches have been

developed to describe the di�erent features which can be seen in the experiments.

An approximation to describe a quasi-equilibrium condensate after its formation is

to assume thermal equilibrium and an in�nite polariton lifetime which allows to use

a particle conserving Gross-Pitaevskii equation. While it is of course not exact due

to the �nite polariton lifetime (we have to remember that the same thing happens

in realistic atomic condensate where atoms evaporate from their traps), it already

allows to describe a variety of phenomena. The resonant pump con�guration can

be described by a driven dissipative GP equation.

2.2.2.1 Origin of interactions

At low wavectors compared to the Bohr radius (kaB � 1) co-polarized exciton-

exciton (triplet con�guration) interactions are dominated by exchange interaction

[174, 175] which can be described by an e�ective boson interaction term at low

density:

ĤXX =
1

2

∑
k,k′,q

V XX
q bσ†k+qb

σ†
k′−qb

σ
kb
σ
k′ (2.45)

where the matrix element Vq can be approximated by a contact potential V0 which

can has been estimated V0 = 6Eba
2
B/A with Eb the exciton binding energy, aB the

exciton Bohr radius, A the 2D area occupied by the excitons [175]. Whereas the

exciton-photon basis can be useful to study polariton dynamics at large wavevectors,

we will always restrict ourself to small wavectors near the bottom of the LPB. Hence,

using XU = −CL, CU = XL, one can rewrite the above interaction Hamiltonian in

the polariton basis. Neglecting the upper branch polaritons yields the e�ective

polariton-polariton interactions [176]:

ĤPP =
1

2

∑
k,k′,q

V PP
0,k,k′p

σ†
Lk+qp

σ†
Lk′−qp

σ
Lkp

σ
Lk′ (2.46)

with V PP
q,k,k′ = XL(k+q)XL(k′−q)XL(k)XL(k′)V0 ≈ X4

LV0. The last approximation

is valid near k = 0. As it could be intuitively understood, the excitonic fraction

increases the interaction strength.

Interaction between excitons with opposite spin projections (singlet con�gura-

tion) is a second order e�ect implying scattering to dark [177] or biexciton [178]

intermediate states. In the strong coupling regime, when we deal with LPB polari-

tons, the scattering through these intermediate states is strongly reduced because

due to the Rabi splitting the LPB energy is far from their respective resonances.
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In the mean �eld description of the condensate, this leads to di�erent interaction

constants for triplet (α1) and singlet con�gurations (α2) [151]:

α1 = V pp
0 A 6= α2 (2.47)

The exact α2/α1 ratio is strongly dependent on the detuning between the cavity

mode and the excitonic resonance [179] and can lead to an analog of Feshbach

resonance for positive detuning when the two interacting polaritons energy comes

in resonance with the biexciton bound state energy [180, 181]. In the following,

we will consider the conventional case where the interaction constants are strongly

imbalanced |α2| � α1 [174, 182, 151].

2.2.2.2 Quasi-equilibrium spinor condensate

Dealing with the polarization degree of freedom introduced above implies to use a

spinor order parameter Ψ to describe polariton condensates [151, 183]. Several basis

choices are possible, here we choose the circular polarization basis which corresponds

to the true spin projection basis Ψ = (ψ+, ψ−)T . In this basis, the kinetic term H0

is achieved by re-writing (2.42) in term of real space operators kx,y → −i∂x,y [184]:

H0 =

(
−~2

2m ∇
2 β(∂y + i∂y)

2

β(∂y − i∂x)2 − ~2

2m∇
2

)
(2.48)

The resulting coupled GPE equations describing the condensate at T = 0 read:

i~
∂ψ+

∂t
= − ~2

2m
∇2ψ+ + β(∂y + i∂x)2ψ− + α1|ψ+|2ψ+ + α2|ψ−|2ψ+ (2.49)

i~
∂ψ−

∂t
= − ~2

2m
∇2ψ− + β(∂y − i∂x)2ψ+ + α1|ψ−|2ψ− + α2|ψ+|2ψ− (2.50)

The above equations are similar to the ones used to study binary mixtures of con-

densates in cold atom systems [185, 186, 187] but with an additional linear coupling

due to TE-TM SOC. α1 and α2 are the interaction constants between particles with

the same and opposite spin projections. As discussed above, for exciton-polariton

the interaction constants are strongly anisotropic:

α1 >> |α2| (2.51)

which means that we are dealing with miscible condensates. These equations have

been widely used to study topological excitations in polariton condensates such

as half-vortices [188, 184] and half-solitons [189, 190] whose existence have been

reported in di�erent experiments [191, 192, 193].

When looking for stationary solutions we consider conservation of the total par-

ticle number (both spin states). Therefore stationary equation are found by intro-

ducing Ψ(r, t) = (ψ+, ψ−)T e−iµt with a unique chemical potential µ.

µψ+ = − ~2

2m
∇2ψ+ + β(∂y + i∂x)2ψ− + α1|ψ+|2ψ+ + α2|ψ−|2ψ+

µψ− = − ~2

2m
∇2ψ− + β(∂y − i∂x)2ψ+ + α1|ψ−|2ψ− + α2|ψ+|2ψ− (2.52)
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It is interesting to have a look on the solution of the above system for a homogeneous

condensate:

µ = (α1 + α2)n/2, ψ =

√
n

2

(
1

1

)
(2.53)

Hence, at T = 0 the ground state of the spinor condensate is linearly polarized.

2.2.2.3 The Spin-Meissner e�ect

It is certainly useful to remind the equilibrium behaviour of a 2D homogeneous

polariton condensate in the presence of a magnetic �eld. As shown in ref. [194],

at low magnetic �eld an equilibrium condensate in its ground state is elliptically

polarized. It generates a self-induced Zeeman �eld which compensates the Zeeman

splitting induced by the applied magnetic �eld. This is called the spin-Meissner

e�ect, because of the analogy with the Meissner e�ect in superconductors, where

an external magnetic �eld cannot penetrate into the superconducting region. This

e�ect can be understood as follows. At T = 0, the condensate is in its ground state.

Assuming that the particle number is conserved, the energy functional is given by

the interaction energy:

E =
1

2

∫
dr
[
α1|ψ+|4 + α1|ψ−|4 + 2α2|ψ+|2|ψ−|2 − µn

]
(2.54)

Introducing the density n = |ψ+|2 + |ψ−|2, and the circular polarization degree

ρc =
|ψ+|2 − |ψ−|2

|ψ+|2 + |ψ−|2
=
sz
n
, −1 ≤ ρc ≤ 1 (2.55)

allows to rewrite the energy as:

E =
1

2

∫
dr

[
1

2
(α1 + α2)n2 +

1

2
(α1 − α2)ρ2

cn
2 − µn

]
(2.56)

If an external magnetic �eld is applied in the direction orthogonal to the cavity plane

a Zeeman energy contribution −∆sz = −∆ρcn to the energy should be added:

E =
1

2

∫
dr

[
1

2
(α1 + α2)n2 +

1

2
(α1 − α2)ρ2

cn
2 − 2∆ρcn− µn

]
(2.57)

where ∆ = gX |X|2µBBz/2 with gX the exciton Landé g-factor, µB the Bohr mag-

neton, X the excitonic fraction and Bz the amplitude of the applied magnetic �eld.

The stationary solutions of the functional E =
∫
drI(n, ρc) are given by the following

Euler-Lagrange equations:

∂I

∂ρc
= 0 ⇐⇒ ρc(α1 − α2)n2 − 2∆n = 0 (2.58)

∂I

∂n
= 0 ⇐⇒ (α1 + α2)n+ (α1 − α2)ρcn−∆ρc − µ = 0 (2.59)

Therefore, we can then distinguish three di�erent regimes:
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1. If there is no external �eld, ∆ = 0, (2.58) gives ρc = 0, the condensate is

completely linearly polarized and the chemical potential is µ = (α1 + α2)n/2.

(this development is equivalent to the previous one where we start from GP

equation).

2. If a weak �eld is applied, (2.58) gives ρc = 2∆/(α1 − α2)n, the condensate

is elliptically polarized. The chemical potential given by (2.59) is still µ =

(α1 + α2)n/2. Whereas the polarization of the condensate has changed, its

ground state energy does not.

3. At the critical �eld ∆C = (α1 − α2)n/2, ρc = 1, the condensate becomes

circularly polarized. Above this critical �eld, replacing ρc = 1 in (2.59) allows

to �nd the new chemical potential µ = α1n−∆ which is now linearly dependent

on the external Zeeman �eld.

This peculiar response to an external magnetic �eld is directly linked with the spin

anisotropic character of polariton-polariton interactions. If α1 = α2 the intermediate

region where the external Zeeman �eld is compensated by the one induced by the

interactions is not present. The presence of these three regimes corresponding to

di�erent condensate polarizations has to be kept in mind for the study of thermal

equilibrium Bogoliubov excitations when an external �eld is applied [194]. Such

study of elementary excitations in polariton graphene will be presented in section

4.1.

2.2.2.4 Quasi-resonant injection

A second important way to create polaritons is the quasi-resonant injection. Using

this technique, one can directly create macroscopically occupied and coherent states

at any energy, momentum, density and with the pseudospin state controlled by the

polarization of the pump. In the mean-�eld approximation, quasi-resonant excita-

tion can be described by a driven dissipative Gross-Pitaevskii equation which in the

spinless case reads:

i~
∂ψ

∂t
=

[
− ~2

2m
∇2 − i ~

2τ
+ α1|ψ|2

]
ψ + P (2.60)

where P = Fpe
i(kp.r−ωpt) represents the external pump drive with Fp(r, t) the pump

pro�le, and i~/2τ encodes the losses due to the �nite polariton lifetime τ . The energy

and wavevector of the created macroocupied state are given by the pump term kp
and ωp. Contrary to the Gross-Pitaevskii equation the above equation describes a

system out of thermal equilibrium and there is no well-de�ned chemical potential µ.

The spectrum of elementary excitations on top of a homogeneous condensate can

be found in a similar manner by injecting in Eq. (2.60) the ansatz:

ψ(r, t) = ei(kp.r−ωpt)
(
ψs + uei(k.r−ωt) + v∗e−i(k.r−ω

∗t)
)

(2.61)
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Figure 2.7: Elementary excitations of a driven mode for kp = 0. Red lines

δ = 0, blue lines δ = 0.5αn (~ωp = 1.5αn), Black lines δ = −0.5αn (~ωp = 0.5αn).

where ψs is the stationary part of the wavefunction which is given by:[
~2k2

p

2m
− i ~

2τ
− ~ωp + α1|ψs|2

]
ψs + Fp = 0 (2.62)

The form of the above nonlinear stationary equation equation leads to a possible

bistable behaviour of the stationary solution [168, 195]. (In some parameter range,

two stationary solutions corresponding to two di�erent populations are available

for a given pump term Fp.) The excitation dispersions are found after the same

linearization procedure than in 2.1.3 and gives for a homogeneous vertical pump

(kp = 0):

~ω1,2 = ~ωp − i
~
τ
±
√

(E(k)− ~ωp)2 + α|ψs|2 [4(E(k)− ~ωp) + 3α|ψs|2] (2.63)

with E(k) = ~2k2

2m , |ψs|2 = n. Some example of spectra are represented on �gure

2.7 for di�erent pump energies. Di�erent con�gurations are achievable depending

on the detuning between the pump mode and the renormalized LPB branch:

δ = ~ωp − (E(0) + α|ψs|2). When δ > 0 the dispersion exhibits a �at part near

k = 0 associated with non-zero imaginary part of the square root which can lead

to instabilities if the imaginary part of the dispersions becomes positive. If δ < 0

a gap is opened between the two Bogoliubov branches (black lines). When δ = 0,

that is, when the detuning compensates exactly the interaction energy αn one

recovers the linear Bogoliubov dispersion as in the thermal equilibrium case (see

Fig. 2.3). The above approach with a non-zero kp has been used in ref. [171] to

theoretically study polariton super�uidity in terms of the Landau criterion.
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Figure 2.8: Micropillars and polariton molecules. (a) Single micropillar scan-

ning electron microscope image, red lines sketch the quantum well positions in the

cavity (green). (b) Corresponding angle-resolved photoluminescence spectrum show-

ing the ground state (s) and the �rst excited (p) 0D con�ned modes. (c) SEM images

of polariton molecules. (c) Photoluminescence spectra showing the hybridisation of

s-states as a function of the distance between the centers of the two micropillars.

(d) Measured (calculated) emission pattern for the bonding anti-bonding s modes.

(panels (a,b) adapted from ref. [198] and (c,d,e) from ref. [199])

The driven-dissipative GP equation can be generalized to the spinor case which

yields:

i~
∂ψ+

∂t
=

[
− ~2

2m
∇2 − i~

2τ+
+ α1|ψ+|2 + α2|ψ−|2

]
ψ+ + β(∂x − i∂y)2ψ− + P+(2.64)

i~
∂ψ−

∂t
=

[
− ~2

2m
∇2 − i~

2τ−
+ α1|ψ−|2 + α2|ψ+|2

]
ψ− + β(∂x + i∂y)

2ψ+ + P−(2.65)

where in general τ+ = τ− = τ and the pump polarization is controlled experimen-

tally (P+, P−)T . The inclusion of polarization degree of freedom implies a more

complex but also interesting behaviour. For example, it has led to the prediction of

polarization multistability of the stationary solutions [196]. A detailed theoretical

study of stability of the driven mode as well as of the elementary excitation spectra

neglecting TE-TM splitting (β = 0) for di�erent pump polarization con�gurations

can be found in ref. [197].

2.2.3 Potential engineering

With the development of nanotechnology and crystal growth techniques, the con-

trol of semiconductor microcavity environment has increased signi�cantly the last
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Figure 2.9: Cavity lattices. (a)-(b) SEM images of a honeycomb and Lieb cavity

lattices respectively. (c) Energy resolved photoluminescence spectrum in the hon-

eycomb lattice. s-bands and p-bands emerging from coupling between single pillar

ground state and �rst excited state are highlighted. (a)-(c) adapted from ref. [200],

(b) from ref. [201]

decades. Nowadays, di�erent techniques are commonly used in experiments to cre-

ate potential landscapes for polaritons such as metal deposition on the top of the

sample, microcavity etching, application of surface acoustic waves, and optically

induced traps thanks to the excitonic reservoirs [202].

The deep etching technique is particularly interesting because it allows to achieve

a very high con�nement of light and/or polaritons in arbitrary shape potential (at

least in GaAs samples where this approach is well controlled). For example, one can

achieve a 0D con�nement in a micropillar structure with discrete photonic states

as shown in �gure 2.8(a,b). Then, several micropillars can be coupled to build

photonic molecules, the coupling strength being controlled by the distance between

pillar centers [Fig. 2.8(c,d,e)]. This process can be generalized toward lattice en-

gineering as shown in �gure 2.9. An interesting aspect of using lattices of coupled

photonic micropillars is that the tight-binding description is a very good approxi-
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mation [200, 203, 198, 201]. This is well understandable by comparing the energy

scales of �gures 2.8(b) and 2.9(c) demonstrating the s and p-bands emergence due

to the hybridisation of the corresponding quantized states in a single pillar.

In fact, this ability of experimentalists to build high quality arti�cial lattices

(also well developed in cold atom systems [204]) is one of the main motivations of

the work presented in this thesis.
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3.1 Photonic versus electronic quantum anomalous Hall

e�ect

As we have seen in the �rst chapter, the discovery of the quantum Hall e�ect [30] and

its explanation in terms of topology [29, 32] have refreshed the interest to the band

theory in condensed matter physics leading to the de�nition of a new class of insu-

lators [4, 5]. They include quantum anomalous Hall (QAH) phase with broken time

reversal (TR) symmetry [43, 67, 68] and quantum spin Hall topological insulators

with conserved TR symmetry [44, 80, 81]. The QSH e�ect was initially predicted

to occur in honeycomb lattices because of the intrinsic Spin-Orbit Coupling (SOC)

of the atoms forming the lattice, whereas the extrinsic Rashba SOC is detrimental

for QSH [44, 77, 78].

On the other hand, the classical anomalous Hall e�ect is now known to arise

from a combination of extrinsic Rashba SOC and of an e�ective Zeeman �eld [205].

In a 2D lattice with Dirac cones it leads to the formation of a QAH phase [68, 206],

for which the intrinsic SOC is detrimental [207, 208, 209]. In the large Rashba SOC

limit, this description was found to converge towards an extended 1988 Haldane

model [207].

In photonics, a Rashba-type SOC cannot be implemented for symmetry reasons,

but another e�ective in-plane SOC is induced by the energy splitting between

the TE and TM modes. In planar cavities, the related e�ective magnetic �eld

has a winding number 2 (instead of 1 for Rashba [See Sec. 2.2.1.2]). It is at the

origin of a very large variety of spin-related e�ects, such as the optical spin Hall

e�ect [160, 161], Berry phase for photons [210], and the generation of topologically

protected spin currents in polaritonic molecules [211]. The combination of a

TE-TM SOC and a Zeeman �eld in a honeycomb lattice has indeed been found to

yield a QAH phase [212, 213, 214, 215, 216, 217], and the corresponding model is

related to the seminal Haldane-Raghu proposal [83] of photonic Chern insulator

[See also Sec. 1.4.1], which it recovers in the limit of large TE-TM SOC.

In this section, we discuss two models toward the quantum anomalous Hall e�ect

in honeycomb lattices based on the combination of Zeeman splitting and spin-orbit

coupling. This recipe has been used independently to predict the occurrence of

QAHE in electronic graphene [68] and in its photonic analog [212]. We show the

role played by the winding number of the SOC on the QAH phases. We establish the

complete phase diagram for both the photonic and electronic graphene. In addition

to opposite Cn in the low-�eld limit, we �nd the photonic case to be more complex,

showing a topological phase transition absent in the electronic system.

3.1.1 Models

First, let us write the spinfull tight-binding Hamiltonian for these models. Typically,

it can be decomposed in three parts:

Ĥ = Ĥ0 + ĤZeeman + ĤSOC (3.1)
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where Ĥ0 is the nearest-neighbour honeycomb T-B Hamiltonian, ĤZeeman encodes

the on-site Zeeman �eld, and ĤSOC stands for the spin-orbit coupling which can be

written respectively:

Ĥ0 = −J
∑
i,j,σ

(
aσ†Ri

bσRi+dj
+ bσ†Ri+dj

aσRi

)
(3.2)

ĤZeeman =
∑
i,σ

σ∆
(
aσ†Ri

aσRi
+ bσ,†Ri+dj

bσRi+dj

)
(3.3)

with J is the tunnelling coe�cient between nearest neighbour micropillars (atoms)

and ∆ is the Zeeman splitting. σ = ± is the spin index. The SOC part can be

written:

ĤRashba = −λe
∑
i,j

(
eiφja+†

Ri
b−Ri+dj

− e−iφja−†Ri
b+Ri+dj

−e−iφjb+†Ri+dj
a−Ri

+ e−iφjb−†Ri+dj
a+
Ri

)
(3.4)

ĤTE−TM = −λp
∑
i,j

(
ei2φja+†

Ri
b−Ri+dj

+ e−i2φja−†Ri
b+Ri+dj

+e−i2φjb+†Ri+dj
a−Ri

+ ei2φjb−†Ri+dj
a+
Ri

)
(3.5)

where dj are the links between nearest-neighbours and φj = 2π(j− 1)/3 their angle

with respect to the horizontal axis (1 ≤ j ≤ 3, as de�ned in Fig. 1.2). λe and

λp are the magnitudes for the Rashba (electronic) and TE-TM (photonic) induced

SOC respectively. Note that λp is de�ned by the di�erence of tunnelling between

longitudinal and traverse polarized photons λp = (JL−JT )/2 = δJ (both notations

λp and δJ will be used in the following sections).

This representation (equivalent to formula (1.90) up to a sign for Rashba SOC)

allows to directly see that non-zero SOC implies some complex tunnelling, similarly

to what happens with an external magnetic �eld in Harper-like models or in the

1988 Haldane model. Here, the SOC acts as an e�ective in-plane magnetic �eld on

the spin degree of freedom and an additional on-site Zeeman term is required to

open a bandgap.

The resulting momentum space Hamiltonian for electronic [218] and photonic

SOC [219] is a 4 by 4 matrix written on the basis (Ψ+
A,Ψ

−
A,Ψ

+
B,Ψ

−
B), where A and

B labels stand for the lattice atom type and ± for the particle spin:

Hk,i =

(
∆σz Fk,i

F †k,i ∆σz

)
, Fk,i = −

(
fkJ f+

k,iλi
f−k,iλi fkJ

)
(3.6)

The complex coe�cients fk and f±k,i are de�ned by:

fk =
3∑
j=1

e(−ikdj), f±k,e = ±
3∑
j=1

e(−i[kdj∓φj ]) (3.7)

f±k,p =

3∑
j=1

e(−i[kdj∓2φj ])
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Figure 3.1: (a) Polaritonic micropillar scheme, (b) polaritonic graphene scheme.

Qualitatively, the crucial di�erent φ dependences of the tunneling f±k,i are due to

the di�erent winding numbers of the Rashba and TE-TM e�ective �elds in the bare

2D systems [see eg. Fig. 2.6].

3.1.2 Phase diagram of the photonic and electronic QAH

Without Zeeman �eld (∆ = 0), the diagonalization of these two Hamiltonians gives

four branches of dispersion. Near K and K ′ points, two branches split, and two

others intersect, giving rise to a so-called trigonal warping e�ect, namely the ap-

pearance of three extra Dirac crossing points [see Fig. 3.3(c,d) and Fig. 3.5(a)]. A

3D zoom of the energy �ne structure near the K point is presented in �gure 3.2.

This e�ect known to occur in monolayer graphene due to the presence of Rashba

[220] or TE-TM [219] SOCs is similar to what happens in spinless Bernal stacked

bilayer graphene [221, 222, 223] and its trigonal shape is due to the conserved three-

fold rotational symmetry of the honeycomb lattice. (The denomination of "trigonal

warping" is also used in spinless graphene to designate the triangular shape of the

dispersion when getting away from K point. Along this thesis this denomination

will always refer to the occurrence of 3 additional Dirac cones.)

The di�erences between the two Hamitonians in the whole Brillouin zone are

clearly visible on the �gures 3.3(a-d) which show a 2D view of the 2nd branch spin

polarizations (a,b) and energies (c,d). On the panels (a,b), we see the di�erence

of the in-plane winding number around Γ (wΓ,e = 1 for Rashba and wΓ,p = 2 for

TE-TM SOC). Around K points, the TE-TM SOC texture becomes Dresselhaus-

like with a winding wK,p = −1 whereas Rashba remains Rashba with wK,e = 1. In

both cases the winding numbers around the K and K ′ points have the same sign

which implies that the associated Berry curvatures in the two valley will add to each

others and give non-zero Chern numbers in both models when TR will be broken.

On the panels (c,d), one can clearly observe the formation of small triangles near

the Dirac points, the vertices of these triangles corresponding to the crossing points
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Figure 3.2: Trigonal warping. 3D Zoom of the �ne energy structure near K point

showing the emergence of three additional Dirac cones.

with the third energy band [See Fig. 3.2]. We can observe that the vertices are

oriented along the K − K ′ direction for TE-TM SOC and rotated by 60◦ (K − Γ

direction) for the Rashba SOC case, a small detail, which has crucial consequences

for the topological phase diagram.

The topological character of these Hamiltonians with the appearance of the QAH

e�ect, associated with Cn = ±2 due to the additivity of the K and K ′ contributions

to the Berry curvature, has already been suggested and discussed by deriving an

e�ective Hamiltonian close to the K point in di�erent limits for both the electronic

[68, 207] and photonic cases [213, 212]. However, the presence of other topological

phase transitions due to additional degeneracies appearing in other points of the

�rst Brillouin zone was not checked.

The �gure 3.4 shows the diagram of topological phases of both models versus the

SOC and Zeeman �eld strength. The di�erent phases are characterized by the band

Chern numbers Cn that we calculate using the standard gauge-independent and

stable technique of [224]. We remind that change of Cn is necessarily accompanied

by gap closing. Obviously, these phase diagrams are symmetric with respect to

∆ = 0 (with inverted signs of Cn for the negative part). At low ∆, both models

are characterized by Cn = ±2, as already established. However, we point here that

their Cn signs are opposite due to the opposite winding of their SOC around K

points.

Figure 3.5(b) shows the corresponding band structure for the photonic case,

where the double peak structure aroundK andK ′, arising from the trigonal warping

e�ect and responsible for the Cn value, is clearly visible. Increasing either the SOC

or the Zeeman �eld shifts these band extrema. In the photonic case, the band

extrema �nally meet at the M point, which makes the gap close, as shown on the
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Figure 3.3: (a) and (b) Spin polarization textures in the presence of TE-TM

and Rashba SOC, respectively (second branch). White arrows: The in-plane spin

projection. (c) and (d) Dispersions for TE-TM and Rashba SOC. The trigonal

warping appears in di�erent directions. (∆ = 0, λe = λp = 0.2J).



3.1. Photonic versus electronic quantum anomalous Hall e�ect 67

Figure 3.4: Topological phase diagrams. (a) for the TE-TM SOC and (b) for

the Rashba SOC with an applied �eld ∆. Each phase is marked by the Cn of the

bands.

�gure 3.5(c). The critical Zeeman �eld value at which this transition takes place

can be found analytically: ∆1 =
√
J2 − 4λ2

p. Increasing the �elds further leads

to an immediate re-opening of the gap with the Cn passing from +2 to -1 for the

valence band. This case is shown on the �gure 3.5(d), where one can clearly see that

the number of band extrema is twice smaller than on 3.5(b). This phase transition

is entirely absent in the electronic case because of the di�erent orientations of the

trigonal warping.

Increasing the �eld even further leads to a second topological transition this

time present in both models and associated with the opening of two additional gaps

between the two lower and two upper branches (in the middle of the "conduction"

band and of the "valence" band, correspondingly), as shown on the �gure 3.5(d).

This transition arises, when the minimum energy of the second branch at the Γ

point is equal to the maximal energy of the lowest band at the K point, and thus the

system of 2 bands (each containing 2 branches) is split into 4 bands (each containing

a single branch). The corresponding transition in the photonic case occurs when

the Zeeman splitting is: ∆2 =
3(J2−λ2

p)

2J .

The last topological phase transition occurs when the middle gap closes at the Γ

point for ∆3 = 3J and then reopens as a trivial gap, whereas the two other bandgaps

are still topological.
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Figure 3.5: Dispersion of photonic graphene for di�erent Zeeman �elds. (a)

∆ = 0, (b) ∆ = 0.5J , (c) ∆ = ∆1 =
√
J2 − 4λ2

p, (d) ∆ = 1.5J . (λp = 0.2J). The

di�erent gaps are shown in grey with the values of the associated gap Chern numbers

(also known as Hall numbers, namely the sum of the Chern numbers associated

with the bands below the band gap: C =
∑
Cn, associated with the quantized

conductance (1.42) in electronic systems).
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3.1.3 Conclusions and other lattices

The above study has allowed to make a bridge between the quantum anomalous

Hall e�ect for light and for electrons. Indeed, the tight-binding approach allows

to consider TE-TM splitting as a photonic SOC and to directly compare it to the

Rashba SOC in electronic systems. Whereas the addition of a Zeeman term leads to

the opening of a topological gap in both systems, we have highlighted their di�er-

ent topological phase diagrams and interpreted it as a consequence of the di�erent

windings of the two SOCs.

This type of QAH based on the combination of in-plane SOC and Zeeman �eld

can be extended to other lattice geometries in 2D. For example, Kagome lattice has

been considered theoretically both for electrons [208] and photons [217]. Similar

phase diagrams could be determined in these systems too.

It is interesting to note however, that the above ingredients do not lead to

QAH phase for Lieb lattices. This can be understood as follows: due to the square

symmetry, the resulting f±k coe�cients are real. As a consequence, there is no in-

plane winding of the spin eigenstates in momentum space contrary to the honeycomb

case [Fig. 3.3 (a,b)] which is crucial to achieve non-zero Chern numbers when a

Zeeman �eld is added. Di�erent ways can be used to avoid this problem. In the

electronic case it has been shown that adding the intrinsic SOC (which appears as

a second-neighbour hopping term) in the model can lead to bandgap opening with

non-zero Chern numbers [225], whereas a dislocated Lieb lattice has been considered

in the photonic case [226].

Finally, the experimental observation of the polariton Chern insulator in a hon-

eycomb lattice has been claimed very recently [227] (after the thesis defence).

3.2 Quantum valley Hall e�ect

The presence of two valleys around K and K ′ point in graphene allows to de�ne a

valley pseudo-spin. In a staggered honeycomb lattice, A and B sites have an energy

di�erence [64, 37] 2∆AB. In such a case, a gap opens in the dispersion and the

system becomes insulating. The presence of this gap combined with the opposite

winding of the in-plane �eld around K and K ′ points leads to the occurrence of

opposite Berry curvature in the two valleys.

This peculiar Hamiltonian is realized in nature by several crystalline structures,

such as the transitional metal dichalcogenide (TMD) and boron nitride monolayers

[228, 229]. A large part of the unique properties of this class of 2D materials is due

to the local Berry curvature of their bands near the K and K ′ points and to the

related orbital moment. For instance, it imposes speci�c optical selection rules. Only

circularly-polarized σ+ light can be absorbed by the K valley transition, while only

σ− light is absorbed by the K ′ valley transition [230, 231]. The valley dependent

Berry curvature is also at the origin of the valley Hall e�ect [232, 228, 233] recently

observed experimentally in MoS2 [234] where electrons, accelerated by an electric

�eld, experience a valley-dependent Berry curvature provoking a valley-dependent
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Figure 3.6: (a) Zigzag interface between two TMD lattices with opposite staggering

potentials giving rise to zero lines modes and quantum valley Hall e�ect with a

proper choice of parameters. (b) Staggered honeycomb lattices can be made out

of etched planar microcavities. The panel shows a top view of such lattice. Each

sublattice (A/B) is composed of 0D cavities (micropillars) with di�erent radius.

drift perpendicular to the acceleration direction, which leads to spatial separation

of valley electrons.

In this section, we introduce the quantum valley Hall e�ect occurring at the

interface between two opposite staggered honeycomb lattices. We use the tight-

binding approach having in mind the possible realization in a photonic system made

of coupled micropillars [200]. Indeed, in this system the energy di�erence between

A and B sites (linked with the gap size) should be easily controlled by tuning the

pillar diameters. In the second part, taking advantage of this arti�cial system we

emphasize that a sharp interface can be replaced by a wide one without a�ecting

the presence of the chiral valley polarized interface modes.

Even if not very original, this section is a starting point for the next section

where we include the TE-TM photonic SOC and to the next chapter where we

present a study of vortex excitations in this system.

3.2.1 Valleys topological charges

The spinless tight-binding Bloch Hamiltonian describing a staggered honeycomb

lattice reads:

Hk =

(
∆AB −Jfk
−Jf∗k −∆AB

)
, fk =

3∑
j=1

exp (−ikdφj ) (3.8)
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where 2∆AB is the energy di�erence between the ground states of A and B pillars

and J is the nearest neighbours tunnelling coe�cient. The linearisation of (3.8)

around K and K ′ points yields:

HK,K′ = ~vf (τzqxσx + qyσy) + ∆ABσz (3.9)

where τz is the valley index (τz = ±1 at K and K ′ respectively) and vf = 3aJ
2~ is the

Fermi velocity de�ned in term of the tight-binding parameters. A non-zero ∆AB

leads to the opening of a band gap and induces opposite Berry curvatures around

K and K ′ points, which for the valence band reads:

Bz(q) = τz
9a2J2∆AB

(4∆2
AB + 9a2J2q2)3/2

(3.10)

(See also Eq. (37) of ref. [39] for a formula de�ned on the whole BZ). If ∆AB is

small, the Berry curvature is strongly concentrated around K and K ′, which allows

to introduce a valley Chern number [37, 235] CK,K′ = 1
2π

∫
Bz(q)dq by analogy with

the spin Chern number, which is linked to the Z2 topological invariant characterizing

the quantum spin Hall e�ect (QSHE) [73]. Here this gives CK,K′ = ±1
2 . The total

Chern number of the band C = CK + CK′ is therefore zero and this system is a

trivial insulator.

The �exibility of arti�cial systems allows to realize staggered graphene lattices

with any sign of ∆AB. The scheme proposed here is therefore to build an interface

between two TMD analogs with opposite energy band gaps (∆AB < 0 for x < 0

and ∆AB > 0 for x > 0) as �rst proposed theoretically in [236]. In this situation,

one can predict the presence N of gapless modes in each valley on the interface by

computing the di�erence of the valley Chern numbers across it:

NK,K′ = CK,K′(l)− CK,K′(r) = ±1 (3.11)

where l and r stand for the left and right domains [237, 238]. In the continuous limit

used here, N is a topological charge used to characterize zero-line modes between

two 2D Dirac vacua with inverted mass gaps [239]. In honeycomb lattices, there are

two inequivalent valleys with Dirac dispersions, leading to two gapless modes (one

for each valley) at the interface.

Note: It is important to keep in mind that the de�nition of the valley Chern num-

bers CK is deeply linked with the continuous limit. Mathematically, this object is

di�erent from the real Chern number introduced in the �rst chapter (Eq. (1.38))

which is obtained by integration of the Berry curvature over a closed surface (the

whole Brillouin zone). In this sense, the valley Chern number is not a true topologi-

cal invariant. However, this limit is particularly useful here because it allows to use

the domain wall topological charge to predict the valley gapless modes. Of course,

this approach is only valid for systems with well de�ned valleys.
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Figure 3.7: (a) Ribbon dispersion (Colors represent localization on the interface

(red) and on the edges of the structure (blue)). (b) Corresponding in-gap interface

wavefunction absolute values projection on the transverse (x) direction for K (solid-

black) and K ′ (dashed-red) valleys. (Staggered potential: ∆AB(r) = −∆AB(l) =

0.1J)

3.2.2 Ribbon of coupled zig-zag chains

To check the above prediction we compute the dispersion of a ribbon with such

interface (which can be considered as a domain wall) along the zigzag direction (see

scheme Fig. 3.6(a)) using the tight-binding approach.

To compute the interface or edge states spectra in the T-B approximation, we

consider a ribbon of N coupled zig-zag chains. In this con�guration, the Bloch

Hamiltonian in the basis of Bloch waves ψA/B,m(ky) (where the index m numerates

the chains) can be written as a (d × N) × (d × N) square matrix to diagonalize

(Note: the same method has been used to evidence interface states including spin

degree of freedom and to compute the Bogoliubov edge states in the next chapter):

Hky =



Dky Sky 0 . . . 0 0 0

S†ky Dky Sky . . . 0 0 0

0 S†ky Dky . . . 0 0 0

. . . . . . . . .

. . . . . . . . .

. . . . . . . . .

0 0 0 . . . Dky Sky 0

0 0 0 . . . S†ky Dky Sky

0 0 0 . . . 0 S†ky Dky


(3.12)

where the dimension d and the form of the blocks Dky and Sky depend on the system

under consideration. The diagonal blocks Dky describe nearest-neighbour coupling
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within one in�nite zig-zag chain and the subdiagonal and superdiagonal blocks S†ky
and Sky encode the coupling between di�erent chains. For graphene without spin

degree of freedom these blocks will be of dimension d = 2 (d = 4 if the spin is taken

into account as in the next section, and d = 8 for the Bogoliubov matrices with spin

degree of freedom that we study in the next chapter). For the staggered graphene

case, one has

Dky =

(
∆AB −Jfky
−Jf∗ky ∆AB

)
, Sky = −

(
0 0

J 0

)
(3.13)

where fky =
∑2

j e
−ik.dj . Here, the summation is only on the two nearest neighbour

inside a zig-zag chain, the third neighbour tunnelling being included in the coupling

block Sky .

We consider a ribbon of size L constructed with N = 128 coupled zigzag in�nite

chains, the interface is located in the middle of the ribbon (∆AB < 0 when m ≤ N/2
and ∆AB > 0 when m > N/2 ). The dispersion of the full ribbon is plotted in

Fig. 3.7(a), where the interface states are shown with red and the real boundary

modes are shown with blue (both for left and right edges, which are degenerate).

The latter are non-dispersive, connecting the extrema at the top of the valence

band. On the other hand, the interface modes (red) are dispersive. They connect

the valence and the conduction band in each valley, with group velocities opposite

in the two valleys. Hence, these gapless modes are associated with a QVH current

on the interface [236, 237, 240].

The overlap of the wavefunctions of the interface states (corresponding to the

wavevectorsK andK ′) in real space in the direction perpendicular to the interface is

perfect, as shown in Fig. 3.7(b). This implies that these states are not topologically

protected against scattering on a defect between the K and K ′ valleys. In electronic

systems, the practical argument which is put forward is that in su�ciently clean sys-

tems this kind of backscattering tends to be negligible because of the relatively large

distance between the two valleys in momentum space. Nonetheless, the presence of

strong defects such as atom vacancies will lead to the formation of localized states

[241] and break the propagation.

This arguments fails in photonics, since the valleys are, on the opposite, rela-

tively close in reciprocal space. Only some speci�c defect shapes, suppressing the

scattering in particular directions and thus suppressing the coupling between the

valleys, would keep the valley current unperturbed. On the other hand, a random

disorder, such as the variation of the pillar diameter in micropillar lattices, or the

variation of the hole size in photonic crystal slabs certainly induces an important

scattering between the valleys. In the subsection 3.3.3, we demonstrate the ab-

sence of topological protection for the valley current in the QVHE by simulating the

scattering on a localized defect.
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Figure 3.8: Tight-binding dispersions of zigzag ribbons. (a) 10 zigzag chains of reg-

ular honeycomb, (b) wide interface (10 unstaggered chains) between two staggered

honeycomb with same staggering potential, (c)-(d) Interface between two staggered

honeycomb with opposite staggering potential constituted of 10 and 20 unstaggered

chains respectively (∆AB = ±0.25J)

3.2.3 Interface width impact

In arti�cial systems, one could replace the sharp interface by an extended by adding

regular zigzag chains (∆AB = 0) between the two domains (∆AB > 0 and ∆AB <

0). In such a case, do we still have the gapless valley modes? To elucidate this

question, we consider ribbons of coupled in�nite zigzag chains in the tight-binding

approximation for several con�gurations.

The calculated projected dispersions are plotted in Fig. 3.8. Colors correspond

to localization at the edge (blue) or at the center (red) of the ribbon. In panel (a),

we plot the dispersion of 10 coupled regular zigzag chains (∆AB = 0) surrounded by

vacuum. This is not an interface, but just a plain graphene ribbon. As expected,

the dispersion is gapless, with �at edge states connecting the two valleys. For other

panels, this ribbon is inserted between two staggered honeycomb lattices. For this,



3.2. Quantum valley Hall e�ect 75

we consider a ribbon of a total number of coupled zigzag chains N = 128 with

di�erent domains inside. In panels (b)-(c), the interface contains 10 zigzag chains

with ∆AB = 0, whereas the domains on both side are staggered (∆AB = ±0.25J)

with the same (b) or opposite (c) staggering potential . In the case where the

staggering is the same on both sides, the system is fully isolating, even in the central

regular honeycomb region (red curves), where a gap is opened due to the coupling

of the graphene stripe to the two staggered domains. In the case where we have

opposite staggering on each side of the interface (panel (c)) the chiral modes crossing

the gap are still present. This means that the domain wall topological invariant

NK,K′ = ±1 de�ned in the previous subsection and the corresponding reasoning

predicting the existence of the interface states are still valid when the interface

width is increased. If we increase the interface region further, the energy bandgap

in this central region remains open (except the single interface mode crossing it)

and there is still a single mode crossing the gap in each valley, as predicted by the

topological arguments. Finally, another example for an interface of 20 zigzag chains

is plotted in panel (d).

3.2.4 Discussion

While it is possible to invert a real TMD lattice simply by turning the 2D sheet up-

side down, the interfaces between two inverted lattices cannot be formed, because

they would correspond to metal-metal or chalcogenide-chalcogenide chemical bonds.

It seems therefore very di�cult to obtain and study chiral states at such interfaces.

Several theoretical works have proposed to use bilayer graphene systems, where a

tunable gap can be opened by applying a bias voltage [221, 242] to organize these

interface states [237, 243, 235]. Chiral valley-polarized edge states are also predicted

in these systems due to the coupling between the two layers with a potential di�er-

ence [244]. The signature of the existence of the interface modes has been reported

experimentally in the bilayer system [245] and the study of valley polarized edge

states or QVHE is nowadays a research �eld in several condensed matter systems

[246, 247, 209, 248].

TMD analogs can also be realized using cold atoms in optical lattices, or by

coupling optical resonators. In the latter case, Berry curvature can be probed by

resonant excitation of the Dirac point in momentum space and measurement of a

drift of the wave packet, which, however, is predicted to be relatively small [249].

Recently, photonic quantum valley Hall e�ect in photonic crystal slabs [250, 251,

252, 253] has been theoretically described. Observation of such photonic interface

states have been reported recently in di�erent platforms [254, 255, 256, 257].

In some of these works, the authors have chosen to use the label quantum spin

Hall e�ect or photonic topological insulator. We want to stress that the e�ective

Hamiltonian related to these systems is similar with the one shown in the previous

paragraph, which allows to organize interface states and not surface states and

relates to the zero line modes due to domain wall between two opposite quantum

valley Hall phase rather than to the quantum spin Hall e�ect. Similarly with the
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case we present, the interface current are subject to disorder induced inter-valley

scattering.

3.3 Photonic quantum valley Hall e�ect and perfect val-

ley �lter

In subsection 3.3.1, we consider the impact of the splitting between TE and TM

optical modes, which is inherent to cavity-based photonic systems which was not

considered before. We show that the magnitude of the splitting allows to tune the

direction of propagation and number of interface modes. In subsection 3.3.2, we

propose a scheme to build a perfect valley �lter by using a domain wall between

QAH and QVH phases using mixed light-matter exciton-polariton quasi-particles.

Finally, some numerical simulations beyond T-B approximation are presented in

3.3.3 to illustrate and con�rm the previous paragraphs.

3.3.1 QVH with TE-TM photonic SOC

We now include the light polarization degree of freedom and the so-called TE-TM

spin-orbit coupling [213] in our model. The Hamiltonian becomes a 4 × 4 matrix

[219] written here in the
(
Ψ+
A,Ψ

−
A,Ψ

+
B,Ψ

−
B

)
basis.

Hqvh =

(
∆ABI Fk
F †k −∆ABI

)
, Fk = −

(
fkJ f+

k δJ

f−k δJ fkJ

)
(3.14)

where δJ is the spin orbit coupling (δJ = λp) strength and f
±
k coe�cients are de�ned

by: f±k =
∑3

j=1 exp (−i[kdφj ∓ 2φj ]). The de�nition of valley Chern number when

spin-orbit coupling is present is not strict because the SOC brings an additional

contribution to the Berry curvature of each band. However, if the valleys are still

energetically de�ned (which means that they are clearly visible in the dispersion),

and the two staggering potentials on each side of the interface are exactly inverted,

the di�erence between valley Chern numbers NK,K′ is always a well de�ned integer.

3.3.1.1 Valley topological charges: analytical results

To demonstrate that the di�erence between the valley Chern numbers remains in-

teger, we compute analytically the topological charges of the valleys in a staggered

honeycomb lattice with TE-TM SOC. For this purpose we derive an e�ective low-

energy Hamiltonian to describe the low energy bands (closest to the central gap)

in a given valley. Indeed, a 2 × 2 Hamiltonian with particle-hole symmetry can be

written as a superposition of Pauli matrices: Heff = h.σ̂ where h is an e�ective

magnetic �eld. Using this notation, the Berry curvature can be computed using:

Ωxy = Bz =
1

2|h|3
h.(∂qxh× ∂qyh) (3.15)
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whose integral 1
2π

∫
Bzdq correspond to the winding number of the pseudospin on

the Bloch sphere which is equivalent to the Chern topological invariant for 2 × 2

Hamiltonians.

In order to use the above picture, we need to reduce the number of states in the

basis of our system. First, we linearize the 4× 4 Hamiltonian de�ned above around

the K point (0, 4π
3
√

3a
). Using the new coordinate q = (k − K), we rewrite it in

the basis
(
Ψ+
A,Ψ

−
B,Ψ

−
A,Ψ

+
B

)
where A/B and ± are the sublattice and spin indices

respectively.

Hqvh,K =


∆AB −3aδJ

2 (qy − iqx) 0 3aJ
2 (qy + iqx)

−3aδJ
2 (qy + iqx) −∆AB

3aJ
2 (qy − iqx) 0

0 3aJ
2 (qy + iqx) ∆AB −3δJ

3aJ
2 (qy − iqx) 0 −3δJ −∆AB

 (3.16)

The fact that some spin-orbit coupling term appears linear in q and the others

are constant in the above linearized Hamiltonian (3.16) is a reminiscence of the

threefold rotational symmetry of the honeycomb lattice. If ∆AB = 0, the constant

coe�cients −3δJ de�ne the splitting between the inner and the outer branches at

q = 0 whereas the coe�cients linear in q are associated with the occurrence of

three additional Dirac crossing between the inner branches (trigonal warping: see

Fig. 3.2). Hqvh can be written in the block form:

Hqvh,K =

(
H1 T

T H2

)
(3.17)

where H1, H2, T are 2×2 matrices. We are interested in the two branches closest to

the gap (the inner branches of the dispersion). The perturbation theory is applicable

if the high energy branches are su�ciently far away, which means δJ � ∆AB. Using

the perturbation theory, one can derive an e�ective 2 × 2 Hamiltonian: Heff =

H1 − TH−1
2 T . In the following, we are interested in two di�erent limits: when

δJ � J and when δJ ∼ J . In the �rst limit, one can neglect the term ∼ δJq

(corresponding to neglect the trigonal warping [219]). The e�ective Hamiltonian

can then be written as:

H
(1)
K,eff =

(
∆AB 0

0 −∆AB

)
+

1

∆2
AB + 9δJ2

(
9a2J2∆AB

4 q2 27a2J2δJ
4 (qy + iqx)2

27a2J2δJ
4 (qy − iqx)2 −9a2J2∆AB

4 q2

)
(3.18)

Due to the absence of the terms ∼ δJq, when ∆AB = 0 the energies are two inverted

parabola degenerate at q = 0. A similar development around K ′ (0,− 4π
3
√

3a
) allows

to obtain HK′,eff . Using Eq. (3.15), we compute the Berry curvature in this limit:

B(1)
z =

τz144a4∆ABJ
4δJ4q2

(9a4δJ2J4q4 + ∆2
AB(4δJ2 + a2J2q2)2)3/2

(3.19)

where τz = ±1 for K/K ′ valleys. The corresponding valley Chern number is:

C
(1)
K,K′ =

1

2π

∫
Bzdq = τzsign(∆AB)(1− ∆AB√

∆2
AB + 9δJ2

) (3.20)
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The valley Chern numbers tend to C
(1)
K,K′ = τzsign(∆AB) if the high energy bands are

far away from the low energy ones (∆AB � δJ). As a consequence, the topological

invariant characterizing the domain wall between two inverted TMD is:

N (1)
K,K′ = CK,K′(l)− CK,K′(r) = ±2sign(∆AB) (3.21)

which means that there are two co-propagating interface states in a given valley.

One can see from Eq. (3.20), that if the high energy bands are too close, the

valley Chern number of a given low energy band is not an integer. This means

that the topological charge is shared between the high and low energy bands. In

this case, perturbation theory becomes inapplicable and one needs to compute the

valley Chern numbers numerically.

In the second limit, where δJ ∼ J , the linear terms (δJq) have to be conserved

and we can neglect the quadratic terms q2. The resulting e�ective 2×2 Hamiltonian

around K and K ′ can be written in the (Ψ+
A,Ψ

−
B) and (Ψ−A,Ψ

+
B) basis:

H
(2)
K,eff =

(
∆AB

3aδJ
2 (qy − iqx)

3aδJ
2 (qy + iqx) −∆AB

)
(3.22)

H
(2)
K′,eff =

(
∆AB −3aδJ

2 (qy + iqx)

−3aδJ
2 (qy − iqx) −∆AB

)
(3.23)

By looking on these two e�ective Hamiltonians, we can directly see that the signs of

the diagonal elements are the same, whereas the windings of the e�ective in-plane

�elds are opposite, exactly as in staggered honeycomb lattices without SOC. Hence,

the Berry curvatures are opposite in each valleys. They can be calculated as:

B(2)
z = − τz9a

2∆ABδJ
2

(4∆2
AB + 9a2δJ2q2)3/2

(3.24)

where τz = ±1 for K/K ′ valleys. The corresponding valley Chern numbers are

C
(2)
K,K′ = − τz

2 sign(∆AB). The domain wall invariant between two inverted QVH

phases is then N (2)
K,K′ = ∓sign(∆AB) which implies the presence of one interface

mode in each valley. The group velocities of these modes in the two valleys are of

course opposite.

This low energy study has allowed us to determine analytically the valley topo-

logical charge in these two limits and hence to compute the number of valley-

polarized interface states. One should note that the topological charge of a given

valley changes sign between the two limits. The group velocities of the interface

states are inverted as well. In the appendix A, we show the e�ective Hamiltonian

derived in the general case between the two limits considered here.

3.3.1.2 Spectrum and discussion

In the previous subsection, we have derived an e�ective low energy two-band Hamil-

tonian in order to compute analytically the valley topological charges. We have

shown that it is possible to distinguish between two con�gurations. In the weak
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Figure 3.9: (a,b) Ribbon dispersions with TE-TM SOC: (a) δJ = 0.2J and (b) δJ =

0.8J . Colors represent localization on the interface (red) and on the edges of the

structure (blue). (c,d) Corresponding absolute values of the interface wavefunctions

in K (solid-black and solid-blue) and K ′ (dashed-red and dashed-yellow) valleys.

(Staggered potential: ∆AB(r) = −∆AB(l) = 0.1J)
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SOC limit, NK,K′ = ±2sign(∆AB), whereas when δJ ∼ J , NK,K′ = ∓sign(∆AB).

Here, we use the approach presented in the subsection 3.2.2 to compute the cor-

responding tight-binding dispersions in a ribbon geometry. The results are shown

in Fig. 3.9(a) and (b) respectively. In Fig. 3.9(a), there are two interface states in

each valley, that are visible within the bandgap. The ribbon dispersion in the sec-

ond limit is shown in Fig. 3.9(b), this time there is only one interface state in each

valley, as predicted from the domain wall topological invariant N . The correspond-

ing spatial overlap of the interface wavefunctions in K and −K valleys is shown in

Fig. 3.9(c,d). In Fig. 3.9(c), we plot the two wavefunctions present in each valleys

for zero-energy states. We can see a slight di�erence in their localization pro�les

whereas they show a perfect overlap with their counter-part in the opposite valley.

As in the case without SOC, the backscattering from one valley to the other is not

forbidden. However, it should be noted that the presence of TE-TM SOC induces a

polarization mismatch between the two valleys (not visible on these �gures, showing

only the absolute value of the wavefunction), which reduces the exact overlap of the

two wavefunctions.

3.3.2 Perfect optical valley �lter

Exciton-polaritons, mixed exciton-photon quasi-particles appearing in microcavities

in the strong coupling regime, are sensitive to an external magnetic �eld due to their

excitonic part. Optical quantum anomalous Hall (QAH) e�ect has been predicted

to occur in honeycomb lattice of polariton micropillars with TE-TM SOC under a

Zeeman �eld [212, 258] [See also previous section 3.1]. Here, we propose to organize

an interface between this QAH phase and the QVH phase presented above, in order

to obtain a perfect valley �lter as sketched in Fig. 3.10(a), where the colored arrows

represent the propagating edge states on the boundaries of the QAH phase. A

similar scheme has been recently theoretically proposed for electrons in graphene

with Rashba SOC [259]. However, we stress that the QAH e�ect has not been

observed yet in graphene and that the creation of such interface in electronic systems

seems quite challenging experimentally.

3.3.2.1 QAH phase: analytical results

The tight-binding Hamiltonian describing the photonic QAH phase is the following

[212]:

Hqah =

(
∆zσz Fk
F †k ∆zσz

)
(3.25)

where ∆z is the Zeeman splitting. We propose to create a topological domain wall

between QAH and QVH phases. In this subsection we derive an e�ective low energy

theory for the QAH phase. The Hamiltonian around the K point can be written in
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the
(
Ψ+
A,Ψ

−
B,Ψ

−
A,Ψ

+
B

)
basis:

Hqah,K =


∆z −3aδJ

2 (qy − iqx) 0 3aJ
2 (qy + iqx)

−3aδJ
2 (qy + iqx) −∆z

3aJ
2 (qy − iqx) 0

0 3aJ
2 (qy + iqx) −∆z −3δJ

3aJ
2 (qy − iqx) 0 −3δJ ∆z

 (3.26)

The di�erence between this linearized Hamiltonian and the one of QVH phase (3.16)

is that the signs of the diagonal elements of H2 are inverted. In the con�guration,

where a two-band e�ective theory can be applied (δJ � ∆z), we study the same

limits as in the previous section: δJ � J and δJ ∼ J . In the �rst limit, one has:

H
(1)
eff =

(
∆z 0

0 −∆z

)
+

1

∆2
z + 9δJ2

(
−9a2J2∆z

4 q2 27a2J2δJ
4 (qy + iqx)2

27a2J2δJ
4 (qy − iqx)2 9a2J2∆z

4 q2

)
(3.27)

which implies the following Berry curvature when δJ � ∆z:

B(1)
z =

144a4∆zJ
4δJ4q2

(9a4δJ2J4q4 + ∆2
z(a

2J2q2 − 4δJ2)2)3/2
(3.28)

A similar development at K ′ point giving the same result, one can deduce the two

valley Chern numbers:

C
(1)
K,K′ = sign(∆z)(1 +

∆z√
∆2
z + 9δJ2

) ≈ sign(∆z) (3.29)

When δJ ∼ J , the low energy 2× 2 Hamiltonians around K and K ′ can be written

in (Ψ+
A,Ψ

−
B) and (Ψ+

B,Ψ
−
A) e�ective basis respectively as:

H
(2)
K,eff =

(
∆z

3aδJ
2 (qy − iqx)

3aδJ
2 (qy + iqx) −∆z

)
(3.30)

H
(2)
K′,eff =

(
∆z −3aδJ

2 (qy − iqx)

−3aδJ
2 (qy + iqx) −∆z

)
(3.31)

We can see that both the Zeeman �eld and the winding of the in-plane �eld have

the same sign which results in equal Berry curvatures:

B(2)
z = − 9a2∆zδJ

2

(4∆2
z + 9a2δJ2q2)3/2

(3.32)

leading to valley topological charges C
(2)
K,K′ = −1

2sign(∆z). These analytical results

are useful to understand the behavior of the topologically protected edge states of a

quantum anomalous Hall phase at the interface with a QVH phase, where the two

valleys are not equivalent. Using the domain wall topological invariant NK,K′ allows
to predict the number of topologically protected interface states in a given valley. Of

course, this topological argument is valid only when the valleys are energetically

well de�ned.
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3.3.2.2 Spectrum and discussion

As above, we use a tight-binding approach in order to �nd the edge states. The

two domains are described by Hqah and Hqvh, respectively. We consider a realistic

con�guration for a lattice of micropillars where the TE-TM SOC is relatively weak

(δJ < J/2).

In the left phase, the total Chern number is equal to C(l) = 2 × sign(∆z)

whereas in the right one C(r) = 0, as explained above. From the bulk-boundary

correspondence, the interface supports two modes propagating in the same direction,

given by the sign of ∆z. When the valleys are energetically well de�ned, one can

compute the valley Chern numbers in each side analytically (previous subsection) or

numerically. In the weak δJ limit, CK(l) = CK′(l) = sign(∆z) in the left domain,

whereas CK(r) = −CK′(r) = sign(∆AB) in the right domain. The resulting domain

wall invariants for each valley are:

NK,K′ = sign(∆z)∓ sign(∆AB) (3.33)

We stress here that even if the valley Chern numbers are not well de�ned integers for

all range of parameters, their di�erence NK,K′ de�ned above is always an integer.

Therefore, the domain wall invariant always cancels for one valley, and is non-zero

for the other valley. The two one-way modes are therefore always valley polarized.

To con�rm this analysis based on topological argument, we compute the dis-

persion of a semi-in�nite ribbon as we did in the previous sections. The results

are shown in Fig. 3.10. In panel (b), we can see that the interface states (red) are

localized in one of the two valleys in momentum space. The non-dispersive edge

states of the QVH phase are shown in green. The one-way dispersive edge states

of the QAH phase (blue) cross the gap and connect the two valleys. Contrary to

the interface between two QVH phases, there is no interface state crossing the gap

in the second valley. This means that the valley polarized interface states are re-

ally topologically protected against backscattering in the presence of defects. As

sketched in Fig. 3.10(a), the topologically protected edge states are purely valley

polarized due to the domain wall topological invariant N . To clarify the di�erence

between this scheme and the interface between two QVH phases described in the

previous section, we plot in Fig. 4(c,d) the edge and interface state wavefunction

(absolute values) projections in the x direction. We can see that the blue state is

clearly localized on the left edge of the structure and only the red ones are localized

on the interface. This visual argument allows to understand the topological protec-

tion due to the absence of spatial overlap between the two wavefunctions contrary

to the cases presented in the previous sections (Fig. 3.9(c,d)).

3.3.3 Numerical simulations

In this part, we present the full numerical simulations using the Schrödinger equation

that we have performed in order to con�rm the di�erent results obtained in the tight-

binding approach. We describe the evolution of polaritons in the honeycomb lattice
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Figure 3.10: Perfect valley �lter. (a) Scheme of the structure, (b) Ribbon dis-

persion (Colors represent localization on the interface (red) and on the left edge of

the structure (blue)). (c,d) Wavefunction projections on the transverse (x) direction

for the states highlighted by the circles in (b): (c) edge (d) interface. (Parameters:

∆z(l) = ∆AB(r) = 0.1J , δJ = 0.2J , ∆z(r) = ∆AB(l) = 0)
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potential by solving the spinor Schrödinger equation for polaritons (in the parabolic

approximation close to the bottom of the LPB).

i~
∂ψ±
∂t

= − ~2

2m
∆ψ± −

i~
2τ
ψ± ±∆zψ± + β

(
∂

∂x
∓ i ∂

∂y

)2

ψ∓ + Uψ± + P̂ (3.34)

where ψ+(r, t), ψ−(r, t) are the two circular components, m = 5 × 10−5mel is the

polariton mass, τ = 30 ps the lifetime, β is the TE-TM coupling constant (corre-

sponding to a 5% di�erence in the longitudinal and transverse masses). ∆z is the

magnetic �eld (applied only in the QAH region), U is the lattice potential (radius

of the pillars r = 1.5µm, lattice parameter a = 2.5µm), which for some simula-

tions includes an additional defect potential (a Gaussian potential of 1 meV and

σdef = 1 µm) centered on a certain pillar at the interface, and P̂ is the pump oper-

ator. We have generated 2 lattice potentials: one for staggered honeycomb lattice

and one for unperturbed honeycomb lattice. In the staggered lattice, the deviation

of the pillar radius from the average value was chosen to be 15%.

Depending on the con�guration (QVH/QVH phases or QVH/QAH phases), we

either excite a large spot with a well-de�ned superposition of wavevectors corre-

sponding to a single valley of the TMD lattice (QVH phase), or a single pillar of the

Chern insulator (QAH phase), but always with the frequency within the bulk gap.

3.3.3.1 Bulk and interface dispersions

Figure 3.11(a) shows the dispersion of the bulk TMD analog lattice when TE-TM

splitting is neglected. The dispersion is obtained by solving the Schrödinger equa-

tion (3.34) (the scalar one because we neglect polarization for clarity here) over

time, which gives the time-dependent wavefunction ψ(r, t), which is then Fourier-

transformed to give the intensity as a function of energy and wavevector n(k, E) =

|ψ(k, E)|2, plotted in Fig. 3.11. In experiments, such dispersion is usually obtained

under non-resonant pumping, which can be described by choosing the pump opera-

tor P̂ as a random uncorrelated Gaussian noise. In numerical experiments, on can

also consider a short narrow Gaussian pulse P̂ = A0e
−(r−r0)2/σ2−(t−t0)2/τ2

0 , where

A0 is the amplitude, r0 is the position of the center of the pump, σ = 0.7 µm is

its spatial extension, and τ0 = 1 ps is its duration. This allows highlighting only

a part of the whole dispersion (for example, only the interface states). The image

in Fig. 3.11 is a cut of a 2D dispersion in the KMK ′ direction. Such representa-

tion allows to better visualize the edge of the Brillouin zone and the gap (shown

by dashed white line). Panel (b) shows the dispersion of the states localized on the

interface between two mutually inverted TMD analog lattices. To obtain it, the

pump was centered on one of the interface pillars. The main intensity comes from

the valley-polarized gap states (in the middle). However, the junction of two large

pillars at the interface represents a potential trap even without taking into account

the staggering inversion, and the localized states of this trap are also visible in panel

(b) below the bulk band of panel (a). These states are not valley-polarized, because

they are centered at the Γ point. Most interesting are the states in the central
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Figure 3.11: Dispersion of the a) bulk QVH and b) the QVH/QVH interface states

in its gap. The gap is marked by a dashed white line.

gap, which clearly exhibit opposite group velocities for the K and K ′ valleys. To

excite these interface states, the laser spot was localized at the interface. This also

suppresses the excitation of the bulk, whose dispersion therefore does not appear on

panel (b).

The above dispersions have been calculated to obtain images close to what can

be measured in experiments with realistic parameters. Still, such dispersions can be

compared with the tight-binding one in the spinless case [Fig. 3.7]. The elongation

of the second band in Fig. 3.11 can be emulated in the TB model by adding second

nearest neighbour hopping parameter. However, the tight-binding computation does

not take into account the presence of higher energy bands (p, d... bands) which are

observable both in experiments [200] and in the above simulation (not shown). One

can also note that the TB dispersion shown in Fig. 3.7 correspond to a projection

in a ribbon geometry whereas Fig. 3.11 is a cut of a 2D dispersion.

3.3.3.2 Propagation on the interface: numerical experiments

While the TE-TM splitting was neglected for the calculation of the dispersion in

Fig. 3.11 in order to obtain a clear image with a higher resolution, we have then

included the TE-TM splitting in all numerical calculations presented below, both for

QVH/QVH and QVH/QAH interfaces. All spatial images shown below are snap-

shots taken from the corresponding video �les available as a supplemental material

for the ref. [260]. These spatial images show the total intensity of emission, given by
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Figure 3.12: Behavior at the 120◦ corners of polygonal interface a) QVH/QVH b)

QVH/QAH. Red arrows show the propagation direction.

|ψ+|2 + |ψ−|2, as a function of spatial coordinates x and y. The colormap is renor-

malized for each frame, so the overall decay is not visible. Since the duration of the

simulations is several hundred picoseconds, observation of the propagation over the

whole structure could be experimentally possible only in the most recent highest-

quality microcavities, where the polariton lifetime reaches 270 ps [261]. However,

propagation around one corner or through a single defect should be well observable

in the structures of previous generation with τ = 30 ps. In these simulations, the

pulse duration has to be much longer than for the calculation of the dispersion: the

energy width of the pulse has to be smaller than the gap. We have used a value of

τ0 = 36 ps, as in previous similar works [212]. The spatial con�guration of the pump

operator is di�erent for the QVH and QAH cases. For QVH, the choice of the valley

is determined by the shape of the pump, which is therefore a large Gaussian spot

σ = 15 µm, centered on a given valley in the reciprocal space by introducing spatial

modulation exp(iKr), which in experiments is obtained by the incidence angle of

the pumping laser. For QAH, only one propagation direction is available and the

shape of the spot does not play any role; we therefore excite a single pillar using

σ = 1 µm.

120◦ corners. Figure 3.12(a) demonstrates the behavior of interface states at

the 120◦ corners (meaning that the propagation direction changes by 120◦) of a

polygonal interface between two mutually inverted TMD analog lattices. Such angle

allows to have two interfaces of the same type (A-A and A-A or B-B and B-B).

As can be seen from the �gure and from the associated movie (see supplemental

material of ref. [260], video �le 1), there is no backscattering on such interface and

the wavepacket, initially created at the interface states, continues its propagation
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Figure 3.13: Conversion of the interface states at the 60◦ corners of polygonal in-

terface a) QVH/QVH b) QVH/QAH. Red arrows show the propagation direction.

without being perturbed by such corner. Qualitatively, such corner acts like a mirror

(formed by the periodic lattice), which redirects the wavepacket from the input

interface state into the output interface state. Both propagation directions along

the triangle are available by the choice of the initial valley excitation. Panel (b)

shows the same con�guration, but for an interface between the QVH/QAH phases.

Here, no backscattering is possible for any type of corner, as we shall see below,

because of the topological protection. The propagation direction is not de�ned by

the excitation conditions (a single pillar of the interface is excited), but by the sign

of the Zeeman splitting. However, a large gap is more di�cult to obtain in the

QAH phase [258], and therefore one can expect to have a larger excitation of the

bulk in this case. As can be seen from the movie (see ref. [260], video �le 3),

it is impossible to distinguish the topologically protected QVH/QAH phase from

the QVH/QVH interface which does not provide any topological protection. The

absence of backscattering in one particular experiment does not mean that the

system is protected completely, as we shall see below.

60◦ corners. Figure 3.13 shows a zoomed image of a more interesting con�gu-

ration, corresponding to a 60◦ turn of the interface. Panel (a) shows the interface

between the two QVH phases. For such angle, the interface changes type (from A-A

to B-B or vice versa), which leads to several visible e�ects. First of all, the change of

the interface type, similar to the change of dimerization order in the Su-Schrie�er-
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Figure 3.14: Sensitivity of the QVH interface states to the perturbations: backscat-

tering a) on a localized defect b) at the boundary with the "vacuum". Red arrows

show the propagation direction.

Heeger model [42], leads to the creation of a defect state (domain wall) between the

two regions. This domain wall creates a strong backscattering for the wavepacket on

the interface states, contrary to the 120◦ turn, where the backscattering was com-

pletely absent. Moreover, since the interface changes type, the nature of the state

changes as well: from the "anti-bonding" state of the �rst interface (made of two

pillars with a larger radius and therefore a lower energy), the state changes into the

"bonding" state of the second interface (where there are two smaller pillars). The

two red arrows mark the propagation direction for the backscattered part and the

main part of the wavepacket. The propagation direction for both of them is clearly

visible in the movie (see [260], video �le 2).

In the QVH/QAH interface case, shown in Fig. 3.13(b), no backscattering is

possible because of the topological protection, provided by the QAH phase, but the

interface state also changes its nature at the 60◦ turn. However, because of the

complicated mutual action of the TE-TM SOC and of the Zeeman splitting, it is

more di�cult to analyze from the spatial pattern of the total intensity. The study

of such interface junctions in the perfect valley �lter may be a subject for future

works. While it is not so clear from the snapshot, the associated movie (see [260],

video �le 4) clearly shows the absence of backscattering at the junction.

QVH backscattering induced by a localised defect or the lattice boundary.

Finally, we have designed a special numerical experiment to show that the QVH

states indeed do not provide topological protection from backscattering. Figure 3.14

shows two distinct situations. Panel (a) demonstrates that a localized defect (created
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on a single pillar on the interface) leads to the backscattering of an important

fraction of the wavepacket (red arrows), while at the same experiment the corners

have shown no backscattering, and one might have concluded that the states are

protected (see [260], video �le 1). Panel (b) (which corresponds to the calculation

of Fig. 3.13 at later times, see [260], video �le 2) shows that the interface states

can only exist on the interface between two inverted TMD analog lattices, and they

cannot propagate at the boundary between the TMD analog and the "vacuum"

(absence of pillars). Such boundary leads to complete re�ection of the propagating

wavepacket.
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As we have seen in the previous chapters, band topology has became these last

years an important research �eld in various fermionic and bosonic systems. Another

�eld of research, extremely fruitful, is the one dealing with collective e�ects.

In fermionic systems, the combination of non-trivial topology and many body

e�ects led to the fractional quantum Hall e�ect [122], and more recently to the

description of topological super�uids and superconductors [262, 263, 4, 264]. In

the latter, the excitations are split o� by the superconducting gap, which is topo-

logically non-trivial for speci�c pairing, creating topological edge states. A vortex

necessarily contains such edge states, which can be Majorana fermion bound states

[265] protected by the particle-hole symmetry. The hypothetical non-Abelian statis-

tics of these quasi-particles and the ability to braid them by manipulating vortex

pairs renders topological superconductors very attractive for topological quantum

computing [266].

In bosonic systems, the most well-known collective e�ect is the Bose-Einstein

condensation [125, 137], leading to fascinating dynamical behaviour such as super-

�uidity [267], more generally, to the physics of bosonic quantum �uids [239, 268, 152].

Whereas stationary solutions of the non-linear Gross-Pitaevskii equation in periodic

potentials have been studied theoretically in terms of Bloch waves [269, 270] previ-

ously, the physics of interacting BEC in topological systems is a new �eld of research

which emerges thanks to the extension of topological concepts beyond condensed

matter systems. So far, the concept of Chern number and chiral behaviour have been

extended to Bogoliubov excitations in various con�gurations dealing with atomic,

magnonic or non-linear photonic systems [271, 272, 273, 274, 275, 276, 277, 278].

Another interesting but less explored direction is the study of non-linear exci-

tations, typical in BECs, in systems with non-trivial single particle band topology.

For example several works appeared on the description of solitons in 1D [55, 59]

or 2D systems with non trivial band topology. Propagative edge solitons [279, 280]

and bistable behaviour [281] have been studied recently in polariton Chern insulator

model. One should notice that non-linear edge solitons have also been studied in

Floquet photonic topological insulator [91] in ref. [282].

In this chapter we consider the e�ect of band geometry or topology on the ex-

citations of a BEC loaded in honeycomb lattice in di�erent con�gurations. In the

section 4.1 we consider a thermal equilibrium polariton condensate in the polariton

Chern insulator introduced in the previous chapter. We study the interplay between

spin-anisotropic interactions and the applied Zeeman �eld on the Bogoliubov exci-

tations of the condensate. Then, in section 4.2 we present a similar study in the

more experimentally realistic quasi-resonant excitation scheme which can lead to a

full optical control of topological phase transitions without the need of an external

Zeeman �eld. In the last section 4.3, we study quantized vortex excitations of a

scalar condensate loaded in a staggered honeycomb potential. Interestingly, these

non-linear excitations exhibit a winding-valley coupling in the bulk of the system

allowing a robust chiral propagation along the interface between opposite staggered

lattices.
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4.1 Thermal equilibrium Bogoliubov excitations in po-

lariton Chern insulator

Cavity polaritons have been well studied in di�erent semiconductor materials and

despite their �nite and relatively short lifetime, their Bose-Einstein condensation

close to thermal equilibrium has been observed in several works [132, 283, 284, 285]

dealing with 2D cavities. One should notice, however, that in lattices the formation

of gap solitons is much more favoured than the formation of a homogeneous conden-

sate in the ground state [200, 286] because of the higher overlap of the negative-mass

states with the excitonic reservoir and a longer lifetime of states with antisymmetric

wave functions [287]. Similarly, the slow spin relaxation in the excitonic reservoir

makes it di�cult to achieve equilibrium between the two spin sub-systems, and pre-

vents the observation of the predicted spin-Meissner e�ect [288]. These two aspects

of real systems make the situation that we consider, namely a quasi-thermal equilib-

rium for spinor polaritons in a periodic lattice, quite unrealistic at the present stage

of technology, but of a theoretical interest. However, similar conclusions can be

achieved for quasi-resonant pumping, which will be the subject of the next section,

corresponding to the optimal con�guration for the experimental veri�cation of our

predictions.

We therefore consider that the polariton graphene is �lled by a �nite density of

interacting polaritons at thermal equilibrium at T = 0K. The polaritons form a Bose-

Einstein condensate which can be described within the mean �eld approximation

by the spinor Gross-Pitaevskii equation. In the T-B approach GP equation can be

written in the condensed form:

i∂Ψi(r,t)
∂t =

∫ ∑
j Hij(k

′)Ψ̃j(k
′)eik

′.rdk′ +
(
α1|Ψi|2 + α2|Ψi+(−1)(i+1)mod2 |2 − µ

)
Ψi(r, t)

(4.1)

where the kinetic term is written in k space. i index encodes the wavefunction

component, Hij are the matrix elements of the polariton graphene Bloch Hamilto-

nian de�ned in previous chapters. α1 and α2 are the interaction constants between

particles with same spins and with opposite spins, respectively. These interaction

constants in polaritonic systems are in general di�erent [179], which means that the

interactions are spin-anisotropic. The reason is that the exchange in the singlet

con�guration passes through dark excitonic states.

We are going to look for the solution of this equation including the condensate

and its weak excitations which can be written as a 4-component spinor, taking into

account sublattice and spin degrees of freedom:

Ψ(r, t) = (Ψ+
A,Ψ

−
A,Ψ

+
B,Ψ

−
B)T

= Ψ0 + uei(k.r−ωt) + v∗e−i(k.r−ωt) (4.2)

The �rst term Ψ0 = (Ψ+
0,A,Ψ

−
0,A,Ψ

+
0,B,Ψ

−
0,B)T is the stationary part of the function.

It holds the information about condensate's polarization for the two sublattices
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(A/B) and obeys the normalization condition |Ψ0|2 = n. For generality, the Bo-

goliubov coe�cients u,v are also bispinors of the form (u+
A, u

−
A, u

+
B, u

−
B)T . Here, the

sublattice indexes are de�ned by A and B, while ± de�nes the polariton spin.

For the kinetic term, it is useful to write the above wavefunction in reciprocal

space:

Ψ̃(k′, t) = Ψ0δ(k
′) + uδ(k′ + k)e−iωt + v∗δ(k′ − k)eiωt (4.3)

Inserting the stationary part of (4.2) and (4.3) in the GP equation (4.1) allows to

�nd the chemical potential.

[Hk=0 +Hint] Ψ0 = µ114Ψ0 (4.4)

where Hk=0 is the momentum space Bloch Hamiltonian evaluated at k = 0 and

Hint is de�ned by:

Hint =

α1|Ψ+
0,A|

2 + α2|Ψ−0,A|
2 0 0 0

0 α1|Ψ−0,A|
2 + α2|Ψ+

0,A|
2 0 0

0 0 α1|Ψ+
0,B |

2 + α2|Ψ−0,B |
2 0

0 0 0 α1|Ψ−0,B |
2 + α2|Ψ+

0,B |
2


(4.5)

Due to the spin Meissner e�ect, the groundstate bispinor Ψ0 will take di�erent

forms depending on the strength of the Zeeman �eld. Then, introducing the whole

expressions (4.2) and (4.3) and keeping only linear terms in u and v (Bogoliubov ap-

proximation as in subsection 2.1.3) leads to an eigenvalues problem for the dispersion

and the eigenstates of the elementary low-amplitude excitations of the condensate

which can be solved numerically:

M

(
u

v

)
= ~ω

(
u

v

)
(4.6)

where M is a 8× 8 matrix of the block form:

M =

(
Hk +D − µ114 A

−A† −(HT
−k +D − µ114)

)
(4.7)

(where T, † symbols denote the transpose and conjugate-transpose transformation

respectively). The matricesD and A come from the non-linear terms and are de�ned

as follows.

D =

2α1|Ψ+
0,A|

2 + α2|Ψ−0,A|
2 0 0 0

0 2α1|Ψ−0,A|
2 + α2|Ψ+

0,A|
2 0 0

0 0 2α1|Ψ+
0,B |

2 + α2|Ψ−0,B |
2 0

0 0 0 2α1|Ψ−0,B |
2 + α2|Ψ+

0,B |
2


(4.8)

A =


α1Ψ+2

0,A α2Ψ−0,AΨ+
0,A 0 0

α2Ψ−0,AΨ+
0,A α1Ψ−2

0,A 0 0

0 0 α1Ψ+2
0,B α2Ψ−0,BΨ+

0,B

0 0 α2Ψ−0,BΨ+
0,B α1Ψ−2

0,B

 (4.9)
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One can notice that the block A couples two Bloch Hamiltonians de�ned at k and

−k, Bogoliubov eigenstates will therefore be a mixture of the opposite linear Bloch

states. One de�nes the Bogoliubov eigenstates |Φn,k〉 as:

|Φn,k〉 =

(
u

v

)
= (u+

a , u
−
a , u

+
b , u

−
b , v

+
a , v

−
a , v

+
b , v

−
b )T (4.10)

Moreover, the normalisation condition, required for the Bogoliubov transformation

to be canonical (namely to keep bogolons as bosons), reads [289, 137]:∑
1≤i≤4

|ui|2 − |vi|2 = 1 (4.11)

where i index labels the di�erent ui(vi) components of an eigenstate. This condition

physically signi�es that the creation of one bogolon corresponds to the creation of

a quanta of energy ω.

In the following subsections, we calculate and analyze the dispersions and the

corresponding eigenstates in di�erent cases: �rst without a magnetic �eld, and then

under weak and strong �elds. Under a magnetic �eld when a gap will be opened in

the dispersion we compute the Chern numbers. For this task, the peculiar form ofM

and its eigenstates has to be taken into account to compute the Berry connection. It

is typically done by introducing a matrix τz = σz⊗114 directly in the de�nition of the

Berry connection as �rst noticed in ref. [271] and commonly used [274, 272, 273, 290].

This gives

An(k) = i 〈Φn,k| ∇kτz |Φn,k〉 (4.12)

The Chern numbers can then be computed as usual using Cn = 1
2π

∫
BZ ∇k ×

An(k)dk. We use the same approach (from ref. [224]) as the one used in the

linear regime to compute them numerically.

Moreover, the Bogoliubov approach typically gives rise to symmetric positive

and negative energy branches and their associated Chern numbers are opposite

(Cn = −C−n) [271, 291]. Therefore, in what follows, we will concentrate on the

positive part of the spectrum and analyze its associated topological invariants. For

this task, we de�ne two Chern invariants. Each of them is the sum of the Chern

numbers of the two branches forming "valence" and "conduction" bands (below and

above the gap):

CV = C1 + C2, CC = C3 + C4 (4.13)

4.1.1 Zero magnetic �eld

Because of the spin-anisotropic interactions the minimal energy con�guration of a

polariton condensate corresponds to a linearly polarized state [183] [See subsection

2.2.2]. For the sake of de�niteness, we choose at k = 0: Ψ0 =
√
n/4(1, 1, 1, 1)T

which gives a well de�ned (horizontal) orientation of the in-plane polarization. In

this con�guration, the chemical potential is given by:

µ = (α1n+ α2n)/2− 3J (4.14)
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where n is the density, J is the TB tunneling coe�cient. Using the Bogoliubov

formalism, we compute the bogolon dispersion and the corresponding eigenstates.

The results for the zero magnetic �eld case are shown in Fig. 4.1(a),(b),(e),(f).

First, we analyze the simpler case of α2 = 0, which is still spin-anisotropic since

α1 6= α2. Panel (a) of Fig. 4.1 shows the bogolon dispersion, and panel (e) �

the polarization texture: white arrows indicate the in-plane pseudospin direction

and color shows the linear (H/V) polarization degree. Close to Γ, the two bogolon

dispersions are TE and TM polarized. In other words, the TE-TM symmetry of the

system is not broken by the presence of a condensate polarized along a well-de�ned

spatial direction. The reason for this is that α2 is zero, as we shall see below.

Due to interactions, close to k = 0 these two dispersions depend linearly on the

wave vector, with a speed of sound given by cte,tm =
√
α1n/mte,tm, and the energy

splitting (the magnitude of the TE-TM e�ective �eld) is also linear in k. At larger

momenta, depending on the parameters, one may recover a parabolic dispersion with

a parabolic splitting. Close to the K point, the preserved TE-TM symmetry of the

system makes the dispersion and polarization structure similar to the ones obtained

for polariton graphene with TE-TM splitting in the linear regime (see Fig. 3.3(a)):

there is a linear intersection in K point, and 3 additional linear intersections appear

because of the trigonal warping (see also the left panel of Fig. 4.2). The e�ective

�eld texture around the K point is the one of the Dresselhaus �eld, as shall be

discussed below. The case with α2 6= 0 is shown on the Figs. 4.1(b),(f). We have

chosen to use α2 = −0.2α1 for all calculations, although the exact value depends on

the con�guration (in particular, on the detuning). In general, α2 is usually negative

[182] and small with respect to α1. The scattering rates leading to the creation of a

bogolon with polarisations parallel and perpendicular to the one of the condensate

are therefore di�erent, which a�ects the sound velocities of the dispersions at k = 0.

The eigenstates close to the Γ point correspond to these two polarisations, with their

slope given by c‖ =
√

(α1 + α2)n/m∗ and c⊥ =
√

(α1 − α2)n/2m∗ respectively

(where m∗ is the polariton e�ective mass (2.43)). The polarization texture is hence

strongly modi�ed in the center of the Brillouin zone, which is the consequence of

the symmetry breaking by an in-plane �eld, see Fig. 4.1(f).

Due to this symmetry breaking, the form of the bands changes: the trigonal

warping initially present around the K point, as in the linear case, can disappear

(Fig. 4.1(b)). In this case two Dirac cones remain instead of four around each K

point. The evolution of the �ne energy structure near K point when α2 is switched

on is shown in �gure 4.2. One can see that with the increase of α2 the central Dirac

cone and the additional one oriented in the ky direction merge with each other and

disappear. This transition from four to two Dirac cones can be described in term

of their respective associated Berry phases (±π) as (+,+,+,−) −→ (+,+) and

is analogous to the one discussed in ref. [222] (Figs. 1 and 7 of that paper) for

bilayer graphene. In our case however, this e�ect is induced by the mean �eld spin

anisotropic interaction rather than lattice distortion. It is important to note that

whereas the number of Dirac cones change, the total Berry �ux (2π) is conserved.

Moreover, the branches of the same band cross each other, which modi�es the
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Figure 4.1: Thermal equilibrium bogolon dispersions. Band structures and

polarization textures of Bogoliubov excitations without and with applied magnetic

�eld. (a)-(b) Energy dispersions without applied magnetic �eld: α2 = 0,−0.2α1 re-

spectively. (c) Dispersions with applied magnetic �eld B < BC , (d) with B > BC .

(e)-(f)-(g)-(h) Corresponding polarization and pseudospin textures. The colors rep-

resent the linear polarization degree while the white arrows show the corresponding

pseudospin orientation of the lowest energy state. (Set of parameters: δJ = 0.2J ,

α1n = J)

Figure 4.2: Dirac cones merging. 3D zoom of the dispersion near K point when

α2 is switched on. From left to right: α2 = 0 to α2 = −0.2α1, other parameters are

�xed: δJ = 0.2J , α1n = J , no Zeeman �eld B = 0)
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polarization texture of each branch. We point here that this e�ective �eld does not

open a gap, moreover, because the contribution of α2 changes the energy of the

condensate, it can even lead to the closing of a gap, destroying the e�ect of the

applied magnetic �eld. This will be discussed in details in further sections.

Indeed, in the following, we study the polariton graphene under an applied

magnetic �eld, which overcomes the anisotropy induced by nonzero α2, and the

e�ective in-plane �eld in K −K ′ valleys come back in its Dresselhaus-like form.

4.1.2 Nonzero magnetic �eld

As in the linear case discussed in Chapter 3, we apply an external magnetic �eld

in order to open a gap and compute the Chern numbers characterizing the band

structure of bologons. For this we have to remind the spin-Meissner e�ect, predicted

for polariton condensates in planar cavities [See 2.2.2.3] which is linked to di�erent

condensate polarization con�gurations. An applied magnetic �eld B oriented in the

growth direction leads to the polariton Zeeman splitting characterized by −∆σz
term in the Hamiltonian. (Note: in this section based on a self-consistent work

performed at the beginning of this thesis [276] we use this convention of sign to be

consistent with the de�nition of the spin-Meissner e�ect 2.2.2.3 [194], this results

in opposite Chern numbers in the non-interacting limit with respect to the one

discussed in section 3.1 but does not change the general meaning of the topological

transition induced by the interactions.). ∆ = |X|2gXµBB/2, where X is the exciton

Hop�eld coe�cient, gX is the exciton g-factor, µB is the Bohr magneton.

Another aspect, which will play a key role in the following, is that the energy

renormalization induced by the interactions is larger for the bogolon states than for

the condensate itself. Indeed, if one neglects α2, in the absence of the magnetic �eld

the condensate is shifted by α1n/2 with respect to the non-interacting case at k = 0,

whereas for large wavevectors the bogolon energy is shifted by 2α1n/2 with respect

to the corresponding non-interacting dispersion, as one can directly see from the

Bogoliubov formula for the excitations ~ω =
√

(~2k2/2m)2 + 2α1n/2(~2k2/2m),

where the energy ~ω is measured from the chemical potential, itself being α1n/2.

The consequence is that the self-induced Zeeman �eld is larger for the excited states

than for the ground state, while the Zeeman splitting induced by an applied �eld

remains the same (unless the excitonic fraction changes signi�cantly). Hence, in

the magnetic �eld range 2BC > B > BC , the bogolon dispersions with opposite

circular polarizations should cross each other. The total Zeeman �eld (applied and

self-induced) at large wave vectors is in that case opposite to the one in the ground

state.

4.1.2.1 Weak magnetic �eld B < BC

We now turn back to the polariton graphene case considering an applied magnetic

�eld weaker than the critical �eld BC . In such case, the condensate at equilibrium
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is elliptically polarized, with the polarization spinor being:

Ψ0 =
√
n/2


cos θ

sin θ

cos θ

sin θ

 , θ =
1

2
arcsin

√
1−

(
B

BC

)2

(4.15)

By using this spinor in the expression of the condensate wavefunction Ψ, we �nd

the chemical potential:

µ =
α1 + α2

2
n− 3J (4.16)

Then, we can compute the matrix for the Bogoliubov coe�cients, that we can

diagonalize in order to get the energy dispersions and polarization texture (Fig.

4.1(c),(g)). In this section and the following one we restrict the consideration to the

case of δJ < J/2, typical for polariton graphene etched out of a planar cavity.

Figure 4.1(c) demonstrates a gap opening atK andK ′, similar to the linear case.

Here, the self-induced Zeeman �eld completely compensates the external magnetic

�eld around the Γ point. The spin-Meissner e�ect is present, like in a planar mi-

crocavity without a periodic potential. The lower branches remain linear near the

center of Brillouin zone.

The presence of the gap allows us to compute the band Chern numbers (CC(V ))

by using the gauge-invariant approach described above (4.12). In the weak �eld

regime (∆ � BC < α1n/2), the calculated Chern numbers CC = −2, CV = +2

are inverted with respect to the non-interacting case, where they have the values

CC = +2, CV = −2, because the non-interacting case by de�nition corresponds to

the opposite limit of large magnetic �elds α1n = 0� ∆. This topological inversion

occurs because of the self-induced Zeeman splitting at high wavevectors, which is

opposite to the applied magnetic �eld and strongly exceeds it. The system is in

a di�erent topological phase with inverted propagation direction of the chiral edge

states, as compared with the linear case.

We stress here that if α2 becomes large (for example, in the regime of polariton

Feshbach resonance [180, 181]), the strength of the external �eld has to be large

enough (∆ > |α2|n) to overcome the anisotropy e�ect described in the previous

section, in order to open a gap and obtain this topological insulating phase.

4.1.2.2 Large magnetic �eld B > BC

In this subsection, we consider the case of magnetic �eld above the critical value

B > BC . Hence, a Zeeman splitting appears between the two lower branches in

the Γ point, where interactions do not compensate the magnetic �eld anymore.

The condensate polarization becomes circular in Γ: Ψ0 =
√
n/2(1, 0, 1, 0)T and the

chemical potential becomes µ = α1n −∆ − 3J . We can observe that the chemical

potential now depends of the applied magnetic �eld. Using the Bogoliubov approach

as above, we �nd the eigenenergies and the eigenstates for this con�guration. One

of the two lower branches (polarized opposite to the condensate) becomes parabolic
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in Γ and the degeneracy is lifted (see Fig. 4.1(d),(h)). The Zeeman splitting in

the Γ point is proportional to the di�erence between B and BC , exactly as in the

spin-Meissner e�ect in planar cavities:

∆eff = ∆−∆C = |X|2gXµBBeff/2 (4.17)

As we can see on Fig. 4.1(d), a gap opens between the valence and conduction

bands. For B just over BC , the topology of the bands (CC = −2, CV = +2) is

still inverted with respect to the non-interacting case. Since the gap does not close

at BC , the band topology cannot change, and this result is expected. However,

when increasing the magnetic �eld again, the real Zeeman energy continues to rise

whereas the self-induced Zeeman �eld, created by the interactions, is saturated.

Consequently, there exists a threshold �eld B = BS , where the net Zeeman �eld

at K and K ′ cancels and the gap closes and immediately re-opens when B > BS
with an inverted topology of the bands, associated with a change of the signs of

the Chern numbers (CC = +2, CV = −2). This topology now corresponds to the

non-interacting case. The phenomenon of the topology inversion is entirely due to

the fact that interaction energy with the condensate is larger for large wavevector

bogolons than in the center of Brillouin zone.

By writing the matrix M in the upper BC case at K point, we can �nd the

analytical expression for the threshold magnetic �eld, at which the gap closes:

∆S =
1

2

(
α1n− α2n− 3J ±

√
6Jα1n+ 9J2

)
(4.18)

BS = 2
∆S

|x|2gXµB
(4.19)

4.1.3 Discussion

In the previous subections, we have demonstrated that a topological inversion occurs

at a threshold magnetic �eld BS . The inversion of the topology at B = BS can

be observed either varying the magnetic �eld or the polariton density. Whatever

the density, if it is �xed, one can always increase the magnetic �eld to achieve the

threshold value giving the inversion. If one �xes the magnetic �eld at some value, it is

possible to observe the transition in the opposite direction: from the normal topology

of the non-interacting system to inverted topology of the strongly-interacting system.

Indeed, in polaritonic systems, the main experimentally adjustable parameter is

the optical pumping, which controls the creation of polaritons, while their lifetime

is generally �xed by the properties of the cavity. The evolution of the gap as a

function of the condensate density is shown on the Fig. 4.3, where we can observe

that the gap closes at a critical density nS . The black solid line corresponds to

the realistic value of α2 = −0.2α1 (the same as in previous sections), while the red

dashed line has been plotted with α2 = −0.5α1, in order to clearly demonstrate
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Figure 4.3: Interaction induced topological inversion. Left panel: plot of the

gap value under a constant magnetic �eld as a function of the density. The gap

closes at the critical density n = nS . (Parameters δJ = 0.2J , ∆ = 0.6J , black solid

line: α2 = −0.2α1, red dashed line: α2 = −0.5α1). Right: Illustration of the edge

states at the boundary of the sample.

the suppression of the topological insulator behaviour by the anisotropy induced by

the spin-anisotropic interactions of the condensate and its �xed linear polarization.

Indeed, for any value of the applied magnetic �eld, one can always increase the

density and close the gap via α2n. Thus, the e�ect of this constant, which is usually

relatively weak, can appear critical in certain con�gurations.

In the simplest con�guration of relatively weak interactions, where α1n << J ,

we can derive a simpler expression for the threshold magnetic �eld at which the

inversion occurs, using the Taylor series expansion:

∆S =
2α1 − α2

2
n (4.20)

This result can be rewritten to give the threshold density as a function of an applied

magnetic �eld:

nS =
2∆

2α1 − α2
, ∆ = |x|2gxµB

B

2
(4.21)

For n < nS , the topology of Bogoliubov excitations is the same as in the linear

case. The topology of the bare dispersion is transferred to the bogolon dispersion,

as it has been already shown for atomic systems [272]. Nevertheless, in the case

of polaritons with their spin-anisotropic interaction and the resulting self-induced

Larmor precession, the topology of the bogolon dispersion is inverted at the thresh-

old density n = nS (Fig. 4.3). This result implies the inversion of the propagation

direction of the topologically protected edge states.

The potential of polariton graphene is therefore con�rmed by the coexistence of

two dissipation-less phenomena, which are the super�uidity of the condensate and
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the existence of the topologically protected edge states. It will be especially useful

to study the case of resonant pumping, which is the easiest feasible experiment to

study the macro-occupied states in polaritonic systems.

4.2 Bogoliubov excitations in the resonant pump regime

In what follows, we concentrate on the experimentally realistic con�guration of a

resonantly driven photonic (polaritonic) lattice [200, 203], including �nite particle

lifetime, without any applied magnetic �eld and demonstrate the all-optical control

of the band topology. We show that the topologically trivial band structure

becomes non-trivial under resonant circularly polarized pumping at the Γ point

of the dispersion. A self-induced topological gap opens in the dispersion of the

elementary excitations. The tuning of the pump intensity allows to go through

several topological transitions demonstrating the chirality inversion.

A coherent macro-occupied state of exciton-polaritons is usually created by res-

onant optical excitation. This regime is well described in the mean-�eld approxi-

mation [171, 197] [2.2.2]. We can derive the driven tight-binding Gross-Pitaevskii

equation in this honeycomb lattice for a homogeneous laser pump F (~ = 1).

i
∂

∂t
Ψi =

∫ ∑
j

Hij(k
′)Ψ̃j(k

′)eik
′.rdk′ + Fie

i(kp.r−ωpt)

+
(
α1|Ψi|2 + α2|Ψi+(−1)(i+1)mod2 |2 − iγp

)
Ψi (4.22)

where i, j indices runs from 1 to 4 corresponding to the four wavefunction compo-

nents (Ψ+
A,Ψ

−
A,Ψ

+
B,Ψ

−
B). Hij are the matrix elements of the tight-binding Hamil-

tonian without the Zeeman term on the diagonal (∆ = 0). Ψi are the components

of the coherent macro-occupied state wave function. α1 and α2 are the interaction

constants between particles with the same and opposite spins respectively. γp is the

linewidth related to (spin-independent) polariton lifetime (τp), which allows to take

the dissipation into account. Fi is the pump amplitude. ωp and kp are the frequency

and wavevector of the pump mode. In the following, we consider a homogeneous

pump at k = 0 (pumping beam perpendicular to the cavity plane) , which implies

that its amplitude on A and B pillars is the same. However, the spin projections F+
s

and F−s (where s refers to the sublattice index), determining the spin polarization

of the pump, can be di�erent. Using the sublattice and the spin indices (s and σ),

the quasi-stationary driven solution has the same frequency and wavevector as the

pump (Ψσ
s = ei(kp.r−ωpt)Ψσ

p,s) and satis�es the equations:(
ωp + iγp − α1|Ψσ

p,s|2 − α2|Ψ−σp,s |2
)

Ψσ
p,s + fkpJΨσ

p,−s + fσkpλpΨ
−σ
p,−s = F σs (4.23)

The tight-binding terms (fkp ,f
σ
kp
) of the polariton graphene induce a coupling be-

tween the sublattices and polarizations. We compute the dispersion of the el-

ementary excitations using the standard wave function of a weak perturbation
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(|u|,|v| � |Ψp|):

Ψ = ei(kp.r−ωpt)(Ψp + uei(k.r−ωt) + v∗e−i(k.r−ω
∗t)) (4.24)

where Ψp = (Ψ+
p,A,Ψ

−
p,A,Ψ

+
p,B,Ψ

−
p,B)T , u and v are vectors of the form

(u+
A, u

−
A, u

+
B, u

−
B)T . Using the same method as in the thermal equilibrium case, we

arrive to the following matrix to diagonalize:

M =

(
Hkp+k +Dp − ωp114 Ap

−A†p −(HT
kp−k +Dp − ωp114)

)
(4.25)

where Dp and Ap are de�ned as in Eqs. (4.8), (4.9) with Ψp,i replacing Ψ0,i.

Note that Eqs. (4.23) and (4.25) are written for an arbitrary pump wave vector

kp. In the following, we consider a pump resonant with the energy of the bare lower

polariton dispersion branch in the Γ point (ωp = −fΓJ = −3J and kp = 0), which

implies the stability of the elementary excitations (=[ω] < 0) and does not modify

the Brillouin zone with respect to the linear case.

4.2.1 Topological phase diagram

A circularly polarized pump induces circularly polarized macro-occupied state (n− =

0), and n = n+ = n+
A + n+

B = |Ψ+
p,A|2 + |Ψ+

p,B|2. Combined with spin anisotropic

interactions, it leads to a Self-Induced Zeeman (SIZ) splitting which breaks time

reversal symmetry. A simple analytical formula of the k-dependent SIZ splitting

between the two lower dispersion branches is obtained by neglecting the SOC (λp =

0):

ΩSI = ωp + |fk|+
√

(ωp + |fk|J − 2α1n
+
A/B)2 − (α1n

+
A/B)2

(In the expression for the self-induced �eld at the Γ point ΩSI(Γ) =
√

3α1n/2 the

factor 1/2 comes from the presence of two sublattices and the
√

3 appears from

resonant pumping, as compared with a blue shift of an equilibrium condensate

µ = αn.) One of the key di�erences with respect to the magnetic �eld induced

Zeeman �eld is the SIZ dependence on the wavevectors and energies of the bare

modes. This dependence has already been shown to lead to the inversion of the

e�ective �eld sign at the K point (and thus the inversion of the topology) when

both applied and SIZ �elds are present in a Bose-Einstein condensate in the previous

subsection.

The �gure 4.4(a) shows the diagram of topological phases under resonant pump-

ing (versus the SIZ) which is quite similar to the one under magnetic �eld [See

Fig. 3.4(a)] (the 2D dispersions are also pretty similar to the ones in the linear

regime [See Figs. 3.5] and are not shown here).

The only di�erence with respect to the linear case concerns the opening of the

two additional gaps which does not take place at the same pumping values, because

of the di�erence between the SIZ �elds in the upper and lower bands. The �gure

4.4(b) shows the magnitude of the di�erent gaps multiplied by the sign of the Cn
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Figure 4.4: All-optical topological phase transitions. (a) Topological phase

diagram in the resonant pump regime versus the TE-TM SOC and SIZ. (b) Gap

sizes and sign evolution along a path of constant SOC λp = 0.2J (dashed line in

panel (a)). The red and blue curves correspond to the opening of additional gaps.

of the valence band (C =
∑n

i=1Cn) [33] for a given value of the SOC, a quantity

highly relevant experimentally. In [200, 203] J is of the order or 0.3 meV, whereas

the mode linewidth is of the order of 0.05 meV. Band gaps of the order of 0.2

J should be observable. Also the SIZ magnitude shown on the x-axis (below 1.5

meV) is compatible with the experimentally accessible values. So in practice the

topological transition is observable together with the speci�c dispersion of the edge

states in the di�erent phases which are presented in Figs 4.5.

We would like to note that the emergence of topological e�ects driven by inter-

actions in bosonic systems has already been theoretically proposed, such as non zero

Berry curvature in a Lieb lattice �lled by atomic condensates [290] and topological

Bogoliubov edge modes in two di�erent driven schemes based on Kagome lattices

[275, 273] with scalar particles.

4.2.2 Bogoliubov edge states

To demonstrate one-way edge states in the tight-binding approach, we derive a

8N×8N Bogoliubov matrix for a polariton graphene stripe, consisting of N coupled

in�nite zig-zag chains following the procedure of subsection 3.2.2. For this, we set a

basis of Bogoliubov Bloch waves (u±A/B,n, v
±
A/B,n) where n index numerates stripes,

and ky is the quasi-wavevector in the zigzag direction. The diagonal blocks describe

coupling within one chain and are derived in the same fashion as the M matrix in the

previous section, coupling between stripes is accounted for in subdiagonal blocks.

Figures 4.5(a,b) show the results of the band structure calculation for two di�er-
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Figure 4.5: Bogoliubov edge states. (a,b) Band structures of a graphene ribbon

in two di�erent phases. Blue and red colors refer to the states localized on the right

and left edges. Parameters: λp = 0.2J and (a) α1n = 1J , (b) α1n = 4J . (c) Real

space sketch of the experimental setup. The yellow arrows represent the edge states

when C = +2 (dashed ones when C = −1).

ent values of α1n . The degree of localization on edges is calculated from the wave

function densities on the edge chains |ΨR|2 and |ΨL|2 (left/right, see inset), and is

shown with colour, so that the edge states are blue and red.

In Fig. 4.5(a) there is only one topological gap characterized by a Chern number

+2 and hence there are two edge modes on each side of the ribbon. In Fig. 4.5(b), we

can observe three topological gaps with the Chern number of the top and bottom

bands being ±1 respectively. Each of them is characterized by the presence of

only one edge mode on a given edge of the ribbon, and the group velocities of the

modes are opposite to the previous phase: the chirality is controlled by the intensity

of the pump. This inversion, associated with the change of the topological phase

(|C| = 2 → 1), is fundamentally di�erent from the one discussed in the previous

section, observed for the same phase (|C| = 2).

This optically-controlled transition allows to observe the inversion of chirality for

weak modulations of a TR-symmetry breaking pump around a non-zero constant

value, which can also possibly be used for ampli�cation. The inversion of chirality

of center gap edge states (Figs. 4.5(a,b)) should be observable in a pump-probe

experiment as shown by the numerical simulation presented below. A sketch of the

experiment using a σ+ and a σ− polarized lasers (the homogeneous pump and the

localized probe) is presented on Fig. 4.5(c). One should notice that we can also

obtain the inverted phases more conventionally by inverting the direction of the

self-induced Zeeman �eld which is controlled by the circularity of the homogeneous

pump.
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a) b)
C=+2 C=-1

Figure 4.6: Calculated images of emission from the surface states (a) ΩSI = 0.3

meV, C = 2 (b) ΩSI = 0.6 meV, C=-1. Arrows mark the propagation direction.

4.2.3 Numerical experiment

To con�rm our analytical predictions and support the observability in a realistic

pump-probe experiment (sketch shown in Fig 4.5(c)), we perform a full numerical

simulation beyond the tight-binding or Bogoliubov approximations. We solve the

spinor Gross-Pitaevskii equation for polaritons with quasi-resonant pumping with a

honeycomb lattice potential U :

i~ ∂
∂tψ± = − ~2

2m∆ψ± + α1 |ψ±|2 ψ± + Uψ± − i~
2τψ± + β

(
∂
∂x ∓ i

∂
∂y

)2
ψ∓ (4.26)

+P0+e
−iωt +

∑
j Pj−e

− (t−t0)2

τ2
0 e−

(r−rj)
2

σ2 e−iωt

where ψ+(r, t), ψ−(r, t) are the two circular components of the wave function, m =

5 × 10−5mel is the polariton mass, τ = 30 ps the lifetime. The main pumping

term P0+ is circular polarized (σ+) and spatially homogeneous, while the 3 pulsed

probes are σ− and localized on 3 pillars: 2 on the edges and 1 in the bulk. The

results (�ltered at the edge states energy) are shown in Fig. 4.6. As compared with

the C = 2 case (a), a larger gap of the C = −1 phase (b) demonstrates a better

protection against bulk excitation, a longer propagation distance, and an inverted

direction, all achieved by modulating the pump intensity.
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E�ect of gain and losses. It has to be noticed that contrary to the thermal

equilibrium regime discussed in the previous section, pump and losses are inherently

present in the quasi-resonant regime considered here. In the speci�c case we con-

sider, the homogeneous pump is necessary for the formation of the macro-occupied

stationary state at the Γ point. The losses encoded by the polariton lifetime lead

to a damping of the Bogoliubov excitations. In the numerical simulation discussed

above this implies that the propagating edge states will disappear after some time.

Note that the same type of dissipation occurs in the linear regime. In both cases, it

is possible to detect the chiral propagation of a wavepacket on the edge if the cavity

quality factor is su�ciently high. For example, if one assume the edge state group

velocity to be vg = 0.7µm/ps and the polariton lifetime τ = 30ps (typical for state

of the art GaAs-based cavities), the propagation length can be estimated to be of

21µm (about 10 cavity pillars).

One can also speculate about the e�ect of a local gain on the edge of the sample

on the Bogoliubov edge states. In a polariton system, this situation can be orga-

nized by adding an o�-resonant pump located on the edge of the lattice which will

create an excitonic reservoir. If the gain is not too strong one can expect that it

will increase the sustain of the Bogoliubov edge modes and hence their propagation

length. However, if the gain is too strong it can lead to a high increase of popu-

lation in these modes. In this case, instabilities can develop and the Bogoliubov

approximation (available for weak density perturbation) will not be valid anymore.

4.3 Quantum spin Hall e�ect analog for BEC vortices

Topological defects are a distinctive feature of quantum �uids [268]. Such real

space excitations are stable and cannot be removed by a continuous transformation,

which is called topological protection. They are known for more than �fty years and

determine the �uid properties, for example, in the Berezinskii-Kosterlitz-Thouless

phase transition in Bose-Einstein condensates [137].

As we have seen in the �rst chapter, the concept of topology has been applied in

a di�erent context to reciprocal space since the eighties. This �eld expanded further

recently with the discovery of the quantum spin Hall e�ect and of the associated

class of Z2 topological insulators [73] that we introduced in 1.3.3. In that case the

bulk-boundary correspondence applies and guarantees on the interface with a trivial

insulator the presence of a pair of counter-propagating spin-polarized states, which

because of the preserved time-reversal symmetry (TRS) do not couple with each

other.

This important discovery was followed by the attempts to extend the concept

of topologically protected spin transport to other type of two-level systems which

can be mapped to a pseudospin representing either an internal degree of freedom

(photon polarization) or an external one (angular momentum, valley [209], etc.).

However, for photons, TRS acts di�erently from fermions [7] and rigorously, there

is no symmetry-protected photonic quantum spin Hall e�ect. This can be clearly
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visualized by explicitly considering the photonic spin-orbit coupling due to the en-

ergy splitting between TE and TM modes [160, 213] [See Fig. (2.6)]. It respects

TRS, but it has a double winding which couples counter-propagating spin-polarized

photonic modes. The realization of topological spin transport for light therefore

requires to fabricate a structure where the TE-TM splitting is suppressed, which is

possible but very demanding [292, 293]. Other degrees of freedom, like the angular

momentum of photons in lattices of ring cavities have been considered [92, 93, 95],

with the formal problem that no speci�c symmetry protects this pseudospin from

disorder.

Finally, the quantum valley Hall e�ect in staggered honeycomb lattices uses the

valley pseudospin [37, 294, 209] to which one can associate valley Chern numbers

[235]. QVH has been evidenced experimentally in electronic systems [245] and re-

cently considered in a large series of works in photonics [295, 251, 252, 296, 250, 254]

including our work [260] presented in section 3.3 showing the interest of this system

beyond condensed matter physics [256]. In these systems the dissipation mechanism

is the inter-valley scattering. Even if it is argued to be weak, any defect localized

on the interface induces a backscattering of the edge modes as demonstrated in

section 3.3 [Figs. 3.13(a) and 3.14] and can lead to the Anderson localization of the

1D edge states.

In this section, we propose an original combination of real and reciprocal space

topologies, creating a truly protected pseudospin current in a bosonic system. Here,

the pseudospin current is not protected by a symmetry of the Hamiltonian, but

by the winding number of the quantized vortices (real space topological invariant).

We consider a BEC at the Γ point of the Brillouin zone of a QVH system based

on two staggered honeycomb lattices. We demonstrate the existence of a coupling

between the vortex winding and the valley of the bulk Bloch band. This coupling

leads to chiral vortex propagation on each side of an interface between two regions

with inverted staggering, with a true topological protection against backscattering,

contrary to the interface states of the non-interacting Hamiltonian. This con�gura-

tion can be seen as a quantum spin Hall e�ect analog, but where the role of spin is

played by the winding of the vortices. Our results apply to polariton condensates

in recently fabricated polariton honeycomb lattices [200] and to atomic BECs in

optical lattices [297].

Note: Interestingly, motivated as us by the possibility to build arti�cial lattices

in cold atom and nonlinear photonic systems several theoretical works have recently

appeared dedicated to the study of 2D nonlinear Dirac equation. The authors �nd

novel non-linear solutions such as solitons, vortices, and ring solitons and study

their stability in various con�gurations [298, 299, 300, 301]. We stress that the

vortex excitations that we present below cannot be described by a non-linear Dirac

equation because the unperturbed condensate is in its ground state at Γ point and

needs to be described by a Gross-Pitaevskii equation including the lattice potential.
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4.3.1 Winding-valley coupling

First, we shall demonstrate that the core of a vortex with a given winding corre-

sponds to a certain valley (K or K ′) of the single-particle dispersion of staggered

graphene, that is, the existence of winding-valley coupling for vortices.

Let us consider the core of a su�ciently large vortex (ξ � a, where a is the

distance between nearest neighbors), where the density is necessarily small and

the interactions can be neglected. To minimize the on-site energy given by E =

EA|ψA|2 + EB|ψB|2, the WF is mostly localized on the sites of the A type, which

have lower energy (assuming EA < EB). In the limit of a large gap, ∆� J , only the

A-sites are populated and therefore the Bloch function in the vicinity of the vortex

center is (1, 0)T . Therefore, in the TB approach the vortex core can be de�ned as a

combination of three on-site orbitals:

|ψc〉 = |ωA,R1〉+ ei
2π
3
p |ωA,R2〉+ ei

4π
3
p |ωA,R3〉 (4.27)

where p encodes the winding of the vortex [See subsection 2.1.4]. Using the de�nition

of the Bloch state |ψA,k〉 on A sublattice (1.56), one can obtain the amplitude in

momentum space:

ψ̃p(k) = 〈ψA,k|ψc〉 =
(
eik.R1 + eik.R2ei

2π
3
p + eik.R3ei

4π
3
p
)

(4.28)

Taking the �rst atoms as the origin, the three on-site vectors are de�ned by: R1 =

(0, 0), R2 = (3a
2 ,
√

3a
2 ), R3 = (0,

√
3a). One can introduce two new variables:

ηp =
2π

3
p+

3

2
akx +

√
3

2
aky (4.29)

ζp =
4π

3
p+
√

3aky (4.30)

We can then �nd the position of the maximal probability density in the reciprocal

space |ψ(k)|2, which is given by:

|ψ̃p(k)|2 = 3 + 2 (cos ηp + cos ζp + cos(ηp − ζp)) (4.31)

The maximal value of this expression is achieved when both ηp = 2πν and ζp = 2πµ,

where ν and µ are integer numbers. From the latter, taking for example ν = 0, it

is easy to obtain, for p = 1, ky = −K (where K = 4π/3
√

3a), and kx = 0, and for

p = −1, ky = K and kx = 0.

Therefore, we �nd that the maximum value of the WF is achieved for k = K

and k = K ′, depending on the vortex winding p. Thus, both the Bloch wave and

the plane wave part of the WF in the core of a vortex of a given winding de�ne a

state corresponding to a certain well-de�ned valley of the single-particle dispersion.

One can de�ne a winding-valley coupling law as:

τ = ps (4.32)



110 Chapter 4. Topological e�ects for BECs in honeycomb lattices

-10 100
x (µm)

-10 100
x (µm)

-10 100
x (µm)

-10

10

0

y 
(µ

m
)

-2 -1 0 1 2
-1k  (µm )x

-2 -1 0 1 2
-1k  (µm )x

-2 -1 0 1 2
-1k  (µm )x

0

1

2

-1

-2

-1
k

 (
µ

m
)

y

a) b) c)

d) e) f)

Figure 4.7: Numerical density pro�le of the vortex stationary solution in real (a,b,c)

and reciprocal (d,e,f) space for di�erent �ltering scales (w = 7, 3, 1 µm, respectively).

Black lines in (a,b,c) represent the lattice potential contour, and dashed white lines

in (d,e,f) highlight the �rst Brillouin zone.

where τ = ±1 is the valley number and s = sgn(∆) = sgn(EA − EB) is the

lattice staggering. This result is linked with the well-known optical selection rules

in Transitional Metal Dichalcogenides [228] where the phase pattern at the K

point exhibits an angular momentum for each unit cell, determining the angular

momentum of photons for a given valley.

To con�rm this analytical result, we have performed numerical simulations by

solving the GPE beyond the TB approximation, with an explicit honeycomb lattice

potential U(r). Without losing generality, we consider all parameters as in section

3.2 (typical for exciton-polaritons [200]), but considering a quasi-conservative case.

The neighbour distance is d = 2.5 µm, pillar radius r = 1.5 µm,m = 5×10−5m0 (m0

is the free electron mass), corresponding to J ≈ 0.25 meV, and αn = 0.3 meV. To

�nd the stationary vortex wavefunction in presence of a honeycomb lattice potential,
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we solve the damped Gross-Pitaevskii equation [302]:

i~
∂ψ

∂t
= (1− iΛ)

(
− ~2

2m
∆ψ + α|ψ|2ψ + Uψ − µψ

)
(4.33)

where Λ = 0.03 is the dimensionless damping coe�cient. This equation guarantees

that a stationary solution with an energy µ persists, whereas any perturbations

to this solution with higher energies decay, with the characteristic decay rate pro-

portional to the energy deviation Γ = 〈H〉 − µ. We start with a wavefunction

ψ ∼ tanh(r/r0) exp(ipϕ), where ϕ is the polar angle, p = ±1 and r0 is of the order

of expected healing length ξ (several microns). The damped equation conserves the

zeroes of the wavefunction, because in the point r = 0 where ψ = 0 the right part

of the equation vanishes and thus ∂ψ/∂t = 0. The wavefunction cannot therefore

evolve towards the ground state, so it stabilizes at a stationary solution with winding

p = ±1.

The results of these calculations are shown in Fig. 4.7. To get the information

on the vortex core, we apply spatial �ltering using a Gaussian of size w (panels (a)-

(c)). For large w, the image in the reciprocal space (Fig. 4.7(d)) is dominated by the

condensate centered at the ground state (Γ point). The ground state itself is empty,

because the vortex imposes v 6= 0 everywhere. For smaller w (Fig. 4.7(e,f)), the

core of the vortex is centered at the K points of the reciprocal space, while the K ′

valleys are empty. Opposite results are obtained for opposite winding, con�rming

the valley-winding coupling for vortices.

4.3.2 Vortex at the interface

We have shown that the vortex WF in the reciprocal space has two contributions.

Most of the condensed particles, far from the vortex core, are concentrated around

the Γ point (small k). These particles are practically una�ected neither by the

presence of the lattice, nor by any possible interfaces because at this scale the

particles are lying in the parabolic part of the dispersion in reciprocal space. On the

other hand, the core of the vortex is at the K point, and we can expect interesting

e�ects linked with the interfaces, where in the linear regime the states from the bulk

K points give rise to chiral propagative interface states (QVH states).

In what follows, we estimate analytically the energy of the vortex as a function

of both the wavevector of the core (dispersion) and of its position in real space. For

this task one can start from the grand canonical expression [137]:

Ev =

∫ (
~2

2m
|∇ψ|2 + ψ∗Uψ +

α

2

(
|ψ|2 − n

)2
)

dR (4.34)

Qualitatively, this expression is the di�erence between the energy of a system with

a vortex and the energy of a system without a vortex (but with a condensate in

the ground state with the unperturbed density n). The �rst step is to split the

integral into 2 regions: the core (|R| ≤ ξ) and the outside zone (|R| > ξ). In the

second region, |ψ|2 ≈ n, and the only contribution to the vortex energy comes from
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Figure 4.8: a,b) Energy of the vortex core at the interface as a function of its

central wavevector, exhibiting valley chirality (a - K, b - K ′) (Blue solid lines).

The dotted curves represent the linear TB ribbon dispersions, the di�erent colors

corresponding to the localization on the interface (red) and on the edges (blue) as

in Fig. 3.7(a). c) Energy of the vortex as a function of position. (Blue and green

curves correspond to a direct interface or a larger one constituted of 4 unstaggered

zigzag chains centered at x = 0 respectively.)

the kinetic energy term, which can be estimated by the well-known logarithmic

expression Er>ξv = πn~2 ln (1.46R0/ξ) /m (R0 is the system size) neglecting the

lattice potential.

In the vortex core, the presence of the lattice has to be taken into account. As

we have shown above both analytically and numerically, the core of the vortex is a

wavepacket centered at k0 close to either K or K ′ (we take a Gaussian wavepacket

ψG). We calculate its energy versus k0 using the TB approximation. The X spatial

direction, perpendicular to the interface, has to be treated in the real space (x0 is

the vortex center). The contribution to the kinetic energy is calculated as:

Ekin,r<ξv (x0, k0) =

∫ x0+ξ

x0−ξ
dx

∫
dkψ∗Gψ

∗
0Hkψ0ψG (4.35)

where Hk is the Bloch Hamiltonian of a ribbon of coupled in�nite zigzag chain

(3.12) (k = ky) and ψ0(x, k) are the single-particle eigenstates of the lattice. These

eigenstates are quantized in the X direction. Their spatial overlap with the vortex

core plays an important role. For the delocalized bulk states the overlap tends to

zero with increase of the stripe width. On the other hand, the state localized at

the interface (width κ [See Fig. 3.7(b)]) has a non-vanishing overlap and the con-

tribution of this state dominates the dispersion of the vortex core. An example of

such dispersion in the vicinity of the K and K ′ points is shown in Fig. 4.8(a,b):

the dispersion of the core (blue line) inherits the dispersion of the linear eigenstates
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at the interface (red dots), and therefore their valley-dependent propagation direc-

tion (chirality), as compared with the non-propagating bulk states with zero group

velocity exactly at K or K ′ (black points).

The kinetic energy of the core also depends on the position of its center x0: if

the core is perfectly centered at the interface, the energy at k0 = K is exactly the

same as that of the interface state. On the other hand, if the core is located in the

bulk, its energy is that of the top of the valence band, determined by the energy

splitting Ekin(x0, k0) = −∆. The interface therefore represents a barrier of a height

of the order of the gap ∆, if only the kinetic energy is taken into account.

The contribution of the interactions to the vortex energy comes from the sen-

sitivity of the vortex to the local changes of the density in the condensate. In the

vortex core, the density |ψ|2 is small as compared with the background density n(r),

and the integral reads:

Eint,r<ξv =

∫ ξ

0
αn2πrdr (4.36)

Thus, the vortices are attracted to lower-density regions minimizing the total energy

of the system. The density of the condensate without a vortex depends on the local

potential, which a�ects the density of the condensate at the scale given by the

healing length ξ. Considering the interface as a Delta barrier V0δ(x) and neglecting

the lattice, the density pro�le of the condensate can be found analytically [286]:

n(x) = n0

(
1− 1

cosh2((xc + |x|)/ξ′)

)
(4.37)

where xc and ξ′ depend on V0. The interaction energy of the vortex core as a

function of x0 therefore exhibits a minimum of width ξ′ ≈ ξ.
The sum of kinetic (4.35) and interaction (4.36) energies depends on the param-

eters of the system. Two examples of such dependence as a function of x0 are shown

in Fig. 4.8(c) for ξ > κ. The vortex can be localized on either side of the interface,

the latter acting as a barrier preventing the vortex from changing domain.

The vortex core is therefore located in a given domain where the winding-valley

coupling de�ned by Eq. (4.32) is well de�ned. It will move along the interface in

the direction given by its winding (which gives its valley localization). The resonant

intervalley scattering present for a linear wavepacket is completely forbidden here

because it would require to invert the vortex winding and therefore to change the

velocity of all the particles in the condensate which has a huge energy cost. Actually,

the only way for a vortex to move backward is by tunnelling through the interface

barrier. Indeed, on the other side the vortex keeping its winding will change valley

because of the staggering potential inversion (Eq. (4.32)). The di�erent possible

mechanisms for this tunnelling are discussed in subsection 4.3.4 but it is typically

negligible.

Our analytical results are again fully con�rmed by numerical simulations of

vortex propagation along the interface using Eq. (4.33) (with Λ = 0). The snapshots

of one of such simulations are shown in Fig. 4.9 (the full movie is available at [303]).
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Figure 4.9: Snapshots of the vortex propagation along the interface, showing the

spatial density distribution |ψ(x, y)|2.
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Figure 4.10: a) Contour plot of the potential (black line) and the phase of the

vortex (in color). Red arrow shows the rotation direction, green arrow shows the

propagation direction of the vortex. b) Vortex velocity from numerical calculations

and its estimation by di�erent models.

We see that the vortex remains attached to the interface and propagates along,

without being scattered backwards on the corners. An additional defect of 1 meV

(∼ 4J � ∆) and 1 µm width has been added on an interface pillar for comparison

with the linear case, where it leads to strong backscattering [Figs. 3.13(a) and 3.14].

This allows us to check that the vortex is indeed immune to backscattering thanks to

the additional topological protection provided by its winding via the winding-valley

coupling. We stress, however, that in contrast with electronic quantum spin Hall

insulators, where the particle number is conserved, counter-propagating vortices can

annihilate.

4.3.3 Vortex velocity estimation

Here, we study how the vortex velocity depends on the parameters of the system

in order to check that the propagation along the interface is not linked with the

well-known vortex rolling e�ect. First, let us see that the vortex really follows the

interface, and its core is located exactly within the unit cell, which separates the two

inverted materials. Figure 4.10 shows a snapshot of the phase of the wavefunction

with a vortex. A 2π phase jump line is clearly visible, and the core of the vortex is

located at the end of this line. The rotation direction of the vortex is shown with

a red arrow, and the green arrow indicates the propagation direction of the vortex

along the interface (white dashed line). We see that the edge of the phase jump line

is within the unit cell located at the interface.

One might think that the vortex is simply rolling along the interface, like a

wheel, converting rotation into propagation. The characteristic distance at which
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Figure 4.11: a) A vortex at an interface and its net velocity. b) Vortex velocity as a

function of the gap size. Red points - numerical results, black - analytical solution.

the density can vary in the condensate is given by the healing length ξ and therefore

the center of the vortex in this "rolling wheel" image has to be located at a distance

ξ from the wall, which allows to �nd the speed of rotation of the particles where

they meet with the wall (and therefore the vortex propagation speed) using the

expression

vrol =
~
m

1

r
(4.38)

where one takes r = ξ, which gives simply that the vortex propagates with a veloc-

ity roughly equal to the speed of sound in the condensate vrol =
√
αn/m. In this

model, one could therefore expect a pronounced dependence of the vortex propaga-

tion velocity on the particle density.

Another alternative could be that the vortex simply propagates with the group

velocity of linear states at the interface, which can be calculated from the numerical

dispersion [Fig 3.11]. This gives vg = ~−1∂E/∂k = 0.7×106 m/s or 0.7 µm/ps. This

is the velocity with which the WPs at the interface can be expected to propagate

in this particular lattice. Interestingly, the vortex velocity is di�erent from vg.

Figure 4.10(b) compares the predictions of these models as a function of in-

teraction energy αn with numerical results (black squares). Clearly, the simple

predictions of the two naive models (red circles for rolling e�ect and black dashed

line for the linear group velocity) strongly deviate from numerics. The model of

the rolling wheel (red dots) predicts a dependence on the density which is not ob-

served at all (the interaction energy changes by a factor 5, and there is no signi�cant

change of the vortex velocity). The group velocity of the interface states strongly

overestimates the real vortex propagation speed (also by a factor 5). Qualitatively,

one can understand this by the fact that the vortex core being located on one side
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of the interface, its overlap with the linear interface state is slightly reduced.

To calculate the vortex velocity, we analyze the currents that take place within

its core (concentrated in a given valley because of winding-valley coupling). In the

bulk, the valley states are not propagating, but rotating, because the 3 quantum-

mechanical current terms between the 3 pillars of the same type which have di�erent

phases (0, 2π/3, 4π/3) exactly compensate each other, as these are three identical

vectors rotated at 120 degrees. Indeed,

j =
n~
m
∇ϕ

where n is the particle density, and therefore, to calculate current in the tight-

binding approach we need to consider only pillars with nonzero density (the A sites)

n and take into account the phase di�erence between each pair.

At the interface the situation changes, as can be seen in Fig. 4.11(a). The A

pillars on the left of the interface are not large pillars (with lower energy) but small

pillars (with higher energy), and therefore, the 3 current terms (blue arrows) do not

have the same prefactor. The phase di�erences are the same, but the density on

the pillars on the left of the interface is smaller (it is not zero as it would be in the

bulk, because the presence of the interface mixes the Bloch states), and therefore

the current term marked as a dashed line has a smaller magnitude than the other

two. This results in a net current pointing upwards, and this is what leads to the

propagative nature of the interface states. The total current reads

j = j1 + j2 + j3.

Assuming that the density on the A pillars on the right of the interface is n and the

density on the A pillars on the left of the interface is n′, we can write the magnitude

of the current terms as:

j1,2 =
n+ n′

2

~
m

2π

3
√

3a

and

j3 =
n′~
m

2π

3
√

3a

The orientation of the vectors makes that the X projection of j3 is 0, while the X

projections of j1 and j2 are opposite, and so they compensate each other. The Y

projections give:

jY =
1

2
(j1 + j2)− j3

which gives

jY =
n− n′

2

~
m

2π

3
√

3a

Without the interface, nA = n′A and j = 0, as expected. The presence of the interface

makes n′ < n. If we consider an isolated problem of two pillars with coupling J
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and energy splitting ∆ (which determines the gap in the bulk TMD analog), we can

estimate n′ as

n′ =
2n

1 +
(

∆ +
√

∆2 + 4J2
)2
/4J2

(4.39)

One can then estimate the vortex velocity by jY /n which yields:

v = vg
(
n− n′

)
/n (4.40)

because 2π~/m/3
√

3a is simply an estimate of the group velocity vg in terms of the

parameters.

We plot the dependence of v on the pillar size ratio ∆R/R (determining the gap

size ∆) in Fig. 4.11(b). Red dots show the results of numerical simulations. Black

line is the analytical solution given by Eq. (4.40), where vg and ∆ are taken from

numerical simulations in linear regime. We see that it corresponds almost perfectly

to the points (exact numerical solution) while there are no �tting parameters. This

con�rms the validity of our interpretation.

4.3.4 Interface properties and disorder e�ects

As discussed in the subsection 4.3.2, vortices stay attached to the interface thanks

to the interplay of kinetic and interaction energy. The interface itself represents

a barrier of kinetic energy for vortices. On the other hand, the presence of the

interface modi�es the density of the condensate which creates a potential trap for

the vortices. The sum of the two forms a double-trap structure at both sides of the

interface. Resonant intervalley scattering is completely forbidden and the only way

for them to move backward is to tunnel through the interface barrier in real space.

Here, we discuss the possible mechanism leading to such tunneling.

Vortex tunneling has been studied in the past since the discovery of magnetic

vortices in superconductors. Two main mechanisms can be responsible for this

tunneling: quantum-mechanical [304, 305] and thermal [306].

The quantum-mechanical tunneling rate is proportional to the amplitude of the

pinning potential and exponentially decays with the square of the distance and

with the density [304]: tQM = Vpin exp(−πnl2/2). For polaritons, the interaction

constant [307] is α ≈ 9 µeV/µm2 meaning that for the interaction energy of 0.3 meV

the polariton density is of the order of 30 µm−2 and the corresponding tunneling

rate for a tunneling distance of 1 µm is less than 10−11 s−1 (three thousand years),

supposing a pinning potential Vpin of the order of 1 meV. This rate can therefore be

made negligible if the width of the barrier (l) is su�ciently large.

The thermal tunneling, responsible for the well-known vortex creep [306], is

governed by the thermal activation mechanism involving an exponent of the barrier

height ∼ exp(−∆/kBT ). If one considers the speci�c example of polaritons, they

are strongly decoupled from the thermal reservoir thanks to their photonic fraction

and the steepness of their dispersion. Thermal broadening in polariton systems like

polariton graphene is comparable with the broadening induced by the lifetime [200]:
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the total broadening σ is of the order of 30 µeV, Hence, vortex tunneling is thus

restricted by the same condition as the observation of the edge states: σ < ∆ �

the broadening of all sources should be smaller than the gap. In our simulations,

stable vortex propagation on one side of the interface is observed despite the residual

bogolons (density waves) in the condensate that can be seen in the movies [303].

Even though the quantum and thermal tunneling are suppressed, a localized

defect can perturb the interface barrier. While positive potential barriers repel

vortices and do not lead to the crossing of the interface, negative potential traps can

partially destroy the protective e�ect of the interface and make a vortex cross it. Our

simulations show that this is indeed possible, if the size of the defect is comparable

with the size of a single pillar (or larger), while its amplitude is comparable with

the total size of the conduction band (6J ∝ 1 meV), much higher than the size of

the gap (0.1 meV).

However, the interface width can actually be increased by inserting several regu-

lar (not staggered) zigzag chains without a�ecting the behavior of the chiral interface

states [See subsection 3.2.3]. The thickness of the barrier leads to an exponential

decrease of the vortex tunneling probability and also enhances protection against

potential defects, ensuring that the vortices always remain at the same side of the

interface. In this sense, the interface is similar to the bulk of the sample: there is

an exponentially small overlap of the edge states, which decreases with the increase

of the sample size (for the bulk) or of the interface thickness (for the interface), and

which provides protection against scattering on relatively large defects, which for

the bulk would lead to scattering to the opposite side of the sample, and for the

interface would lead to scattering to the opposite side of the interface.

We have checked that the vortex propagation is robust against defects up to ±1.5

meV (∼ 6J , the size of the whole band) in amplitude and up to 2.5 µm (∼lattice
constant) in size. Defects with the amplitude of the order of the gap do not perturb

the vortex propagation even with larger sizes (checked up to 5 µm).

4.3.5 Conclusions

The above section highlights a new combination of topological quantities: real space

topological charge characterized by the vortex winding number and momentum

space topology characterized by the valley Chern number. We see that the prop-

erties of the single-particle dispersion of the interface states are inherited by the

vortex solution of the non-linear equation via the core, the vortex providing protec-

tion against backscattering by localized disorder on the interface. We demonstrate

that this combination allows to achieve topologically robust QVH e�ect which can

be interpreted as an analog of quantum spin Hall e�ect. These results are promis-

ing for the development of a new �eld of vortextronics, where the information will

be carried by vortices. The possibility to create chiral pathways for vortices and

to automatically sort them according to their winding could be crucial for such

information treatment.
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In section 5.1, we present a protocol to measure the components of the quan-

tum geometric tensor in photonic systems. Several images presented correspond to

reciprocal space maps of the Berry curvature in spinor or scalar honeycomb lattices

directly related to the e�ects discussed in the previous chapters. In section 5.2,

considering a two-band system we highlight the link between local non-adiabaticity

and the quantum metric. We propose a way to take the non-adiabatic fraction into

account in the semi-classical equations describing the anomalous Hall e�ect.

5.1 Measuring the quantum geometric tensor in 2D pho-

tonic and exciton-polariton systems

Analog systems such as cold atoms or photonic systems bring new experimental

perspectives to probe the band geometry/topology. Recently, several protocols have

been proposed to measure the Berry curvature or Chern numbers in such systems

[41, 308, 309, 310] and some of them have been implemented experimentally [103,

311]. However, the real part of the QGT −− the quantum metric −− has never been

measured experimentally, to our knowledge. In a recent paper, T. Ozawa proposes

an experimental protocol to reconstruct the QGT components in a photonic �at

band [312]. This reconstruction is based on the anomalous Hall drift measurement

of the driven-dissipative stationary solution in di�erent con�gurations, similar to

previous works on the Berry curvature extraction [249, 308].

In this section, we propose a di�erent method to extract the components of the

quantum geometric tensor by direct measurements using polarization-resolved and

spatially resolved interference techniques. This proposal is based on the experi-

mental ability to perform direct measurement of photon wave-function in radiative

photonic systems such as planar cavities and cavity lattices [200, 201], but can be

extended to other systems where k-dependent pseudospin orientations can be mea-

sured. Our method is designed to extract QGT components of systems with one

or two coupled pseudospins (two-band or four-band models), independently of the

band curvature.

We emphasize that our proposal concerns the measurement of geometrical quan-

tities linked to the Hermitian part of the system. However, the dissipation (�nite

lifetime of the radiative states) is the key ingredient which enables the measurement.

As highlighted in recent works, dissipation can also be linked to new topological

numbers related to the non-hermiticity and the complex eigenenergies [313, 314],

but this is not the subject of the present section.

Subsection 5.1.1 is dedicated to two-band systems keeping in mind two particu-

lar implementations. The �rst case we consider is a planar microcavity taking into

account the light polarization degree of freedom. The second case is a staggered

honeycomb lattice for scalar photons, where the pseudospin of interest is associ-

ated with the lattice degree of freedom. We generalize the measurement protocol

to generic four-band systems described with two coupled pseudospins in subsec-

tion 5.1.2. This situation is realized in the s-band of a lattice with two atoms per
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unit cell (e.g. honeycomb lattice) taking into account the polarization of light. It

is also realized for scalar particles in the p-band of a honeycomb lattice. For all

examples, in addition to the analytical and tight-binding results, we perform nu-

merical simulations which aim to reproduce the experimental measurement. We

solve numerically the Schrödinger equation including pumping and �nite lifetime of

the photonic states, we then extract the experimentally accessible parameters and

use them to reconstruct the QGT components.

5.1.1 Two-band systems

The Hamiltonian of any two-level (two-band) system can be mapped to a pseudospin

coupled to an e�ective magnetic �eld, because the two-by-two Hamiltonian matrix

can be decomposed into a linear combination of Pauli matrices and of the identity

matrix. As shown below, the knowledge of the pseudospin is su�cient to recon-

struct all the geometrical quantities linked with the eigenstates. A general spinor

wavefunction can be mapped on the Bloch sphere using two angles (θ - polar, φ -

azimuthal) and written in circular polarization (spin-up, spin-down) basis:

|un,k〉 =

(
ψ+

ψ−

)
=

(
cos θ(k)

2 eiφ(k)

sin θ(k)
2

)
(5.1)

θ and φ are de�ned for each band as:

θ (k) = arccosSz (k), φ = arctan
Sy (k)

Sx (k)
(5.2)

where the pseudospin components are linked with the intensity of each polarization

of light, if the particular pseudospin is the Stokes vector of light:

Sz =
|ψ+|2 − |ψ−|2

|ψ+|2 + |ψ−|2
, Sx =

|ψH |2 − |ψV |2

|ψH |2 + |ψV |2
, Sy =

|ψD|2 − |ψA|2

|ψD|2 + |ψA|2
(5.3)

where the ψi correspond to horizontal, vertical, diagonal, anti-diagonal and circu-

lar polarization amplitudes. We stress here that pseudospin is arbitrary and can

correspond to polarization pseudospin or to sublattice pseudospin if the system is

a lattice with two atoms per unit cell. While for light the physical meaning of the

vertical and diagonal polarizations is quite natural, for an arbitrary pseudospin they

have to be reconstructed from the "circular" (ψ+, ψ−) basis as follows:

ψH = 1√
2

(ψ+ + ψ−)

ψV = i√
2

(ψ+ − ψ−)

ψD = 1√
2

(
eiπ/4ψ+ + e−iπ/4ψ−

)
ψA = i√

2

(
eiπ/4ψ+ − e−iπ/4ψ−

)
Applying Eq. (1.37) to the eigenstates (5.1) leads to the formula:
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gij =
1

4
(∂iθ∂jθ + sin2 θ∂iφ∂jφ) (5.4)

Bz =
1

2
sin θ(∂xθ∂yφ− ∂yθ∂xφ) (5.5)

where i,j indices stand for kx,ky components. Therefore, extracting θ(k) and φ(k)

for a given energy band at each wavevector k allows to fully reconstruct the com-

ponents of the QGT in momentum space. This protocol can be implemented using

polarization-resolved photoluminescence or interferometry techniques available for

light in the state-of-the-art experiments [200, 211, 201]. For two-band systems,

the metric tensor is the same for each band (g+
ij = g−ij = gij), whereas the Berry

curvatures are opposite (B+
z = −B−z ) [115].

5.1.1.1 Planar cavity

A planar microcavity has two main features important for our study. First, it has

a two-dimensional parabolic dispersion of photons close to zero in-plane wavevec-

tor, because of the quantization in the growth direction. This allows to use the

Schrödinger formalism to deal with massive photons. Second, the energy splitting

between TE and TM polarized eigenmodes is analogous to a spin-orbit coupling for

photons, which is a necessary ingredient to obtain a non-zero Berry curvature. The

other necessary ingredient to get non-zero Berry curvature is an e�ective Zeeman

splitting, which in practice can be implemented by using strong coupling of cavity

photons and quantum well excitons, achieved in modern microcavities [148]. The

excitons are sensitive to applied magnetic �elds: they exhibit a Zeeman splitting be-

tween the components coupled to σ+ and σ−-polarized photons, inducing a Zeeman

splitting for the resulting quasiparticles - exciton-polaritons [315].

Here, we consider an additional splitting between linear polarizations which acts

as a static in-plane �eld [316]. Such �eld, usually linked with the crystallographic

axes, can appear because of the anisotropy of the quantum well, and it can be

controlled by an electric �eld applied in the growth direction [317]. The resulting

Hamiltonian in momentum space can be written as a two-by-two matrix in circular

basis (ψ+, ψ−)T .

Hk =

(
~2k2

2m∗ + ∆z αe−iϕ0 + βk2e2iϕ

αeiϕ0 + βk2e−2iϕ ~2k2

2m∗ −∆z

)
(5.6)

where α, β, and ∆z de�ne the strength of the e�ective �elds corresponding to

the constant X-Y splitting, TE-TM SOC, and the Zeeman splitting, respectively.

m∗ = mlmt/(ml + mt), with ml and mt corresponding to the longitudinal and

transverse e�ective masses. k =
√
k2
x + k2

y is the in-plane wavevector with kx =

k cosϕ, ky = k sinϕ. ϕ0 is the in-plane angle of the constant �eld. The eigenvalues

of this Hamiltonian for realistic parameters are shown in Fig. 5.1 as the cross-sections

of the 2D dispersion in the kx and ky directions.
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Figure 5.1: Dispersion of the planar microcavity with crossed e�ective magnetic

�elds (XY, Zeeman and TE-TM splittings. a) kx cross-section, b) ky cross-section.

Figure 5.2: Trace of the metric tensor gxx + gyy of the LPB in a cavity system

without Zeeman splitting : without (a) and with XY splitting (b) from the analytical

formula (5.7).
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Figure 5.3: Berry curvature of the LPB in a cavity system with Zeeman splitting:

without (a) and with XY splitting (b) from the analytical formula (5.7).

Choosing ϕ0 = 0, which means that the constant �eld is in the x direction, the

QGT components are found analytically:

gxx =
β2
(
k2
y

(
α− k2β

)2
+ k2∆2

z

)
(
α2 + 2

(
k2
x − k2

y

)
αβ + k4β2 + ∆2

z

)2
gyy =

β2
(
k2
x

(
α+ k2β

)2
+ k2∆2

z

)
(
α2 + 2

(
k2
x − k2

y

)
αβ + k4β2 + ∆2

z

)2
gxy =

β2kxky
(
α2 − k4β2

)(
α2 + 2

(
k2
x − k2

y

)
αβ + k4β2 + ∆2

z

)2
B±z =

±2β2k2∆z(
α2 + 2

(
k2
x − k2

y

)
αβ + k4β2 + ∆2

z

)3/2 (5.7)

We see that while the Berry curvature requires a non-vanishing Zeeman splitting,

the metric tensor can be nonzero even without any applied magnetic �eld: the TE-

TM spin-orbit coupling is su�cient. Such possibility for the metric to subsist when

the Berry curvature is null has also been noticed in [115] for two-band TB models.

We plot the calculated trace of the metric tensor as a function of wavevector for

β = 0.1 in the absence of Zeeman splitting (∆z = 0) in Fig. 5.2. Panel (a) exhibits

cylindrical symmetry due to α = 0, while panel (b) demonstrates the transformation

of the metric in the reciprocal space in presence of non-zero in-plane e�ective �eld

α = 0.2. We stress that the metric diverges where the states become degenerate (an

emergent non-Abelian gauge �eld forms around these points [318] when α 6= 0), but

it can nevertheless be measured su�ciently far from the points of degeneracy.
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Next, we plot the Berry curvature for a non-zero Zeeman splitting ∆z = 0.1

in Fig. 5.3. Note that a α 6= 0 implying anisotropic eigenenergies leads to an

important change in the Berry curvature distribution in momentum space from

a ring-like maximum to two point-like maxima in the ky direction, similar to

what happened to the metric tensor. Actually, Berry curvature is highest at

the anticrossing of the branches, where the metric tensor was divergent for zero

Zeeman splitting. In the isotropic case, this anticrossing does not depend on the

direction of the wavevector, while the in-plane �eld breaks this isotropy and gives

two preferential directions for the anticrossing, where the TE-TM splitting and the

in-plane �eld compensate each other (see Fig. 5.1).

These results can be directly compared with numerical simulations, from which

the QGT components are extracted using Eq. (5.5). Here, and in the following, we

are solving the 2D Schrödinger equation numerically over time:

i~∂ψ±∂t = − ~2

2m∆ψ± − i~
2τψ± ±∆zψ± + β

(
∂
∂x ∓ i

∂
∂y

)2
ψ∓ + αe∓iϕ0ψ∓ + Uψ± + P̂

(5.8)

where ψ+(r, t), ψ−(r, t) are the two circular components, m = 5 × 10−5mel is the

polariton mass, τ = 30 ps the lifetime, β is the TE-TM coupling constant (corre-

sponding to a 5% di�erence in the longitudinal and transverse masses). ∆z = 0.06

meV is the magnetic �eld in the Z direction (Zeeman splitting), α is the in-plane

e�ective magnetic �eld (splitting between linear polarizations) with its orientation

given by ϕ0 = 0, P̂ is the pump operator (Gaussian noise or Gaussian pulse exciting

all states at t = 0). U is an external potential used in the following subsections to

encode the lattice potential (here, U = 0). The solution of this equation is then

Fourier-transformed ψ(r, t)→ ψ(k, ω) and analyzed as follows. For each wavevector

k, we �nd the corresponding eigenenergy as a maximum of |ψ(k, ω)|2 over ω. Then,

the pseudospin S and its polar and azimuthal angles θ, φ are calculated from the

wavefunction ψ(k, ω) using Eqs. (5.2)-(5.3). This corresponds to optical measure-

ments of all 6 polarization projections at a given wavevector and energy. Finally,

the Berry curvature is extracted from θ(k), φ(k) using Eq. (5.5). The results are

shown in Fig. 5.4. Panel (a) shows the Berry curvature in a planar cavity with-

out the in-plane splitting (α = 0). Panel (b) demonstrates the modi�cation of the

Berry curvature under the e�ect of a non-zero in-plane �eld α = 0.1 meV. As in the

analytical solution, the ring is continuously transformed into two maxima.

5.1.1.2 Staggered honeycomb lattice for scalar particles

The Hamiltonian of a staggered honeycomb lattice for scalar particles, in the tight-

binding approximation with two atoms per unit cell, is also a two-by-two matrix

which can be mapped to an e�ective magnetic �eld acting on the sublattice pseu-

dospin. The Bloch Hamiltonian in (ψA, ψB)T basis reads:

Hk =

(
∆AB −Jfk
−Jf∗k −∆AB

)
(5.9)
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Figure 5.4: Berry curvature extracted from numerical simulations using Schrödinger

equation and Eq. (5.5).

where fk =
∑3

j=1 exp (−ikdφj ) and ∆AB is energy di�erence between A and B

sublattice states. The corresponding tight-binding dispersion is plotted in Fig. 5.5.

The gap, opened by the staggering potential, leads to opposite Berry curvatures

at K and K ′ points [37][see Sec. 3.2]. While simple analytical formula can be

achieved by linearization of the Hamiltonian around these points, here, we compute

the geometrical quantities numerically using eqs. (1.27), (1.28) which, thanks to

a better precision, allows to recover the signature of the underlying lattice in the

QGT components (Fig. 5.6). Indeed, the presence of two valleys in the hexagonal

Brillouin zone implies a triangular shape of QGT components around K and K ′

points, which is neglected in the �rst-order approximation. Similar images can also

be achieved analytically [39].

We have also performed numerical simulations with the QGT extraction for the

staggered honeycomb lattice. In this section, to consider scalar particles, only one

spin component was taken into account in the Schrödinger equation (5.8) (ψ+)

and all coupling between the components was removed (α = 0, β = 0). Thus, the

only remaining pseudospin is the sublattice pseudospin linked with the honeycomb

potential encoded in U(r) 6= 0. We use a lattice potential U(r) of 26× 26 unit cells

with radius of the pillars r = 1.5µm, pillar radius modulation of 30%, and lattice

parameter a = 2.5µm.

Once the wavefunction ψ(r, t) and its image ψ(k, ω) are found, we extract the

angles θ and φ de�ning the spinor. The physical meaning of the spinor here is

di�erent from that of the previous section, and the meaning of these angles di�ers

as well. For Sz and θ the measurement is straightforward, because |ψ+|2 and |ψ−|2
are simply the intensities of emission from the two pillars A and B in the unit cell.
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Figure 5.5: Staggered honeycomb lattice tight-binding dispersion (∆AB/J = 0.2).

Dashed vertical lines mark high symmetry points in the �rst Brillouin zone.

To determine φ, the phase di�erence between the two pillars, one has to consider the

real space Fourier image of the corresponding wavevector state (the Bloch wave in

real space) and determine this phase by interference measurements with a reference

beam. This technique is analogous to the one used recently to measure the phase

di�erence between pillars in a honeycomb photonic molecule [211]. Figure 5.7 shows

two interference patterns for two opposite wavevectors q close to a particular Dirac

point K. The reference beam propagates along the x direction, and the deviation

of the interference fringes from the vertical direction is an evidence for the phase

di�erence between the pillars.

Figure 5.8 shows the results of the extraction of the QGT components as dis-

cussed above. Panel (a) shows the Berry curvature Bz, and panel (c) shows the XX

component of the quantum metric (gxx), with corresponding tight-binding results

shown in panels (b) and (d), respectively. All panels are shown in the vicinity of

one of the Dirac points (chosen as the reference for the wavevector q), where these

components di�er from zero. This allows to demonstrate that the resolution of the

method is su�cient for the extraction in spite of the broadening due to the �nite

lifetime, numerical disorder, and the �nite size of the structure. We see that the

gxx component is compressed along the vertical direction, as in the tight-binding

calculation (Fig. 5.6(a), and zoom in Fig. 5.8(d)), and that the Berry curvature

shows a slight triangular distortion due to the symmetry of the valley, which would

be simply cylindrical in the �rst order.
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Figure 5.6: Quantum geometric tensor components in staggered honeycomb lattice

(tight-binding results). (a) gxx, (b) gyy, (c) gxx+gyy, (d) Berry curvature Bz. (lower
band, ∆AB/J = 0.2). Dashed red squares around K point show the zoomed region

for the numeric QGT extraction.
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Figure 5.7: Examples of interference pattern in real space used in order to recon-

struct phase di�erence between A and B pillars for two opposite values of q. The

thick white lines are the contour of the numerical staggered honeycomb potential

used in the simulations. Red (blue) dashed circles highlight the A (B) pillars.

5.1.2 Four-band systems

Several systems are well described by four-band Hamiltonians. Some examples are

bilayer honeycomb lattices [223], spinor s-bands or p-bands in lattices with two

atoms per unit cell [319]. When it comes to accounting for an additional degree of

freedom like polarization pseudospin in a two-band lattice system, where there is

already a sublattice pseudospin, one may think that measuring the two pseudospins

should be su�cient to deduce the QGT in the �rst Brillouin zone.

It is indeed the case when the Hamiltonian can be decomposed in two uncoupled

two-by-two blocks, which means that the two pseudospins are independent. This

situation is realized for fermions in lattices in presence of time reversal symmetry

for instance [44, 80] [see Sec. 1.3.3]. Here, we consider a more generic situation,

where we account for the possible coupling of the two pseudospins: an eigenstate

of the full system cannot be decomposed as a product of the two pseudospins. The

wavefunction has to take into account the entanglement of the two subsystems. A
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general 4-component wavefunction can be written as:

|un,k〉 =
(
c+
Ae

iφ+
A , c−Ae

iφ−A , c+
Be

iφ+
B , c−Be

iφ−B

)T

= eiφ
−
B


cos θ

A

2 cos θ
AB

2 eiφAeiφAB

sin θA

2 cos θ
AB

2 eiφAB

cos θ
B

2 sin θAB

2 eiφB

sin θB

2 sin θAB

2

 (5.10)

Hence, six angles are necessary to parametrize the general wavefunction. As in the

previous section, they are related to pseudospin components:

φA = φ+
A − φ

−
A = arctan

SAy
SAx

φB = φ+
B − φ

−
B = arctan

SBy
SBx

(5.11)

φAB = φ−A − φ
−
B = arctan

SAB
−

y

SAB−x

and

θA = arccosSAz

θB = arccosSBz (5.12)

θAB = arccosSABz

where φA, φB, θA, θB are de�ned by the internal pseudospin (eg. polarization)

on each component of the external pseudospin (A/B sublattices), φAB is the phase

di�erence between the sublattice components for a given component (σ−) of the

internal pseudospin. θAB is de�ned by the total intensity di�erence between the two

sublattices. The measurement of these six angles in a band allows a full reconstruc-

tion of the corresponding eigenstate. Using the eigenstate formulation (5.10), one

can derive the QGT component formulas in terms of these angles:

gij =
1

4
(∂iθ

AB∂jθ
AB + ∂iθ

A∂jθ
A cos2

θAB

2

+∂iθ
B∂jθ

B sin2 θ
AB

2
+ ∂iφ

AB∂jφ
AB sin2 θAB

+ cos2
θA

2
cos2

θAB

2
(3− cos θAB − cos θA(1 + cos θAB))∂iφ

A∂jφ
A

+ cos2
θB

2
sin2 θ

AB

2
(3 + cos θAB + cos θB(cos θAB − 1))∂iφ

B∂jφ
B

+ cos2
θA

2
sin2 θAB(∂iφ

AB∂jφ
A + ∂jφ

AB∂iφ
A)

− cos2
θB

2
sin2 θAB(∂iφ

AB∂jφ
B + ∂jφ

AB∂iφ
B)

− cos2
θA

2
cos2

θB

2
sin2 θAB(∂iφ

A∂jφ
B + ∂jφ

A∂iφ
B)) (5.13)
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Figure 5.9: Tight-binding dispersion of regular honeycomb lattice with TE-TM

SOC and Zeeman �eld (∆z/J = 0.1, δJ/J = 0.2). Dashed vertical lines mark high

symmetry points in the �rst Brillouin zone.

Bz =
1

4
(sin θA cos2

θAB

2
(∂xθ

A∂yφ
A − ∂yθA∂xφA)

+ sin θB sin2 θ
AB

2
(∂xθ

B∂yφ
B − ∂yθB∂xφB)

+ sin θAB cos2
θA

2
(∂xθ

AB∂yφ
A − ∂yθAB∂xφ

A)

− sin θAB cos2
θB

2
(∂xθ

AB∂yφ
B − ∂yθAB∂xφ

B)

+ sin θAB(∂xθ
AB∂yφ

AB − ∂yθAB∂xφ
AB)) (5.14)

One can observe that the formula complexity has clearly increased compared to

the two-state system. However, we stress that if the energy spectrum is accessible

experimentally with su�cient resolution, the extraction protocol di�culty does not

increase despite the higher number of angles. In the following, we use a speci�c case

in order to demonstrate the feasibility of the measurement.

Honeycomb lattice for spinor particles

In this section, we consider the s-band of a regular honeycomb lattice containing

vectorial (polarized) photons with TE-TM splitting and an external Zeeman �eld

as an example of a four-state system. In such system, the quantum anomalous Hall

e�ect for polaritons has been predicted recently [see Sec. 3.1][212]. The minimal

tight-binding Bloch Hamiltonian written in circular basis (ψ+
A , ψ

−
A , ψ

+
B , ψ

−
B)T is the

following:

Hk =

(
∆zσz Fk
F+
k ∆zσz

)
, Fk = −

(
fkJ f+

k δJ

f−k δJ fkJ

)
(5.15)



5.1. Measuring the quantum geometric tensor in 2D photonic and

exciton-polariton systems 135

Figure 5.10: Quantum geometric tensor components in regular honeycomb lattice

(1st band, tight-binding results). (a) g
(1)
xx , (b) g

(1)
yy , (c) g

(1)
xx +g

(1)
yy , (d) Berry curvature

B(1)
z . (1st band, ∆z/J = 0.1, δJ/J = 0.2)

where δJ is the TE-TM SOC strength and f±k =
∑3

j=1 exp (−i[kdφj ∓ 2φj ]). ∆z is

the Zeeman �eld and σz the third Pauli matrix.

The Hamiltonian becomes four-by-four matrix due to the additional polarization

degree of freedom. The typical dispersion in the �rst Brillouin zone is plotted in

Figure 5.9. This time the full bandgap between the two lower and two upper bands

is opened thanks to the combination of the Zeeman �eld (which breaks time-reversal

symmetry) and the TE-TM SOC. In this con�guration, the Berry curvatures around

K and K ′ point have the same sign and the gap Chern number (or Hall number)

C =
∑2

nCn is non-zero. In �gures 5.10 and 5.11, we plot the QGT components

in reciprocal space of the two bands below the bandgap (blue and red lines in

Fig. 5.9) computed using eqs. (1.27), (1.28). One can see that the map of these

quantities is slightly more complicated than before due to the coupling between

the two pseudospins (sublattice and polarization). Indeed one can observe clear

reminiscences of the trigonal warping around the corner of the Brillouin zone. One

further remark, for the �rst band each Brillouin zone corner is linked with one
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Figure 5.11: Quantum geometric tensor components in regular honeycomb lattice

(tight-binding results). (a) g
(2)
xx , (b) g

(2)
yy , (c) g

(2)
xx + g

(2)
yy , (d) Berry curvature B(2)

z .

(2nd band, ∆z/J = 0.1, δJ/J = 0.2)
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Figure 5.12: Berry curvature Ω
(2)
z (a) and metric component g
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xx (c) extracted from

numerical simulations based on (5.8) using (5.13),(5.14). (b)-(d) Tight binding

results. Zoom around K point.
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negative contribution to the Berry curvature whereas for the second band each of

them is associated with three positive contributions. This allows to visualize why

the gap Chern number will be C =
∑2

nCn = C1 + C2 = +2. However, while the

total Chern number remains unchanged as long as the gap does not close, the local

Berry curvature can be redistributed between the two bands below the bandgap as a

function of the parameters: geometry can be smoothly deformed without changing

the overall topology.

In numerical simulations, the main di�erence with respect to the staggered (but

spinless) honeycomb lattice is the necessity to extract the phase di�erence between

the pillars for a single spin component (σ−), which can be experimentally realized

by making interfere the light emitted by di�erent pillars [211] using an additional

polarizer. After solving the Schrödinger equation Eq. (5.8) for a lattice of 26 × 26

unit cells, taking into account the TE-TM coupling and Zeeman splitting, we have

extracted the Berry curvature close to one of the K points of the 2nd band (the

one on the left of Fig. 5.11). The results of the extraction are shown in Fig. 5.12

(a,c). Zoomed tight-binding results are plotted in Fig. 5.12 (b,d) for clarity. The

parameters are inherently di�erent from the ones of �gures 5.10 and 5.11: δJ = 0.44,

∆z = 0.1: the TE-TM splitting has been enhanced to allow clear observation of the

trigonal warping. As a consequence of the latter, we observe 3 points with positive

Berry curvature and 1 point with negative Berry curvature in the middle (QGT

components have been redistributed with respect to �gures 5.10 and 5.11). The

positive point on the left is less visible because it is not on the edge of the �rst

Brillouin zone.

5.1.3 Conclusions

We have presented a method of direct extraction of the quantum geometric tensor

components in reciprocal space from the results of the optical measurements in

photonic systems. We demonstrate the successful application of this method to two

di�erent two-band systems: a planar cavity and a staggered honeycomb lattice. The

protocol for a two band system is similar in spirit with the one performed in a cold

atom experiment recently [103] (also based on the measurement of the angles θ(k)

and φ(k) parametrizing the spinor). The advantage of the photonic platform is the

possibility to perform this extraction by direct measurements (no manipulation of

the lattice potential is required). In the second part, we generalize the method to

a four-band system, considering a regular honeycomb lattice with TE-TM splitting

and Zeeman splitting as an example. The numerical experiment accuracy enables to

observe the interesting patterns of the quantum metric and the Berry curvature, as

the signature of the trigonal warping in the case of a four-component spinor, which

allows to be optimistic for future experiments. The access to these geometrical

quantities can allow to increase our understanding of each of the systems presented

in the di�erent examples, where the QGT could a�ect the transport phenomena

(e.g. via the anomalous Hall e�ect as discussed in the next section).



5.2. E�ective theory of non-adiabatic evolution based on the quantum

geometric tensor 139

5.2 E�ective theory of non-adiabatic evolution based on

the quantum geometric tensor

Non-adiabaticity (NA) in quantum systems has been studied extensively since the

pioneering works of Landau [320, 321], Zener [322], and others [323, 324, 325, 326],

concerning the regime where the NA is exponentially small, whereas con�gurations

with power-law NA were generally considered as somewhat less interesting [327, 328].

The Landau quasi-classical formalism allows to calculate the �nal non-adiabatic

fraction (transition probability) when the perturbation smoothly vanish at in�nities.

However, this approach cannot be applied to a simple yet important situation of a

magnetic �eld rotating with a constant angular velocity, because the perturbation

does not vanish. Moreover, the NA changes during the evolution, and its �nal

value is di�erent from the maximal one. The Landau-Zener formalism allows to �nd

only the former, while the latter is not exponentially small even if the evolution is

perfectly smooth. In all these cases, the real part of the QGT allows to quantify the

NA and brings a correction to the Berry phase.

In this section, we calculate the non-adiabatic corrections (NAC) for the phases

and trajectories of wavepacket for a �nite-time quantum evolution beyond the

Landau-Zener approximation, considering the important family of geodesic trajec-

tories, corresponding to acceleration from zero initial velocity. We show that these

NACs are quantitatively described by the real part of the QGT, whereas the adia-

batic limit is described by the imaginary part (Berry phase). In subsection 5.2.1, we

compute the �rst order non-adiabatic correction to the geometric phase acquired by

a spin in a rotating magnetic �eld. Then, in subsection 5.2.2, we introduce a new

term in the semiclassical equations of motion describing the anomalous Hall e�ect

(AHE) to take into account this non-adiabaticity and show that other corrections

are null for geodesic trajectories. Finally in 5.2.3, we propose a speci�c example

of application: a planar microcavity in the strong coupling regime as a a practical

experimental situation showing how the real and imaginary part of the QGT control

the AHE.

5.2.1 Two-level system in a magnetic �eld

A spin, which follows a slowly rotating magnetic �eld, is never perfectly aligned

with it, and thus it exhibits fast precession (frequency Ω) about the magnetic �eld

together with the slow rotation (ω) of both of them in the azimuthal plane (Fig.

5.13(a)). This behavior is similar to the rotation of a small wheel attached to a long

shaft (Fig. 5.13(b)): the wheel, rotating around its axis with the angular frequency

Ω, at the same time rotates with the frequency ω around the shaft �xation point.

For both the spin and the wheel, there is an important rotational energy associated

with the large frequency Ω, but another part of the energy is associated with the

circular motion ω.

Nobody could think of neglecting the kinetic energy of the wheel's motion. How-

ever, the energy of the spin's slow rotation encoded in the Berry phase has been less



140Chapter 5. Band geometry measurement and anomalous Hall e�ect

w

w
R

W
r

vW

S

a) b)

Figure 5.13: (a) Bloch sphere with the spin (red arrow) and the magnetic �eld

Ω (blue arrow), adiabatic trajectory (blue) and real trajectory (red dashed line);

(b) Mechanical analog: "adiabatic" trajectory of an in�nitely small wheel (blue),

cycloid trajectory of a point on a wheel (red). Ω - wheel rotation frequency, v -

wheel velocity, ω - shaft center rotation.

evident to see. It can be obtained by applying the energy operator Ê = i~∂/∂t to
the rotating spinor ψ(t) = 1/

√
2(e−iωt, 1)T eiΩt/2 (valid in the adiabatic limit when

ω → 0), which gives 〈Ê〉 = −~Ω/2 + ~ω/2. The �rst term in this expression is the

usual energy of the spin in the magnetic �eld ("dynamical phase"), and the second

is the energy associated with the Berry phase which appears because of the time

dependence of the spinor. For the time T = 2π/ω of one full rotation of the �eld it

gives the well known result γB = ~ωT/~ = π.

However, because of the �nite experiment duration, the spin does not perfectly

follow the �eld and gets out of the azimuthal plane, tracing a cycloidal trajectory.

The corresponding WF reads

ψ (t) =

(
cos θ(t)2 e−iωt

sin θ(t)
2

)
ei

Ω cos ξ(t)
2

t (5.16)

where θ is the polar angle and ξ is the angle between the �eld and the spin. Averaging

this expression over precession time allows obtaining the correction to the energy.

5.2.1.1 Spin dynamics in a slowly rotating �eld

To estimate the correction close to the adiabatic limit, we use precession equation

for the spin dynamics, which reads:

dS

dt
= S×Ω (5.17)
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Figure 5.14: The spin vector S (red), its projection on the equatorial plane (green),

and the magnetic �eld Ω (blue) on the Bloch sphere, with the angles used in the

text: θ (polar angle of S), ζ (latitude of S), η (di�erence between the longitudes

of S and Ω), and ξ (angle between S and Ω). Red dashed line shows the cycloidal

spin trajectory.

Here, Ω(t) is the magnetic �eld vector, which can change both in direction and

magnitude in the general case. S is the spin vector whose components correspond to

the mean value of the Pauli spin operators S = 1
2(〈ψ| σ̂x |ψ〉 , 〈ψ| σ̂y |ψ〉 , 〈ψ| σ̂z |ψ〉)T .

To be speci�c, we consider the rotation of the magnetic �eld in the equatorial

plane Ω(t) = Ω(cos(ωt), sin(ωt), 0). The scheme of the Bloch sphere with the spin

and the magnetic �eld and their relative angles is shown in Fig. 5.14. Since we

are going to study small deviations from the adiabatic regime, the motion of the

spin vector is limited to small angles close to the equator of the sphere. We can

rewrite the equations using two new variables: the angle between the spin and the

equatorial plane ζ (latitude), and the azimuthal angle between the spin projection

on this plane and the magnetic �eld η (measured in the same direction as usual

azimuthal angle). These equations read:

dζ
dt = −Ωη
dη
dt = Ω

(
ζ − ω

Ω

) (5.18)

Here, Ω is the magnitude of the magnetic �eld, while ω is its angular velocity:

ω = dφ/dt (φ is the azimuthal angle of the magnetic �eld). We see that these

equations are similar to the Hamilton's equations for a harmonic oscillator in rescaled

coordinates (η plays the role of coordinate q and ζ - the role of momentum p),

but with an extra term dη/dt = −ω, corresponding to a constant velocity of the

harmonic oscillator, meaning that we consider it in a moving reference frame, or
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that the oscillator itself is moving in our �xed reference frame. First of all, we can

�nd a stationary solution:

ζeq =
ω

Ω
(5.19)

It means that if the magnetic �eld rotates with a constant angular velocity ω, the

spin is able to follow it with the same angular velocity if it is deviated from the

equatorial plane towards the pole by ω/Ω. In this case, η = 0.

Non-adiabatic fraction This solution is very important, because it allows us to

estimate the non-adiabaticity in a general case considered below. The fraction of

the excited state in the wavefunction is given by:

fNA,eq =

∣∣∣∣∣
〈

cos
π/2−ζeq

2

sin
π/2−ζeq

2

∣∣∣∣ 1/
√

2

−1/
√

2

〉∣∣∣∣∣
2

≈
ζ2
eq

4
=

ω2

4Ω2
(5.20)

As it could be intuitively understood, it increases when the angular velocity of

the rotating magnetic �eld increases. This fraction is complementary to �delity

F = |〈ψ|ψ0〉|, where ψ0 is the ground state in which the system is expected to

remain:

fNA + F 2 = 1 (5.21)

If at t = 0 the spin is not in the position corresponding to the stationary solution

(the equilibrium point ζ = ζeq, η = 0), it will precess about the equilibrium position,

exactly as the harmonic oscillator with some initial displacement oscillates around

the equilibrium point. The solutions for a spin aligned with the magnetic �eld as

initial condition read:

ζ(t) =
ω

Ω
(1− cos Ωt), η(t) = −ω

Ω
sin Ωt (5.22)

Hence, if at t = 0 the spin is in equatorial plane, it will oscillate around the equilib-

rium position ζeq = ω/Ω, that is, between ζ = 0 and ζ = 2ζeq. The non-adiabatic

fraction associated with the average spin position will also be will be given (5.20).

Interestingly, this NA fraction (fraction of the excited state in the WF) for a spin

on the Bloch sphere (5.20) can be expressed for an arbitrary parameter space using

the quantum metric tensor (1.6) of a two level system. Indeed, using the relation

ω (λ) = dφ
dt = 2dsdt and the de�nition of ds2

ds2 = gijdλidλj (5.23)

one can rewrite as:

fNA,eq (λ) =
gλiλj
Ω2

dλi
dt

dλj
dt

(5.24)

with Ω = Ω(λ). This will be particularly useful to express it in momentum space.
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5.2.1.2 Geometric phase correction.

One can estimate the average correction to the energy due to the deviation of S

from Ω by applying the energy operator Ê to the general spinor 5.16.

〈Ê〉 =
Ω

2π

2π/Ω∫
0

ψ†(i~
∂

∂t
ψ)dt (5.25)

=
Ω

2π

2π/Ω∫
0

(
~ω cos2(θ/2)− ~Ω

2
cos ξ +

~Ωt

2
sin ξ

∂ξ

∂t

)
dt

The time dependence of θ(t) and ξ(t) are found from the equations for the spin

dynamics (5.22) using:

θ (t) =
π

2
− ζ(t), ξ =

√
ζ2 + η2 (5.26)

For small angles, one can Taylor expand the integrand up to the second order in ζ,

η and ξ and �nd an analytical solution for the average energy:

〈Ê〉 =
Ω

2π

2π/Ω∫
0

ψ†(i~
∂

∂t
ψ)dt = −~Ω

2
+

~ω
2

(
1 +

ω

Ω

)
(5.27)

where the last term allows to �nd the corrected geometrical phase after a full rotation

time T :

γ = π(1 + 2ω/Ω) (5.28)

or a correction of the form:
γ − γB
γB

=
2π

ΩT
(5.29)

The adiabatic limit is recovered when ω/Ω→ 0, one can observe that the correction

decreases as 1/T and not exponentially.

To illustrate it better, the total extra phase after one full rotation of the magnetic

�eld from the numerical solution of the Schrödinger equation is plotted in Fig.

5.15(a) as a function of the rotation duration T measured in units of precession

periods 2π/Ω (equivalent to the frequency ratio Ω/ω). Larger T means slower

rotation and the adiabatic limit corresponds to T → ∞ or ω/Ω → 0. We see that

the extra phase indeed converges to the value π, but the correction is not negligible:

∆γ/γB > 30% for ω > Ω/10. The di�erence between the exact extra phase and the

adiabatic value of π is shown in a Log-Log plot on Fig. 5.15(b), again as a function

of T (black curve). We see that instead of being exponentially small, this correction

decreases only as 1/T . The analytical non adiabatic correction (5.29) (red curve),

�ts the exact result. The small oscillations which can be seen in the numerical result

(black curves) of the Schrödinger equation are due to the fact that the spin does not

stop its cycloidal trajectory at the same position on the Bloch sphere at the end of
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a) b)

Figure 5.15: (a) Total extra phase for one full spinor rotation as a function of the

rotation time; (b) Deviation from the adiabatic Berry phase: numerical calculation

(black) and analytical correction exhibiting 1/T decay (red dashed).

each periods T . Indeed, after one period the spin is not aligned with the magnetic

�eld and their relative position, di�erent at the end of each cycle, leads to these

small oscillations in the numerically extracted geometric phase.

This type of non-adiabatic correction for the geometrical phase acquired by a spin

in a rotating magnetic �eld has been considered in several works based on di�erent

approaches which give similar results [329, 330, 331]. Note that this correction is a

part of the general Aharonov-Anandan phase [17].

5.2.2 Semiclassical equations of a wavepacket

Berry curvature has been shown to a�ect the trajectory of accelerated wavepackets,

creating an anomalous velocity contribution in the anomalous Hall e�ect [332, 333].

The semiclassical equations of motion for the center of mass of a wavepacket in

presence of Berry curvature can be derived using an e�ective Lagrangian formalism

[333, 3] [Appendix B.1]and read:

~
∂k

∂t
= F, ~

∂r

∂t
=
∂εn
∂k
− ~

∂k

∂t
×B (5.30)

where εn is the energy dispersion, B = (Ωyz,Ωzx,Ωxy)
T is the Berry curvature vector

and F is an external conservative force, accelerating the WP. For charged particles,

F = qE. Magnetic forces, known to a�ect the magnetic susceptibility [114, 115],

are not the subject of the present work. The velocity of the wavepacket center

of mass has two contributions: the normal group velocity vn = ∂εn/∂k, and the

anomalous term proportional to the Berry curvature of the band which appears in

the transversal direction with respect to the applied force. These equations are valid

in the adiabatic limit assuming that the wavepacket remains in a given band and
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that its momentum space center of mass remains in the corresponding instantaneous

eigenstate |un,k〉.

5.2.2.1 E�ective non-adiabatic correction

The simplest systems which can exhibit non-zero Berry curvature in momentum

space are two band systems. The corresponding Hamiltonian can be decomposed

as Hk = h0 + h(k).σ̂. The acceleration of a wavepacket in these systems, meaning

k → Ft is similar to the problem of a spin in a time-dependent magnetic �eld

considered in the previous section, where the role of the magnetic �eld is played by

h(k).

We have highlighted 5.2.1 that non-adiabaticity is unavoidable in �nite time

experiments and we have derived the �rst order non-adiabatic correction to the

geometrical phase in the con�guration where the magnetic �eld is rotating along a

geodesic of the Bloch sphere (great circle). The non-adiabatic fraction should play

a role in the wavepacket dynamic.

NACs account for the fact that the WF is a superposition of two eigenstates

|u〉 = f0 |u0〉 + f1 |u1〉 (where |f1|2 = fNA found above). Their respective energies

contribute both to the �rst term on the right hand side of Eq. (5.30): ε̃ (k) =

|f0|2ε0 (k) + |f1|2ε1 (k), ultimately providing a second-order correction to the group

velocity. Other NACs concern the second term on the right hand side.

We consider the speci�c case where the e�ective magnetic �eld is rotating on

geodesics as considered above (even if of course NAC should play a role for any tra-

jectory in the Bloch sphere). In this case, the corrections derived from the standard

e�ective Lagrangian formalism [333] applied to higher order in the external force

vanish as discussed below. To take into account the NAC to the Berry curvature

term in the semiclassical equations, we need to keep track of the real trajectory of

the spin on the Bloch sphere. A good estimation is given by its equilibrium trajec-

tory θ = θeq, η = 0. This is done by replacing the ∂φ derivation by 1/ sin θeq∂φ to

de�ne the corrected Berry curvature:

Ωθφ = i (〈∂θu0|∂φu0〉 − 〈∂φu0|∂θu0〉) (5.31)

becomes:

ΩNA,θφ =
i

sin θeq
(〈∂θu0|∂φun〉 − 〈∂φu0|∂θu0〉) ≈ (1 +

ζ2
eq

2
)Ωθφ (5.32)

The correcting factor appears to be proportional to the equilibrium non-adiabatic

fraction fNA,eq introduced above. Moreover, we have seen previously that this frac-

tion can be expressed in term of the quantum metric for an arbitrary parameter

space (5.24). Rewriting the expression in k space gives:

ΩNA,ij =

1 +
∑
l,m

glm

(ε0 − ε1)2

∂kl
∂t

∂km
∂t

Ωij (5.33)
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which �nally leads the following corrected semiclassical equation:

~
∂r

∂t
=
∂ε̃

∂k
− ~

∂k

∂t
×BNA (5.34)

where BNA = (ΩNA,yz,ΩNA,zx,ΩNA,xy)
T . Since k = Ft, the correction of the Berry

curvature appears to the second order in the external force leading to a third order

correction for the center of mass velocity. This means that correction to the energy

should be taken up to this order.

This equation shows that the anomalous velocity is a sum of the adiabatic value

(as in Eq. (5.30)) and a NAC (the second term in the parenthesis in (5.33)). We

stress that this equation is only valid when the �eld follows a geodesic trajectory in

the parameter space. In such a case, while the renormalized energy ε̃ brings second-

order corrections to the acceleration in the direction of the force, the anomalous

velocity only includes this ad hoc correction, because the other �rst and second-

order corrections to this term cancel out. Since the transverse conductivity arising

from the anomalous velocity is known to be determined by the integral of the Berry

curvature, its NAC could be linked with the integral of the quantum metric.

5.2.2.2 Corrections from the e�ective Lagrangian approach

Corrections to semiclassical equation up to the second order in the applied �eld have

been considered using the e�ective Lagrangian formalism in previous works by Gao

and Niu [116, 114]. Applying the technique up to the third order in the applied

force gives the following semi-classical equations [Appendix B.2]:

~
∂k

∂t
= F (5.35)

~
∂r

∂t
=
∂ε̃

∂k
− ~

∂k

∂t
× B̃ (5.36)

with the corrected energy:

ε̃ = |f0|2ε0 + |f1|2ε1 (5.37)

and B̃ the corrected Berry curvature up to the third order in the external electric

force:

B̃ = B + B(c1) + B(c3) (5.38)

where the correction to the Berry curvature vector can be expressed in terms of the

quantum metric tensor:

B(c1) = ∇k × (
2
↔
gF

(ε0 − ε1)
) (5.39)

B(c3) = −1

2
∇k ×

(
∑
i,j

gijFiFj)
2
↔
gF

(ε0 − ε1)3

 (5.40)

where
↔
g is the metric in the matrix form. B(c1) corresponds to the �rst order

correction found by Gao and Niu in [116, 114] recently written for a two-band
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system. Its contribution to the anomalous velocity being of second order in the

applied force, this correction should dominate the one we have introduced above.

However, in the case where energy bands have a rotational symmetry, one can

show that both B(c1) and B(c3) vanish on geodesics. Hence, if the wavepacket follows

geodesics in momentum space, the only correction will be given by (5.34).

Zero contribution along geodesics To demonstrate this we analyze the �rst-

order contribution of the real part of the quantum geometric tensor to the trajectory

along the geodesic lines in the parameter space. This contribution to the dynamical

equation reads:

ṙ = k̇×B(c1) (5.41)

where the �rst order correction of the Berry curvature is given by Eq. (B.26) Let

us consider a particle accelerated from k = 0 in the X direction by a �eld along the

X axis F = Fxex. The contribution to the trajectory in the transverse direction is

given by

ẏ = B(1)
z k̇x (5.42)

where

B(1)
z = 2

[
∂

∂kx

(
gyxFx
ε0 − ε1

)
− ∂

∂ky

(
gxxFx
ε0 − ε1

)]
(5.43)

Other terms proportional to Fy disappear because Fy = 0. Note that the indices

of the tensor correspond to the coordinates in the reciprocal space, but are written

as x, y to save space. The real space component of the force actually represents the

time derivative of the wave vector as well: Fx = ~dkx/dt. We need to analyze each

of these two terms. First, we show that the o�-diagonal components of the metric

tensor are zero when the basis vectors are chosen tangential and perpendicular to the

geodesic curve, along which the system propagates. The �rst term is therefore zero.

Then we show that the terms ∂
∂kj

gii are zero as well. Finally, we show that rotational

symmetry of the energy bands on the top of that implies the vanishing of �rst and

third order contributions to the Berry curvature de�ned by eqs. (B.26)-(B.27).

Metric tensor along geodesic lines The length of a parametric curve in a

space with a metric tensor gij is given by:

L =

∫ √√√√∑
i,j

gij
dxi
dt

dxj
dt
dt (5.44)

The length of a small part of this curve is simply

dL =

√√√√∑
i,j

gij
dxi
dt

dxj
dt
dt (5.45)

We choose the basis vector xi to be tangential to the trajectory and xj to be normal

to the trajectory. The latter means that dxj/dt = 0. In this basis, we have therefore
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a simpli�ed expression for the length of the curve:

dL =
√
giidxi (5.46)

which is quite natural. We suppose that this parametric curve is a geodesic one,

which means that it has the smallest possible length. Now, let us consider a curve

which deviates slightly from the geodesic curve: dxj/dt is not zero, but much smaller

than dxi/dt. The fact that the geodesic curve has the smallest possible length means

that dL is minimized with respect to dxj , and therefore its derivative should be

zero:
∂L

∂xj
= 0 (5.47)

The length of this curve now reads

dL =

√
gii

(
dxi
dt

)2

+ gjj

(
dxj
dt

)2

+ 2gij
dxi
dt

dxj
dt
dt (5.48)

Neglecting the second order term and expanding the square root in series of dxj/dt,

we obtain

dL ≈ √giidxi +
gij√
gii
dxj (5.49)

We now see that the geodesic nature of the curve

∂L

∂xj
=

gij√
gii

= 0 (5.50)

is equivalent to the diagonality of the metric tensor in tangential/normal basis:

gij = 0 (5.51)

and therefore the �rst contribution of Eq. (5.43) is zero.

Transverse derivative of the metric tensor We need to analyze the second

term given by
∂

∂ky
gxxFx (5.52)

While in general, the diagonal term gxx can, of course, depend on ky, the �rst order

derivative is zero on the geodesic line, as we show below. Indeed, on the one hand

we have

dL =
√
gxxdkx (5.53)

And on the other hand, the minimal length of the geodesic requires that

∂L

∂ky
= 0 (5.54)

Thus,
1

2
√
gxx

∂gxx
∂ky

= 0 (5.55)
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And �nally
∂gxx
∂ky

= 0 (5.56)

This contribution to Eq. (5.43) is also zero along a geodesic line.

Rotational symmetry Rotational symmetry of the energy bands means that

εi(k) = εi(k) (with k = |k| =
√
k2
x + k2

y). Therefore, one has:

∂

∂ki
(ε0 − ε1) =

∂(ε0 − ε1)

∂k

∂k

∂ki
=
∂(ε0 − ε1)

∂k

ki
k

(5.57)

Combining the results of the above paragraphs with this one in Eq. (5.43) with

kx = Fxt/~ and ky = 0 �nally gives B
(1)
z = 0. The same arguments applied to Eq.

(B.27) can be used to show that B
(3)
z vanishes too.

Comment on the absence of non-adiabatic correction. We have shown

above that higher order corrections found in the e�ective Lagrangian formalism

vanish on geodesics. One can wonder why our e�ective correction is not described

by this approach. This can be qualitatively understood as follows: the average de-

viation of the spin due to the cycloidal trajectory that we take into account is not a

perturbation. It is an estimation of the exact solution of the dynamical Schrödinger

equation. The cycloidal trajectory is due to real interband oscillations and such

e�ect cannot be described by a semiclassical theory even if one use perturbation

theory to higher orders. Our e�ective correction allows to estimate at which order

in the applied force it can become important. Even if the corrected semiclassical

equations written in the form of eqs. (5.34) are valid only on geodesics, the non-

adiabatic behaviour will be present for any trajectories. The comparison with the

work of Gao and Niu allows to stress that some care is needed if one want to use

their semiclassical theory to higher order in the external force because non-adiabatic

e�ects can become non-negligible compared to the perturbative corrections.

5.2.3 Polariton anomalous Hall e�ect

We begin with the parabolic spinor Hamiltonian of the lower polariton branch (LPB)

of a planar cavity:

H0 =

(
~2k2

2m∗ + ∆ βk2e2iφ

βk2e−2iφ ~2k2

2m∗ −∆

)
(5.58)

with the following eigenvalues (Fig. 5.16(a)):

ε±(k) =
~2k2

2m∗
±
√

(∆2 + β2k4) (5.59)

with ∆ = 60 µeV, β = 0.14 meV/µm−2. While the system shows no gap because of

the positive mass of both branches, and therefore is not a topological insulator, it
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Figure 5.16: (a) LPB split by Zeeman �eld and TE-TM SOC; (b) Pseudospin texture

of the lower eigenstate: in-plane pseudospin projection (arrows) and SZ (color).

nevertheless exhibits a non-zero Berry curvature, re�ected by the pseudospin texture

(Fig. 5.16(b)), similar to bilayer graphene under bias voltage [334, 221, 242]. We

compute analytically the QGT for the lower eigenstate in polar coordinates (k,φ):

gkk =
∆2k2β2

(∆2 + β2k4)2
, gφφ =

k2β2

∆2 + β2k4
(5.60)

gkφ = gφk = 0, B =
2∆k2β2

(∆2 + k4β2)3/2
eZ

These are plotted as solid curves in Fig. 5.18(a). Because of the k2 dependence

of the TE-TM SOC, the form of the Berry curvature is di�erent from the one of

Rashba SOC [3, 205] (with maximum at k = 0) and similar to the one of bilayer

graphene [294].

This particular system allows to directly compare the result of the corrected

semiclassical equations (5.34) with the exact numerical solution of the time depen-

dent spinor Schrödinger equation with a gradient potential (5.8). In the simulation,

a gaussian wavepacket is created at t = 0 with σ+ polarization, we then extract its

center of mass position over time. A video of such numerical experiment is available

in the supplemental material of ref. [117].

Figure 5.17(a) shows the trajectories of polariton WP accelerated in a micro-

cavity by a realistic wedge U(x) = −Fx, where F = 1 meV/128 µm for 3 values

of β. The red-dashed curves calculated using equation (5.34) (accounting for both

<[T ] and =[T ]) are in excellent agreement with direct numerical solution of the

Schrödinger equation (5.8) (black curves). The blue dotted curve shows the tra-

jectory without the correction (5.30). The di�erence becomes more important for

higher gradients. Fig. 5.17(b) shows the �nal lateral shift ∆Y as a function of β:

adiabatic (∆Y =
√
βΓ2(3/4)/

√
∆π - blue dotted [Appendix C]) and corrected (red)

curves, as well as results of simulations (black dots). Numerical results are much
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a) b)

Figure 5.17: Polariton anomalous Hall drift. (a) WP trajectories in real space:

numerical (black) and analytical (red dashed, uncorrected - blue dash-dotted) for 3

values of TE-TM SOC β (∆ = 0.06 meV); (b) Final lateral shift as a function of β:

adiabatic (blue dash-dotted line), corrected (red solid line), and numerical (black

dots). Here, ∆ = 0.03 meV.

better �tted by the theory including the NAC. Both the relative lateral shift and the

NAC are comparable to the values reported for metamaterials [335]. Such e�ects

could be important for applications in integrated polaritonics.

By looking carefully on the numerically extracted curve in Fig. 5.17(a) one can

distinguish some small oscillations. These oscillations are reminiscence of the cy-

cloidal trajectory of the spin in the Bloch sphere which do not appear in the cor-

rected semiclassical equations because it accounts only the average position of the

spin. Interestingly, similar oscillations of the center of mass position appear in the

Zitterbewegung e�ect due to spin oscillations. In the conventional e�ect, this be-

haviour occurs when the wavepacket is moving at a constant longitudinal velocity

(k = cte) and if its center in k space is not in an eigenstate of the two-band system.

In this sense, Zitterbewegung oscillations can be seen as a purely non-adiabatic be-

haviour. The con�guration of an accelerated wavepacket considered here is more

subtle (both the spin dynamics and the transverse motion of the wavepacket are

more complicated). The study of the interplay between an "accelerated Zitterbewe-

gung" (non-adiabatic origin) and the anomalous Hall e�ect (valid in the adiabatic

limit) in two band systems is of interest for future works.

5.2.3.1 QGT and non-adiabaticity measurement

A very interesting opportunity to measure the QGT directly is o�ered by the ra-

diative states of photonic systems which allow to access all pseudospin components

S via polarization as discussed in the previous section [5.1.1.1]. The results of the

extraction are presented in Fig. 5.18(a) as dashed curves, whose agreement with the
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a) b)

Figure 5.18: (a) QGT components: BZ (black); gkk (red) and gφφ (green) cal-

culated analytically (solid lines) and extracted from numerical experiment (dashed

lines). (b) The non-adiabaticity (S2
Y ), calculated using the full Schrodinger equation

(black), the spin dynamics equation (blue), and the QGT (red dashed).

solid lines obtained from Eq. (5.60) con�rms the validity of this method.

We can use Eq. (5.24) to estimate the non-adiabaticity of a polariton wavepacket,

accelerated in combined TE-TM and Zeeman �elds. In this case the total magnetic

�eld energy reads:

~Ω =

√
∆2 + (βk2)2 (5.61)

The non-adiabaticity can therefore be written as:

fNA (k) =
F 2gkk
~2Ω2

(5.62)

We stress that the non-adiabatic fraction and the corresponding correction are cal-

culated from the adiabatic metric. In the experimental con�guration we consider,

where the polaritons propagate in a constant gradient, the non-adiabaticity of the

wavepacket can be measured via the diagonal polarization degree. For this, one

should orient the cavity in such a way that the wedge points in the X direction.

Then, the "horizontal" polarization should be chosen parallel to this X axis. In

this case, the adiabatic evolution means that the spin rotates from the Z axis (cir-

cular eigenstate at k = 0) to the X pseudospin axis (horizonal polarization), while

the deviation from this rotation is necessarily towards the Y pseudospin axis (di-

agonal polarization). The three pseudospin components can be extracted from the

spatially-integrated intensities measured in 3 pairs of orthogonal polarizations (5.3).

Figure 5.18(b) shows the agreement between the non-adiabaticity, given by the

S2
Y pseudospin component, calculated by solving full Schrodinger equations (black),

the simple spin dynamics equation, Eq. (5.18) (blue), and given by the component

of the QGT, Eq. (5.62) (red dashed). We see that the latter captures very well the
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behavior of the full system, and that the spin dynamics equation for small angles is

su�ciently precise. The �gure is plotted for β = 0.14 meV/µm−2.

5.2.4 Conclusions

We introduce a new type of correction to the semiclassical equations of motion of

an accelerated WP on geodesic trajectories in two-band systems appearing in any

realistic �nite-duration experiment. While the adiabatic limit is determined by the

Berry curvature, the NAC is determined by the quantum metric. This correction

is not present in semiclassical equation derived from the wavepacket e�ective La-

grangian. Moreover, all the corrections found in this approach vanish on geodesic

trajectories.

Whereas, we have studied the speci�c case of geodesic trajectories, such non-

adiabatic contribution should play a role for any trajectory (exactly as a spin will

exhibit cycloidal trajectory on the Bloch sphere even if the magnetic �eld is not

evolving on a great circle). Therefore, in general, some care will be needed when

studying the wavepacket response to higher order in the external force.

The particular case of a planar microcavity in the strong coupling regime allows

to extract the QGT components by direct measurements and to check their e�ects

on the wavepacket evolution.

Recently, we became aware of a work by A. Gutierrez-Rubio et al. [336] devoted

to a microscopic study of the (adiabatic) polariton anomalous Hall e�ect in a sys-

tem based on a Transition-Metal Dichalcogenides monolayer embedded in perfect

metallic cavity. They give an interesting discussion on the di�erent contributions to

the Berry curvature of polaritons in this system and derive an e�ective two-by-two

Hamiltonian equivalent to Eq. (5.58). In the system they consider, the TE-TM

splitting arises from the exciton-photon coupling, the bare photonic one being zero

in metallic cavities.





Conclusions and perspectives

In this thesis we studied di�erent transport phenomena related to the presence

of non-zero Berry curvature. In chapter 3, we considered single particle e�ects.

We have computed the topological phase diagrams for two models leading to the

quantum anomalous Hall e�ect for electrons or photons in honeycomb lattices. We

have also discussed the quantum valley Hall e�ect. In this case, if the existence of

interface states can be understood in term of valley Berry curvatures, they are not

topologically robust against backscattering.

In chapter 4, to look at the e�ect of interactions we considered macroscopic

Bose-Einstein condensates loaded in honeycomb potentials. We showed that spin-

anisotropic interactions of polaritons can lead to density driven topological phase

transitions for the Bogoliubov density waves both at thermal equilibrium and under

quasi-resonant excitation. We also considered vortex excitations in a staggered

honeycomb potential and showed that their intrinsic robustness combined with the

vortex-valley coupling leads to a topologically protected vortex propagation.

In the last chapter 5, we proposed a protocol to measure the quantum geo-

metric tensor components in reciprocal space for di�erent photonic or polaritonic

systems. Then, considering a two band system we highlighted the unavoidable

non-adiabaticity during a wavepacket acceleration in an anomalous Hall experiment.

We proposed a way to take this e�ect into account in the semiclassical equations

of motion. As an illustration, we considered the original polariton anomalous Hall

e�ect which allowed us to compare our result with numerical simulations.

These results appeal for further studies. Concerning the non-adiabatic correc-

tion, di�erent directions are opened. In electronic systems, the anomalous Hall

e�ect being linked with a quantized transverse conductivity when integrated over

the occupied states, we can wonder if the non-adiabaticity could bring additional

corrections to this quantity. Di�erent two-band models can be studied such as the

1988 Haldane model in two dimensions and Weyl semimetals in three dimensions.

For the cavity polariton system, it could be useful to think about speci�c experimen-

tal conditions to increase the anomalous Hall drift and its observability. Another

interesting question concerns the e�ect of interactions during the wavepacket accel-

eration.

Keeping the interacting regime in mind, the study of vortex excitations in hon-

eycomb lattices taking into account TE-TM SOC and a Zeeman �eld appears quite

naturally. Whereas we do not expect a vortex-valley coupling in this situation as in

a staggered potential, the understanding of their core structure and stability in the

bulk is still of interest. The possibility to make them move thanks to the underlying

band topology remains an interesting question.

Another long-term topic concerns vortex mutual interactions. For instance, the

presence of a large number of vortices can lead to vortex clustering, a scaling be-
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haviour related to 2D quantum turbulence. The interplay of this universal scaling

phenomena with the presence of Berry curvature (both with and without lattices)

appears as a very attractive direction of research.



Appendix A

E�ective 2 by 2 Hamiltonian with

trigonal warping

Between the two limits considered in section 3.3.1 of the manuscript to compute

analytically valley topological charges, it is still possible to write an e�ective 2 by 2

Hamiltonian which reads:

HK,eff =

(
∆AB

3aδJ
2 (qy − iqx)

3aδJ
2 (qy + iqx) −∆AB

)
(A.1)

+
1

∆2
AB + 9δJ2

(
9a2J2∆AB

4 q2 27a2J2δJ
4 (qy + iqx)2

27a2J2δJ
4 (qy − iqx)2 −9a2J2∆AB

4 q2

)

This e�ective Hamiltonian allows to compute the energy dispersion taking into ac-

count the trigonal warping. Moreover, one can also compute the Berry curvature of

the low energy bands which can be written as follow in polar coordinates (q,φ).

Bz = − τz18a2∆ABδJ
4(4δJ4 − a2J2(δJ2 + 4J2)q2 + a3J4q3sin(3φ)

(∆2
AB(4δJ2 + a2J2q2)2 + 9a2δJ2q2(4δJ4 + a2J4q2) + 36a3δJ4J2q3sin(3φ))3/2

(A.2)

Figure A.1: Berry curvature around K point with trigonal warping contribution

(Eq. (A.2)). (Parameters: ∆AB(r) = 0.1J , δJ = 0.2J)
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The form of the the resulting Berry curvature describes well the additional bands

extrema contributions (see Fig. A.1). This quantity is not integrable analytically

but converge numerically to 2π when δJ � ∆AB. Each additional Dirac points,

located at t1 =
(

0, 2δJ2

aJ2

)
, t2 =

(√
3δJ2

aJ2 ,− δJ2

aJ2

)
, t3 =

(
− δJ2

aJ2 ,−
√

3δJ2

aJ2

)
, carrying π

whereas the central one carries −π.
However, this low energy e�ective theory doesn't carry information about the

second valley. When δJ increases, the additional Dirac points of the K and K ′

carrying opposite topological charges move in opposite directions on the same line

KK ′ and cancel each others for some critical parameters due to the �nite size of the

Brillouin zone. Then, the second limit with C
(2)
K,K′ = −τz 1

2sign(∆AB), discussed in

the section 3.3.1 is achieved when the concept of valley is again well de�ned: that

is when δJ becomes su�ciently large.



Appendix B

E�ective Lagrangian formalism

In 1999, Niu and Sundaram derived the semiclassical equations of motion of an elec-

tron wavepacket in Bloch bands [333] using a time-dependent variational method.

Their approach allowed to con�rm the anomalous Hall e�ect predicted by Karplus

and Luttinger [332] and to express this e�ect in terms of Berry curvature. The goal

of this appendix is to introduce their derivation for the case where only a constant

electric �eld is applied. We �rst introduce this approach to the �rst order in electric

�eld, and then its extension to higher order corrections as introduced by Gao and

Niu for the two-band case.

B.1 Semiclassical equations derivation

One consider a wavepacket restricted to move in one band. The evolution of its

amplitude shape over time is neglected. The wavepacket state is written as a super-

position of the eigenstates of the given band in reciprocal space.

|W 〉 =

∫
a(k, t) |ψn,k〉 dk (B.1)

a(k, t) = |a(k)|e−iγ(k,t) is the distribution of the wavepacket in momentum space

centred at k = kc and
∫
|a(k)|2dk = 1. This distribution is assumed to be sharp in

momentum space such that |a(k)|2 ≈ δ(k−kc) which implies the following relation:

f(kc) =

∫
f(k)|a(k)|2dk (B.2)

One also assume that the wavepacket has a well de�ned center of mass position in

real space, which leads the following relation.

rc = 〈W | r̂ |W 〉 =

∫
|a(k)|2

(
∂γ(k)

∂k
dk−An(k)

)
=
∂γ(kc)

∂kc
−An(kc) (B.3)

The e�ective Lagrangian of the wave packet can then be written as [3, 333]: L =

〈W | (i ddt − H) |W 〉. The Hamiltonian can be expanded around rc using gradient

correction in external electric potential V (the second order gradient correction is

zero since we consider a constant external force):

H = Hc − e(r− rc).∇V (r) (B.4)

= Hc + e(r− rc).E (B.5)



160 Appendix B. E�ective Lagrangian formalism

Hc is the exact quantum Hamiltonian evaluated at rc

Hc = H0 − eV (rc) (B.6)

where H0 is the unperturbed Hamiltonian (H0 |ψn〉 = εn |ψn〉). The second contri-

bution to the e�ective Lagrangian is then given by:

〈W |H |W 〉 = εn(kc)− eV (rc) (B.7)

The �rst term gives:

〈W | i~ d
dt
|W 〉 =

∂γ(kc, t)

∂t
(B.8)

Using the relation
dγ(kc, t)

dt
=
∂γ(kc, t)

∂t
+
∂γ(kc, t)

∂kc
.
.
kc (B.9)

one can rewrite this term as:

〈W | i~ d
dt
|W 〉 =

dγ(kc, t)

dt
− (rc + An(kc)) .

.
kc (B.10)

Omitting the total time derivative which does not contribute to the equation of

motions leads to the following e�ective Lagrangian:

L = − (rc + An(kc)) .
.
kc −εn(kc) + eV (rc) (B.11)

Then, apply Euler-Lagrange equations for the wavepacket center of mass coordinates

rc and kc gives the semiclassical equations (5.30).

B.2 Higher-order corrections

In the ref. [116], Gao and Niu extend this formalism to derive the semiclassical

equation up to higher order in the external �elds. This is done by assuming that

the wavepacket is moving in a perturbed band. Therefore the wavepacket state is

now written as a superposition of the unperturbed states.

|W 〉 =

∫
a(k, t)(f0 |ψ0k〉+

∑
n

fn |ψnk〉)dk (B.12)

where the coe�cients f0 and fn are obtained from perturbation theory up to the

wanted order and respect the normalization condition |f0|2 +
∑

n |fn|2 = 1. For a

two band system one has:

|W 〉 =

∫
a(k, t)(f0 |ψ0k〉+ f1 |ψ1k〉)dk (B.13)

Again, a(k) is the distribution of the wavepacket in momentum space centred at

k = kc and
∫
|a(k)|2dk = 1. One can generalize the wavepacket center of mass

position:

rc = 〈W | r̂ |W 〉 =
∂γ(kc)

∂kc
−
(
|f0|2A00 + |f1|2A11 + f∗0 f1A01 + f∗1 f0A10

)
(B.14)
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with fi,j = fi,j(kc), and Aij(kc) = 〈ui| i ∂
∂kc
|uj〉 are the intraband and interband

Berry connection in the momentum space. (To obtain this result equivalent to the

one given by Gao and Niu, the relative phase between f0 and f1 coe�cients has to

be constant or zero.) The average energy of the wavepacket is given by:

〈W |H |W 〉 = |f0|2ε0 (kc) + |f1|2ε1 (kc)− eV (rc) (B.15)

where εi are the energies of the two unperturbed bands. The complete e�ective

Lagrangian L(rc,
.
rc,kc,

.
kc) has the following form:

L = −
(
rc + Ã(kc)

)
.
.
kc −ε̃+ eV (rc) (B.16)

where we have introduced Ã

Ã = (|f0|2A00 + |f1|2A11 + f∗0 f1A01 + f∗1 f0A10) (B.17)

and the corrected energy de�ned by:

ε̃ = |f0|2ε0 + |f1|2ε1 (B.18)

If we keep only the terms up to the �rst order in the electric �eld (see below) this

Lagrangian is exactly the one used by Gao and Niu in [116]. (In the following, we

drop the index c to simplify the notations.)

In order to prove that higher-order corrections do not contribute neither to

the wavepacket trajectory in the con�guration we consider (on geodesics), we use

perturbation theory up to the third order in the external electric force to write f0

and f1:

f0 = 1− e2

2

E.A01 ∗E.A10

(ε0 − ε1)2
+ 2e3

E.A01 ∗E.A11 ∗E.A10

(ε0 − ε1)3
− e3 |E.A01|2 ∗E.A00

(ε0 − ε1)3
(B.19)

f1 = − e
E.A10

(ε0 − ε1)
− e2 E.A10 ∗E.A00

(ε0 − ε1)2
+ e2

E.A11 ∗E.A10

(ε0 − ε1)2

+ e3
E.A11 ∗E.A11 ∗E.A10

(ε0 − ε1)2(ε1 − ε0)
− e3 |E.A00|2 ∗E.A10

(ε0 − ε1)2(ε1 − ε0)
(B.20)

E is the constant electric �eld (E = − ∂V
∂rc

). Moreover, on geodesics on has A00 =

A11. Using this property and the above formulas, we can develop the second term

in the Lagrangian:

Ã.k̇ = A00.
.
k− e

A10.E ∗A01.
.
k + A01.E ∗A10.

.
k

(ε0 − ε1)
(B.21)

+ e3 (E.A10 ∗E.A01)(E.A10 ∗A01.
.
k + E.A01 ∗A10.

.
k)

2(ε0 − ε1)3
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Then, inserting the remaining expression in (B.16) and applying Euler-Lagrange

equations allows to �nd the equations of motion:

~
∂k

∂t
= −eE (B.22)

~
∂r

∂t
=
∂ε̃

∂k
− ~

∂k

∂t
× B̃ (B.23)

with B̃ the corrected Berry curvature up to the third order:

B̃ = ∇k × Ã = B + B(c1) + B(c3) (B.24)

These equations have the same form as the one derived keeping only �rst order term

in electric �eld. It is not surprising since the Lagrangian (B.16) have already the

same form as (B.11). Using the identity [114, 115]:

gαβ =
1

2
(〈u0| i

∂

∂kα
|u1〉 〈u1| i

∂

∂kβ
|u0〉+ h.c.) (B.25)

we can express the corrections in terms of the quantum metric tensor
↔
g as presented

in section 5.2.2.2 where Fi = −eEi:

B(c1) = −e∇k × (
2
↔
gE

(ε0 − ε1)
) (B.26)

B(c3) =
e3

2
∇k ×

(
∑
i,j

gijEiEj)
2
↔
gE

(ε0 − ε1)3

 (B.27)



Appendix C

Polariton anomalous Hall e�ect

wavepacket trajectory

In this section, we present the detailed results concerning the trajectory of an ac-

celerated wavepacket (under the e�ect of a force F applied in the X direction) in

presence of the TE-TM SOC and a constant magnetic �eld providing Zeeman split-

ting, solving equations (5.30) and (5.34) of section 5.2.

The analytical solution of Eq. (5.30) which does not include the non-adiabatic

correction reads:

x (t) =
Ft2

2m
−

√
∆2 + β2F 4t4

~4

F
+

∆

F
(C.1)

and

y (t) =
F 3~t3β2

√
∆2 + F 4t4β2/~4

(
3−

(
1 + F 4t4β2

∆2~4

)
2F1

(
1, 5

4 ,
7
4 ,−

F 4t4β2

∆2~4

))
3 (∆3~4 + ∆F 4t4β2)

(C.2)

The maximal shift of the wavepacket in the Y direction at t→∞ is given by:

y∞ =

√
β√
∆

Γ2
(

3
4

)
√
π

(C.3)

We see that increasing the lateral shift requires increasing the TE-TM splitting β

or decreasing the magnetic �eld ∆.

The importance non-adiabatic correction can be estimated by the maximal value

of the non-adiabatic fraction fNA behaves as:

fNA,max ∝
β

∆3
(C.4)

To reduce the maximal non-adiabaticity, it is therefore important to have a suf-

�ciently large Zeeman splitting ∆. To have a maximal displacement and a good

adiabaticity at the same time, it is better to increase the TE-TM SOC β instead of

reducing the magnetic �eld ∆, because the non-adiabaticity behaves as 1/∆3.

The analytical solution for the equation (5.34) of the main text including the

non-adiabatic correction can also be found:

y (t) =

F 3β3

∆t

(
15+2∆2

(
70t2+−15∆4~12+8∆2F4~8t4β2+3F8~4t8β4

(∆2~4+F4t4β2)3

))
+

5(−1)3/4∆~
√

∆
β

+
F4t4β

∆~4 ν

F3β


140∆4~3

√
∆2+F 4t4β2/~4

(C.5)
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where

ν = 28∆3~2E

(
iarcsinh

(
Ft
√
iβ
∆

~

)
,−1

)
+
(
−28∆3~2 + 3iF 2β

)
F

(
iarcsinh

(
Ft
√
iβ
∆

~

)
,−1

)
(C.6)

where E and F are the elliptic integrals of the second kind. Unfortunately, we did

not manage to �nd the limit of this expression for t→∞.

From the practical point of view, the above analytical expressions for y(t) appear

quite cumbersome, and we advise the direct numerical solution of equations (5.30)

and (5.34), because the calculation time of the hypergeometric function and the

elliptic integrals is quite comparable or even longer than the direct solution of the

equations, while the results are identical.
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Physics of quantum �uids in two-dimensional topological systems

Abstract: This thesis is dedicated to the description of both single-particle and

bosonic quantum �uid Physics in topological systems.

After introductory chapters on these subjects, I �rst discuss single-particle topo-

logical phenomena in honeycomb lattices. This allows to compare two theoretical

models leading to quantum anomalous Hall e�ect for electrons and photons and to

discuss the photonic quantum valley Hall e�ect at the interface between opposite

staggered cavity lattices.

In a second part, I present some phenomena which emerge due to the interplay

of the linear topological e�ects with the presence of interacting bosonic quantum

�uid described by mean-�eld Gross-Pitaevskii equation. First, I show that the

spin-anisotropic interactions lead to density-driven topological transitions for ele-

mentary excitations of a condensate loaded in the polariton quantum anomalous

Hall model (thermal equilibrium and out-of-equilibrium quasi-resonant excitation

con�gurations).

Then, I show that the vortex excitations of a scalar condensate in a quantum

valley Hall system, contrary to linear wavepackets, can exhibit a robust chiral prop-

agation along the interface, with direction given by their winding in real space,

leading to an analog of quantum spin Hall e�ect for these non-linear excitations.

Finally, coming back to linear geometrical e�ects, I will focus on the anomalous

Hall e�ect exhibited by an accelerated wavepacket in a two-band system. In this

context, I present a non-adiabatic correction to the known semiclassical equations of

motion which can be expressed in terms of the quantum geometric tensor elements.

We also propose a protocol to directly measure the tensor components in radiative

photonic systems.

Keywords: Topological insulators, band geometry, Berry curvature, anomalous

Hall e�ect, Chern insulators, spin-orbit coupling, topological photonics, exciton-

polaritons, Bose-Einstein condensates, Bogoliubov excitations, quantized vortices.
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