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Abstract

OpenMP and MPI have become the standard tools to develop parallel programs on
shared-memory and distributed-memory architectures respectively. As compared to MPI,
OpenMP is easier to use. This is due to the ability of OpenMP to automatically execute
code in parallel and synchronize results using its directives, clauses, and runtime functions
while MPI requires programmers do all this manually. Therefore, some efforts have been
made to port OpenMP on distributed-memory architectures. However, excluding CAPE, no
solution has successfully met both requirements: 1) to be fully compliant with the OpenMP
standard and 2) high performance.

CAPE stands for Checkpointing-Aided Parallel Execution. It is a framework that au-
tomatically translates and provides runtime functions to execute OpenMP program on
distributed-memory architectures based on checkpointing techniques. In order to execute an
OpenMP program on distributed-memory system, CAPE uses a set of templates to translate
OpenMP source code to CAPE source code, and then, the CAPE source code is compiled
by a C/C++ compiler. This code can be executed on distributed-memory systems under
the support of the CAPE framework. Basically, the idea of CAPE is the following: the
program first run on a set of nodes on the system, each node being executed as a process.
Whenever the program meets a parallel section, the master distributes the jobs to the slave
processes by using a Discontinuous Incremental Checkpoint (DICKPT). After sending the
checkpoints, the master waits for the returned results from the slaves. The next step on the
master is the reception and merging of the resulting checkpoints before injecting them into
the memory. For slave nodes, they receive different checkpoints, and then, they inject it
into their memory to compute the divided job. The result is sent back to the master using
DICKPTs. At the end of the parallel region, the master sends the result of the checkpoint
to every slaves to synchronize the memory space of the program as a whole.

In some experiments, CAPE has shown very high-performance on distributed-memory
systems and is a viable and fully compatible with OpenMP solution. However, CAPE is in
the development stage. Its checkpoint mechanism and execution model need to be optimized
in order to improve the performance, ability, and reliability.

This thesis aims at presenting the approaches that were proposed to optimize and improve
checkpoints, design and implement a new execution model, and improve the ability for
CAPE. First, we proposed arithmetics on checkpoints, which aims at modeling checkpoint’s
data structure and its operations. This modeling contributes to optimize checkpoint size
and reduces the time when merging, as well as improve checkpoints capability. Second, we
developed TICKPT which stands for Time-stamp Incremental Checkpointing as an instance
of arithmetics on checkpoints. TICKPT is an improvement of DICKPT. It adds a time-
stamp to checkpoints to identify the checkpoints order. The analysis and experiments to
compare it to DICKPT show that TICKPT do not only provide smaller in checkpoint size,
but also has less impact on the performance of the program using checkpointing. Third,
we designed and implemented a new execution model and new prototypes for CAPE based



on TICKPT. The new execution model allows CAPE to use resources efficiently, avoid the
risk of bottlenecks, overcome the requirement of matching the Bernstein’s conditions. As a
result, these approaches make CAPE improving the performance, ability as well as reliability.
Four, Open Data-sharing attributes are implemented on CAPE based on arithmetics on
checkpoints and TICKPT. This also demonstrates the right direction that we took, and
makes CAPE more complete.
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Résumé

OpenMP et MPI sont devenus les outils standards pour développer des programmes
parallèles sur une architecture à mémoire partagée et à mémoire distribuée respectivement.
Comparé à MPI, OpenMP est plus facile à utiliser. Ceci est dû au fait qu’OpenMP génère
automatiquement le code parallèle et synchronise les résultats à l’aide de directives, clauses
et fonctions d’exécution, tandis que MPI exige que les programmeurs fassent ce travail
manuellement. Par conséquent, des efforts ont été faits pour porter OpenMP sur les ar-
chitectures à mémoire distribuée. Cependant, à l’exclusion de CAPE, aucune solution ne
satisfait les deux exigences suivantes̃: 1) être totalement conforme à la norme OpenMP et
2) être hautement performant.

CAPE signifie «Checkpointing-Aided Parallel Execution». C’est un framework qui
traduit et fournit automatiquement des fonctions d’exécution pour exécuter un programme
OpenMP sur une architecture à mémoire distribuée basé sur des techniques de checkpoint.
Afin d’exécuter un programme OpenMP sur un système à mémoire distribuée, CAPE utilise
un ensemble de modèles pour traduire le code source OpenMP en code source CAPE, puis
le code source CAPE est compilé par un compilateur C/C++ classique. Fondamentale-
ment, l’idée de CAPE est que le programme s’exécute d’abord sur un ensemble de nœuds
du système, chaque nœud fonctionnant comme un processus. Chaque fois que le programme
rencontre une section parallèle, le maître distribue les tâches aux processus esclaves en util-
isant des checkpoints incrémentaux discontinus (DICKPT). Après l’envoi des checkpoints, le
maître attend les résultats renvoyés par les esclaves. L’étape suivante au niveau du maître
master consiste à recevoir et à fusionner le résultat des checkpoints avant de les injecter
dans sa mémoire. Les nœuds esclaves quant à ceux reçoivent les différents checkpoints, puis
l’injectent dans leur mémoire pour effectuer le travail assigué. Le résultat est ensuite renvoyé
au master en utilisant DICKPT. À la fin de la région parallèle, le maître envoie le résultat
du checkpoint à chaque esclave pour synchroniser l’espace mémoire du programme.

Dans certaines expériences, CAPE a montré des performances élevées sur les systèmes à
mémoire distribuée et constitue une solution viable entièrement compatible avec OpenMP.
Cependant, CAPE reste en phase de développement, ses checkpoints et son modèle d’exécution
devant être optimisés pour améliorer les performances, les capacités et la fiabilité.

Cette thèse vise à présenter les approches proposées pour optimiser et améliorer la ca-
pacité des checkpoints, concevoir et mettre en œuvre un nouveau modèle d’exécution, et
améliorer la capacité de CAPE. Tout d’abord, nous avons proposé une arithmétique sur les
checkpoints qui modélise la structure des données des checkpoints et ses opérations. Cette
modélisation contribue à optimiser la taille des checkpoints et à réduire le temps nécessaire
à la fusion, tout en améliorant la capacité des checkpoints. Deuxièmement, nous avons
développé TICKPT qui signifie «Time-Stamp Incremental Checkpointing» une implémenta-
tion de l’arithmétique sur les checkpoints. TICKPT est une amélioration de DICKPT, il a
ajouté l’horodatage aux checkpoints pour identifier l’ordre des checkpoints. L’analyse et les
expériences comparées à DICKPT montrent TICKPT sont non seulement plus petites, mais
qui’ils ont également moins d’impact sur les performances du programme. Troisièmement,
nous avons conçu et implémenté un nouveau modèle d’exécution et de nouveaux prototypes
pour CAPE basés sur TICKPT. Le nouveau modèle d’exécution permet à CAPE d’utiliser
les ressources efficacement, d’éviter les risques de goulots d’étranglement et de satisfaire à
l’exigence des les conditions de Bernstein. Au final, ces approches améliore significativement



les performances de CAPE, ses capacités et sa fiabilité. Le partage des données implémenté
sur CAPE et basé sur l’arithmétique sur des checkpoints est ouvert et basé sur TICKPT. Cela
démontre également la bonne direction que nous avons prise et rend CAPE plus complet.
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1.1 Introduction

In order to minimize programmers’ difficulties when developing parallel applications, a par-
allel programming tool at a higher level should be as easy-to-use as possible. MPI [1], which
stands for Message Passing Interface, and OpenMP [2] are two widely-used tools that meet
this requirement. MPI is a tool for high-performance computing on distributed-memory en-
vironments, while OpenMP has been developed for shared-memory architectures. If MPI is
quite difficult to use, especially for non programmers, OpenMP is very easy to use, requesting
the programmer to tag the pieces of code to be executed in parallel.

Some efforts have been made to port OpenMP on distributed-memory architectures.
However, apart from Checkpointing-aided Parallel Execution (CAPE) [3, 4, 5], no solution
successfully met the two following requirements: 1) to be fully compliant with the OpenMP
standard and 2) high performance. Most prominent approaches include the use of an SSI [6],
SCASH [7], the use of the RC model [8], performing a source-to-source translation to a tool
like MPI [9, 10] or Global Array [11], or Cluster OpenMP [12].

Among all these solutions, the use of a Single System Image (SSI) is the most straight-
forward approach. An SSI includes a Distributed Shared Memory (DSM) to provide an ab-
stracted shared-memory view over a physical distributed-memory architecture. The main ad-
vantage of this approach is its ability to easily provide a fully-compliant version of OpenMP.
Thanks to their shared-memory nature, OpenMP programs can easily be compiled and run
as processes on different computers in an SSI. However, as the shared memory is accessed
through the network, the synchronization between the memories involves an important over-
head which makes this approach hardly scalable. Some experiments [6] have shown that the
larger the number of threads, the lower the performance. As a result, in order to reduce
the execution time overhead involved by the use of an SSI, other approaches have been pro-
posed. For example, SCASH that maps only the shared variables of the processes onto a
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shared-memory area attached to each process, the other variables being stored in a private
memory, and the RC model that uses the relaxed consistency memory model. However, these
approaches have difficulties to identify the shared variables automatically. As a result, no
fully-compliant implementation of OpenMP based on these approaches has been released so
far. Some other approaches aim at performing a source-to-source translation of the OpenMP
code into an MPI code. This approach allows the generation of high-performance codes on
distributed-memory architectures. However, not all OpenMP directives and constructs can
be implemented. As yet another alternative, Cluster OpenMP, proposed by Intel, also re-
quires the use of additional directives of its own (ie. not included in the OpenMP standard).
Thus, this one cannot be considered as a fully-compliant implementation of the OpenMP
standard either.

In order to bypass these limitations, CAPE is a solution that provides a set of proto-
types and frameworks to automatically translate OpenMP programs for distributed memory
architectures and make them ready for execution. The main idea of this solution is using
incremental checkpointing techniques (ICKPT) [13, 14] to distribute the parallel jobs and
their data to the other processes (the fork phase of OpenMP), and collect the results after
the execution of the jobs from all processors (the join phase of OpenMP).

CAPE is developed over two stages. In the first stage of development, CAPE used
Complete Checkpointing [3]. The checkpointing extracts all modification of data and stores
in checkpoint files before sending them to slave node to distribute jobs. By this way, the
result checkpoints are also extracted from slave nodes and sent back to the master to merge
together. This approach has demonstrated the fully compliant with OpenMP of CAPE, but
the performance is not so good. In the second stage, CAPE used Discontinuous Incremental
Checkpointing [4, 15, 5] – a kind of Incremental Checkpointing. The checkpointing extracts
only the modified data of the master nodes when dividing jobs and sends them to slave
nodes to distributed jobs. After execution the divided jobs, each slave node also extracts the
modified data and stores into a checkpoint, then sends back to the master node to merge
and inject into its application memory. This approach has shown that CAPE is not only
fully compliant with OpenMP, but also improve significantly the performance.

Although CAPE is still under development, it has shown its ability to provide a very
efficient solution. For instance, a comparison with MPI showed that CAPE is able to reach
up to 90% of the MPI performance [4, 15, 5]. This has to be balanced with the fact that
CAPE for OpenMP requires the introduction of few pragma directives only in the sequential
code, ie. no complex code from the user point of view, while writing an MPI code might
require the user to completely refactorise the code. Moreover, as compared to other OpenMP
for distributed-memory solutions, CAPE promises a fully compatibility with OpenMP [4, 5].

Besides the advantages, CAPE should be continued to develop more optimally. The main
restrictions in this version are:

• CAPE can only execute OpenMP programs that match the Bernstein’s conditions,
only OpenMP parallel for directives with no clauses and nested constructs have
been implemented in the current version.

• Discontinuous Incremental Checkpointing (DICKPT) as applied on CAPE extracts all
modified data including private variables. Therefore, it contains unnecessary data in
checkpoints. This leads to a larger amount of the data transferred over the network
and reduces the reliability of CAPE.
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• Checkpoints on CAPE do not contain any information that identifies the order of the
generated checkpoints on the different nodes. Therefore, the merging of checkpoints
requires that no memory elements appear in different checkpoints at the same address,
or the checkpoints need to be ordered.

• For the execution model, CAPE always takes 1 node to be responsible for the master
node. It divides jobs, distributes them to slave nodes, and waits for results but does
not take any part in the execution of the divided jobs. This mechanism not only wastes
the resources but also leads to risk of bottleneck. The bottleneck may occur at the
join phase when checkpoints from all slave nodes are sent to the master node, as the
master receives, merges the checkpoints all together, and sends the result back to all
the slave nodes.

1.2 Problem definition

After analyzing the restrictions, this thesis focuses on the optimization of checkpoints and
the execution model of CAPE. This improves the performance, reliability, and ability of this
solution.

For the optimization of checkpoints, we focus on modeling the checkpointing techniques
and applying on CAPE to improve CAPE’s ability, reliability as well as performance. Here,
the data structures of checkpoints need to be modeled to provide operations that are used
directly to compute on checkpoints. Therefore, it reduces the amount of duplicated data in
a checkpoint and the execution time when merging checkpoints. Based on this model, a new
checkpointing technique has been developed and applied on CAPE to solve the three first
restrictions indicated above.

For the optimization of the execution model, we designed and implemented a new execu-
tion model based on this new checkpointing technique. In this model, all nodes are involved
in the computation of a part of the divided jobs to reduce the execution time. In addi-
tion, the new merging mechanism takes benefits of the new checkpointing techniques and
is applied to avoid the risk of bottleneck as well as contributing to improve the perform of
CAPE.

1.3 Organization of the thesis

The thesis is organized as follows: Chap. 2 presents the state of the art. The solutions for
the optimization of checkpoints and the execution model of CAPE are presented in Chap. 3
and 4. Chapter 5 describes the methods to implement OpenMP data-sharing on CAPE. The
conclusion and future works of this thesis are presented in Chap. 6.

In Chap. 2, the two main standard tools in parallel programming, i.e. OpenMP and MPI,
are reminded. Then, we present an overview of the solutions that tried to port OpenMP
on distributed-memory architectures, and together with checkpoint techniques. In addition,
the previous version of CAPE is summarized and presented in this chapter.

Chapter 3 presents the modeling on checkpoints including checkpoint definitions and
operations. Based on this model, Time-stamp Incremental CheckPoinT (TICKPT) is intro-
duced as a case study. Then, Sec. 3.4 presents the analysis and evaluation of these approaches
and compares them with DICKPT.
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Chapter 4 presents a new design and implementation for an execution model of CAPE
based on TICKPT. Section 4.2 and 4.3 describe the abstract model and the implementation
of the CAPE’s memory model respectively. Section 4.4 presents a new execution model
for CAPE while Sec. 4.5 presents CAPE’s transformation prototypes. The analysis and
performance evaluation are presented in Sec. 4.6

Chapter 5 describes the implementation of the OpenMP Data-sharing model on CAPE
and reminds OpenMP data-sharing attribute rules. Then, Sec. 5.3 and 5.4 present the
implementation as well as the analysis and evaluation of this approach on CAPE.

The last chapter highlights the contributions of this thesis and some points to continue
to develop in the future.
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2.1 OpenMP and MPI

OpenMP [2] and MPI [1] are two widely used tools for parallel programming. Originally,
they run on shared and distributed memory architecture systems respectively.

2.1.1 OpenMP

OpenMP provides a high level of abstraction for the development of parallel programs. It
consists of a set of directives, functions and environment variables to easily support the
transformation of a C, C++ or Fortran sequential program into a parallel program. A pro-
grammer can start writing a program on the basis of one of the supported languages, compile
it, test it, and then gradually introduce parallelism by the mean of OpenMP directives.

2.1.1.1 Execution model

OpenMP follows the fork-join execution model with threads as presented in Figure 2.7.
When the program starts, only one thread is running (the master thread) and it executes
the code sequentially. When it reaches an OpenMP parallel directive, the master thread
spawns a team work including itself and a set of secondary threads (the fork phase), and
the work allocated to each thread in this team starts. After secondary threads complete
their allocated work, results are updated in the memory space of the master thread and all
secondary threads are suspended (the join phase). Thus, after the join phase, the program
executes only one thread as per the original. Fork-join phases can be carried out several
times in a program and can be nested.

Figure 2.1: The Fork-Join model.
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2.1.1.2 Memory model

OpenMP is based on the use of threads. Thus, it can only run on shared-memory architec-
tures as well as all threads use the same memory area. However, in order to speed up the
computations, OpenMP uses the relaxed-consistency memory model [16]. With this memory
model, threads can use a local memory to improve memory accesses. The synchronization of
the memory space of the threads is performed automatically both at the beginning and at the
end of each parallel construct, or can be performed manually by specifying flush directives.
Figure 2.2 illustrates shared and local memory in an OpenMP program.

Figure 2.2: Shared and local memory in OpenMP.

2.1.1.3 Directives, clauses, and functions

For C, C++ or Fortran compilers supporting OpenMP, directives and clauses are taken
into consideration through the execution of specific codes. OpenMP offers directives for the
parallelization of most classical parallel operations including parallel region, worksharing,
synchronization, data environment, etc. In addition, OpenMP provides a set of functions
and environment variables in order to set or get the value of runtime environment variables.

Figure 2.3 presents the syntax of OpenMP directives in C/C++. Each directive has to
start with #pragma omp followed by the name of the directive. Then, depending on the
properties of the directive, some clauses might be provided to monitor the synchronization
or data sharing properties.

#pragma omp directive-name [clause[ [,] clause] ... ]
code-block

Figure 2.3: OpenMP directives syntax in C/C++.

2.1.1.4 Example

Figure 2.4 presents an example of translation of a piece of sequential code into a parallel code
using OpenMP. The sequential block is a function to compute the multiplication of two square
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matrices, and can easily be transformed into a parallel code based on OpenMP directive.
The parallel code can execute in parallel under support of the OpenMP environment.

void matrix_mult(int A[], int B[], int C[], int n){
int i, j, k;
for(i = 0; i < n; i ++)

for(j = 0; j < n; j++ )
for ( k = 0; k < n; k++)

C[i][j] += A[i][k] * B[k][j];
}

↓ is easy to translate to parallel code ↓

void matrix_mult(int A[], int B[], int C[], int n){
int i, j, k;
#pragma omp parallel for
for(i = 0; i < n; i ++)

for(j = 0; j < n; j++ )
for ( k = 0; k < n; k++)

C[i][j] += A[i][k] * B[k][j];
}

Figure 2.4: Translation from sequential code to parallel code using OpenMP directives.

2.1.2 MPI

MPI is an Application Programming Interface (API) developed during the 90s. This inter-
face provides essential point-to-point communications, collective operations, synchronization,
virtual topologies, and other communication facilities for a set of processes in a language-
independent way, with a language-specific syntax, plus a small set of language-specific fea-
tures.

MPI uses the SPMD (Single Program Multiple Data) programming model where a single
program is run independently on each node. A starter program is used to launch all processes,
with one or more processes on each node and all processes first synchronize before executing
any instructions. At the end of the execution, before exiting, processes all synchronize again.
Any exchange of information can occur in between these two synchronizations. A typical
example is the master-slave paradigm where the master distributes the computations among
the slaves and each slave returns its result to the master after the job completes.

Although it is capable of providing high performance and running on both distributed-
memory architectures, MPI programs require programmers to explicitly divide the program
into blocks. Moreover, some tasks, like sending and receiving data or the synchronization of
processes, must be explicitly specified in the program. This makes it difficult for program-
mers for two main reasons. First, it requires the programmer to organize the program into
parallel structures which are bit more complex structures than in sequential programs. This
is even more difficult for the parallelization of a sequential program, as it severely disrupts
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the original structure of the program. Second, some MPI functions are difficult to under-
stand and use. For these reasons, and despite the fact that MPI achieves high performance
and provides a good abstraction of communications, MPI is still not very easy to use for
parallel programming.

Figure 2.5 illustrates a piece of code that parallelize the sequential code presented in
Section 2.1.1.4. It is important to note that the division of tasks for processors and synchro-
nization of data between processes are explicitly done by programmers. The programmers
can do in different algorithms, and receive different performances.

void matrix_mult(int A[], int B[], int C[], int n){
int numtasks, taskid, i, j, k;

MPI_Init(&argc, &argv);
MPI_Comm_rank(MPI_COMM_WORLD, &taskid);
MPI_Comm_size(MPI_COMM_WORLD, &numtasks);
//divide tasks for the processors
int __l__ = taskid * n /numtasks ;
int __r__ = (taskid + 1) * n / numtasks ;
//caculate at each processor
for(i = __l__; i < __r__; i ++)

for(j = 0; j < N; j++ )
for ( k = 0; k < n; k++)

C[i][j] += A[i][k] * B[k][j];

//syncronize the result
int nsteps = log2 (numtasks);
unsigned long msg_size = (n * n )/ numtasks ;
int partner;
int __nl__, __nr__;
for(i = 0; i < nsteps; i ++){

partner = taskid ^ (1 << i);
MPI_Sendrecv(&__l__, 1, MPI_INT, partner, i,

&__nl__, 1, MPI_INT, partner, i,
MPI_COMM_WORLD, &status);

MPI_Sendrecv(&C[__l__][0], msg_size, MPI_INT, partner, i,
&C[__nl__][0], msg_size, MPI_INT,

partner, i,
MPI_COMM_WORLD, &status);

__l__ = (__l__ <= __nl__) ? __l__ : __nl__ ;
msg_size = msg_size * 2 ;

}
MPI_Finalize();

}

Figure 2.5: Translation of the sequential code into MPI code by programmers.
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2.2 OpenMP on distributed memory architectures

Many efforts have tried to port OpenMP on distributed memory architecture system to
provide a very easy-to-use tool at higher level. The typical approaches are listed below.

2.2.1 Solutions based on translation to software DSM

Distributed Shared Memory system (DSM) is the traditional approach to allow OpenMP on
clusters. The goal of this method is to transparently implement shared-memory paradigm on
a distributed-memory system without any modifications of the source code. Some software
DSMs have their own API, so that a translator has been provided to translate shared memory
paradigms of OpenMP into relevant calls to these API. Some of them were designed to
implement OpenMP without source code translation. As well as OpenMP memory model,
to improve performance, the relaxed consistency model is used to implement shared memory
abstraction in software DSMs (e.g. TreadMark [17] and SCASH [7]). However, in some
approaches, a restricted sequential consistency model is used to increase the portability of
the implementation (e.g. NanosDSM [18]).

The main issues of performance in software DSMs are the need to maintain coherence
of the shared memory and global synchronizations at the barriers. Therefore, most software
DSMs relax coherent semantics and impose a size limitation on the shared area to reduce the
cost of coherent maintenance. A memory management module is used to detect accesses to
shared memory, usually by page granularity. In the case of reading and writing to the same
page by different processors, the writing processor invalidates all copies of the page more
than the one in its local cache, which results in a page fault when the reading processor tries
to use it. That is called false sharing problem. In some software DSMs, such as TreadMarks
or SCASH, the multiple writer protocol [17, 7, 19] allows different processors to write a
page at the same time and merges their modifications at the next synchronization point,
so that the false sharing problem can be reduced in some context. In another efforts, the
false sharing can also be reduced by using cache-line sized granularity [20] and single-byte
granularity [21].

As can be seen in the results shown in [19], a native translation of a realistic shared-
memory parallel program for distributed-memory systems using software DSMs cannot pro-
vide satisfactory performance.

2.2.1.1 TreadMarks

TreadMarks [17] provides an API for emulating shared memory, and the SUIF toolkit to
translate OpenMP code to the code to be executed on the software DSM. Generally, the
OpenMP program is translated to a Treadmarks program like that: OpenMP synchroniza-
tion directives are replaced by TreadMarks synchronization operators; parallel regions are
encapsulated into different functions and translated into a fork-join code; OpenMP’s data
environment is converted into shared data using parameters of procedures. In TreadMarks,
shared and private variables are allocated on the heap and the stack respectively.

In TreadMarks, a multiple-writer protocol and a lazy invalidation version of Release
Consistency (RC) is implemented to reduce the amount of communication involved in im-
plementing the shared-memory abstraction. RC is a relaxed-memory consistency model that
divides shared-memory accesses into acquire and release accesses, which are realized using
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lock acquire and release operations. RC allows a process to write shared data in its local
memory before it reaches a synchronization point.

To reduce the cost of a whole page movement, the concepts of twin and diff were intro-
duced. The former copies a page when it is written for the first time, the later stores the
modifications of a page by comparing the twin and current page.

2.2.1.2 Omni/SCASH

SCASH [22] is a page-based software DSM, based on the RC memory model with multiple
writer protocols, so the shared memory area is synchronized at each synchronization point
called barrier. It also provides invalidate and update protocols so that programmers
can select one of them at runtime. Invalidate and update protocols send an invalidation
message for a dirty page and the new data on a page to remote host where the page copy
is kept at the synchronization point, respectively. For the shared memory areas, it has to
be allocated explicitly by the shared memory allocation primitive at runtime, otherwise it is
considered as a private area. This mechanism is called shmem memory model.

In SCASH, the concept of base and home node has been designed in order to implement
the dynamic home node real location mechanism. The home node of a page is the node that
stores the latest data of this page and the page directory that represents the nodes sharing
the page. If a node wants to share a page, it has to copy the latest data of the page found on
the home node. When reaching the barrier, the nodes having modified a shared page have
to be sent to the home node the difference between the former and the new page data. The
home updates the modified data into the page to maintain the latest page data. The base
node is the node that stores the latest home node, and it has to be referenced by all nodes.

To execute in parallel on clusters, an OpenMP C/Fortran program can be translated to
SCASH C/Fortran program [7, 23] using the Omni OpenMP compiler [24]. When SCASH
is targeted, the compiler converts the OpenMP program into a parallel program using the
SCASH static library, moving all shared variables into SCASH shared memory areas at
runtime.

The big challenge of this approach is to translate OpenMP shared variables to the SCASH
shmem memory model. In OpenMP, global variables are shared by default. However, in
SCASH, variables declared in global scope remain private. To solve this, the translators use
the following steps:

1. Transform all global variables to global variable pointers. These pointers point to a
region in the shared address space where the actual global variables are stored.

2. Change the references of global variables to indirect references via the corresponding
pointers.

3. Generate a global data initialization function for each compilation unit. These func-
tions allocate the global variables in the shared address space and store their addresses
in the corresponding global variable pointers.

2.2.1.3 ParADE

ParADE [25], which stands for Parallel Application Development Environment, is an OpenMP
programming environment on top of a multi-threaded software DSM using a Home-based
Lazy Release Consistency (HLRC) [26, 27] protocol. Figure 2.6 presents the architecture of
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the ParADE programming environment. OpenMP translator and runtime system are the
most important components of ParADE. The former translates the OpenMP source code
into a ParADE code based on the ParADE API which in turn involves POSIX threads and
MPI routines. The latter provides an environment to execute these APIs. To improve per-
formance, the runtime system provides explicit message-passing primitives for synchronizing
the small data structures at some synchronization points and work-sharing directives. This
is a key feature of ParADE.

Figure 2.6: Architecture of the ParADE parallel programming environment.

In ParADE, OpenMP parallel directives are replaced by ParADE runtime interfaces to
realize the fork-join execution model. The for work-sharing directive is only supported for
static scheduling, and is recalculated the range of the iterations. The critical directive
is translated to use pthreadlock and MPI to synchronize within a node and between nodes
respectively.

Based on a multi-threaded software DSM that detects a process’s access to shared mem-
ory pages by catching the SIGSEGV signal generated by the operating system, ParADE
performs the operations to update the shared memory page to the remote nodes. ParADE
also has to solve the atomic update and change right problem [28] or mmap() race condi-
tion [29]. This problem occurs when a thread in a node may access a shared page while
another thread was handling a SIGSEGV signal and updating this page. To solve this,
different methods have been introduced: using a file mapping, System V shared memory, a
new mdup() system call, a fork() system call [25, 30].

2.2.1.4 NanosDSM

NanosDSM [18] is an everything-shared software DSM, which was implemented in Nthlib [31]
runtime library designed to support distributed memory environment. The OpenMP pro-
gram is compiled by NanosCompiler [32] to execute in parallel with NanosDSM on a DSM.

NanosDSM was designed achieving two conditions: 1) the whole address space is shared
– not only the explicitly shared memory areas, but also stack and other regions are shared
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among processes, 2) the system offers a sequential semantic – the modification at any node
is updated immediately in the others.

To reach the sequential semantic, NanosDSM has implemented a single-writer multiple-
readers coherence protocol [33]. Any node has to ask the permission to modify a memory
page. The permission is managed by a master node of the page, and a page has a single
master. This master node is migrated to any nodes depending on the first node that modified
the page or the first node that started the application.

2.2.2 The use of a Single System Image

Single System Image (SSI) is the property of a system that presents users and applications
a single unified computing resource [34]. It aims at focusing on a complete transparency
of resource management, scalable performance, and system availability in supporting user
applications on cluster-based systems. However, this mechanism is not enough to support the
execution of OpenMP programs on cluster system directly as OpenMP threads are created
and executed on a single machine.

Based on SSI, Kerrighed [35] is a single system image operating system for clusters
which is successful to provide an environment to execute OpenMP programs on distributed-
memory systems [6]. It supports memory sharing between threads and processes executing
on different nodes of the cluster and aims at providing a high-performance, high-availability,
and easy-to-use system [36]. In Kerrighed, the global shared memory is designed based on
the container concept [37]. This container is a software object that allows storing and share
memory with a page-based granularity on cluster.

The main advantage of Kerrieghed when executing OpenMP on cluster is its ability to
provide a fully-compliant version of OpenMP. An OpenMP program can execute on this
cluster system without any modifications. It is only a special compiler that needed linking
target programs with the gthreads library. However, there are two factors that strongly
reduce the global performance: the number of requirement of synchronizations and the
physical expansion of the memory on the different machines [38]. In a demonstration [6],
the results show that the larger the number of threads is, the lower the performance is (ref.
Table 2.1).

Number of OpenMP threads Execution time in seconds
1 19,78
2 31,57
4 42,71

Table 2.1: Execution time when running the HRM1D code on Kerrighed.

2.2.3 Solutions based on a Translation to MPI

MPI has become the standard programming tool for distributed-memory systems because
of its high performance and portability. Specifying the pieces of code executing on each
process and the explicit data communication mechanism between processes help to reduce
the amount of transferred data over the network and make synchronization more flexible.
However, it requires more efforts from the programmers. As a result, some efforts tried
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to implement OpenMP on top of MPI [39, 9, 10], with the target to achieve have similar
performance.

MPI uses a distributed-memory model where each process has its own memory space
and no shared with the others. With OpenMP, the shared-memory and relax consistency
memory models allow threads to use the same location in memory and have their own private
memory. Therefore, to port OpenMP on MPI, the main challenge is to implement a shared-
memory model on the distributed-memory system. There have been two different approaches
to solve this problem [9, 10].

2.2.3.1 Extending OpenMP to directly generate communication code on top of
MPI

In this approach, Antonio J. Dorta et al. introduced language llc – an extension of OpenMP,
and a compiler llCoMP [10]. llCoMP is a source-to-source compiler implemented on top of
MPI. It transforms OpenMP code with a combination of llc directives into C code which
explicitly calls MPI routines. The resulting code is compiled into an executing code by a
MPI compiler.

The llc language is designed basing on the OTOSP (One Thread is One Set of Pro-
cessors) computational model [40]. The memory of each processor is private, the sequential
codes are executed at the same in a set of processors – called a processor set. To implement
the fork-join model, the set is divided into subsets (fork) as a consequence of the execution
of a parallel directive, and they join back together (join) at the end of the execution of
the directive. When joining, the modified data in the different subsets are exchanged.

For the translation of an OpenMP parallel loop, the shared variables in the left-hand
side of an assignment statement inside a parallel loop have to be annotated with an llc
result or nc_result clause. This notifies the compiler that these memory regions can be
modified by the processor sets after being executed in the divided jobs.

In llCoMP, Memory Descriptors (MDE) are used to guarantee the consistency of the
memory at the end of the execution of a parallel construct. MDE are composed of data
structures that hold information in a set of pairs (addr, size). They store the necessary
information about memory regions modified by a processor set. The communication pattern
involved in the transaction of a llc result or nc_result is all-to-all in most of the cases,
and the data can be compressed to minimize the communication overhead.

This approach has shown the achievement of high performance in some experiments [10].
However, it also includes some drawbacks. It requires the programmer to add some pieces
of code to identify the region of memory to be synchronized between processes. Moreover,
other directives such as single, master, and flush are not easy to implement using the
OTOSP model.

2.2.3.2 Translating OpenMP programs to MPI based on the partial replication
model

In this approach, Ayon Basumallik et al. [9] use the concept of partial replication to reduce
the amount of data communication between nodes. In this model, shared data are stored on
all nodes, but no the shadow coping or management structure need to be stored. In addition,
the arrays with fully-regular accesses are distributed between nodes by the compiler.

The fork-join model is transferred in to the Single-Program-Multiple-Data (SPMD) com-
putational model [41] with the flowing characteristics:



OpenMP on distributed memory architectures 19

• The master and single directives inside parallel regions, and the sequential regions
are executed by all participating processes.

• Iterations of OpenMP parallel for loops are partitioned between processes using block-
scheduling.

• Shared data are stored on all process memories.

• The concept of producers and consumers prevail for shared data and there is no concept
like an owner for any shared data item.

• At synchronization points, each participating process exchanges the produced shared
data.

Basically, translating from OpenMP to MPI follows these three steps:

1. Interpretation of OpenMP Semantics Under Partial Replication. In this step, the com-
piler converts the OpenMP program to the SPMD form. It translates the OpenMP
directives, performs the requisite work partitioning, constructs the set of shared vari-
ables, and does computation re-partitioning. The shared variables are analyzed and
stored in the shared memory areas of DSM using Inter-Procedural Analysis Algorithm
for Recognizing Shared Data algorithm [42]. Computation re-partitioning transforms
the patterns where the OpenMP application contains loops partitioned in the situation
that multiple dimensional arrays are accessed along different subscripts in different
loops. It then maintains data affinity by changing the level at which parallelism is
specified and partitions work using the parallelism of the inner loops.

2. Generation of MPI Messages using Array Dataflow. In this step, the compiler inserts
MPI functions to exchange data between producers and potential future consumers.
The relationships between producers and consumers are identified based on perform-
ing a precise array-dataflow analysis. To characterize accesses to shared arrays, this
compiler constructs bounded regular section descriptors [43]. A control flow graph is
generated with a vertex mapped to a program statement. The regular section descrip-
tors (RSDs) and stating points of OpenMP are recorded by annotating the vertices
of the control flow graph and loop entry vertices, respectively. This graph is used to
implement relaxed memory consistency model of OpenMP.

3. Translation of Irregular Accesses. Irregular accesses are the reading and the writing
that cannot be analyzed precisely at compile-time. To handle that, a technique based
on the property of monotonicity is used [9, 44]. However, in the cases that indirection
functions are not provably monotonic or irregular write operation are not in the form of
an Array[indirection function], this compile-time scheme can not be applied. In these
specific cases, a piece of code is inserted to record the write operation at runtime.
These code allocated a buffer on each process to store the written elements in the form
of an (address, value) pair. And this buffer is intercommunicated at the end of a loop
that contains the irregular write operation.

The results presented in [9] have shown the high performance of this approach. However,
only Steps 1 and 2 are implemented in the compiler. Step 3 has to be done manually.
Therefore, this approach is also not fully compliant with OpenMP.
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2.2.4 Intel Clusters OpenMP

Intel Cluster OpenMP (ClOMP) [12, 45] is the first commercial software which ports OpenMP
on distributed-memory systems. It is developed by Intel corporation. It now fully supports
OpenMP 2.5 standard for C, C++, and Fortran except for nested parallel regions.

ClOMP is implemented based on a software DSM. Moreover, to identify the shared
variables among threads, it adds shareable directive into the OpenMP specification. This
directive must be explicitly declared by the programmer in order to indicate the shared
variables which are managed by the software DSMs.

In ClOMP, the runtime library is responsible for the consistency of shared variables
across the distributed nodes. Shared variables are grouped together and allocated on certain
pages in memory. The runtime library uses the mprotect system call to protect these pages
against reading and writing. When the program reads from the page, the SIGSEGV signal
is generated by the operation system, ClOMP executes a set of operations to update from
all nodes that modified the page since it was last brought up-to-date. Then, the reading
protection of the page is removed, the page is updated, and the instruction is restarted.
When the program writes to a writing protection page, the similar page fault mechanism is
performed, ClOMP makes a copy of the page (called a twin), and removes all protections
from the page. The twin makes it possible to identify the modification in a page. At the
synchronization points, the status of modification of these pages are sent to all nodes in the
system to notify that they are not up-to-date.

Experiences in [12, 46] have shown the high performance of ClOMP. It takes advantage of
the relaxed consistency memory model of OpenMP. However, users have to add shareable
directive into some relevant pieces of codes to ensure it to perform correctly.

2.2.5 Using Global Array

Global Array (GA) [47, 48] is a set of library routines to simplify the programming method-
ology on distributed-memory systems. It aims at combining the better features of message
passing and shared-memory – simple coding and efficient execution. The key concept of
GA is providing a portable interface, where each process in a MIMD parallel program can
asynchronously access logical blocks of physically distributed matrices, and no need for ex-
plicit cooperation by other processes. That can be used by programmers to write parallel
program on clusters using a shared memory access, specifying the layout of shared data at a
higher level. In addition, the GA programming model acknowledges the difference of access
time between remote and local memory, which requires the programmer to determine the
needed locality for each phase of the computation. Furthermore, since GA is a library-based
approach, the programming model works with the most popular language environments:
currently bindings are available for FORTRAN, C, C++ and Python.

OpenMP programs can be automatically translated into GA programs because each has
the concept of shared data and the GA library features match with most OpenMP directives.
This statement has also been realized by the efforts of L. Hang et al. in [11, 49, 50, 51].
According to L. Hang et al., apart from the dynamic settings or changing of the number of
threads like omp_set_dynamic, omp_set_num_threads, most OpenMP library routines and
environment variables can also be translated into GA routines.

The strategy of translation from OpenMP to GA program as follows: a fixed number of
processes are generated at the beginning of GA program, each OpenMP thread is mapped
to a GA process. The global arrays are only shared variables in GA processes, the others are
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private. OpenMP shared variables are translated to global arrays that are distributed and
communicate automatically between processes. The most important transformations are:

• OpenMP parallel constructs are translated to MPI_Init and GA_INITIALIZE routines
to initialize processes and the memory needed for storing distributed global arrays in
GA.

• GA_NODEID and GA_NNODES are called to get ID and number of processes, respectively.

• OpenMP parallel loops (the loops inside parallel constructs) are translated into GA
by invoking a generated GA program to calculate the loop bounds depending on the
specified schedule so as to assign works. Depending on the new lower and upper bounds,
and the array region accessed in the local code, the GA_GET in the GA program copy
the relevant part of the global arrays. Then, the GA process performs its work and
calls GA_PUT or GA_ACCUMULATE to put back the modified local copies into the global
location.

• The GA_CREATE routine is called to distribute global arrays in the GA program when-
ever shared variables in parallel regions of OpenMP have appeared.

• The GA_BRDCST routine is responsible for the implementation of the OpenMP firstprivate
and copyin clauses. The OpenMP reduction clause is translated by calling the
GA_DGOP routine.

• OpenMP synchronizations are replaced by GA synchronization routines. As well as
OpenMP, GA synchronizations ensure that all computations in parallel regions have
been completed and their data has been updated to global arrays. For example,
OpenMP critical and automic directives are translated by calling of GA locks and
Mutex routine, GA put and get routines are used to replace OpenMP flush, GA_SYNC
library calls are used to replace OpenMP barrier as well as implicit barriers at the
end of OpenMP constructs, etc..

• The OpenMP ordered clause cannot be translated directly to GA routines, so MPI_Send
and MPI_Recv are used to guarantee the execution order of processes.

In some experimental results [11, 49, 50, 51], the approach of translation from OpenMP
to GA programs shown high performance. However, the drawbacks of this method are the
requirements to explicitly specify shared variables, and some OpenMP routines that cannot
be translated into GA routines. This problem prevents it to become a fully compliant with
OpenMP on distributed-memory system.

2.2.6 Based on Checkpointing

CAPE [3, 4] is an approache based on checkpointing techniques [13, 52] to implement the
OpenMP fork-join model. In that model, the program is only initialized in a thread called
the master thread. The master thread is also the only one in charge of the execution of the
sequential region. When it reaches the parallel region, the master thread creates additional
threads – called slave threads, and distributes code and data to them automatically. That
processing is called the fork phase. Then, all threads including the master execute the
parallel code – called the compute phase. During the compute phase, data in each thread
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is allowed to store locally. At the end of a parallel region – the join phase – data at all
threads are updated into shared-memory, and all slave threads are suspended or released.

Two versions of CAPE have been developed so far. The first version (CAPE-1) [3] uses
complete checkpoints, while the second version (CAPE-2) [4] uses incremental checkpoints.
Both of two versions use processes instead of threads. Figure 2.7 shows the association of
the OpenMP execution model and CAPE-1 execution model. The different phases are:

Figure 2.7: OpenMP execution model vs. CAPE execution model.

• fork phase: the master process divides the jobs into smaller parts or chunks and send
them to slave processes. At the beginning of each part, the master process generates a
complete checkpoint and sends it to a distant machine to create a slave process. After
sending the last part, the master waits for the results from the slave processes.

• compute phase: the slave processes resume the process from the complete checkpoint
sent by the master in order to compute the divided jobs. After computation, the result
at each slave is extracted and saved into a complete result checkpoint. Unlike OpenMP,
during this phase, the master process does not take part in the divided jobs. It only
waits for the results from the slave processes.

• join phase: the result checkpoint at each slave process is sent to the master process,
and all are merged altogether on the master. Then, the merged checkpoint is used to
resume the execution. At this time, the master is the only active process in the system.

Currently, CAPE only supports for OpenMP program using C/C++. To execute on
CAPE, the OpenMP program need to be translated to a CAPE program by a set of CAPE
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prototypes. A CAPE program is a C/C++ program that substitutes OpenMP directives
to CAPE functions that be compiled by any C/C++ compile: Figure 2.8 presents the
translation of the OpenMP parallel for construct to a CAPE code with CAPE-1.

# pragma omp parallel for
for ( A ; B ; C )

D ;

↓ automatically translated into ↓

1 parent = create ( original )
2 if ( ! parent )
3 exit
4 copy ( original, target )
5 for ( A ; B ; C )
6 parent = create ( beforei )
7 if ( parent )
8 ssh hostx restart ( beforei )
9 else
10 D
11 parent = create ( afteri )
12 if ( ! parent )
13 exit
14 diff ( beforei, afteri, deltai )
15 merge ( target, deltai )
16 exit
17 parent = create ( final )
18 if ( parent )
19 diff ( original, final, delta )
20 wait_for ( target )
21 merge ( target, delta )
22 restart ( target )

Figure 2.8: Template for OpenMP parallel for loops with complete checkpoints.

The CAPE-1 functions used in Fig. 2.8 are described as follows:

• create (file): generates a complete checkpoint and save it into file .

• copy (file1 , file2): copies the content of file1 into file2.

• diff ( file1 , file2 , file3): finds the difference between file1 and file2 and
saves the result into file3.

• merge (file1 , file2): merges file1 into file2.

• wait_for (file): waits for the results from slave processes and stores the resulting
checkpoint in file.
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• restart (file): resumes the execution of the current process from the checkpoint
file provided as a parameter.

In some comparisions [5, 53], CAPE has shown that it is a promising solution that can
fully support OpenMP directives, clauses and functions. In addition, CAPE has achieved
high performance. For more details, checkpointing techniques and CAPE-2 are presented in
the next sections.

2.2.7 Summary

There have been many efforts to port OpenMP on distributed-memory systems. However,
apart from Checkpointing-Aide Parallel Execution, there are no solution that are able to
achieve the two requirements: 1) fully-compliant with OpenMP, and 2) high-performance.
Table 2.2 presents the summary of advantages and drawbacks of all presented tools.

2.3 Checkpointing techniques

Checkpointing is the technique that saves the image of a process at a point during its lifetime,
and allows it to be resumed from the saving’s time if necessary [13, 52]. Using checkpointing,
processes can resume their execution from a checkpoint state when a failure occurs. So, there
is no need to take time to initialize and execute it from the begin. These techniques have been
introduced for more than two decades. Nowadays, they are used widely for fault-tolerance,
applications trace/debugging, roll-back/animated playback, and process migration.

To be able to save and resume the state of a process, the checkpoint saves all necessary
information at the checkpoint’s time. It can include register values, process’s address space,
open files/pipes/sockets status, current working directory, signal handlers, process identities,
etc.. The process’s address space consists of text, data, mmap memory area, shared libraries,
heap, and stack segments. Depending on the kind of checkpoints and its application, the
checkpoint takes all or some of these information. Figure 2.9 illustrates the data of a process
that can be saved in a checkpoint file.

Basically, checkpointing are categorized [54, 55, 56, 57] into two approaches: system-level
checkpointing (SLC) and application-level checkpointing (ALC).

System-level checkpointing is implemented and performed at the operation system level.
It stores the whole state of the processes (register values, program counter, address space,
etc.) in a stable storage. The main advantage of this method is its transparency. Programs
can be checkpointed using SLC checkpointing without any efforts from the programmer or
the user point of view. However it is no portable because it depends on the operating system
library and system architectures. In addition, as compared with other approaches that only
store necessary data, its cost is much higher. Some typical examples are Kerrighed [58] –
checkpoint/recovery mechanisms for a DSM cluster system, CHPOX [59], Gobelins [60] –
process migration as a primitive operation, and KeyKOS [61] – implementation of rollback
recovery.

Application-level checkpointing is performed at the program level and only necessary
data are stored into the checkpoint file. It can be transparent or non-transparent with the
user. The ALC transparent methods [13, 62, 63, 64, 65] is achieved by compiling the program
with a provided special checkpointing library, or by rewriting executable files, or injecting
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Method Platform Principle Advantages Drawbacks

Tread-
Marks
[17]

DSM,
cluster of
SMPs

extends the original
TreadMarks

high perfor-
mance

difficulty to automat-
ically identify shared
variables

SCASH [7,
23]

DSM maps only shared vari-
ables on the global
shared memory

high perfor-
mance

use of additional direc-
tives

RC model
[25, 18, 21]

DSM uses the HLRC model to
implement the OpenMP
memory model

high perfor-
mance

difficulty to automat-
ically identify shared
variables and imple-
mentation of flush,
reduction, atomic...

SSI [6, 35] DSM uses a SSI as a global
memory for threads

fully OpenMP
compliant

weak performance

llCoMP
[10]

MPI translates to MPI high perfor-
mance

use of additional direc-
tives; difficulty to im-
plement single, master,
flush

Partial
Replica-
tion model
[9]

MPI translates to MPI; au-
tomatically specifies ex-
changed data between
nodes

high perfor-
mance

not completely im-
plemented; difficulty
to implement single,
master...

ClOMP
[12, 45]

DSM maps only shared vari-
ables on the global
shared memory

high perfor-
mance

use of additional direc-
tives

GA [50,
11, 49, 51]

GA translates to Global Ar-
ray

high perfor-
mance

difficulty to automat-
ically identify shared
variables

CKPT [3,
4]

Checkpoint uses checkpoint tech-
niques to implement the
fork-join model

high per-
formance
and poten-
tial fully-
compliant
with OpenMP

current version for pro-
grams that only match
Bernstein conditions

Table 2.2: Comparison of implementations for OpenMP on distributed systems.



26 State of the Art

Figure 2.9: The state of a process can be saved in a checkpoint.

checkpointing into running processes. For ALC non-transparent methods [66, 67, 68], it
requires adding checkpointing directives into the source code of the program by the user.

Further more, basing on the structure and contents of the checkpoint file, checkpointings
are categorized into two groups: complete and incremental checkpointing.

2.3.1 Complete checkpointing

Complete checkpointing [52, 69, 70] saves all information regarding the process at the points
that it generates checkpoints. The advantages of this technique are reduction of the time of
generation and restoration. However, not only a lot of duplicated data stored each time a
checkpoint is taken, there are also duplications in the different generated checkpoints. For
example, the code segment is never changed during execution but it is stored every time a
checkpoint is taken. In the heap, few bytes of data maybe changed but it saves the whole
segment. Therefore, checkpoints based on this techniques contain a lot of duplicated data,
so that the checkpoint’s size is too large. To solve this drawback, some methods have been
proposed and applied:

• Data Compression is a straightforward approach to reduce checkpoint size based on
data compression algorithms [71]. For example, the CATCH compiler [69] implemented
on the LZW data compressor [72] that shows a significant reduction of the complete
checkpoint size.

• Data Deduplication is a technique based on data compression to remove the re-
peating data [73, 74]. It splits the input data into different blocks and calculates a
fingerprint for each of them. If there exists any blocks sharing the same fingerprint,
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these blocks are considered as duplications, and checkpointing only need to save the
index number for the duplicated blocks. Otherwise, it is unique, and data of that
blocks has to be saved in the checkpoint file. The analysis and experiments in [70]
shows a reducing factor from 10% to 30% of the checkpoint’s size on a single node
system, and from 47% to 50% on distributed memory systems.

• Adaptive Checkpointing aims at taking checkpoints at desirable points of time. It
reduces checkpoint size by reducing the number of checkpoints. This method is useful
for programs with large run-time variation in checkpoint size [69].

2.3.2 Incremental checkpointing

Incremental checkpointing [13, 75, 14, 76, 77, 55, 56, 78] only saves the modified data. This
has to be compared with the previous checkpoint. This technique reduces checkpoint’s
overhead and checkpoint’s size. Therefore, it is widely used in distributed computing.

The main challenges of these techniques is to detect the modified regions of the process’s
address space while it is running. Currently, four approaches are handling this problem:

• Use of the dirty bit. Figure 2.10 shows the structure of a Page Table Entry (PTE)
in Linux Kernel for i386. The dirty bit is a high importance for memory management
in Linux, especially for the page cache [55]. When a page is written, the hardware
sets the dirty bit in the corresponding page. Therefore, when taking a checkpoint,
all the PTEs are checked to identify if the page has been changed since the begin of
the program or since the previous checkpoint. Then, all writable pages are marked as
clean (status non-dirty). The biggest problem of this method is that all dirty bits
are cleaned when the main memory associated with these pages written back from the
cache. In order to maintain the correct kernel functionality, the original dirty bit is
duplicated in one of the unused bits in the PTE [79]. The low-level functions used by
the kernel to access this bit are properly updated.

Figure 2.10: Page table entry in i386 version of the Linux Kernel.

• Use of the virtual memory page fault handler. After a checkpoint or at the
beginning of the program, all writable pages of the virtual memory are set to write-
protection. When the a page is written by the program for the first time, a page fault
exception is thrown out. The page fault exception handler uses one of the available
bits of the PTE (9th to 11th bit in Fig. 2.10) to mark the page has been modified, or
saves the address of this page in a list. Then, the write-protection is removed, and the
program can write in that page. When taking a checkpoint, the data of all modified
pages is copied and stored into the checkpoint.
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• Use of a hash function. This method consists in using a hash function to recognize
the changes in the memory blocks [77]. In this method, a hash function F () is selected
to generate the hash values of the memory blocks. Each memory block X has a unique
hash value F (X). At the beginning of the program or after taking a checkpoint, the
hash values of the memory blocks are computed and saved in a hash table. When
taking the next checkpoint, the hash values of these blocks are re-computed and stored
in another hash table. The two hash tables are compared to find the differences.
If the hash values of a block in the two hash tables are different, this memory block
is marked with a modified status, and is saved in the checkpoint file.

There are two important factors in this methods: 1) the choice of the hash function, 2)
identify the granularity of the blocks. For the hash function, theneeded space to store
the hash values is much smaller than the size of the memory blocks, and it has to have
correctness and performance, for instances, MD5, SHA1 and SHA2 [80]. Regarding
the granularity, the smaller the block size is, the larger the opportunity to optimize
the checkpoint size is. However, the performance maybe reduced because of taking
time to compute the hash values. This granularity can be identified adaptively based
on the variables in the program [81].

• Use of variable-based approaches. This method detects the modified variables and
saves them into the checkpoint file. The detection of modified variables is presented
in [82] where a compiler is modified to detect variable changes, and in [83] where an
executable editing library is added.

For efficient optimization incremental checkpoints, beside applying optimizations on com-
plete checkpoints, many other approaches have been proposed. Some typical approaches are
1) using live variable analysis [56] – ie. select variables are live during the checkpoint, avoid-
ing storage of dead variables, 2) using user-directed checkpointing [13] – ie. exclude the
unnecessary memory, or 3) using word-level granularity [76, 14] – ie. combine virtual mem-
ory page fault handler and save page’s data to find the difference at word-level granularity,
etc..

2.3.3 Discontinuous incremental checkpointing

Discontinuous Incremental Checkpointing (DICKPT) [14] was designed based on incremental
checkpointing. It uses virtual memory page fault handler, combined with save page’s data to
detect the modified memory space at a word-level granularity. In addition, some additional
directives are provided to improve the ability of taking checkpoint in a part of a program.

2.3.3.1 DICKPT mechanism

The mechanism of DICKPT is designed based on a virtual memory page fault handler on
incremental checkpointing. However, it does not perform transparently. There are three
pragma directives that are defined to identify the piece of code and the locations in the
program taking checkpoints:

• pragma dickpt start: identifies the place that set write-protection to all writable
pages and start monitoring.
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• pragma dickpt save file_name: identifies the position that generates and saves in-
cremental checkpoint into file_name.

• pragma dickpt stop: identifies the place that removes write-protection and stops
monitoring.

When a modified page is identified by page fault handler, its data is copied into a list. At
the time it takes a checkpoint, data in that list are compared to the current data in memory
using word-level granularity. The different data in memory are stored in the checkpoint file.

2.3.3.2 Design and implementation

Figure 2.11 shows the abstract model of DICKPT on Linux Kernel for i386. It is implemented
at both user level and kernel-levels [84].

Figure 2.11: The abstract model of DICKPT on Linux.

Application: An application using DICKPT must be inserted the three pragma directives
in to the pieces of code where the checkpoint needs to be taken. At execution, the application
are called to execute and are traced by a monitor. Figure 2.12 presents a piece of code that
illustrate the use of DICKPT’s pragma directives in an applications.

int main ( int argc, char * argv [ ] ){
functionA();
#pragma dickpt start
functionB();
#pragma dickpt save file1.ckpt
functionC();
#pragma dickpt save file1.ckpt
#pragma dickpt stop
functionD();
return 0 ;

}

Figure 2.12: An example of use of DICKPT’s pragma.

When reaching #pragma dickpt start, #pragma dickpt save, and #pragma dickpt
stop directives, signals START, SAVE, and STOP are respectively sent to the monitor. In
addition, when the application writes to a memory page with the write protection set, the
SIGSEGV signal is thrown out by the operating system. Then, this signal and the page address
are also sent to the monitor.
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Figure 2.13: The principle of the DICKPT monitor.
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Monitor: The Figure 2.13 presents the flowchart of the monitor based on DICKPT. At
the beginning, the monitor calls and runs the program in a child process. It also tracks the
program memory under the provision of the ptrace Linux system call. While the program
is running, the monitor waits for the signals sent by the program. On the arrival of the
signal, the monitor executes the relevant functions to generate DICKPTs. These functions
are explained in the following:

• set_wprtect(pages): sets all writable pages of the application memory to write
protection. This function calls a system function provided by the driver.

• remove_wprtect(pages): removes the write protection of an application memory
page. It calls a system function provided by the driver.

• save(page): reads application’s memory by page address and saves it into a buffer.
The read memory function is also implemented in the driver.

• diff(list, current): compares the buffer with the current application’s memory to
find the modified data. The word-level granularity is implemented in DICKPT.

• save(regs, ickpt): saves application’s registers values and the modified data into
checkpoint file. Register values are provided by a function implemented in the driver.

• clear(list): clear the list of buffers.

Driver: At the kernel-level, a character device driver [85] has been implemented to provide
system functions. This allows the monitor to manipulate the application memory more easily.
The main functions of DICKPT’s driver are:

• lock_process_image() sets all memory pages of the application process to write pro-
tection.

• unlock_process_image() sets all memory pages of the application process to their
initial status.

• unlock_a_page(addr) sets a memory page of the application process indicated by
addr to its initial status.

• read_range(addr, length, dst) reads length bytes of data from the process mem-
ory, starting at addr. The result is saved at the the dst address in the user space.

• write_range(addr, length, values) write length bytes data to the process mem-
ory, starting at addr. The written data are located at the values in the user space.

2.3.3.3 Data structure

The checkpoint generated by DICKPT contains two sets of data: a) register values – ie. all
registers values at the checkpoint’s time, and b) process’s address space – ie. all modified
data as compared to the previous checkpoint of the executing process.

For modified data, the memory granularity is world-level (4-byte word in this case), so in
most of the cases a lot of space is needed to store the address of each word. In [14], authors
have proposed four structures to optimize the checkpoint size:
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Figure 2.14: Amount of memory needed to store the modified data of a memory page.

• Single data (SD). For each modification of a word, the data are stored in the format
of 8-bytes: 4 bytes for the address, and 4 bytes for the data. The structure of the data
is {(addr, value)}.

• Several successive data (SSD). The data are stored in a structure of type {(addr,
size, values)}. The checkpoint saves values of size bytes, from addr address into
checkpoint file. In DICKPT, the maximum for size is the page size.

• Many data (MD). The data are stored in a structure of type {(addr, map, values)}.
Here, map is presented using a single bit per memory location (per word). For 4-kB
pages, the size of the map is 1024 bits.

• Entire page (ED). In this case, the whole page is stored, so the structure of the data
is {(addr, values)}. The size is identified automatically by the page size.

Figure 2.14 presents the comparison of the amount of memory to store the modified data
on a 4-kB page by the 4 data structures [14]. SD, MD, and EP only depend on the number
of updates. SSD depends on the number of updates and the distribution of the updated
memory locations. The best case (SSDmin) is achieved when the set of contiguous memory
location has been updated is single and the worst case (SSDmax) occurs when the distributed
memory location of updated memory is reached the maximum number of times.

Each structure has advantages and drawbacks depending on the number and location
of the modifications on each memory page. For example, EP is the best solution if the
modified region is always the whole page, SD is always the best choice if only few words are
updated but not many, MD is really good if there are a lot of modifications and in different
locations, while SSD is an interesting solution when the number of updates is smaller than
34. Currently, data structures of DICKPT implements the SSD structure.
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2.4 Checkpointing Aide Parallel Execution (CAPE)

In the previous works, there were two versions of CAPE having been developed. The later
one using DICKPT has shown the higher performance compared with the previous one
using completed checkpoints [4]. This section, only focuses on the present CAPE ie. the
later version.

In order to execute an OpenMP program on distributed-memory systems, CAPE uses a
set of templates to translate an OpenMP source code into a CAPE source code. Then, the
generated CAPE source code is compiled using a traditional C/C++ compiler. At last, the
binary code can be executed independently on any distributed-memory system supporting
the CAPE framework. The different steps of the CAPE compilation process for C/C++
OpenMP programs are shown in Fig. 2.15.

Figure 2.15: Translation of OpenMP programs with CAPE.

2.4.1 Execution model

The CAPE execution model is based on checkpoints that implement the OpenMP fork-join
model. This mechanism is shown in Fig. 2.16. To execute a CAPE code on a distributed-
memory architecture, the program first runs on a set of nodes, each node being run as a
process. Whenever the program meets a parallel section, the master node distributes the jobs
among the slave processes using the Discontinuous Incremental Checkpoints (DICKPT) [14,
4] mechanism. Through this approach, the master node generates DICKPTs and sends them
to the slave nodes, each slave node receives a single checkpoint. After sending checkpoints,
the master node waits for the results to be returned from the slaves. The next step is different
since it depends on the nature of the node: the slave nodes receive their checkpoint, inject
it into their memory, execute their part of the job, and send it back the result to the master
node by using DICKPT; the master node waits for the results and after receiving them all,
merges them before injection into its memory. At the end of the parallel region, the master
sends the resulting checkpoint to every slaves to synchronize the memory space of the whole
program.

2.4.2 System organization

In CAPE, each node consists of two processes. The first one runs the application program.
The second one plays two different roles: the first as a DICKPT checkpointer and the
second as a communicator between the nodes. As a checkpointer, it catches signals from the
application process and executes appropriate handles. In the communicator role, it ensures
the distribution of jobs and the exchange of data between nodes. Figure 2.17 shows the
principle of this organization.
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Figure 2.16: CAPE execution model.
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In the current version, the master node is in charge of managing slave nodes and does
not execute any application jobs in the parallel sections. Checkpoints are sent and received
using sockets. The principle of sending and receiving is described as follows:

• The master node uses two sockets, the first one to listen to the requests from slave
nodes, and the second one to send/receive checkpoints. The slave uses one socket to
communicate with the master node.

• In order to send checkpoints from the master to the slave node, the monitor of the
master maintains a loop to connect one by one with each slave. At each time, the
master can only connect and send checkpoints to one slave.

• In order to receive checkpoints from the slaves, the master also sets up a connection
with the slave, and receive the checkpoint from the current slave. The loop is created
in order to connect and communicate with all slaves.

Figure 2.17: System organization.

2.4.3 Translation prototypes

To be compliant with OpenMP, CAPE provides a set of prototypes to translate OpenMP
source code to CAPE source code (see Fig. 2.15). In work sharing constructs [2], only pragma
omp parallel for and pragma omp single are implemented, the others are fist translated
to pragma omp parallel for.
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2.4.3.1 Prototype for the pragma omp parallel for

The prototype to translate pragma omp parallel for is presented in the Fig. 2.18. The
fundamental CAPE’s functions are described below:

• start(): associated with the pragma dickpt start directive as presented in Sec. 2.3.3.
It sets write protection to all writable pages and starts or resumes checkpointing.

• stop(): associated with the pragma dickpt stop directive as presented in Sect. 2.3.3.
It removes write protection to all write-protected pages and suspends checkpointing.

• create(file): associated with the pragma dickpt save directive as presented in
Sect. 2.3.3. It generates an incremental checkpoint and saves file to the buffer.

• send(file): the master sends the incremental checkpoint indicated by file to all
slave nodes.

• broadcast(file, node): sends the content of file from the current node to node.

• receive(file): the slave node receives the checkpoint sent by the master and save
it into file.

• wait_for(file): the master waits for receiving the incremental checkpoint files from
all slave nodes and it merges these checkpoints to a file.

• inject(file): injects the content of the incremental checkpoint indicated by file
into the application process’s memory. In CAPE, the program counter of each execut-
ing process is not updated by this value in the incremental checkpoint file.

2.4.3.2 Translation of the other directives to pragma omp parallel for

1) parallel directive. In OpenMP, this directive creates a team of threads and distributes
the same region to all created threads in order to execute. However, on CAPE, the master
does not execute any parts of jobs of the construct, and it is converted to pragma omp
parallel for as presented in the Fig. 2.19.

2) parallel sections directive. In OpenMP, they contain a set of construct blocks.
These blocks are distributed among and executed by the threads. In CAPE, it can be
converted to parallel for before applying the existing prototype. Figure 2.20 presents an
example of conversion of a parallel sections with three section blocks to a parallel
for.

3) for and sections directives. These two work sharing constructs have to be declared
inside the parallel construct. Therefore, for and sections are combined with a parallel
construct to become parallel for and parallel sections constructs respectively.
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# pragma omp parallel for
for ( A ; B ; C )

D ;

↓ automatically translated into ↓

1 if ( master ( ) )
2 start ( )
3 for ( A ; B ; C )
4 create ( before )
5 send ( before, slavex )
6 create ( final )
7 stop ( )
8 wait_for ( after )
9 inject ( after )
10 if ( ! last parallel ( ) )
11 merge ( final, after )
12 broadcast ( final )
13 else
14 receive ( before )
15 inject ( before )
16 start ( )
17 D
18 create ( afteri )
19 stop ( )
20 send ( afteri, master )
21 if ( ! last parallel ( ) )
22 receive ( final )
23 inject ( final )
24 else
25 exit

Figure 2.18: Template for the parallel for with incremental checkpoints.

# pragma omp parallel
D ;

↓ is converted to ↓

# pragma omp parallel for
for ( i = 0 ; i < number_of_slave_nodes - 1 ; i ++ )

D ;

Figure 2.19: Form to convert pragma omp parallel to pragma omp parallel for.
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# pragma omp parallel sections
{

# pragma omp section
P0 ;
# pragma omp section
P1 ;
# pragma omp section
P2 ;

}

↓ is converted to ↓

# pragma omp parallel for
for ( i = 0 ; i < 3 ; i ++ ) {

switch ( i ) {
case 0 :

P0 ;
break ;

case 1 :
P1 ;
break ;

case 2 :
P2 ;

}
}

Figure 2.20: Form to convert parallel sections to parallel for.



Chapter 3
Optimization of chekpointing on CAPE

Contents

3.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2 Arithmetic on checkpoints . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.2.1 Checkpoint definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2.2 Replacement operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.2.2.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2.2.2 Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.2.3 Operations on Checkpoints memory members . . . . . . . . . . . . . . . . 44
3.2.3.1 Merging a memory element into a Checkpoint memory member 44
3.2.3.2 Excluding a memory element from Checkpoint memory member 45
3.2.3.3 Merging of Checkpoints memory members . . . . . . . . . . . . 45
3.2.3.4 Excluding of Checkpoints memory members . . . . . . . . . . . 46

3.2.4 Operations on Checkpoints . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2.4.1 Merging of Checkpoints . . . . . . . . . . . . . . . . . . . . . . . 46
3.2.4.2 Excluding of Checkpoints . . . . . . . . . . . . . . . . . . . . . 47

3.2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3 Time-stamp Incremental Checkpointing (TICKPT) . . . . . . . . . . . 48

3.3.1 Identifying the time-stamp . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3.2 Variable analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3.3 Detecting the modified data of shared variables . . . . . . . . . . . . . . . 50

3.3.3.1 Method 1: page write-protection mechanism . . . . . . . . . . . 51
3.3.3.2 Method 2: shared-variables duplication . . . . . . . . . . . . . . 51

3.4 Analysis and Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.4.1 Contributions of Arithmetics on Checkpoints . . . . . . . . . . . . . . . . 51
3.4.2 Detection modified data with TICKPT . . . . . . . . . . . . . . . . . . . 54
3.4.3 TICKPT vs. DICKPT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

39



40 Optimization of chekpointing on CAPE

3.1 Motivation

Checkpointing techniques are the most important factors for the implementation of OpenMP
on distributed-memory system using CAPE. CAPE-1 [3, 86] was implemented based on
complete checkpoints, while CAPE-2 [4, 5] is based on incremental checkpoint. In spite of
using different kinds of checkpoints, both CAPE-1 and CAPE-2 use checkpoints to divide jobs
into work-sharing constructs and distribute instructions to slave nodes, and to automatically
detect modified data after executing divided jobs on each slave node, then send them back
to the master.

Discontinuous Incremental Checkpointing (DICKPT) [14] in CAPE-2 is a development
based on incremental checkpoint containing two kinds of data, register’s values and modified
data of the process after executing a block of code. In which, the first one is copied from all
register’s values of the process at the checkpoint time, and the second one is identified based
on write-protection techniques. The advantages of DICKPT over complete checkpoints on
the two versions of CAPE, was shown through a comparison of the performance of CAPE-1
and CAPE-2 in [5].

In spite of the achieved results, the limitation of DICKPT mechanism on CAPE is the
parallel regions in the OpenMP program that have to match the Bernstein’s conditions [87].
This means the different nodes executing the divided jobs of a parallel region accessed to the
different parts of data. Moreover, DICKPT detects all modified data in process’s memory
including shared and private variables, and saves them to checkpoint file. This does not only
reduce the performance but also make wrong results for the program.

To solve these problems, we have proposed and developed an arithmetic model as well as
a new mechanism of checkpointing. It was designed to implement the fork-join parallelism
model, especially to apply to CAPE. The challenges which have to resolve in new checkpoint
techniques are:

• Detecting the modified shared variables of the OpenMP program only.

• Storing data in checkpoint files with the data structure so that one can clearly identify
the order the checkpoint files were generated on the different nodes.

• Proving the operations that can used to combine and find the different contents of the
checkpoints.

In the results, we expect not only to reduce the checkpoint size and to improve the
performance the implementation using checkpointing, but also overcome the limitations of
OpenMP programs that need to match with Bernstein’s conditions.

3.2 Arithmetic on checkpoints

Basing on the checkpointing techniques mentioned in Sec. 2.3, checkpoint contains the cur-
rent information of the registers and a set of data for the process in memory. Each piece of
data is informed by a word of the process’s memory at a time. For complete checkpoint, it
consists in a capture of all information in memory at the time of the generation of the check-
point. For incremental checkpoints, it only contains the modified data in memory compared
to the previous checkpoint. The checkpoints can be defined and denoted as follows.
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3.2.1 Checkpoint definitions

Definition 1. Checkpoint
A Checkpoint contains both the registers values and the set of triples address, value and

timestamp that represent the state of a running program at a time. It can be represented
as follows:

C = (Rt, {(a, v)t})

where:

– t is a timestamp, t ∈ {0, 1, 2, 3...N}.

– Rt is the set of register values at time t and is called the register member of C. Denote
Rt = {(ri)t},∀ri ∈ register_values.

– {(a, v)t} is the set of memory members of C, it saves value v at address a at time t, the
memory member is saved word by word. Denote St = {(a, v)t} = {(a1, v1)t1 , (a2, v2)t2 , ..., (an, vn)tn}.

Remark.

There cannot exist two memory elements having the same address in a Checkpoint.
If S ∈ C and (a, v)t ∈ S then (a, v′)t′ /∈ S.

Definition 2. Empty memory element
There can exist a Checkpoint with no memory element. It is called the empty memory

element. Denoted by ε.

Definition 3. Range of a Checkpoint
When a checkpoint is required to save the state of a process in specific ranges of memory,

these ranges are called the range of the checkpoint. Denoted by:

RC = {list_of_memory_of_program}

Definition 4. Equality of two Checkpoints.
Let C ′ = (Rt′ , S

′) and C ′′ = (Rt′′ , S
′′) be two checkpoints. C ′ and C ′′ are equal if:

C ′ = C ′′ ≡


Rt′ = Rt′′

S′ = S′′

(3.1)

3.2.2 Replacement operation

3.2.2.1 Definition

Definition 5. A replacement operation is treated for checkpoints’ memory elements.
Let (a, vi)ti and (a, vj)tj be memory elements from different checkpoints having the same

address. The replacement operation, denoted by �, is defined as follows:

(a, vi)ti � (a, vj)tj = (a, vi � vj)max(ti,tj) (3.2)
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where, � can be any commutative and associative mathematical operations such as
the OpenMP reduction operations are presented in Table 3.1 if it is provided by program,
otherwise, it is calculated by:

vi � vj =


vi if ti > tj

vj if ti < tj

(3.3)

Operations (�) Initialization value Description

+ 0 Addition

∗ 0 Multiplication

& 1 Binary AND operator

| 0 Binary OR operator

ˆ 0 Binary XOR operator

&& 1 Logical AND operator

|| 0 Logical OR operator

Table 3.1: OpenMP’s reduction operations in C.

Remark. The replacement operation has following properties:

(i) Communicative:
v1 � v2 = v2 � v1 (3.4)

Proof. From Equation (3.3), we have:

v1 � v2 =


v1 if t1 > t2

v2 if t1 < t2

=


v2 if t2 > t1

v1 if t2 < t1

= v2 � v1



Arithmetic on checkpoints 43

(ii) Associative:
(v1 � v2)� v3 = v1 � (v2 � v3) (3.5)

Proof. From Equation (3.3), we have:

(v1 � v2)� v3 =



v1 if (t1 > t2) and max(t1, t2) > t3

v2 if (t1 < t2) and max(t1, t2) > t3

v3 if max(t1, t2) < t3

=



v1 if (t1 > t2) and (t1 > t3)

v2 if (t1 < t2) and (t2 > t3)

v3 if (t1 < t3) and (t2 < t3)

=



v1 if t1 > max(t2, t3)

v2 if (t2 > t3) and (t1 < t2)

v3 if (t2 < t3) and (t1 < t3)

=



v1 if t1 > max(t2, t3)

v2 if (t2 > t3) and (t1 < max(t2, t3))

v3 if (t2 < t3) and (t1 < max(t2, t3))

= v1 � (v2 � v3)

Definition 6. The replacement operation with empty memory element.
Let (a, v)t be a memory element and ε be the empty memory element, the replacement

operation on memory element and empty memory element can be defined as follows:

(a, v)t � ε = ε� (a, v)t = (a, v)t (3.6)

3.2.2.2 Properties

Let (a, v1)t1 , (a, v2)t2 , and (a, v3)t3 be memory elements of different checkpoints. We have:
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(i) Commutative :
(a, v1)t1 � (a, v2)t2 = (a, v2)t2 � (a, v1)t1 (3.7)

Proof. From Definition 5 we have:

(a, v1)t1 � (a, v2)t2 = (a, v1 � v2)max(t1,t2)

� and max are communicative and associative mathematical operations. Thus,

v1 � v2 = v2 � v1
and

max(t1, t2) = max(t2, t1).

Therefore,

(a, v1)t1�(a, v2)t2 = (a, v1�v2)max(t1,t2) = (a, v2�v1)max(t2,t1) = (a, v2)t2�(a, v1)t1

(ii) Associative :

((a, v1)t1 � (a, v2)t2)� (a, v3)t3 = (a, v1)t1 � ((a, v2)t2 � (a, v3)t3) (3.8)

Proof. From Definition 5, we have:

((a, v1)t1 � (a, v2)t2)� (a, v3)t3 = (a, (v1 � v2)� v3)max(max(v1,v2),v3)

� and max are communicative and associative mathematical operations. Thus,

(v1 � v2)� v3 = v1 � (v2 � v3)

and

max(max(v1, v2), v3) = max(v1,max(v2, v3))

Therefore, ((a, v1)t1 � (a, v2)t2)� (a, v3)t3

= (a, (v1 � v2)� v3)max(max(v1,v2),v3)

= (a, v1 � (v2 � v3))max(v1,max(v2,v3))

= (a, v1)t1 � ((a, v2)t2 � (a, v3)t3)

3.2.3 Operations on Checkpoints memory members

3.2.3.1 Merging a memory element into a Checkpoint memory member

Definition 7. Merging a memory element e = (aj , vj)tj into a Checkpoint memory member
S = {(a1, v1)t1 , (a2, v2)t2 , ..., (ai, vi)ti} is denoted by S ⊕ e and can be defined as follows:

S ⊕ e =


S ∪ {(aj , vj)tj} if 6 ∃(aj , •)• ∈ S

(S \ (aj , vi)ti) ∪ ((aj , vi)ti � (aj , vj)tj ) if ∃(aj , •)• ∈ S
(3.9)
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3.2.3.2 Excluding a memory element from Checkpoint memory member

Definition 8. Excluding a memory element e = (aj , vj)tj from a Checkpoint memory
member S = {(a1, v1)t1 , (a2, v2)t2 , ..., (ai, vi)ti} is denoted by S 	 e and can be defined as
follows:

S 	 e =


S if 6 ∃(aj , •)• ∈ S

S \ (aj , vi)ti if ∃(aj , •)• ∈ S
(3.10)

3.2.3.3 Merging of Checkpoints memory members

Definition 9. The result of Merging two Checkpoint memory members
S1 = {(a1, v1)t1 , (a2, v2)t2 , . . . , (ai, vi)ti} and S2 = {(a1, v1)t1 , (a2, v2)t2 , . . . , (aj , vj)tj} is a
Checkpoint memory members, denoted S1 ⊕ S2 that can be defined as follows:

S1 ⊕ S2 = {(ai, vi)ti ∈ S1/ 6 ∃(ai, vj)tj ∈ S2}

∪ {(aj , vj)tj ∈ S2/ 6 ∃(aj , vi)ti ∈ S1}

∪ {(ai, vi)ti � (aj , vj)tj/∀(ai, vi)ti ∈ S1, ∀(aj , vj)tj ∈ S2 and ai = aj}

(3.11)

Theorem 3.2.1. The Merging operation of checkpoints memory members is communicative
and associative.

(i) Communicative: S1 ⊕ S2 = S2 ⊕ S1 .

Proof. From Equation (3.11), we have:

S1 ⊕ S2 = {(ai, vi)ti ∈ S1/ 6 ∃(ai, vj)tj ∈ S2}

∪ {(aj , vj)tj ∈ S2/ 6 ∃(aj , vi)ti ∈ S1}

∪ {(ai, vi � vj)max(ti,tj)/(ai, vi)ti ∈ S1, (aj , vj)tj ∈ S2 and ai = aj}

union, max, and replacement operations are communicative, then:

S1 ⊕ S2 = {(aj , vj)tj ∈ S2/ 6 ∃(aj , vi)ti ∈ S1}

∪ {(ai, vi)ti ∈ S1/ 6 ∃(ai, vj)tj ∈ S2}

∪ {(aj , vj � vi)max(tj ,ti)/(aj , vj)tj ∈ S2, (ai, vi)ti ∈ S1, and aj = ai}

= S2 ⊕ S1
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(ii) Associative: (S1 ⊕ S2)⊕ S3 = S1 ⊕ (S2 ⊕ S3) .

Proof. Let:

A1 = {(ai, vi)ti ∈ S1/ 6 ∃(ai, vj)tj ∈ S2 and 6 ∃(ai, vk)tk ∈ S3}
A2 = {(aj , vj)tj ∈ S2/ 6 ∃(aj , vi)ti ∈ S1 and 6 ∃(aj , vk)tk ∈ S3}
A3 = {(ak, vk)tk ∈ S3/ 6 ∃(ak, vi)ti ∈ S2 and 6 ∃(ak, vj)tj ∈ S2}
B12 = {(ai, vi)ti ∈ S1/∃(ai, vj)tj ∈ S2 and 6 ∃(ai, vk)tk ∈ S3}
B13 = {(ai, vi)ti ∈ S1/∃(ai, vj)tj ∈ S3 and 6 ∃(ai, vj)tj ∈ S2}
B21 = {(aj , vj)tj ∈ S2/∃(aj , vi)ti ∈ S1 and 6 ∃(aj , vk)tk ∈ S3}
B23 = {(aj , vj)tj ∈ S2/∃(aj , vk)tk ∈ S3 and 6 ∃(aj , vi)ti ∈ S1}
B31 = {(ak, vk)tk ∈ S3/∃(ak, vi)ti ∈ S1 and 6 ∃(ak, vj)tj ∈ S2}
B32 = {(ak, vk)tk ∈ S3/((∃(ak, vj)tj ∈ S2 and 6 ∃(ak, vi)ti ∈ S1}
E1 = {(ai, vi)ti ∈ S1/∃(ai, vj)tj ∈ S2 and ∃(ai, vk)tk ∈ S3}
E2 = {(aj , vj)tj ∈ S2/∃(aj , vi)ti ∈ S1 and ∃(aj , vk)tk ∈ S3}
E3 = {(ak, vk)tk ∈ S3/∃(ak, vi)ti ∈ S2 and ∃(ak, vj)tj ∈ S2}
From Equation (3.11), we have:

(S1 ⊕ S2)⊕ S3 =
(A1 ∪A2 ∪ (B12 �B21)) ∪A3 ∪ (((E1 � E2)� E3) ∪ (B13 �B31) ∪ (B23 �B32))

As ∪ and � operations are communicative and associative:

(S1 ⊕ S2)⊕ S3 =
A1 ∪ (A2 ∪A3 ∪ (B23 �B32)) ∪ ((E1 � (E2 � E3)) ∪ (B12 �B21) ∪ (B13 �B31)) =
S1 ⊕ (S2 ⊕ S3)

3.2.3.4 Excluding of Checkpoints memory members

Definition 10. Excluding of Checkpoint memory member S′′ = {(a1, v1)t1 , (a2, v2)t2 , . . . , (aj , vj)tj}
from Checkpoint memory member S′ = {(a1, v1)t1 , (a2, v2)t2 , . . . , (ai, vi)ti}, is denoted by
S′ 	 S′′ and can be defined as follows:

S = S′ 	 S′′ = S′ 	
∑
e∈S′′

(e) (3.12)

where, e = (aj , vj)tj is a memory member of S′′.

3.2.4 Operations on Checkpoints

3.2.4.1 Merging of Checkpoints

Definition 11. The result of Merging two checkpoints C1 = (Rt1 , S1) and C2 = (Rt2 , S2),
denoted by C = C1 ⊕ C2, is a checkpoint that can be represented as follows:

C = C1 ⊕ C2 = (Rmax(t1,t2), S1 ⊕ S2) (3.13)
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Theorem 3.2.2. The Merging operation on checkpoints is communicative and associative.

(i) Communicative: C1 ⊕ C2 = C2 ⊕ C1 .

Proof. From Definition 11, C1 ⊕ C2 = (Rmax(t1,t2), S1 ⊕ S2) . It holds that: (i)
Rmax(t1,t2), and (ii) S1 ⊕ S2.

For part (i), as max is a communicative operation, Rmax(t1,t2) = Rmax(t2,t1).

For part (ii), as operator ⊕ is communicative (see Theorem 3.2.1), S1 ⊕ S2 = S2 ⊕ S1
Therefore, C1 ⊕ C2 = (Rmax(t2,t1), S2 ⊕ S1) = C2 ⊕ C1.

(ii) Associative: (C1 ⊕ C2)⊕ C3 = C1 ⊕ (C2 ⊕ C3) .

Proof. From Definition 11, we have:

(C1 ⊕ C2)⊕ C3 = {(Rmax(max(t1,t2),t3), (S1 ⊕ S2)⊕ S3)}.

It holds that: (i) Rmax(max(t1,t2),t3), and (ii) (S1 ⊕ S2)⊕ S3.

For part (i), as max is associative operation, Rmax(max(t1,t2),t3) = Rmax(t1,max(t2,t3)).

For part (ii), as operator ⊕ is associative (see Theorem 3.2.1), (S1 ⊕ S2) ⊕ S3 =
S1 ⊕ (S2 ⊕ S3)

Therefore, (C1 ⊕ C2)⊕ C3 = (Rmax(t1,max(t2,t3)), S1 ⊕ (S2 ⊕ S3)) = C1 ⊕ (C2 ⊕ C3).

3.2.4.2 Excluding of Checkpoints

Definition 12. The Excluding operation of checkpoint C2 = (Rt2 , S2) from checkpoint
C1 = (Rt1 , S1), denoted by C = C1 	 C2, is a checkpoint that can be presented as follows:

C = C1 	 C2 = (Rmax(t1,t2), S1 	 S2) (3.14)

3.2.5 Conclusion

In this section, we present data structure of a checkpoint and mathematical model to rep-
resent and computer on them. The timestamp is very useful in determining the order of
checkpoints, especially when they are generated by a program that is executed in parallel on
different processes. The operations provide a mechanism for calculating directly on check-
points regardless of the order of the checkpoints being generated, the overlapping of the
address space on checkpoints, or the operations used in the program to merge results after
computing in parallel like reduction() clause of OpenMP. That reduces the checkpoint size
and the time it takes to gather checkpoints. The next part of this chapter presents the
application of the arithmetic on checkpoints in CAPE as a case study.
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3.3 Time-stamp Incremental Checkpointing (TICKPT)

To implement the arithmetic on checkpoints proposed above, we have developed a new
checkpoint technique called Time-stamp Incremental Checkpointing (TICKPT). TICKPT
is an improvement of DICKPT that adds a new factor – timestamp – into incremental
checkpoints and removes unnecessary data based on selecting only the modified data of
shared variables of the OpenMP program.

Basically, TICKPT contains three mandatory elements including register values, mod-
ified regions of shared variables in the memory of the process, and their timestamp. As
well as DICKPT, in TICKPT, the register values are extracted from all registers of the
process in the system. A time-stamp is a value that identifies the order of checkpoints in
a program generated for different processes when the program is executing in parallel. The
challenge with this method is the identification of the timestamp, and shared variables, and
the detection of modified region of shared variables in the process memory.

3.3.1 Identifying the time-stamp

Time-stamp is one of the most important elements of TICKPT. It is used to identify the
order of updates at the same memory address in different virtual address spaces by the
different processors, and the last register values of the program when it is executing.

The concept of activation tree [88] can be used to represent the execution order of proce-
dures during the execution of a program. Each node is associated with one activation tree.
The root is the activation of the main function. At a node, for an activation of procedure p,
the children correspond to the activation of the procedures called by this activation of p. As
a result, the order of these activations are obtained by reading the tree from left to right.
Therefore, it can be used to identify the sequence of function called in a program.

However, in particular cases when applied on CAPE, the program is initialized on all
processors at the begin, and checkpoints are always generated at the synchronization points
that are declared at the same level in function calls. It has been implemented using a simple
method that depends on the situations following:

• If each processor executes a different part of the program, the timestamp is identified
by the value of the program counter before calling checkpoint generation.

• If each processor executes a different part of a loop of the program, the timestamp is
the last iterator of each part dedicated to the processor.

• If each processor executes exactly the same piece of code in the program, the timestamp
is value processor_id complemented to total_processors - 1.

3.3.2 Variable analysis

In TICKPT, the program variables are monitored. Variables declared in the global scope of
the program and in activation functions of the activation tree are marked as live variables.
Otherwise, they are not live variables. Live variables are managed by the monitor.

In an OpenMP program, data-sharing variable attributes can be set up either implicitly
or explicitly [2]. Figure 3.1 presents the location of these variables in the virtual address
space of a process. The default context of shared variables is determined by reaching one of
the following conditions:
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Figure 3.1: Allocation of program variables in virtual process memory.
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• Global variables are stored in the data segment.

• Variables are declared using the static keyword allocated in the data segment.

• Dynamic variables are allocated in the heap segment.

• The other variables (automatic and local variables) are declared outside any parallel
constructs are allocated in the stack.

These variables can be detected at the running time by a function provided by the
checkpoint monitor. These functions save and manage the address, length, and attributes of
implicitly shared variables.

To explicitly change the status of a variable, the programmer can use data-sharing
attributes like OpenMP directive #pragma omp thread private (list of variables) or
relative clauses. Therefore, it is easy to detect and modify the attributes of variables that
are managed by the monitor. The OpenMP data-sharing clauses are reminded in Table 3.2.

Clauses Description

default(none|shared) Specifies the default behavior of variables

shared(list) Specifies the list of shared variables

private(list) Specifies the list of private variables

firstprivate(list) Allows to access the value of the list of private variables
when entering parallel region

lastprivate(list) Allows to share the value of the list of private variables
when exiting the parallel region

copyin(list) Allows to access the value of threadprivate variables

copyprivate(list) Specifies the list of private variables that should be
shared among all threads.

reduction(list, ops) Specifies the list of variables that are subject to a reduc-
tion operation at the end of the parallel region.

Table 3.2: OpenMP data-sharing clauses.

3.3.3 Detecting the modified data of shared variables

For the memory members of checkpoints, as well as for the incremental checkpointing pre-
sented in Sec. 2.3.2 and 2.3.3, TICKPT has to identify the modified regions in the process’s
memory. We have implemented and tested two methods: page write-protection, and dupli-
cation of shared variables. For both methods, it is only modified data of shared variables
that is detected.
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3.3.3.1 Method 1: page write-protection mechanism

Similar to DICKPT as presented in Sec 2.3.3, TICKPT - Method 1 uses the page write-
protection mechanism to detect the modified pages when executing the program. However,
instead of setting write-protection to all pages in the virtual memory of the process as
DICKPT does, TICKPT does it to all pages containing shared variables only. Data of these
pages are also copied when SIGSEGV signals occur. During the executing of the program,
the attribute of shared variables can be changed by runtime functions, and these status are
saved. When reaching pragma tickpt save, the copied data is compared with the current
data at the same location in the virtual memory, and the modified data of shared variables
are selected to write to the checkpoint file.

To save this part, we have use a SSD structure (see Sec 2.3.3.3). The modified data in
each page is saved in the form of {(address, len, data)} triples, in which a maximum
value of len bytes is the size of the page.

3.3.3.2 Method 2: shared-variables duplication

In this method, to avoid the sad effect on the performance of the program using TICKPT
based on page write-protection mechanism, a shared-variables duplication method was im-
plemented. When reaching pragma tickpt start, instead of setting write-protection to all
pages that contain shared variables like TICKPT - Method 1 does, the value of these vari-
ables are copied. As well as TICKPT - Method 1, the attribute of shared variables can be
updated by using the runtume library. At the pragma tickpt save, the copied data are
compared with the current data, and the modified parts of shared variables are written to
the checkpoint file. The buffer is cleared whenever the program meets pragma tickpt stop.

The SSD structure (see Sec 2.3.3.3) is used to store this part of checkpoint. However,
unlike the previous method, the maximum value for len is not limited to the page size, but
the maximum size of variables in the program.

3.4 Analysis and Evaluation

This section analyses the contribution of Arithmetics on Checkpoint for the implementation
of fork-join model to overcome the limitations of the previous implementation. The result of
experimentations are presented in next chapter. Besides, advantages and drawbacks of both
methods implemented in TICKPT, as well as a comparison with DICKPT are analyzed and
evaluated below.

3.4.1 Contributions of Arithmetics on Checkpoints

Arithmetics on Checkpoints as presented in Section 3.2 have a very important role in the
optimization of checkpointing, especially when applied to implement the fork-join model.
It provides a theoretical model to implement and improve checkpointing on CAPE that
overcomes the limitations of Bernstein’s condtions. Moreover, based on this model, the
checkpoint size and the communication time are significant reduced.

Considering an implementation of fork-join model is based on checkpointing on dis-
tributed memory systems that shows in Figure 3.2. In the previous implementations, the
complete checkpoint in CAPE-1 and DICKPT in CAPE-2 (see Sec. 2.4.1, p. 33), the OpenMP
program is required to match with Bernstein’s conditions. This means that each node in the
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Figure 3.2: An implementation of the fork-join model based on checkpointing.

system has to modify different locations of the whole program address space to ensure the
result of the execution is correct.

In this new theoretical model, we proposed to add a timestamp – a new element into
checkpoints (see Definition 1, p. 41). A timestamp is an element in checkpoint that can
be used to identify the order of data were modified, and develop the checkpoint operations.
Thank to this model, which allows data at a single location to be modified at different nodes.
Checkpoint operations are responsible for merging them at synchronization points and ensure
the correctness of the result. Moreover, this model allows the use of these operations to
implement the OpenMP reduction clause to be computed directly in checkpoint memory
members.

For instance, considering the execution of an OpenMP code as shown in Fig. 3.3 on
a 4-node cluster is based on the proposed model of checkpointing. This parallel code
does not match the Bernstein’s conditions. There is only 1 shared variable (sum). After
executing the divided jobs, each node generates a checkpoint that contains the value of
sum only in its memory member by the form of (address, len, value). The OpenMP
reduction(+:sum)computes the sum of sum values from 4 nodes. In this case, the merging
checkpoint operation provided in Definition 11 implicitly implements the operation.

Regarding communication aspects, the previous model use the master node to store the
lastest status of registers. The master node does not take any parts in divided jobs. The
result checkpoints from the slave nodes are sent back to the master. After merging, this
checkpoint is distributed to all slave nodes to resume the execution. Let p be the number
of nodes in the system, n (in byte) be the size of checkpoints in each slave node, t1 and t2
be the latency times for sending/receiving 1 byte of data over the network, respectively. In
this modeling we ignoring the merging time and assume that the number of nodes is power
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int cal_pi(int n){
double sum = 0.0, x = 0.0 , aux, step;
int i;
step = 1.0 / (double) n;
#pragma omp parallel private(i,x,aux) shared(sum)
{

#pragma omp for reduction(+ : sum)
for(i=0; i< n; i++){

x = (i+ 0.5) * step;
aux = 4.0/(1.0 + x*x);
sum += aux;

}
}
return (step * sum);

}

Figure 3.3: An example of OpenMP program using a reduction() clause.

of two. The total time of synchronization in this case is:

Tcomm1 = 2(p− 1)t1 + (p− 1)nt2 + (p− 1)n(p− 1)t2

= 2(p− 1)t1 + p(p− 1)nt2

= (p− 1)(2t1 + npt2)

(3.15)

In the new theoretical checkpointing model, checkpoints can be merged together without
requirement of ordering. The order checkpoints are considered is saved in each of them,
so this can be performed by using the Recursive Doubling algorithm [89] as illustrated in
Fig. 3.4.

Figure 3.4: The Recursive Doubling algorithm.

At the first step the amount of transferred data is n bytes. At the second step, it is 2n
bytes, etc., and after step k, it is (2k − 1)n bytes. The total number of steps in this case is
2log(p). Therefore, the time of synchronization is:

Tcomm2 = log(p)t1 + (1 + 2 + · · ·+ 2log(p)−1)nt2

= log(p)t1 + (p− 1)nt2
(3.16)

From Equation (3.15) and (3.16), the new theoretical model provides a mechanism that
significantly reduce the communication time at the join phase.
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3.4.2 Detection modified data with TICKPT

In terms of checkpoint size, both methods use the SSD structure based on triplet (address,
len, data) to store the modified value of shared variables. However, for a continuously
modified memory area that is larger than the page size, the first method divides it to page
size, but not the second. Therefore, with more than one continuous page of modified data,
the first method takes at least 8 bytes than the second one to store the same data.

Another aspects is that setting write-protection to virtual memory and handling SIGSEGV
signal with the first method reduces the performance of the program. In order to compare
the size of checkpoint memory members of two methods and the effect on the performance
of the program, some experiments have been done.

#define N 100000
int A[N][N], B[N][N], C[N][N];
int sum_vector(int n){

int i, j;
#pragma omp parallel private(A,B) shared(C)
{

#pragma omp for nowait
for(i=0; i< n; i++)

for(j=0; j< n; j++){
A[i][j] = rand() % 100;
B[i][j] = rand() % 100;

}
#pragma omp for nowait
for(i=0; i< n; i++)

for(j=0; j< n; j++)
C[i][j] = A[i][j] + B[i][j];

}
return 0;
}

Figure 3.5: OpenMP program to compute the sum of two matrices.

As can be seen in Figure 3.5, the program was used to do the experiments that computes
the sum of two two matrices composed of random integer numbers. The block of code
in omp parallel is taking checkpoints. The size of matrices are varied to compare the
size of checkpoint memory members for the two methods, and the effect on performance
of the program. These experiments were performed on a Notebook includes 4x Intel(R)
Cores(TM) i5 (3rd Gen) 3320M CPU@2.6GHz and 4GB of RAM. The machine is operated
with the Ubuntu 14.04.5 LTS 32-bit system.

Table 3.3 shows the size of checkpoint memory members (in bytes) that are generated by
the two methods. Both methods recognize shared memory area containing matrix C, and
private areas that containing the variables i, j, A, and B. Therefore, only memory area of
C is handled to detect the modified data.

As analyzed above, if the continuous modified data in memory are larger than the page
size, method 1 breaks them into page size segment to store them into the checkpoint. There-
fore, it takes more space than method 2 to store relevant data. Hence, in the case of
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N TICKPT -
Method 1

TICKPT -
Method 2 Difference Percentage (%)

10 408 408 0 0.0

100 40088 40008 80 0.20

1000 4007824 4000008 7816 0.20

2000 16031256 16000008 31248 0.19

3000 36070320 36000008 70312 0.19

4000 64125008 64000008 125000 0.19

6000 144281256 144000008 281248 0.19

8000 256500008 256000008 500000 0.19

Table 3.3: Size of checkpoint memory members (in bytes) for method 1 and 2.

continuous modified data less than the page size (eg. N = 10), the size of checkpoint mem-
ory member is equal for the two methods. In the other cases, method 2 is around 0.19%
smaller than with method 1.

Figure 3.6: Execution time (in milliseconds) for method 1 and 2

The execution times of programs using both methods of TICKPT are presented in
Fig. 3.6. When method 1 is used, a series of operations such as set write-protection, catching
SIGSEGV signals, coping data, removing write-protection, re-writing data to the page, etc.
takes a lot of time. As a result, in the Fig. 3.6, the larger the number of modified pages, the
longer time. For method 2, shared variables are copied at the start pragma of checkpoint-
ing and no time is spent in operations like method 1. Experimental results show that the
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execution time using method 1 is much higher as compared with method 2.
The drawback of method 2 is that it takes more space to store shared variables data at

the begin blocks to checkpoint. However, this drawback can be handled by programmers in
OpenMP programs by explicitly setting variables attributes.

From the analysis and experiments above, we decided to use the duplication of shared
variables for CAPE. From now on, when referring to TICKPT, only method 2 is considered.

3.4.3 TICKPT vs. DICKPT

TICKPT is an improvement of DICKPT that consist in adding time-stamps in checkpoints,
selects only modified values of shared variables, and uses the duplication of shared variable
method to detect modified values. This checkpointing method supports the implementation
of arithmetic on checkpoint as presented in Sec. 3.2.

To compare checkpoint sizes and the effect on the execution time of the program, some
experiments were conducted using the same program and environment as presented in
Sec. 3.4.2. As the size of register members is equal for both TICKPT and DICKPT, only
checkpoint memory members generated by both techniques have been measured.

Figure 3.7: Size of checkpoint memory member (in bytes) for TICKPT and DICKPT.

Fig. 3.7 presents the size of checkpoint memory members generated by two techniques.
The size of checkpoint memory member of DICKPT are 3 times larger than the one with
TICKPT. This is due to the fact that DICKPT detects the modified values of the whole
memory allocated to the program. It includes variables i, j, A, B, and C, whereas TICKPT
only identifies the modified data of shareable variables – typically variable C in this case.

To assess the impact of the different checkpointing techniques to the program’s execution
time, we measured and compared the execution time for three situations: program not using
checkpoints, program using TICKPT, and program using DICKPT. Table 3.4 presents the
results of these measurements for different sizes of N . It shows that the impact of TICKPT
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N Without
Checkpointing Using TICKPT Using DICKPT

1000 36 45 142

2000 136 168 1528

3000 307 391 8210

4000 536 649 38790

Table 3.4: Execution time (in milliseconds).

to execution time of program on this situation is around 20-25%, while with DICKPT it
is more than 290%. In fact DICKPT sets write-protection to all memory pages allocated
to execute the program, handles SIGSEGV signal, removes write-protection, etc. These
operations affect the execution time of the program for too much.

Indeed, the analysis and experiments show the outstanding advantages of TICKPT over
DICKPT. Hence, using TICKPT instead of DICKPT in CAPE improves its performance
and capability. Furthermore, TICKPT supports arithmetic on checkpoints, that improves
the reliability of the program.

3.5 Conclusion

To sum up, this chapter presented arithmetics on checkpoints, including the definitions and
operations that can performed on checkpoints. This theoretical model allows checkpoints
to be merged, find the difference without any requirements like matching with Bernstein’s
conditions, etc. This contributes to improve the capability and reliability of the system to
port OpenMP on distributed memory architectures based on checkpointing.

In addition, the analysis showed that the theoretical model is able to provide a mechanism
for merging checkpoints in different nodes without requirement of checkpoint’s ordering. We
also developed TICKPT, an improvement of DICKPT, which can uses checkpoint operations.
TICKPT was implemented using two methods to compare and select the best one for CAPE.
The analysis and experiments results show that checkpoints generated by TICKPT are
significantly reduced as compare with DICKPT. Moreover, the performance of the program
using TICKPT is not impacted as much. As a result, TICKPT improves the performance
of CAPE.
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4.1 Motivation

CAPE have been using DICKPT to implement the OpenMP fork-join model. The jobs of
OpenMP work-sharing constructs are divided and distributed to slave nodes using check-
points. At each slave node, these checkpoints are used to resume execution. In addition, the
results after executing the divided jobs on each slave node are also extracted using check-
points and sent back to the master. It has been demonstrated that this solution is fully
compliant with OpenMP and provide high performance. However, there are some limita-
tions:

• OpenMP programs that work on CAPE must fulfill with Bernstein’s conditions. This
is reason why the matrix-matrix product has been extensively use in the previous
experiments.

• The implementation of CAPE wastes the resources. In the implementation of OpenMP
work-sharing constructs on CAPE, the master does not perform a part of the compu-
tation. It waits for checkpoint results from the slave nodes and merges them together
(see Fig. 2.16).

• The risk of bottlenecks and low communication performance at the implementation
of the join phase. After executing the divided jobs, each slave node extracts a result
checkpoint and sends it back to the mater. The master receives, merges checkpoints
together and sends the result back to the slave nodes in order to synchronize data (see
Fig. 2.16).

This chapter presents the design and implementation of a new model for CAPE based
on TICKPT to bypass the drawbacks shown above. The new implementation based on
TICKPT improves the performance, capability, and reliability of this solution.

4.2 New abstract model for CAPE

Figure 4.1 presents the new abstract model for CAPE. It is designed based on TICKPT and
uses MPI to transfer data over the network.

Figure 4.1: New abstract model for CAPE.
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As presented in the previous version, CAPE provides a set of prototypes to translate
OpenMP codes into CAPE codes. An OpenMP CAPE code in C or C++ is replaced by a
set of calls to CAPE runtime functions. The steps for the translation and the compilation
are presented in Fig. 2.15.

In new the version, the CAPE translator prototypes are modified and added to adapt
to the new mechanism based on TICKPT. This provides a set of prototypes to translate
the common constructs, clauses, and runtime functions of OpenMP. The details of these
prototypes are presented in Sec. 4.5.

For the CAPE Runtime library, apart from providing functions to handle OpenMP in-
structions and to port them on distributed memory systems, some functions have been added
to manage the declaration of variables and the allocation of memory on heap. To transfer
data among nodes in the system, instead of using the functions based on sockets like in the
previous version, MPI_Send and MPI_Recv functions are called to ensure high reliability.

In new version, the page-fault mechanism is no longer used. Therefore, the driver included
in the kernel no longer exists. This definitively improves the portability of CAPE.

4.3 Implementation of the CAPE memory model based on the
RC model

As presented in Sec. 2.1.1.2, OpenMP uses the Relaxed-Consistence (RC) memory model.
This model allows shared memory allocated in local memory of thread to improve memory
accesses. When a synchronization point is reached, this local memory is updated in the
shared memory area that can be assessed by all threads.

CAPE completely implements the RC model of OpenMP on distributed-memory systems.
All variables – including private and shared variables are stored at all nodes of the system,
and they can be only assessed locally. At synchronization points, only the modified data of
shared variables at each node are extracted and saved into a checkpoint. This checkpoint is
sent to the other nodes in the system, and is merged using the merging checkpoint operation
with the other. Then, the result checkpoint is injected into the application memory to
synchronize data.

In the CAPE runtime library, there are two fundamental functions which are called
implicitly at synchronization points:

• cape_flush() generates a TICKPT, gathers, merges, and injects them into the ap-
plication memory. This function is described by pseudo code in Fig. 4.2. Here, the
all_reduce() function is responsible for gathering and merging the checkpoints gen-
erated by generate_checkpoint() function. The gathering and the merging is imple-
mented using both Ring and Recursive Doubling algorithm illustrated in Fig. 4.3 and
Fig. 4.4 respectively. Ring or Recursive Doubling algorithm is automatically selected
to execute by the system depending on the size of the checkpoint.

Cid ← generate_checkpoint(op_flag);
C ← all_reduce (Cid, id, nnodes, [operators]);
inject(C) ;

Figure 4.2: Operations executed on cape_flush() function calls.
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ring_allreduce(int id, int nnodes){
left ← (id - 1 + nnodes) % nnodes;
right ← (id + 1) % nnodes;
C ← Cid;
M ← Cid ;
for(i = 1; i < nnodes; i++){

Send M to right ;
Receive M from left ;
C ← merge(C, M, [operators]);

}
return C ;

}

Figure 4.3: Ring algorithm to gather and merge checkpoints.

recursive_doubling_allreduce(int id, int nnodes){
nsteps ← log(nnodes);
C ← Cid;
for(i = 0; i < nsteps; i++){

partner ← id XOR (1 << i);
M ← C ;
Send M to partner ;
Receive M from partner ;
C ← merge(C, M, [operators]);

}
return C ;

}

Figure 4.4: Recursive Doubling algorithm to gather and merge checkpoints.
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• cape_barrier() sets a barrier and update shared data between nodes. This func-
tion calls MPI_Barrier() of the MPI runtime library, and then uses cape_flush() to
update shared data.

4.4 New execution model based on TICKPT

Figure 4.5 illustrates the new execution model of CAPE. The idea of this model is the use of
TICKPT to identify and synchronize the modified data of shared variables of the program
among the nodes. OpenMP threads are replaced by processes, and each process runs in a
node. At the beginning, the program is initialized and executed at the same time in all
nodes of the system. Then, the execution works as the following rules:

• The sequential region or the code inside the parallel construct but not belong to any
other constructs is executed in the same behavior at all nodes.

• When the program reaches a parallel region, at each node, CAPE detects and saves
the properties of all shared variables that are implicitly declared as sharing. If there are
any OpenMP clauses declared in the parallel construct, the relevant runtime func-
tions are called to modify variable properties. Then, the start directive of TICKPT
is called to save all data of the shared variables.

• At the end of a parallel region, the implementation of the barrier construct is
implicitly called to synchronize data, and the stop directive of TICKPT is called to
remove all relevant data.

• For the loop constructs, each node (including the master node) is responsible for com-
puting a part of the work based on the re-calculation of the range of iterations.

• For the sections construct, each node is divided into one or more parts of works that
are indicated in section construct.

• At the barrier, the implementation of the flush construct is called to synchronize
data.

• When the program reaches the flush construct, a TICKPT is generated and synchro-
nized among the nodes to update the modification of shared data. According to [2], a
flush is implicit at the following locations:

– At the barrier

– At the entry to and the exit from parallel, critical, and automic constructs.

– At the exit from for, sections, and single constructs unless a nowait clause is
present.

In this execution model, instead of using the master node to divide jobs and distribute
to slave nodes based on incremental checkpoints in order to implement OpenMP work-
sharing constructs, each node calculates and executes the divided jobs automatically. At
synchronization points, a TICKPT is generated at each node. It contains the modified
data of shared variables and their time-stamps after executing the divided jobs. These
checkpoints are gathered and merged at all nodes in the system using Recursive Doubling
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Figure 4.5: The new execution model of CAPE.

algorithm [89] as illustrated in Fig. 3.4. This allows CAPE to void the bottleneck and
improve the performance of communication tasks as the analysis presented in Sec. 3.4.1.

With the features of TICKPT, checkpoints are possible to use checkpoint’s operations
presented in Sec. 3.2. This allows memory elements to have the same address when comput-
ing during merging. Therefore, it allows CAPE to work without the need for the program
to match with Bernstein’s conditions. Moreover, the master node takes a part in the com-
putation of the divided jobs. This uses all the resources and improves the efficiency of the
system.

The main drawback of this implementation is that dynamic and guided scheduling of
work-sharing construct have not been implemented yet. However, they can be translated
into static scheduling.
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4.5 Transformation prototypes

To execute on distributed memory system under the support of the CAPE runtime library,
the OpenMP source code is translated into a CAPE source code. There, each construct,
clause, and runtime function of the OpenMP source code is translated into the relevant
runtime function on CAPE. This translation works under the provision of a set of CAPE
prototypes.

At present, CAPE prototypes are totally different from the previous ones in order to
adapt the new execution model based on TICKPT. Moreover, it allows CAPE to translate
into the work-sharing constructs and other ones which are placed inside the omp parallel
construct. However, it does not support nested omp parallel construct yet.

BT CG EP FT IS LU MG SP

parallel 2 2 1 2 2 3 5 2

for 54 21 1 6 1 29 11 70

parallel for 3 1

master 2 2 1 10 4 2 1 2

single 12 5 2 10

critical 1 1 1 1 1

barrier 1 2 3 1 3

flush 6

threadprivate 1

Table 4.1: Directives used in the OpenMP NAS Parallel Benchmark programs.

The current work focuses on the implementation of OpenMP runtime functions, popular
directives and their clauses. There have been considered as they are the most used in NAS
parallel benchmark programs [90, 91]. The number of occurrences of these constructs is
shown in Table 4.1.

Based on the general syntax of OpenMP directives as presented in Fig. 2.3, the general
form of CAPE prototypes was designed and is illustrated in Figure 4.6. They are explained
in the following:

• cape_begin and cape_end are CAPE runtime functions which perform the actions for
entering and exiting OpenMP directives. The directive-name is a label declared by
CAPE which corresponds to the relevant CAPE runtime functions. Depending on this
label, the cape_barrier() function is called to update the shared data of the system.
parameter-1 and parameter-2 are used to store the range of iterations for for loops,
otherwise they both are assigned to zero. The reduction-flag is assigned to TRUE if
there was a declaration of OpenMP reduction clause, otherwise it is FALSE.

• The cape_clause_functions is a set of CAPE runtime functions which is used to
implement OpenMP clauses. These functions are presented in detail in Chap. 5.

• ckpt_start() marks the location where to start the checkpointing. When reaching
the ckpt_start() function, the value of shared variables is copied.
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cape_begin(directive-name, parameter-1, parameter-2);
[cape_clause_functions]
ckpt_start();

//code blocks

cape_end(directive-name, reduction-flag );

Figure 4.6: General form of CAPE prototypes in C/C++.

Some directives are transformed by irregular form. The details of there prototypes and
their functions is presented below.

4.5.1 The parallel construct

omp parallel is the fundamental construct of OpenMP. It aims at creating a set of threads
to execute a code region in parallel. In CAPE, the program is already executed in a set of
nodes, hence the cape_begin() function is called to record the list of shareable variables and
their properties. After executing the jobs in the parallel region, the cape_end() function
calls the cape_barrier() function and performs a set of operations to synchronize the shared
variables among nodes and clean unnecessary data of the execution memory.

# pragma omp parallel [clauses]
D ;

↓ is translated to ↓

cape_begin(PARALLEL, 0, 0);
[cape_clause_functions]
ckpt_start();

D;
cape_end(PARALLEL, reduction-flag);

Figure 4.7: Prototype to transform the pragma omp parallel construct.

4.5.2 Work-sharing constructs

An OpenMP work-sharing construct distributes the execution of the associated region among
the threads generated by a parallel construct [2]. There is no barrier at the entry. However,
if the nowait clause is not included, an implied barrier is performed at the end of this
construct. This mechanism has been implemented on CAPE. The cape_barrier() function
is automatically called by the cape_end() function to synchronize shared data if no nowait
clause is declared.
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4.5.2.1 for construct

The OpenMP for construct is designed for C/C++ program. It requires for loop to match
with the canonical loop form [2]. When reaching a for loop construct, the OpenMP pro-
gram distributes the iterations of for loop across the threads. This construct allows adding
the schedule, nowait, and data-sharing clauses. In CAPE, the prototype to transform this
construct is presented in Fig. 4.8.

# pragma omp for [nowait | other-clauses]
for (A ; B ; C)

D ;

↓ is translated to ↓

cape_begin(FOR | FOR_NOWAIT, A, B);
[cape_clause_functions]
[ckpt_start();]
for (LEFT ; RIGHT ; C)

D ;
cape_end(FOR | FOR_NOWAIT, reduction-flag);

Figure 4.8: Prototype to transform pragma omp for.

cape_begin() calculates LEFT andRIGHT of for loop in each node. When the nowait
clause is not indicated, the ckpt_start() updates the value of shareable variables after
updating their properties which is performed by the relevant clauses. cape_end() performs
cape_barrier() to update the shared data after executing the divided jobs. Otherwise,
ckpt_start() does not exists and cape_end() does nothing. Currently, dynamic and guided
parameters of the schedule clause have not been implemented yet.

4.5.2.2 sections construct

The OpenMP sections construct is a non-iterative work-sharing construct. It contains a
set of structured blocks that are distributed and executed by the threads generated by the
parallel construct. Each structured block is executed once by one of the threads. This
construct is translated into CAPE by the prototype presented in Fig. 4.9.

The cape_section() function is responsible for identifying which structured block is
executed on the current node. At present, structured blocks are indexed and are assigned to
nodes so that block i is assigned to node id if id is divides i.

When the nowait clause is not indicated, the cape_start() function copies the value
of shared variables after executing the clause functions. The cape_barrier() function is
called by cape_end() to update shared data among the nodes. Otherwise, ckpt_start()
does not exist and cape_end() does nothing.
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#pragma omp sections [nowait | other-clauses]
{

[#pragma omp section]
D1;
[#pragma omp section]
D2;
...

}

↓ is translated to ↓

cape_begin(SECTIONS | SECTIONS_NOWAIT, 0 , 0);
[cape_clause_functions]
[ckpt_start();]
if (cape_section())

D1;
if (cape_section())

D2;
...

cape_end(SECTIONS | SECTIONS_NOWAIT, reduction-flag );

Figure 4.9: Prototype to transform pragma omp sections.

4.5.2.3 single construct

The OpenMP single construct specifies the associated structured block executed by only
one of the threads generated by the parallel construct. The executed thread may not be
the master one. When a thread is executing, other threads are waiting at a barrier at the
end of the single construct unless a nowait clause is indicated. The translation prototype
for this construct is presented in Fig. 4.10.

To implement this mechanism, cape_single() is used to identify the first node that
enters structured block D. This node is responsible for the execution of D. The others wait
for the cape_barrier() function if no nowait clause is indicated. Otherwise, they continue
the execution of the next instructions.

4.5.3 Combined construct

4.5.3.1 parallel for construct

The OpenMP parallel for construct is a shortcut for specifying a parallel construct
that contains one for construct and no other statement. This construct does not accept the
nowait clause. Its syntax and translation prototype in CAPE is shown in Fig. 4.11.

At the cape_begin() function, the system re-compute the LEFT and the RIGHT
values to identify the divided jobs for each node. The cape_barrier() function is always
executed at cape_end() to update shared data after executing the divided jobs.
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#pragma omp single [nowait | other-clauses]
{

D;
}

↓ is translated to ↓

cape_begin(SINGLE | SINGLE_NOWAIT, 0 , 0);
[cape_clause_functions]
[ckpt_start();]
if (cape_single())

D;
cape_end(SINGLE | SINGLE_NOWAIT, FALSE );

Figure 4.10: Prototype to translate pragma omp sections.

# pragma omp parallel for [clauses]
for (A ; B ; C)

D ;

↓ is translated to ↓

cape_begin(PARALLEL_FOR, A, B);
[cape_clause_functions]
ckpt_start();
for (LEFT ; RIGHT ; C)

D ;
cape_end(PARALLEL_FOR, reduction-flag);

Figure 4.11: Prototype to translate pragma omp parallel for.
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4.5.3.2 parallel sections construct

The OpenMP parallel sections construct is a shortcut for specifying a parallel con-
struct that contains one sections construct and no other statements. This construct does
not accept nowait clause. Its syntax and transformation prototype in CAPE is shown in
Figure 4.12.

#pragma omp parallel sections [clauses]
{

[#pragma omp section]
D1;
[#pragma omp section]
D2;
...

}

↓ is translated to ↓

cape_begin(PARALLEL_SECTIONS, 0 , 0);
[cape_clause_functions]
ckpt_start();
if (cape_section())

D1;
if (cape_section())

D2;
...

cape_end(PARALLEL_SECTIONS, reduction-flag );

Figure 4.12: Prototype to translate pragma omp parallel sections.

As well as we did for the implementation of parallel and sections constructs, the
cape_section() function is called to identify which structured blocks are executed by which
nodes. At the cape_end() function, cape_barrier() is called automatically to update the
shared data among the nodes.

4.5.4 Master and Synchronization constructs

4.5.4.1 master construct

The OpenMP master construct indicates the associated structured block executed by the
master thread from the set of threads generated by parallel construct. It is no necessary to
updated shared data after executing [2]. The translation prototype is presented in Fig. 4.13.
In this case, the cape_master() function returns TRUE at the master node, and FALSE
at the others.
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#pragma omp master
D ;

↓ is translated to ↓

if (cape_master())
D;

Figure 4.13: Prototype to translate pragma omp master.

4.5.4.2 critical construct

The OpenMP critical construct specifies the associated structured block executed in one
thread at a time. After executing, a barrier is set implicitly to update shared data. The
Fig. 4.14 illustrates the translation of this construct. Currently, the order of the execution
is set depending on the node index. After execution at each node, cape_barrier() is called
to update shared data among nodes.

#pragma omp critical
D;

↓ is translated to ↓

for(__i__ = 0; __i__ < cape_get_num_nodes(); __i__++)
{

if (__i__ == cape_get_node_num())
D;

cape_barrier();
}

Figure 4.14: Prototype to translate pragma omp critical.

4.5.4.3 flush construct

The OpenMP flush construct executes the flush() operation. Hence, when reaching this
construct, it is translated into a cape_flush() function call.

4.5.4.4 barrier construct

The OpenMP barrier construct specifies an explicit barrier at the point the construct
appears. This construct is translated into a call to the cape_barrier() function in CAPE.
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4.6 Performance evaluation

In order to evaluate the perforance of this new approach, we designed a set of micro bench-
marks and tested them on a Desktop Cluster. The designed programs are based on the
Microbenchmark for OpenMP 2.0 [92, 93]. These programs have been translated to CAPE
and executed on a Cluster to compare the performance. Details of the programs and exper-
imental environment are explained below.

4.6.1 Benchmarks

1) MAMULT2D: This program computes the multiplication of two matrices. Originally,
it was written in C/C++ and used the OpenMP parallel for construct. It matches
Bernstein’s conditions. Therefore, it has been used extensively to test CAPE in the previous
works. The code is shown in Fig. 4.15.

int matrix_mult(int A[], int B[], int C[], int n){
#pragma omp parallel for
for(i = 0; i < n; i ++){

for(j = 0; j < n; j++ )
{

for ( k = 0; k < n; k++)
{

c[i][j] += a[i][k] * b[k][j];
}

}
}
return 0;

}

Figure 4.15: Multiplication of two square matrices with OpenMP.

2) PRIME: This program counts the number of prime numbers in the range form 1 to
N as presented in Fig. 4.16. The OpenMP code uses the parallel for construct with
data-sharing clauses.

3) PI: This program computes the value of PI by mean of the numeric integration method
using Equation (4.1).

π =

∫ 1

0

4

1 + x2
dx (4.1)

The OpenMP code is presented in Fig. 4.17. It contains parallel and for constructs,
and data-sharing clauses that is accepted by these construct. This program uses different
types of variables in order to test the adaptive granularity implemented on TICKPT.

4) VECTOR-1: This program performs operations on vectors. It contains OpenMP
runtime functions, data-sharing clauses, a nowait clause, and parallel and sections con-
structs. The OpenMP code is presented in Fig. 4.18.
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int count_prime(int n){
int i,j, prime, total = 0;

# pragma omp parallel for shared ( n )
private(j, prime )
reduction(+: total )

for ( i = 2; i <= n; i++ ){
prime = 1;
for ( j = 2; j < i; j++ ){

if ( i % j == 0 ){
prime = 0;
break;

}
}

total = total + prime;
}
return total;

}

Figure 4.16: The OpenMP code to count the number of prime numbers from 1 to N.

double pi(int NUM_STEPS){
double x , aux, sum, pi, step;
int i;
x = 0;
sum = 0.0;
step = 1.0 / (double) NUM_STEPS;
#pragma omp parallel private(i,x,aux) shared(sum)
{

#pragma omp for reduction(+: sum)
for(i=0; i< NUM_STEPS; i++){

x = (i+ 0.5) * step;
aux = 4.0/(1.0 + x*x);
sum += aux;

}
}
pi = step * sum;
return pi;

}

Figure 4.17: The OpenMP function to compute the value of PI.
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int vector(float A[], float B[], float C[], float D[], int n){
int i, nthreads, tid;
#pragma omp parallel shared(C,D,nthreads) private(A, B, i,tid)

{
tid = omp_get_thread_num();
if (tid == 0)
{

nthreads = omp_get_num_threads();
printf("Number of threads = %d\n", nthreads);

}
printf("Thread %d starting...\n",tid);
#pragma omp sections nowait
{

#pragma omp section
printf("Thread %d doing section 1\n",tid);

for (i=0; i<N; i++)
{

for (j= 0 ; j< N; j+=25)
A[j] = A[j] * 0.15 ;

C[i] = A[i] + B[i];
printf("Thread %d: C[%d]= %f\n",tid,i,C[i]);

}
#pragma omp section
printf("Thread %d doing section 2\n",tid);
for (i=0; i<N; i++)
{

for (j= 0 ; j< N; j+=25)
B[j] = B[j] + 10.25 ;

D[i] = A[i] * B[i];
printf("Thread %d: D[%d]= %f\n",tid,i,D[i]);

}
} /* end of sections */

} /* end of parallel section */
return 0;

}

Figure 4.18: OpenMP function to compute vectors using sections construct.
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5) VECTOR-2: This program performs some operations on vectors. It contains OpenMP
parallel and for constructs with a nowait clause. The OpenMP code is shown in Fig. 4.19.

int vector2(int A[], int B[], int Y[], int Z[], int n, int m)
{

int i,j;
#pragma omp parallel private(A,Z) shared(B, Y)
{

#pragma omp for nowait
for (i=1; i<n; i++){

for(j=0; j<n ; j+=20)
A[j] = A[j] + 10.25

B[i] = (A[i] + A[i-1]) / 2;
}
#pragma omp for nowait
for (i=0; i<m; i++){

for(j=0; j<m ; j+=20)
Z[j] = Z[j] * 0.025 ;

Y[i] = Z[i] * i;
}

}
return 0;

}

Figure 4.19: OpenMP function to compute vectors using for construct.

4.6.2 Evaluation context

The experiments have been performed on a 16-node cluster with different computer’s con-
figurations. There are 2 computers with Intel(R) Pentium(R) Dual CPU E2160 @1.80GHz,
2GB of RAM, 5GB of free HDD; 7 computers with Intel(R) Core(TM)2 Duo CPU E7300
@2.66GHz, 3G of RAM, 6GB of free HDD; 5 computers with Intel(R) Core(TM) i3-2120
CPU @3.30GHz, 8GB of RAM, 6GB of free HDD; and 2 computers AMD Phenom(TM)
II X4 925 Processor @2.80GHz, 2GB of RAM, 6GB of free HDD. All of these machines
are operated by Ubuntu 14.03 LTS operation system with OpenSSH-Server and MPICH-2.
They are interconnected by a 100Mbps LAN network.

To evaluate the performance of CAPE based on TICKPT and the new execution model
(CAPE-TICKPT), we translated and ran the programs presented Sec. 4.6.1. Each experi-
ment has been performed at least 10 times to measure the total execution times measure the
total execution times and a confidence interval of at least 95% has been always achieved for
the measures. The execution time is the mean of the items. These times are compared with
those after being performed by the previous version of CAPE – CAPE based on DICKPT
(CAPE-DICKPT) and other solutions as translated into MPI.

At present, CAPE-DICKPT only provide prototypes and support for the omp parallel
for construct. This version also provide no support for multiple OpenMP directives, OpenMP
clauses, and OpenMP programs that do not match with Bernstein’s conditions. Therefore,
it can only translate and provide the framework to execute the MAMULT2D program.
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For the translation to MPI, these OpenMP programs were translated manually into MPI
programs using the same behaviors as CAPE. The difference is that, at the synchronization
points, CAPE-TICKPT detects the modified data automatically to synchronize while MPI
does the same by explicit instruments of the programmers. The translation principle of
OpenMP programs into MPI used in this experiment are described as follows:

• The OpenMP reduction() clause is translated into the MPI_Reduce() function. The
other OpenMP clauses are ignored in the MPI program.

• Each section directive in omp sections is translated to execute in a process in MPI.

• The iterators of omp for are re-calculated to be assigning for the processes in MPI.

• Shared data are manually identified and sent to relevant processes at the synchroniza-
tion points.

• The MPI_SendRecv() is used to send and receive data between a couple of processes.

• The MPI_Bcast() is used to broadcast data from a process to all processes.

4.6.3 Evaluation results

Fig. 4.20 and 4.21 present the execution time in milliseconds for the MAMULT2D program
for various size of matrices and different sizes of cluster respectively. Note that, there are
many kinds of processors in different nodes. Some of them include many cores, but a single
core at each node was used during the experiments. Three measures are presented at each
time: the left one (yellow) is associated with CAPE-DICKPT (the previous version), the
middle one (blue) is associated with CAPE-TICKPT (the current version), and the right
one (red) is associated with MPI.

Fig. 4.20 presents the execution time for various of matrix sizes on a 16-node cluster.
The size increases from 800x800 to 6400x6400. The figure shows that the execution times
of all methods are proportional to the matrix size. It also shows that the execution time of
CAPE-DICKPT is much higher than that of CAPE-TICKPT and MPI (around 35%) while
the execution time of CAPE-TICKPT and MPI are roughly equal. This is due to three
major reasons as follows:

• During the computation phase, besides computing the divided jobs, CAPE-DICKPT
has to do a series of operations to extract the modified data into an incremental
checkpoint, such as set write-protection to all pages of virtual memory, try to write
data to write-protection pages, catch SIGSEGV signal, copy data of the page, remove
write-protection, and re-write the results into that page. While at this phase, on MPI,
modified data are identified explicitly by the programmer, while CAPE-TICKPT copies
the shared variables at the beginning of this phase, and compares old and new values
of variables to identify the modified data at the end of the phase. The analysis and
evaluation in Sec. 3.4 showed that the DICKPT mechanism takes a large point in the
reduction of the performance of the program.

• At the join phase, on CAPE-DICKPT, all slave nodes have to send incremental check-
points to the master, the master receives, merges them together and then sends the
result back to all slave nodes to inject it into their application’s memory while MPI
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and CAPE-TICKPT are implemented using Ring or Recursive Doubling algorithms
(see Sec. 4.3).

• On the execution model of CAPE-DICKPT (see Sec. 2.4.1), only 15 slave nodes are
responsible for computing the divided jobs, while the master only waits for the results
form the slaves after distributing jobs to them. With MPI and CAPE-TICKPT, all
nodes in the system (including the master) have to compute a part of the job.

Figure 4.20: Execution time (in milliseconds) of MAMULT2D with different size of matrix
on a 16-node cluster.

Figure 4.21: Execution time (in milliseconds) of MAMULT2D for different cluster sizes.



78 Design and implementation of a new model for CAPE

Fig. 4.21 presents the execution time for a matrix size of 6400x6400 on different size of
a cluster. The number of nodes in turn is 4, 8, and 16. The result presented in this figure
also shows the similar trend with the result on different matrix size. The execution time of
CAPE is significantly reduced so that it now much closer to an optimized human-written
program using MPI.

To demonstrate the new version of CAPE can run OpenMP programs that do not only
match with the Bernstein’s conditions while archiving high performance, we did other exper-
iments and compared the performance of CAPE-TICKPT with MPI. All of the four other
programs presented in Sec. 4.6.1 have been used to measure the execution time.

Figure 4.22: Execution time (in milliseconds) of PRIME on different cluster sizes.

Figure 4.22 presents the execution time in milliseconds of PRIME with N = 106 on
different cluster sizes for CAPE-TICKPT and MPI. It shows that the execution time of MPI
is only around 1% smaller than CAPE-TICKPT. In this experiment, the OpenMP parallel
for directive with the shared(), private() and reduction() clauses are translated and
tested for both two methods. Table 4.2 describes the steps executed by the program for the
two methods. The main different step is the join phase. It gathers the results from all nodes
and computers the sum of them. The MPI program is clearly specified the values that need
to be gathered and calculated the sum, so that the MPI_Reduce() function is called after.
CAPE-TICKPT automatically identifies the modified value of the shared variables, extracts
into a TICKPT, and then gathers all checkpoints from all the nodes with the merging
checkpoint operator. However, as the execution time of CAPE-TICKPT is nearly equal to
the one of MPI. We considered that we reached to achieve high performance with CAPE.

Fig. 4.23 presents the execution time in milliseconds of PI with NUM_STEPS = 108 on
different cluster sizes using CAPE-TICKPT and MPI. In this experiment, the OpenMP for
directive with reduction clause placed inside the omp parallel construct with some clauses
are tested. As well as the previous experiments, this figure also shows that CAPE-TICKPT
achieves similar performance as MPI.
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Step CAPE-TICKPT MPI

Fork

updates the properties of
variables, saves data of shared
variables, and re-computes the

iterators

re-computes the iterators

Computation computes the divided jobs computes the divided jobs

Join
generates checkpoints, and calls

the merging checkpoint
operator with the sum operator

calls MPI_Reduce to gather and
sum the results

Table 4.2: Comparison of the executed steps for the PRIME code for both CAPE-TICKPT
and MPI.

Figure 4.23: Execution time (in milliseconds) of PI on different cluster sizes.

Fig. 4.24 shows the execution time in milliseconds for the VECTOR-1 program with
N = 106 for different cluster sizes using CAPE-TICKPT and MPI. In this experiment,
OpenMP functions and the sections construct with two section directives are tested. The
figure shows that on the larger the number of nodes, the longer the execution time for both
methods. The execution time with MPI is smaller than the one of CAPE-TICKPT, but the
difference is not significant. Note that there are only two section directives in this program,
so that both CAPE-TICKPT and MPI distribute the execution to two nodes only. Each node
receives and executes the code of a section. However, the result has to be synchronized to
all nodes on the system. Therefore, the execution time increases when increasing the number
of nodes.

Fig. 4.25 shows the execution time in milliseconds for VECTOR-2 with N = 106 and
M = 1.6×106 on different cluster sizes for both CAPE-TICKPT and MPI. This experiment
aims at testing two omp for directives with nowait clause. The size of the two vectors are
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Figure 4.24: Execution time (in milliseconds) of VECTOR-1 on different cluster sizes.

Figure 4.25: Execution time (in milliseconds) of VECTOR-2 different cluster sizes.

different from each other to ensure the nodes take different time to execute the divided jobs.
The execution on each node is marked nowait until reaching the end bock of the parallel
region. The figure shows the same trend as the previous experiments. The execution time
for CAPE-TICKPT is very close to MPI, the difference being negligible.

4.7 Conclusion

This chapter presented the design and implementation of a new execution model and proto-
types for CAPE based on TICKPT. With this new capability included, CAPE improves the
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reliability and can run OpenMP programs that do not require to match the Bernstein’s condi-
tions. In addition, the analysis and evaluation of performance of this chapter demonstrated
that CAPE-TICKPT achieves performance very close to a comparable human-optimized
hand-written MPI program. This is mainly due to the fact that CAPE-TICKPT take bene-
fits of the advantages of TICKPT such as checkpoints operators and can use resources more
efficiently. The synchronization phase of the new execution model also avoids the risk of
bottlenecks that may have occurred in the previous version.



82 Design and implementation of a new model for CAPE



Chapter 5
OpenMP Data-Sharing on CAPE
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5.1 Motivation

OpenMP provides a relaxed-consistency shared-memory model [2]. All OpenMP threads
can access the same place in the memory to store and retrieve variables. This memory is
called the shared memory. Besides, each thread is allowed to have its own memory, called
the local memory. The local memory provides a temporary view of the shared memory.
On the one hand, it allows the threads to cache the shareable variables and thereby to
avoid going to shared memory for every access to a variable. The updating of shareable
variables from the local memory to shared memory is only a mandatory requirement at the
synchronization points. On the other hand, the local memory allows the threads to store
the private variables accessed by the owner only. The shared or private property of variables
determines the updating of the shared memory. In OpenMP, it not only has a set of rules
to identify the variables property implicitly, but also provides the threadprivate construct
and a set of clauses that allow the programmers to set property for variables explicitly.
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In the previous works presented in [84], CAPE implemented the RC shared-memory
model of OpenMP on distributed-memory architectures. Thank to this method, the shared
and private variables of the program are stored in the memory of the different nodes. They
are independently accessed by the owner. When the program reaches the synchronization
points, these data are synchronized using DICKPT. However, this implementation has not
handled data-sharing attributes yet, all modification of memory including private data at
each node is extracted to store into a DICKPT. These checkpoints from all slave nodes are
sent to and merged at the master node at the join phase. Then, the merged checkpoint is
distributed to all slave nodes to update the application memory. This implementation does
not only transfer unnecessary data, but also makes the program work incorrectly.

To solve these issues, in the new design and implementation of CAPE based on TICKPT,
the modified data of shared variables are selected to synchronize. To do so, the variable
attributes are handled followed by the OpenMP data-sharing attribute rules. In addition,
checkpoints are merged using the operations presented in Sec. 3.2. In this chapter, we present
the method to handle data-sharing attribute for variables in CAPE-TICKPT.

5.2 OpenMP Data-Sharing attribute rules

To synchronize the shared data from the local memory to the shared memory, an OpenMP
program has to determine the data-sharing attribute of variables. A data-sharing attribute is
identified when entering and exiting a parallel region and may be re-identified by entering
and exiting the location of other constructs that are placed inside the parallel construct.
The identification rules are set either implicitly or explicitly.

5.2.1 Implicit rules

The implicit rules to determine the data-sharing attribute of variables are described in two
groups: 1) variables referenced inside a parallel region but outside any constructs; 2) variables
referenced in parallel region and in another construct. In this section, we only describe the
rules that applies in C/C++.

5.2.1.1 Data-sharing attribute rules for variables referenced inside a parallel
region but outside any construct

The OpenMP data-sharing attributes of variables that are referenced in parallel regions,
but not in a construct, are determined as follows:

• Variables declared outside any parallel regions are shared.

• Variables with static storage duration declared in the region are shared.

• Variables with const-qualified type having no mutable member are shared.

• Objects with dynamic storage duration are shared.

• Static data members are shared if they do not appear in a threadprivate directive.

• Formal arguments of called routines in the region passed by reference inherit the data-
sharing attributes of the associated actual argument.

• Other variables declared in the region are private.
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5.2.1.2 Data-sharing attribute rules for variables referenced in a parallel region
and in another construct

For constructs located inside a parallel construct, the OpenMP data-sharing attributes of
variables are inherited from the parallel region it belongs to. In addition, it is re-determined
implicitly by the rules as follows:

• Variables appearing in the threadprivate directive are private.

• The loop iteration variables in the for or parallel for are private.

• Object with dynamic storage duration is shared.

• Static data members are shared.

• Variables with static storage duration that are declared in a scope inside the construct
are shared.

5.2.2 Explicit rules

In the OpenMP program, the data-sharing attribute of variables can be explicitly determined.
In order to do so, it provides a threadprivate directive and a set of clauses associated with
some constructs.

According to [2], threadprivate is a declarative directive. It specifies those replicated
variables , in which each thread has its own copy. The syntax of the threadprivate directive
is as follows:

#pragma omp threadprivate(list)

where list is a comma-separated list of file-scope, namespace-score, or static block-score
variables that do not have incomplete types.

The syntax of OpenMP clauses is presented in Fig. 2.3. They have to follow a construct
that accepts theses clauses. Table 5.1 summaries what OpenMP data-sharing clauses are
accepted by which OpenMP constructs. And the functions of theses clauses are also described
in Table 3.2.

parallel for sections single parallel for parallel sections

private X X X X X X

firstprivate X X X X X X

lastprivate X X X X

shared X X X

default X X X

copyin X X X

copyprivate X

reduction X X X X X

Table 5.1: The summary of which OpenMP data-sharing clauses are accepted by which
OpenMP constructs.
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5.3 Data-Sharing on CAPE-TICKPT

Based on the distributed-memory mechanism, the memory is totally distributed on different
nodes. Thanks to this, CAPE can design and implement a RC memory model as similar as
the OpenMP one. Here, all variables of the program including shared and private variables
are stored at all nodes executing the program. When reaching synchronization points, only
the modified values of shared variables are extracted into TICKPT and synchronized between
all nodes as illustrated in Fig. 5.1. In order to select and extract only the modified values
of the shared variables, CAPE-TICKPT is designed within a set of rules and translated
prototypes that implement implicit and explicit attribute rules for variables.

Figure 5.1: Update of shared variables between nodes.

5.3.1 Implementing implicit rules

For detecting the default property of variables, CAPE is designed to follow the OpenMP
rules with a small change. It is also added some functions to recognize the variables. Below
are the rules for adding functions and for determining the variables’ attributes implicitly:

1. CAPE functions are added whenever the program meets the declarations of a variable.
These functions save the address and the attribute of the declared variable.

2. For dynamic memory allocation on the heap, the allocation and the destruction of the
memory are handled by adding CAPE functions. They add or remove these allocated
space from the variable list.
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3. Variables declared outside parallel regions are shared, unless they are included in a
threadprivate directive.

4. All variables declared inside a parallel construct that are not static or dynamic
variables are private.

5. The data-sharing attribute of variables of the constructs placed inside a parallel
construct are inherited from parallel.

5.3.2 Implementing explicit rules

For the case of explicit rules of data-sharing attribute for variables, OpenMP directives and
clauses are translated into the relevant CAPE runtime functions in order to handle their at-
tributes. Fig. 5.2 and 5.3 present the templates used to translate OpenMP threadprivate
directive and clauses to CAPE code respectively. Here, the OpenMP threadprivate direc-
tive is translated into a call to the cape_set_threadprivate() function, and the OpenMP
clauses are translated into the relevant CAPE clause functions. The cape_set_threadprivate()
function sets the private attribute to the variable at the corresponding address. The CAPE
clause functions are implemented with the same behavior as the OpenMP clauses. They are
responsible for changing the variable attributes before taking the checkpoints. The CAPE
runtime functions associated with OpenMP clauses are presented and described in Table 5.2.

# pragma omp threadprivate(var1, var2, ...);

↓ is translated to ↓

cape_set_threadprivate(&var1);
cape_set_threadprivate(&var2);
...

Figure 5.2: Template to translate pragma omp threadprivate to CAPE function call.

5.3.3 Generating and merging checkpoints

CAPE-TICKPT performs a series of operations to generate checkpoints containing the mod-
ified value of the shared variables after executing a region of the program. Two important
steps of these operations are 1) copying data at the beginning and 2) finding different data
at the end of region that marks the checkpoint generation. Here, the ckpt_start() func-
tion performs the first step. When called, it copies all data of variables that have shared,
lastprivate, copyin, or copyprivate property (DATA-0). The second step is called at the
synchronization point.

To find the different data, the CAPE monitor compares DATA-0 with the current data
(data that are read from memory at the time of reaching the synchronization point). The
modified data are stored into the checkpoint file. In addition, if the reduction property is
set to some variables, their data are also saved into the checkpoint regardless their changes.
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# pragma omp directive clause-1(var1) clause-2(var2) ...
D ;

↓ is translated to ↓

begin-directive
cape-clause-function-1(&var1, ...);
cape-clause-function-2(&var2, ...);
...
ckpt_start();

D;
end-directive

Figure 5.3: Template to translate OpenMP constructs within data-sharing attribute clauses.

OpenMP clause CAPE runtime function Description

default(none) cape_set_default_none() ; Sets property of all variables
are private.

shared(a1, a2,...) cape_set_shared(&a1);
cape_set_shared(&a1); ...

Sets property of a1, a2,...
variables are shared.

private(a1, a2, ...) cape_set_private(&a1);
cape_set_private(&a2); ...

Sets property of a1, a2,...
variables are private.

firstprivate(a1, a2,...) cape_set_firstprivate(&a1);
cape_set_firstprivate(&a2); ...

Sets property of a1, a2,...
variables are firstprivate.

lastprivate(a1, a2,...) cape_set_lastprivate(&a1);
cape_set_lastprivate(&a2); ...

Sets property of a1, a2,...
variables are lastprivate.

copyin(a1, a2, ...) cape_set_copyin(&a1);
cape_set_copyin(&a2); ...

Sets property of a1, a2,...
variables are copyin.

copyprivate(a1, a2, ...) cape_set_copyprivate(&a1);
cape_set_copyprivate(&a2); ...

Sets property of a1, a2,...
variables are copyprivate.

reduction (Op: a1, a2, ...) cape_reduction(&a1, OP);
cape_reduction(&a2, OP); ...

Sets property of a1, a2,...
variables are reduction with
relevant operator.

Table 5.2: CAPE runtime functions associate with their OpenMP clauses.
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This is their initial values and it is necessary to perform the indicated operation in the
reduction clause.

After generating checkpoints, they are sent to partner nodes. These checkpoints are
merged together using the merging checkpoint operator (see Sec. 3.2.4). The resulting
checkpoint after the join phase is injected into the application’s memory to update the
shared data.

5.4 Analysis and evaluation

The performance evaluation presented in Sec. 4.6 has demonstrated the performance of
CAPE-TICKPT are higher than the previous version. Unfortunately, the previous version
of CAPE was not able to support the execution of multiple OpenMP directives as well as
OpenMP clauses in a program. Therefore, we cannot run OpenMP containing clauses on
top of CAPE-DICKPT to compare performance just like we can do it for the checkpoint
size.

This section presents a comparison of checkpoint size for CAPE-TICKPT with the cur-
rent version of CAPE but data-sharing attribute for variables were not implemented. The
VECTOR-2 program is executed on a 16-node cluster (see Sec. 4.6 on p. 72) in order to
measure and compare the checkpoint size for both methods.

Figure 5.4: Checkpoint size (in bytes) after merging at the master node for both techniques.

Figure 5.4 shows a comparison of the checkpoint size for both methods when executing
the VECTOR-2 program on a 16-node cluster with various size of N and M . Here, we
assigned N = M and increased the value from 2000 to 14000. According to the figure, the
checkpoint size of CAPE-TICKPT is always smaller than the one of CAPE-DICKPT for all
measures. This is due to the fact that CAPE-TICKPT only extracts the modified values of
shared variables. This means, the modified value of variable i, vector A, and vector Z of
the VECTOR-2 program are not saved into the checkpoint file. Unlike CAPE-TICKPT, the
previous methods save all modified data, including variables i, j, A, B, Y , and Z.



90 OpenMP Data-Sharing on CAPE

5.5 Conclusion

This chapter presented the implementation of OpenMP with data-sharing attributes for
variables on CAPE. It does not only provide a new capability for CAPE, but also contributes
to reduce checkpoint size and improves the performance. The experiments show that the new
method makes CAPE more able to reduce the checkpoint size significantly. Moreover, we also
found that the programmer can use CAPE efficiently if he/she use OpenMP clauses efficiently
to manage data-sharing attributes for variables. We suggest using the default(none) clause
to set to all variables as private, and then using the share() clause to set the sharable
property to variables that he/she wants to share among processes.
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OpenMP and MPI become the standard tools to develop parallel application on shared
and distributed-memory architectures. OpenMP is higher level programming tool than MPI.
It is very easy to use. However, it is only developed for shared-memory architectures. CAPE
is based on Checkpointing technique had shown the advantages. It translates automatically
the OpenMP programs and provides a framework to execute them in parallel on distributed-
memory architectures. That help the users to develop parallel application on distributed-
memory architecture in easy way.

CAPE have developed and tested over three stages. In the first stage, CAPE is developed
based on complete checkpointing. In that, the master node divides jobs and distributes to the
slaves using complete checkpoints. The checkpoints size is not optimized in this approach but
CAPE have shown that it is a promised approach to port OpenMP on distributed memory
architecture while meet fully compliant with OpenMP requirement. In the second stage,
CAPE is designed and developed based on Discontinuous Incremental Checkpointing (a kind
of Incremental Checkpointing). To execute, the program is initialized and executed at all
nodes in the system. The checkpoint technique only take the modified of data. Therefore, the
execution time is improved significantly. In the third stage, the checkpoint techniques and
execution model of CAPE is optimized. The works presented in this thesis have successfully
and significantly improved the ability, reliability, and performance of CAPE.

6.1 Contribution of the thesis

In summary, the main contributions of the thesis are:

• We proposed arithmetics on checkpoints, that defines the data structures and opera-
tions to compute directly on checkpoints. From the arithmetics on checkpoints, the
checkpoints of a program executed in parallel on different processors can be combined
altogether and do not require a parallel program matching with Bernstein’s conditions
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anymore, which improved the merging time significantly, and improved the reliability
of program too.

The checkpoint’s data structure contains two main components: register values and
memory members. Each component have its own time-stamp in order to record the or-
der when they are taken. The checkpoint’s operations are defined, such as replacement
of memory elements,merging and excluding checkpoints, etc. that allow merge or find
the difference of checkpoints more efficiency. The analysis showed that the execution
time of performing these operations are reduce significantly.

• We developed Time-stamp Incremental Checkpoint (TICKPT), a new checkpoint tech-
nique as a case study for arithmetics on checkpoints. TICKPT proved that the size
can be significantly reduced as compared to DICKPT. In addition, a comparison of
the bad affect on the execution time of programs using checkpointing, TICKPT affects
performance much less than DICKPT (see Sec. 3.3 and 3.4 on p. 48 and 51).

To develop TICKPT, we also have implemented two different methods 1) page write-
protection and 2) duplication of shared variables to compare and select the best one.
The experiment results showed that the method 2) is better than method 1) in the
term of checkpointing time and checkpoint’s size.

• We designed and implemented a new execution model and new prototypes for CAPE
based on TICKPT. This has improved the performance and ability of CAPE. The
experiments shown that CAPE can execute OpenMP programs that do not match
with the Bernstein’s conditions. Moreover, the performance are equivalent to the ones
of MPI and are much higher than the previous versions (see Chap. 4 on p. 59).

In the new execution model of CAPE, when reaching the parallel region, a CAPE
functions set up an environment in order to detect the modified data of shared variables.
The modification is extracted and stored into TICKPT at the synchronization points.
The TICKPTs are automatically synchronized among nodes in the system.

• We implemented OpenMP data-sharing attributes on CAPE. The implementation of
OpenMP data-sharing attributes for variables have reduced the checkpoint size gen-
erated at the join phase, and contributed to improve the global performance. In
particular, it increases CAPE’s ability as well as reliability (see Chap. 5 on p. 83).

6.2 Future Works

In the near future, we would like to develop CAPE more complete to distribute an open
source solution. To do that, firstly, we have to develop more completely the translation tool
that translates from OpenMP source to CAPE source code. That can adapt any kind of
OpenMP program. Then, this translation tool is integrate in to a C/C++ compiler. In
which, the code can be easier to analyze, re-organize and optimize that can improve the
performance of CAPE.

In addition, today, computers are increasingly equipped with more CPUs, GPUs and
other accelerators. Then, CAPE have to develop to use efficiently the resource and improve
the performance. There are two directions that can be continued to develop CAPE:

• Develop CAPE to support multi-cores. The are two approaches: 1) re-call OpenMP
on each node when it executes the divided jobs, or 2) develop checkpoint technique on
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CAPE for multi-cores. For method 1), it is easy to develop, we can keep OpenMP code
and add some CAPE runtime functions as well as the previous implementation. The
new execution model of this approach likes the illustration at Figure 6.1. For method
2), the checkpoint techniques on CAPE have to improve to adapt with execution on
multi-cores and avoid the conflict of memory.

Figure 6.1: The execution model for CAPE while using multi-cores.

• Develop CAPE to support accelerators. In this direction, we will develop checkpoint
techniques for CAPE on accelerators. The checkpoints from the accelerators of different
nodes should be developed to merge and resume execution portability.

Further more, an another plan is improving the CAPE framework to execute over com-
puters connected through the Internet. Each computer having CAPE framework installed
can join the community to compute a part of a parallel job if possible. The master node
manages the resources, divides jobs and extracts the checkpoints, distributed to the slave
nodes, and handle the returned results. This direction can take the advantages of check-
point techniques. In that, a part of program code can be saved, sent to another machine,
and resumed the execution.
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Appendix A
A.1 MPI programs

To compare CAPE with MPI, we manually translated OpenMP source code to MPI source
code. This section presents the translated source code in MPI for the benchmark presented
in Sec. 4.6.1 (p. 72) .

A.1.1 MAMULT2D

int mpi_mamult2d(int A[], int B[], int C[], int n){
int numtasks, taskid, i, j, k;
// 1) divide jobs
int left = taskid * n /numtasks ;
int right = (taskid + 1) * n / numtasks ;
// 2) compute divided jobs
for(i = left; i < right ; i ++)

for(j = 0; j < N; j++ )
for ( k = 0; k < n; k++)

C[i][j] += A[i][k] * B[k][j];
// 3) syncronize the result
int nsteps = log2 (numtasks);
unsigned long msg_size = (n * n )/ numtasks ;
int partner, nleft, nright;
for(i = 0; i < nsteps; i ++){

partner = taskid ^ (1 << i);
MPI_Sendrecv(&left, 1, MPI_INT, partner, i,

&nleft, 1, MPI_INT, partner, i,
MPI_COMM_WORLD, &status);

MPI_Sendrecv(&C[left][0], msg_size, MPI_INT, partner, i,
&C[nleft][0], msg_size, MPI_INT, partner, i,
MPI_COMM_WORLD, &status);

left = (left <= nleft) ? left : nleft ;
msg_size = msg_size * 2 ;

}
return 0;

}

95



96

A.1.2 PRIME

int mpi_prime(int n, numnodes, nodeid)
{

int i, j prime, total = 0, result = 0 ;
// 1) divide jobs
int s = 2; // This value will be set at the compile time
int left = nodeid * (n - s) / numnodes + s;
int right = (nodeid + 1) * (n - s) / numnodes + s;
// 2) Compute the divided jobs
for ( i = left; i <= right; i++ ){

prime = 1;
for ( j = 2; j < i; j++ ){

if ( i % j == 0 ){
prime = 0;
break;

}
}
total = total + prime;

}
//3) Synchronize the result
MPI_Reduce(&total, &result, 1, MPI_INT, MPI_SUM, 0, MPI_COMM_WORLD);
MPI_Bcast(&result, 1, MPI_INT, 0, MPI_COMM_WORLD);
return 0;

}

A.1.3 PI

int mpi_pi (int number_of_steps, int numnodes, int nodeid)
{

double x = 0.0 , aux=0.0 , sum=0.0, result=0.0, pi=0.0;
double step;
int i;
step = 1.0 / (double) number_of_steps;
//1) divide jobs
unsigned int n = number_of_steps;
unsigned int s = 0; // This value will be set at the compile time
unsigned int left = nodeid * (n - s) /numnodes + s;
unsigned int right = (nodeid + 1) * (n - s) / numnodes + s;
//2) compute divided jobs
for(i = left ; i < right ; i++){

x = (i+ 0.5) * step;
aux = 4.0/(1.0 + x*x);
sum += aux;

}
//3) Synchronize the results
MPI_Reduce(&sum, &result, 1, MPI_DOUBLE, MPI_SUM, 0, MPI_COMM_WORLD);
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MPI_Bcast(&result, 1, MPI_DOUBLE, 0, MPI_COMM_WORLD);
return 0;

}

A.1.4 VECTOR-1

float a[], float b[], float c[];
//...
int mpi_vector1 (int n, int numnodes, int nodeid)
{

int i, tid, nthreads;
tid = nodeid;
if (tid == 0){

nthreads = numnodes;
}
// node 0: execute block 1
if (tid == 0 ){

for (i=0; i<n; i++){
for (j= 0 ; j< n; j+=25)

b[j] = b[j] * 0.15 ;
c[i] = a[i] + b[i];

}
}
// node 1: execute block 2
if(tid==1){

for (i=0; i<n; i++){
for (j= 0 ; j< n; j+=25)

b[j] = b[j] + 10.25 ;
d[i] = a[i] * b[i];

}
}
// Synchronize results
MPI_Bcast(&c, n, MPI_FLOAT, 0, MPI_COMM_WORLD) ;
MPI_Bcast(&d, n, MPI_FLOAT, 1, MPI_COMM_WORLD) ;
return 0;

}

A.1.5 VECTOR-2

float a[N], b [N], y[M], z[M];
\\...
int mpi_vector2 (int n, int m, int numnnodes, int nodeid){

int i,j;
//1) devide jobs
unsigned int s_n = 0;
unsigned int left_n = nodeid * (n - s_n) /numnodes + s_n;
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unsigned int right_n = (nodeid + 1) * (n - s_n) / numnodes + s_n;
unsigned int s_m = 0;
unsigned int left_m = nodeid * (m - s_m) /numnodes + s_m;
unsigned int right_m = (nodeid + 1) * (m - s_m) / numnodes + s_m;
//2) compute divided jobs
for (i=left_n; i<right_n; i++){

for(j=0; j<n ; j+=20)
a[j] = a[j] + 10.25 ;

b[i] = (a[i] + a[i-1]) / 2.0;
}
for (i=left_m; i<right_m; i++){

for(j=0; j<n ; j+=20)
z[j] = z[j] * 0.025 ;

y[i] = z[i] * i;
}
//3) Synchronize data
int nsteps = mylog2 (numnodes);
unsigned long msg_size_N = n/ numnodes ;
unsigned long msg_size_M= m/ numnodes ;
int partner;
int nl;
int ml;
for(i = 0; i < nsteps; i ++){

partner = nodeid ^ (1 << i);
MPI_Sendrecv(&left_n, 1, MPI_INT, partner, i,

&nl, 1, MPI_INT, partner, i,
MPI_COMM_WORLD, &status);

MPI_Sendrecv(&left_m, 1, MPI_INT, partner, i,
&ml, 1, MPI_INT, partner, i,
MPI_COMM_WORLD, &status);

MPI_Sendrecv(&b[left_n], msg_size_N*4,MPI_CHAR, partner,i,
&b[nl], msg_size_N*4,MPI_CHAR, partner,

i,
MPI_COMM_WORLD, &status);

MPI_Sendrecv(&y[left_m], msg_size_M*4, MPI_CHAR, partner,i,
&y[ml], msg_size_M *4,MPI_CHAR, partner

,i,
MPI_COMM_WORLD, &status);

left_n = (left_n <= nl) ? left_n : nl ;
left_m = (left_m <= ml) ? left_m : ml ;
msg_size_N = msg_size_N * 2 ;
msg_size_M = msg_size_M * 2 ;

}
return 0;

}
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A.2 Translation tool for CAPE

In order to translate form OpenMP code to CAPE code, we used a tool implemented by
Patricia Reinoso, a MSc. students at Télécom Sudparis. This tool is implemented based on
TXL language [94] and the CAPE prototypes presented in Sec. 4.5 (p. 65).
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