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Abstract

A mobile wireless network is a collection of mobile nodes connected via wireless links.

The mobile node can be a person carrying a mobile terminal, an animal with an embedded

sensor (electronic tag), a vehicle or any other mobile device with wireless communication

capabilities. This thesis deals with two fundamental issues in mobile wireless networks:

localization and conflict detection. Localization is the estimation of the absolute or relative

positions of the mobile nodes. Conflict detection is the prediction of potential future

conflicts between the mobile nodes. A conflict is a situation in which two or more mobile

nodes are within an unsafe distance from one another. Conflict detection is a crucial

requirement for mobile networks where the nodes can get too close to each other and

collide.

The first contribution of this thesis is a new weighted localization algorithm for mobile

wireless networks. The proposed algorithm is distributed and requires low computational

and communication overheads enabling its use in resource-limited nodes. In particular, a

small set of nodes with known positions, called beacon nodes, are periodically broadcast-

ing their coordinates. A mobile node with an unknown position collects the beacon nodes

coordinates, attributes them weights based on different metrics (e.g, link quality, reception

time) and finally estimates its position as the weighted average of all the collected coordi-

nates. The second contribution of this thesis consists in a straight line conflict detection

algorithm called SLIDE. SLIDE is distributed and lightweight: each mobile node uses

simple mathematical inequalities in order to accurately and timely predict future con-

flicts with the surrounding nodes. Furthermore, SLIDE drops the restrictive assumption

of perfect sensing capabilities and perturbation-free environment in order to guarantee its

efficiency in real world applications. The third and last contribution of this thesis is a

stochastic model that assesses the conflicts risks in a mobile wireless network where the

mobile nodes are moving in the same shared space. Unlike most of the existing stochastic

models, the proposed model is simple, generic and requires only two input parameters:

the number of mobile nodes and the parameter λ characterizing the inter-contact time

between a pair of mobile nodes. The parameter λ may be difficult to estimate experi-

mentally. We therefore provide a generic explicit expression for λ and then specify this

generic expression for two commonly used mobility models. All the contributions of this

thesis are validated through extensive simulations based on the discrete-event simulator

OMNeT++.



Keywords: Mobile wireless networks, distributed localization, distributed conflict detec-

tion.



Résumé

Un réseau sans fil mobile est une collection de noeuds mobiles connectés via des liens sans

fil. Le noeud mobile peut être une personne portant un terminal mobile, un animal avec

une étiquette électronique, un véhicule ou tout autre appareil mobile doté de capacités de

communication sans fil. Cette thèse traite deux importants problèmes dans les réseaux

sans fil mobiles : la localisation et la détection des conflits. La localisation est l’estimation

des positions absolues ou relatives des noeuds mobiles. La détection des conflits est la

prédiction des potentiels futurs conflits entre les noeuds mobiles. Un conflit est une situa-

tion dans laquelle deux ou plusieurs noeuds mobiles se trouvent à une distance inférieure

à une distance minimale requise. La détection des conflits est particulièrement nécessaire

dans les réseaux mobiles où les noeuds risquent de trop se rapprocher les uns des autres

et se heurter.

La première contribution de cette thèse est un nouvel algorithme de localisation pour

les réseaux sans fil mobiles. L’algorithme proposé est distribué et nécessite un faible coût

de calcul et de communication permettant son utilisation par des noeuds à ressources

limitées. En particulier, un petit ensemble de noeuds avec des positions connues, appelés

des noeuds ancres, diffusent périodiquement leurs coordonnées. Chaque noeud mobile avec

une position inconnue collecte les coordonnées des noeuds ancres, les attribue des poids

en fonction de différentes métriques (par exemple, la qualité de la liaison sans fil, le temps

de réception) et enfin estime sa position en tant que la moyenne pondérée de toutes les

coordonnées collectées. La deuxième contribution de cette thèse consiste en un algorithme

de détection de conflit nommé SLIDE. SLIDE est distribué et à faible complexité: chaque

noeuds mobile utilise des simples inégalités mathématiques afin de prédire avec précision et

en temps opportun les futurs conflits avec les noeuds voisins. En outre, SLIDE abandonne

l’hypothèse restrictive des positions et vitesses précises ainsi que des communications non

perturbées afin de garantir son efficacité dans les applications du monde réel. La troisième

et dernière contribution de cette thèse est un modèle stochastique qui évalue les risques

des conflits dans un réseau sans fil mobile où les noeuds mobiles se déplacent dans le même

espace partagé. Contrairement à la plupart des modèles stochastiques existants, le modèle

proposé est simple, générique et ne nécessite que deux paramètres d’entrée: le nombre

de noeuds mobiles et le paramètre λ caractérisant le temps d’inter-contact entre une

paire de noeuds mobiles. Le paramètre λ peut être difficile à estimer expérimentalement.

Nous proposons donc une expression générique pour λ et puis nous la spécifions pour

deux modèles de mobilité couramment utilisés. Toutes les contributions de cette thèse



sont validées en utilisant des simulations basées sur le simulateur d’événements discrets

OMNeT ++.

Mots-clés: Réseaux sans fil mobiles , localisation distribuée, détection distribuée des

conflits.
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Introduction

Mobile wireless networks have attracted lots of research attention due to their wide use in

many commercial and public service applications such as medical care, intelligent trans-

portation, home automation and industrial monitoring. A mobile wireless network con-

sists of a set of mobile nodes that can communicate over a wireless medium. A mobile

node may be an individual carrying a mobile phone, an animal with an implanted tag,

a vehicle or any other mobile device with wireless communication capabilities. The com-

munication of the mobile nodes includes: the communication between a mobile node and

a fixed device (e.g., an access point) and/or the communication between mobile nodes.

In this thesis, we treat two fundamental problems in mobile wireless networks which

are localization and conflict detection. Location awareness is an essential feature for many

applications of mobile wireless networks. Indeed, the information collected or communi-

cated by the wireless mobile nodes is usually valueless without the knowledge of the nodes

location. Location information also enhances the interaction between the nodes and their

surroundings. Mobile wireless nodes could be equipped with a global positioning system

(GPS) to obtain their locations, but this is currently a costly solution (energy consump-

tion, production price, size of the node). Besides, GPS service may be inaccessible in some

environments such as mountains, dense forests and indoors. Thus, an alternative solution

to GPS is strongly required. The first contribution of this thesis consists in a new weighted

localization algorithm for mobile wireless networks called ASAW. In the proposed algo-

rithm a small number of nodes, referred to as anchors, are aware of their own positions

by either using GPS or being manually configured. The anchor nodes may be static or

mobile. The mobile nodes that are unaware of their locations (called unknowns), collect

the location information from their neighbouring location aware nodes, weight them based

on different metrics (e.g, link quality, distance, velocity, etc) and finally estimate their

positions as the weighted average of the coordinates of the collected location information.

The proposed algorithm have low computational and communication costs which enables

its implementation in resource-constrained nodes.

The second research problem treated in this thesis is conflict detection in mobile wire-

less networks. A conflict is a situation in which two or more mobile nodes experience a

1



loss of minimum separation. That is, a conflict occurs when the distance between two or

more mobile nodes is less than a minimum required separation distance. This separation

requirement prevents nodes from getting too close from each other and colliding. The be-

forehand detection of conflicts is necessary for the avoidance of collisions between nodes

and hence the loss of the mobile nodes. In this context, the second contribution consists in

a new spatio-temporal conflict detection and alerting algorithm for mobile communicating

nodes. The proposed algorithm called SLIDE is fully distributed and requires a limited

state information exchange between the mobile nodes in order to detect future conflicts.

In contrast to previous approaches, we alleviate the strong requirement for precise state

information and packet-loss free communications so as to guarantee the applicability and

efficiency of the algorithm in real world situations. Extensive simulations based on the

OMNeT++ simulator are used to validate SLIDE and evaluate its performance. Simula-

tion results indicate that SLIDE guarantees a reduced number of false and missed alarms

even in high density traffic scenarios and communication perturbed environment, yet it

leaves adequate time to accomplish the avoidance actions.

The third and final contribution of this thesis is a stochastic model that accurately

models conflicts in a mobile wireless network where nodes are moving in the same shared

space. The model has only two input parameters, namely the number of mobile nodes

and the parameter of an exponential distribution which describes the time that it takes

for an arbitrary mobile node to come into contact with another mobile node. Using

only these two parameters, we provide simple, yet accurate closed-form expressions for

different conflict related metrics such as safety periods, survival probabilities and number

of conflicts. Two scenarios are particularly considered. The first scenario assumes that

mobile nodes are equipped with perfect conflict detection and avoidance capabilities. The

aim of this first scenario is to answer the question of whether a detection and resolution

equipment is required for a given mobile nodes swarm characterized by its number of

nodes N and its parameter λ. The second scenario assumes that the mobile nodes are not

equipped with conflict detection and avoidance capabilities. This can especially be the

case for small mobile nodes that can not satisfy the requirements of conflict detection and

avoidance equipage because of size, weight or power constraints. In addition, a generic

explicit expression is given for the parameter λ. This generic expression is then specified

for two mobility models. Extensive simulations based on the OMNeT++ simulator are

used to validate the obtained analytical results. The simulation results are shown to be

in close agreement with the analytical results.

This thesis is organized as follows. Chapter 1 presents an overview and a taxonomy of

the existing localization techniques in wireless networks. Chapter 2 reviews the state of the

art and the foundations of conflict detection and avoidance in mobile wireless networks.

2



Chapter 3 details our first contribution consisting in a new weighted localization algorithm

for mobile wireless networks. Chapter 4 introduces SLIDE our novel Straight LIne conflict

DEtection and alerting algorithm for 3D-mobile communicating nodes. Chapter 5 details

our third contribution; a stochastic model evaluating the conflict risks in a swarm of 3D-

mobile nodes sharing the same airspace. Chapter 6 concludes the thesis by summarizing

the major contributions and providing ideas and directions for future work.
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Localization of wireless devices is a crucial requirement for many emerging applications

such as environmental monitoring, intelligent transportation, home automation, health-

care monitoring and social networking. For instance, in an environmental monitoring

application such as forest fire detection or air pollution monitoring, the collected informa-

tion is worthless without the location of nodes. Wireless nodes could be equipped with a

GPS to acquire their locations, but this is currently a costly solution in terms of energy

and price. Thus, in the recent years, several localization algorithms that aim at obtaining

nodes locations with a lower cost have been proposed. In this chapter we give a review

of the state of the art research concerning localization in wireless networks. We first
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1.1. Definitions and Problem Formulation

present the localization problem formulation, we then propose a taxonomy of the existing

localization techniques and finally detail some representative localization algorithms.

1.1 Definitions and Problem Formulation

Some definitions are first needed in order to understand the localization problem.

Definition 1 (Unknown Nodes (U)). A node u ∈ U ⇐⇒ u is not aware of its own

position. Unknown nodes are also referred to as normal nodes or blindfolded nodes.

Definition 2 (Anchor nodes (A)). A node a ∈ A ⇐⇒ a is aware of its own posi-

tion (through manual configuration or GPS). Anchor nodes are also called beacon nodes,

landmarks or reference nodes.

Definition 3 (Localization problem). Given a network with a set N of nodes, m an-

chor nodes in A ⊂ N with known positions {X1, ..., Xm}, k unknown nodes in U ⊂ N
with unknown positions {Xm+1, ..., Xm+k}, estimate the positions {X̂m+1, ..., X̂m+k} of the

unknown nodes as close as possible to their true positions {Xm+1, ..., Xm+k}.

1.2 Taxonomy of Localization Techniques

We provide in this section a taxonomy of the existing localization techniques. This tax-

onomy provides general guidelines for understanding the differences between the existing

localization techniques.

1.2.1 Target vs. self-localization

Depending on their final goal and on their different fields of application, localization

techniques can be categorized into two groups: target localization and self-localization.

The objective of target localization is to determine the location of a target (e.g., hu-

man, animal, vehicle, device). Target localization can be classified into two categories:

active target localization and passive target localization. In active target localization

the target actively emits a specific signal that can be received and analyzed by a reader

[Savi 16]. Active target localization has a broad range of applications such as asset in-

ventory and resource management. In passive target localization, the target does not

actively participate in the localization process, it is rather just a reflecting/scattering ob-

ject [Han 14]. Passive target localization is crucial for many applications such as crimes

prevention and tracking, surveillance and medical patient monitoring.
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In self-localization, unknown nodes determine their positions by themselves. Self-

localization can be classified into two categories: active self-localization and passive self-

localization. In passive self-localization, existing beacon signals are used by the unknown

nodes to passively deduce their own positions [Hadd 16]. In active self-localization, un-

known nodes actively inquire the location information from their surrounding environment

[Reza 11]. Self-localization is necessary in many applications such as environmental mon-

itoring applications where the measurement data are worthless without the location of

the measuring node.

1.2.2 Centralized vs. distributed localization

Centralized localization algorithms are designed to run on a sufficiently powerful central

base station [Tomi 15]. First the base station collects the environmental information from

the different sensor nodes. Then, based on the collected information, it computes the po-

sition of each sensor node and migrates them back to the respective nodes. Centralized

algorithms eliminate the problem of nodes computational limitations but they introduce

a large communication cost due to transporting data to and from the base station. Hence,

centralized algorithms are only suitable for small networks. In contrast, distributed al-

gorithms are designed to run on each node [Meye 16]. Unknown nodes positions are

estimated based only on the inter-nodes communication. Due to the lack of global in-

formation, distributed localization is usually less accurate than the centralized one but

it considerably reduces the communication costs. Figure 1.1 illustrates the difference

between the centralized and the distributed techniques.

Centralized Localization Distributed Localization

Figure 1.1 – Centralized vs. distributed localization techniques

7



1.2. Taxonomy of Localization Techniques

1.2.3 Range-based vs. range-free localization

Depending on their ranging assumption, localization techniques can be divided into range-

based and range-free.

Range-based localization

Range-based algorithms use inter-nodes distances or angles to estimate the nodes posi-

tions. They use special measurements techniques such as the time of arrival, the angle of

arrival, and the received strength of a given transmitted signal to calculate the distance

or angle separating two sensors.

Signal technologies: the choice of the signal technology used by sensor nodes for lo-

calization depends on the considered environment, application as well as the required

precision, range and cost. These technologies include infrared (IR) [Seke 15], ultrasound

[Filo 10], magnetic [Song 13], optical [Suh 16] and radio frequency signals. Radio technol-

ogy is the most widely used technology for localization. Depending on the type of the used

frequency range, the radio frequency signals can be classified into different groups: radio

frequency identification (RFID) [DiGi 14], WIFI (IEEE 802.11) [Yang 15], zigbee (IEEE

802.15.4) [Chen 11], bluetooth (IEEE 802.15.1) [Gu 15], wide area cellular [Abu 16] and

ultra-wideband (UWB) [Reyn 13]. Table 1.1 summarizes the different signal technologies

used for localization.

Measurement techniques: There are three major measurement techniques to deter-

mine the distance/angel between the nodes: the Time Of Arrival (TOA), the Angle Of

Arrival (AOA) and the Received Signal Strength (RSS). In the TOA measurement tech-

nique, the distance separating a receiver from a sender is calculated through multiplying

the propagation time by the speed of the signal [Shen 12]. TOA based techniques re-

quire a direct line-of-sight path between the transmitter and the receiver. The presence

of obstacles in between them leads to later-arriving signals and hence inaccurate rang-

ing estimations. Time synchronization between the transmitter and the receiver is also

usually needed. There are however some existing works where TOA measurements are

done without time synchronization [Chen 12a]. The AOA measurement technique typ-

ically relays on the use of radio or microphone arrays to estimate the angel separating

the receiver from the transmitter [Wang 15]. Systems based on the AOA measurement

technique require specific hardware, they are thus expensive in terms of manufacturing

cost, energy consumption and complexity. The accuracy of AOA based techniques also

degrades as the distance between the transmitter and the measuring unit increases. The

RSS measurement technique depends on the fact that the signal strength attenuates with

distance [Yagh 14]. With the attenuation information, a receiving node is able to calcu-
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Technology Remarks

• Widely used in indoor localization

• Low cost and low power

Infrared • Requires close proximity and line of sight between the transmitter and the receiver

• Is difficult to read in the presence of sunlight

• Typical range: up to 5m

• Cannot penetrate through the walls

Ultrasound • Affected by reflected signals and other noise sources (e.g., jangling metal objects)

• Typical range: 3-10m

• Magnetic sensors are small and cheap

Magnetic • No line of sight requirement

• Typical range: 1-3m

• Requires line of sight

Optical • Affected by many interference sources (e.g., light, weather)

• Typical range: up to 5m

• Can pass through buildings, human body and other obstructions

• Affected by multipath

1) RFID:

− Light and small tags that can be attached to people or equipments

− Typical range: 1-10m

2) WIFI:

− Uses the existing WLAN infrastructure for localization: lower cost

Radio frequency − Typical range: 50-100m

3) Zigbee:

− Low cost and low power

− Typical range: 10-30m

4) Bluetooth:

− Low cost and low power

− Typical range: 10-15m

5) Cellular

− Localizes a mobile within a cell coverage area

− Typical range: 100-150m

• No line of sight requirement

UWB • Less multipath distortion than the other RF technologies

• High penetration

• Typical range: 10m

Table 1.1 – Signal technologies used for localization

late its distance to the transmitting node. The RSS based techniques typically use radio

signals. Indeed, the use of radio signals do not require any additional hardware since most

of the radio communication devices come with built-in RSS indicator (RSSI) hardware
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1.2. Taxonomy of Localization Techniques

that directly provides the RSS measurements. Radio waves are nevertheless vulnerable to

the environmental dynamics which may affect the accuracy of the distance estimations.

Some works [Tomi 16] considered hybrid schemes combining two different measurement

techniques in order to ameliorate the range estimations. Figure 1.2 illustrates the different

range measurement techniques.
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Transmitter Receiver
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Received Signal Strength (RSS) < 
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Figure 1.2 – Range based localization: (a) TOA (b) AOA (c) RSS

Range-free localization

Range-free localization algorithms make no assumption about the availability of inter-

nodes distances or angles to estimate the locations [Zaid 16]. They instead rely on topol-

ogy and connectivity information assuming an isotropic network where the hop count

between nodes is proportional to their distance. Range-free algorithms provide promising

solutions for the localization problem since they do not require extra hardware. However,

because of the absence of range information, the positions estimations obtained by these

methods are usually less accurate than those obtained by the range-based methods.

1.2.4 Network-based vs. non-network-based localization

The network-based localization techniques use the already existing network infrastructure,

such as WLAN, and consequently avoid the expensive and the time-consuming installation

of the localization infrastructure [Wu 13]. The non-network-based localization techniques

use dedicated infrastructure for positioning, such as sensor-based positioning systems

[Suh 16]. The non-network-based localization techniques are more costly and less time
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1.2. Taxonomy of Localization Techniques

effective than the network-based localization techniques but offer, on the other hand,

more control over the physical specifications and hence over the quality of the location

estimations.

1.2.5 Outdoor vs. indoor localization

Indoor localization is more challenging than outdoor localization due to the complexity

of the indoor environment. The various obstacles (e.g., walls, equipment), the mobility

of people and the interference with other networks traffic degrade the accuracy of the

positioning. Some works have tried to deal with the complexity of the indoor environment

using the fingerprinting technique (also known as scene analysis) [Seet 12, He 16]. In

this technique, an offline training phase is used in order to collect the signal features

(fingerprints) for a particular indoor scene. The estimated location of a given node is

calculated during the online phase based on these offline collected measurements. The

drawback of the fingerprinting technique is that it requires a lot of pre-processing work

and is ineffective in dynamic and changeable environments. A new training phase should

be executed when there is any change in the environment.

1.2.6 Mobile vs. static nodes

Based on the mobility state of the anchor and normal nodes, existing localization algo-

rithms can be classified into four groups: (1) static anchors and static normal nodes (2)

static anchors and mobile normal nodes (3) mobile anchors and static normal nodes (4)

mobile anchors and mobile normal nodes. The scenario of both static anchors and normal

nodes is the most studied and hence the most mature localization scenario. In the second

scenario (static anchors and mobile normal nodes), typically a small number of static

anchors are mounted in discreet locations like ceilings or walls in order to track or help

the unknown nodes estimate their coordinates. In the third scenario (mobile anchors and

static normal nodes), a number of mobile anchors traverse the deployment region and

periodically broadcast their coordinates. Unknown mobile nodes uses these location an-

nouncements in order to infer their own location. In the last scenario (mobile anchors and

mobile normal nodes), mobile anchors locations are periodically used in order to localize

the set of mobile normal nodes. When the unknown nodes are static (scenarios 1 and 3),

the localization process can be executed only once (e.g., during initialization). However,

when the unknown nodes are mobile (scenarios 2 and 4), the localization process must be

frequently executed in order to determine the continuously changing positions of nodes.

We summarize in Figure 1.3 the different discussed categories and cite representative

works in each category.
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Figure 1.3 – Taxonomy of localization techniques

1.3 Solutions to Localization Problem

We review next a selected set of representative localization algorithms.

Dv-hop: Dv-hop [Nicu 01] is a classic range-free localization algorithm. It works as

follows. First all anchor nodes broadcast their locations. The messages are propagated

hop by hop to reach all nodes in the network. Each node maintains a table containing

all anchors locations and the least number of hops from each anchor. Once an anchor

receives the coordinates of all the other anchors, it estimates the average distance per

hop and broadcasts it. The average distance per hop di an anchor situated at (Xi, Yi)
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computes is calculated as follow:

di =

∑√
(Xi −Xj)2 + (Yi − Yj)2

∑
hij

, i 6= j, all landmarks j (1.1)

Where hij denotes the minimum hop-count between anchors i and j. When receiving the

average distance per hop (usually received from the closest anchor), a non-anchor node

determines its distance from each anchor by multiplying the least number of hops to the

anchor with the average distance per hop. Then it applies a multilateration (positioning

using differences in distances) procedure to estimate its location. DV-Hop has the ad-

vantage of involving only few beacon nodes. Its considerable disadvantage is that it fails

in networks with irregular topologies, where the variance in actual hop distances is very

large.

AT-Free: paper [Saad 07] proposes a distributed and range-free localization algorithm

called AT-Free. In AT-Free, each anchor broadcasts a message containing its identity,

position coordinates and a hop counter parameter initialized to one. When receiving

this message, a sensor node increments the hop counter and broadcasts the message. All

messages with higher hop counter per anchor are ignored. Thus, each node can obtain the

shortest distance, in hops, to all anchors. A non localized node calculates the estimated

distance that separates it from an anchor by multiplying the number of hops to the anchor

with the communication range R. The estimated position of a non localized node is the

center of gravity of the zone defined by the intersection of disks centred in anchors and

of radii equal to the estimated distance separating the node to the corresponding anchor.

Figure 1.4 illustrates how an unknown node X estimates its position using AT-Free. First,

anchor nodes (A, B, C) broadcast messages containing their position coordinates. These

messages are propagated hop by hop to reach X. Node X is then able to estimate the

number of hops ha, hb and hc from anchors A, B, C respectively. X concludes that it is

located within the disks centred at A, B, C and with radii equal to ha ×R, hb ×R, hc ×R

respectively. The intersection of these disks defines the zone ZX (the hatched zone). X

estimates its position as the centroid of this zone.

CDL: [Zhao 13] proposes CDL, a Combined and Differentiated Localization technique

that combines both connectivity information and RSSI readings to estimate unknown

nodes locations. CDL mainly consists of three phases: the virtual-hop localization, filtra-

tion, and calibration. The virtual-hop localization phase initially estimates node locations

using connectivity information. First distances to the anchors are calculated using a new

metric called virtual-hop-count then the unknown nodes positions are calculated based

on trilateration [Bouk 07]. Traditional hop-count-based distance estimation techniques

make no difference between two distances having the same hop count. Such approaches
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X
A

B

CZx

Anchor node

Sensor node

Figure 1.4 – Principle of the localization process in AT-free

may provide inaccurate distance estimations especially in networks with non uniform de-

ployments. The proposed virtual-hop-count based technique makes full use of local infor-

mation in order to avoid such inaccuracies with non uniform node distributions. During

the filtering phase, CDL uses two local filtration techniques, namely the neighborhood

hop-count matching and the neighborhood sequence matching, to identify nodes with good

location accuracy. The neighborhood hop-count matching technique identifies the good

nodes by comparing a node’s hop counts to its neighbours. The neighborhood sequence

matching technique identifies good nodes based on the matching degree between their

RSSI sequence and their distance sequence. First each normal node sorts its neighbours

in descending order according to the RSSI value from them. This first generated sequence

is called RSSI sequence S1. Second, each node uses the estimated coordinates to calculate

the distances to its neighbors and then sorts them in the ascending order according to

the calculated distances. This second generated sequence is called the distance sequence

S2. According to the observation that the RSSI monotonically decreases as the distance

increases, S1 and S2 should be identical. A significant mismatch between S1 and S2 in-

dicates an important error in the node’s estimated location. In the calibration phase the

filtered good nodes are used to calibrate the location of bad ones.

EMAP: paper [Ou 08a] proposes a distributed range-free localization algorithm called

EMAP where both anchors and nodes are mobile. It is assumed that all nodes are aware

of their accurate moving direction and distance. The proposed algorithm is based on the

corollary of perpendicular bisector of a chord stating that a perpendicular bisector of a

chord crosses the center of the circle (Figure 1.5). During their moving, anchor nodes

periodically broadcast beacon packets including their locations. Unknown nodes store

the received beacon points and continuously reposition them according to their mobility

(distance and direction changes). An unknown node can estimate its location once 3

beacons are received. It constructs two chords which endpoints are the beacons points
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and estimates its position as the intersection point of the perpendicular bisectors of these

chords. This positioning process is continuously performed during the nodes movement.

Once an unknown node receives a new beacon point, it performs the location estimation

using two former adjusted beacon points and the newly received one.

Circle center

Endpoint

Figure 1.5 – Corollary of perpendicular bisector of a chord

Flying anchor assisted algorithms: the works in [Ou 08b, Kim 10, Fu 11] use

flying anchors in order to determine the 3D positions of nodes. In [Ou 08b] a flying

beacon with an onboard GPS receiver broadcasts its current location information as it

flies through the deployment space. Normal nodes use the location information received

from the flying anchor and basic geometry principles to estimate their 3D coordinates. In

particular, this scheme is based on the geometric corollary stating that a perpendicular line

that passes through the center of a circular cross section of a sphere also passes through

the center of that sphere. It is assumed that nodes have perfect spherical communication

ranges. A normal node collects location information sent by the flying anchor, chooses

the appropriate beacon points to form two circular cross sections and then estimates

its position as the intersection point of the two perpendicular lines passing through the

centers of these two circular cross sections. As shown in Figure 1.6, the position of the

unknown node can be obtained by calculating the intersection point I of the lines L1 and

L2.

AT-Dist: the work in [Saad 08] proposes the Distance Based Approximation Tech-

nique AT-Dist. AT-Dist assumes that all sensor nodes have an identical transmission

range R and that each node is able to compute its distances to its neighbours when

it receives signals. Nodes running AT-Dist first use the distance estimation technique

Sum-Dist to estimate distances to anchors and then approximate their positions using

this distance information. In Sum-Dist every anchor broadcasts a message including its

identity, coordinates, and a path length set to zero. Each receiving node calculates the

range from the sender (via RSS or TOA), adds it to the path length and broadcasts the

message. Hence, each unknown node in the network can obtain a distance estimation and
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Figure 1.6 – Intersection point of two circular cross sections of a sphere

the position of every anchor. Obviously, only the shortest distance will be conserved. If

i1,i2,..., in are the intermediate nodes from the anchor a to the unknown node u, then the

estimated distance d̂au between a and u is:

d̂au = dai1 + di1i2 + ... + dinu

For example, in Figure 1.7 the estimated distance d̂MN between M and N is dMI + dIN .

By triangular inequality we have: dMN ≤ d̂MN = dMI + dIN

N

R

I

M

Figure 1.7 – Principle of distance estimation in Sum-Dist

To estimate its position, an unknown node u draws, for each anchor a, one or two

circles:

• If u and a are neighbours, then u deduces that it is on the circle centred in a and

of radius dau.

• If u and a are not neighbours then u deduces that it is not inside the circle centred in

a and of radius R. In addition, u knows the estimated distance d̂au. Since dau ≤ d̂au
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(triangular inequality) then u deduces that it is inside the circle centred in a and of

radius d̂au.

The intersection of these circles provides a zone Zu containing u. The unknown node

u estimates its position as the centroid of this zone.

If we note:

• A the set of anchors.

• NA(u) the set of neighbour anchors for an unknown node u.

• N̄A(u) the set of non-neighbour anchors for an unknown node u.

• X the set of all possible coordinates in the network.

For each unknown node u, Zu is obtained as follow:

ZNA(u) =
⋂

a ∈ NA(u)

{
(xi, yi) ∈ X

∣∣∣(xi − xa)2 + (yi − ya)2 = d2
ua

}

ZN̄A(u) =
⋂

a ∈ N̄A(u)

{
(xi, yi) ∈ X

∣∣∣R2 < (xi − xa)2 + (yi − ya)2 ≤ d̂ 2
ua

}

Zu = ZNA(u)

⋂
ZN̄A(u)

An example is displayed in Figure 1.8. The unknown node X first uses SumDist to

estimate the distances d̂XA, d̂XB and d̂XC to the different anchors A, B and C. A, B and

C are not neighbours of X, X is consequently not inside circles centred respectively at A,

B, C and of radius R but it is inside circles of radius d̂XA, d̂XB and d̂XC . The correlation

of these information defines the red hatched area ZX . X estimates its location as the

center of gravity of ZX . Like most of the traditional multi-hop localization schemes (e.g.,

Dv-hop), AT-Dist suffers from high communication overheads in dense networks.

Mobile element assisted algorithm: [Chen 10] proposes a mobile anchor assisted

localization technique for static wireless sensor networks. The mobile anchor is assumed

to be more powerful than the deployed unknown nodes and have M levels of transmission

power with the corresponding transmission radii Ri, i = 1, 2, ...,M . At different points of

its trajectory, the mobile anchor consecutively broadcasts beacons at varying power levels

including its current position, considered transmission power and transmission radius.

Unknown static nodes use the received beacons to construct constraints on their locations.

Indeed, if an unknown node at position x receives a beacon from the mobile anchor which

current position is a and considered transmission range is R then it will conclude that its

distance to the anchor verifies ‖x− a‖ ≤ R. Otherwise the distance verifies ‖x− a‖ > R.
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Figure 1.8 – Principle of the localization process in AT-Dist

Based on the multiple transmission powers of the mobile beacon at each position, the

unknown node derives the following inequalities: rk < ‖x − ak‖ ≤ Rk, k = 1, 2, ..., n

Where ak is the mobile anchor position at time k, Rk and rk are valid transmission radii

at time k. The problem of determining the unknown nodes positions is hence transformed

into the resolution of a set of quadratic inequalities.

PI: paper [Guo 10], proposes a mobile anchor assisted localization algorithm called

Perpendicular Intersection (PI). PI is tradeoff between range-free and range-based ap-

proaches. Instead of directly mapping RSSI absolute values to distances, PI first utilizes

RSSI values to only approximate the closeness degree between the mobile anchor and the

unknown nodes and then uses the geometric relationship of perpendicular intersections to

compute nodes locations. The proposed algorithm was motivated by the observation that

the closer a node to the signal sender, the higher the RSSI value that it receives. That is,

although the irregularities of the RSSI, it is generally a fact that the RSSI values between

two nodes monotonically increase as the nodes get closer to each other. Experiments with

a mobile anchor A moving on a straight line and broadcasting signals have shown that

the highest RSSI value perceived by a neighbouring sensor node usually corresponds to

the point on the line that is closest to the node. Theoretically, this point corresponds to

the projection of the node on the anchor straight line trajectory. Using two projections

of the sensor node on two straight line trajectories, the node position is estimated as the

intersection point of the two perpendiculars that cross the mobile anchor trajectories at

the two projections, respectively. Figure 1.9 illustrates how PI works. The mobile anchor

starts its trajectory at point A1 where it broadcasts a start beacon containing its current

position. The unknown node X is within the communication range of the mobile anchor,

it then receives and registers the start position A1(x1, y1). The anchor linearly moves from
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A1 to A2 and periodically broadcasts beacons with its current position. Node X receives

the beacons and registers the beacon with the highest RSSI value. The mobile anchor

broadcasts a stop beacon when it reaches point A2. Node X receives the stop beacon and

notes that the mobile anchor has finished its trajectory from A1 to A2. At the end of the

trajectory A1A2, X will have recorded the position X ′(x′, y′) where the beacon packet has

the highest RSSI value. According to the authors observations, this position corresponds

to the projection of X on the line A1A2. Similarly, at the end of the anchor trajectory

A2A3, node X will have recorded a new position X ′′ which correspond to its projection

on line A2A3. Having the coordinates of X ′(x′, y′), X ′′(x′′, y′′) and A1(x1, y1), A2(x2, y2),

A3(x3, y3), the unknown node X can compute its coordinates as follows:


 x

y


 =


 x2 − x1 y2 − y1

x3 − x2 y3 − y2




−1

×M

Where

M =


 x2 − x1 y2 − y1 0 0

0 0 x3 − x2 y3 − y2







x′

y′

x′′

y′′




X(x,y)

� 

A1(x1,y1)

A2(x2,y2)

A3(x3,y3)

X'(x',y')
X"(x",y")

Mobile beacon

Figure 1.9 – PI principle

To guarantee that all the unknown nodes within the virtual triangle ∆A1A2A3 can

receive the mobile anchor beacons, the lengths A1A2 and A2A3 should be shorter than

the anchor communication range and the angle α between the two lines A1A2 and A2A3

should satisfy 0 < α ≤ π
3
. As depicted in Figure 1.10, the optimal trajectory of the

mobile anchor consists of multiple equilateral triangles with side length R covering the

hole deployment area.

APIT: in [He 03], He et al. present the Approximate Point In Triangle (APIT) tech-

nique. APIT requires a heterogeneous network where anchor nodes are equipped with
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Figure 1.10 – Optimal trajectory of the mobile beacon

high-powered transmitters. An unknown node first forms a number of reference triangles.

A reference triangle is the triangle formed by connecting three reference nodes. It then,

using the Point In Triangle (PIT) algorithm [He 03], tests whether it is inside or outside

a given triangle. The PIT algorithm is based on the following two propositions:

Proposition 1: if M is located in the triangle ABC, then, when M moves towards

any direction, its new location must be nearer to (further from) at least one anchor A, B

or C.

Proposition 2: if M is located out of the triangle ABC, then, when M moves towards

any direction, there must exist a direction in which the location of M is further from or

closer to all triangle’s three point A, B and C.

Figure 1.11 shows the principle of the PIT algorithm.

Figure 1.11 – The principle of the PIT algorithm

The estimated position of the unknown node is the center of the reference triangles

that contain it. APIT is easy to implement and has low computational complexity. Nev-

ertheless, its performance deeply depends on the density of the anchor nodes. A few

number of anchors does not allow enough triangular regions to overlap, and in this case

the accuracy of the algorithm will decrease.
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Polygon-Based algorithm: paper [Datt 06] proposes a range-free localization algo-

rithm for both static and mobile sensor networks. It is assumed that sensor nodes are

aware of their maximum velocity vmax. Each node maintains a polygon representing the

set of its probable current locations. At every time-step, each node (anchor and non-

anchor nodes) broadcasts a beacon packet with its polygon dilated by the communication

range R. When an unknown node receives the polygon of a neighbouring node, it dilates

its own polygon by dmax (the maximum distance it can move in a time-step) and com-

putes the intersection of the two polygons. The resulting intersection polygon is the new

location polygon for the node.

1.4 Conclusion

In this chapter, we presented an overview and a taxonomy of the localization techniques in

wireless networks. We classified localization techniques into different categories depending

on their finality, architecture, used signal technology, ranging assumption, infrastructure

assumption, application environment and nodes mobility. We then cited the major repre-

sentative works in each category. For a deeper understanding of the localization problem,

we also detailed a selected set of typical localization algorithms.
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This chapter presents the state of the art and the foundation of conflict avoidance for

mobile wireless networks. A conflict (not to be confused with a collision) is a situation
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in which two or more mobile nodes experience a loss of minimum separation [Kuch 00].

Such conflicting situations should be avoided in order to achieve safety and prevent the

collision risks between the nodes. The conflict avoidance process is generally organized

into three fundamental functions: the sensing function, the detection function and the

resolution function.

• Sensing: the sensing function represents the capability of the mobile node to perceive

its surrounding environment and collect current state information for encounters.

Using the appropriate communication equipment and sensors, a mobile node can

have an estimation of the current traffic situation (e.g., nearby nodes positions and

velocities).

• Detection: the detecting function enables the mobile nodes to discover future conflict

risks. First, state information is projected into the near future. Current and future

state information are then combined to extract conflict metrics (e.g., closest point

of approach). Using conflict metrics, a decision is finally made as to whether an

actual risk of conflict exists and if an avoidance manoeuvre is needed.

• Resolution: when a near future conflict is detected, the conflict resolution function

may be invoked. The main role of the resolution function is to avoid a possible

collision with an encounter by determining how and which manoeuvres should be

performed. Once the collision risk has been mitigated by the appropriate avoidance

actions, the mobile node can return back to its original course path. Conflicts

should be detected in a sufficient time beforehand so as to provide enough time for

the determination and the performance of the avoidance manoeuvres.

Figure 2.1 shows the different steps of the conflict avoidance process. These steps

can be implemented in different ways, giving rise to several technical solutions. These

solutions can be classified based on different design factors. Figure 2.2 summarizes the

major design factors by which approaches differ. These factors will be discussed in details

in the following sections.

Next, we will use the term mobile node or vehicle to refer to any object capable of

navigation within its environment (e.g., an airplane). During its cruise, a mobile node may

be fully autonomous, semi autonomous or completely guided by an operator. Depending

on its autonomy level, the role of a mobile node may range from the simple sensing to the

fully autonomous sensing, detection and resolution.

The rest of this chapter is organized as follows. Section 2.1 details the sensing function

and reviews the currently used sensing technologies. Section 2.2 details the detection

function and classifies the conflict detection approaches according to different aspects.
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Figure 2.1 – Conflict avoidance process

Section 2.3 details the resolution function, categorizes the corresponding researches based

on four design aspects and argues the advantages and disadvantage of each category.

Section 2.4 concludes the chapter.

2.1 Sensing Technologies

Surveillance for conflict avoidance can be achieved by using a wide variety of sensors that

can be divided into two main categories: cooperative and non-cooperative sensors. Co-

operative sensors comprise all communication equipment that enable the nodes exchange

their mobility data. Nodes not fitted with such communication equipment may instead

rely on non-cooperative sensors. In this case other surrounding nodes are directly sensed,

irrespective of their desire to be sensed.

2.1.1 Cooperative sensors

Cooperative conflict avoidance techniques rely on a set of devices permitting information

exchange, such as position, heading, speed and waypoints, between the mobile nodes.

Transponders and the ADS-B technology are examples of cooperative sensing techniques.

Transponders (contraction of the words transmitter and responder) are electronic de-

vices that transmit a specific reply when receiving a specific radio frequency interrogation.

This sensing method performs well in controlled spaces where all the mobile nodes are

fitted with transponders. However it does not permit the sensing of non-transponding

targets, so such targets have to be sensed via other means.

The Automatic Dependent Surveillance-Broadcast (ADS-B) is a technology used by

airplanes allowing them to detect other similarly equipped aircraft with much more preci-

sion than transponders. In ADS-B, an aircraft determines its precise 3D position using the

Global Navigation Satellite System (GNSS). The aircraft position, along with other in-

formation such as its unique identifier, speed and heading intent are periodically updated
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2.1. Sensing Technologies

Figure 2.2 – Design factors of conflict avoidance techniques

and broadcasted via data links. The resulting periodic and widely available position feed-

back enables accurate monitoring of the aircraft by the other airplanes in its surrounding

26



2.1. Sensing Technologies

airspace. ADS-B heavily depends on the integrity of the aircraft navigation system. The

failure of this system prevents the airplane from broadcasting its accurate position. An-

other drawback of the ADS-B is that it is relatively easy to simulate non-existent traffic

by sending fraudulent messages.

2.1.2 Non cooperative sensors

Non cooperative sensors are promising technologies since they, unlike cooperative sensors,

do not require the coordination with similarly equipped nodes. Moreover they benefit

from the fact that they can be used to detect both moving and stationary obstacles. Non

cooperative sensors can be divided into two categories: active or passive sensors. Active

sensors diffuse signals to discover obstacles in the movement path while passive sensors

rely on the signals emitted by the obstacles themselves.

Examples of active sensors are the laser range finder, the radar and the LIDAR. Laser

range finder is a device that uses laser energy to estimate the distance to an object. A

laser pulse is first sent in a narrow beam towards the target. Then, the propagation time

of the pulse to the target and back is measured to determine the source-target distance.

Most laser range finders are planar. That is obstacle below or above the measurement

plane are not detectable. Alternatively, radar systems can be used to detect any enclosing

object. A radar uses radio waves to estimate the position and the speed of an object. It is

able to detect mobile objects, terrains and even weather formations (rain, snow, hail, etc).

A radar has a transmitter that emits radio waves that are reflected by any object in their

path and detected by a receiver. This technique is ideal in bad optical vision conditions

such as stormy, foggy and night times. However, it is not used in small vehicles because

of its large weight and size. Moreover radar systems are considered costly. LIDAR, which

stands for Light Detection and Ranging or Light radar uses light in the form of a pulsed

laser in order to measure distance to a target. These light pulses combined with other

data, such as the emitter position, generate precise, 3D information about the target.

Passive sensors mainly include acoustic sensors, Electro-Optical (EO) cameras and

Infra-Red (IR) cameras. Acoustic sensors are used for detecting and tracking objects

only by their emitted sounds. They generally involve a simple and light hardware and

cover only a short range. EO cameras provide mobile nodes with day-light visions by

recording the reflected light. IR cameras produce night visions by detecting the objects

heats. Cameras are small, light and inexpensive and therefore suit small vehicles. They

are able to provide a wide field of view with high resolutions, but on the other hand, this

leads to a significant data processing. They can also give precise information about the

azimuth and the elevation angles. Range information is not directly provided, it must be
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either inferred or sensed using other means.

Table 2.1 summarizes the above mentioned sensing technologies. Essentially, a sensor

needs to acquire the range, the azimuth and the elevation (Figure 2.3) of the objects

of interest [Saha 15]. Most of the cooperative sensing techniques are able to accurately

provide these information, but they are only capable of surveying alike equipped nodes.

Non cooperative sensing techniques can detect both cooperative and non cooperatives

objects. However, they usually operate over a much shorter distance than cooperative

sensors. Distant objects can’t be correctly sensed. Besides, some non cooperative sensors,

such as lasers and cameras, are only capable of providing either range or azimuth and

elevation information but not both. The ability to detect obstacles at night and in bad

weather conditions are also important attributes evaluating the sensing technology. All the

mentioned sensing techniques, except the EO cameras, are capable of detecting obstacles

day and night. However, only transponders, ADS-B and radars are effective in bad

weather conditions.

Due to the restrictions in each sensing mode, a single sensor cannot assure a complete

monitoring. Multiple sensors are required to provide an exhaustive solution. Thus, the

weakness of a sensor can be compensated by the strength of another.

X

Y

Z

Range r

Azimuth angle � 

Elevation angle ̀ 

Figure 2.3 – Main sensing information

2.2 Conflict Detection

A conflict occurs when the distance between two or more nodes is less than a minimum

required separation distance. This separation requirement defines a protected zone sur-

rounding each node that should not be infiltrated by any other node. For example, in

a 3D plan, a minimum separation distance of Dmin results in a spherical protected zone

of radius Dmin around each mobile node. The minimum separation could also be di-

vided into a horizontal minimum distance and a vertical minimum distance resulting in a

cylindrical protected zone around each node. The protected zone may also be defined in
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Technology Category Range Azimuth Elevation Day & Bad
Night Weather

Transponder Cooperative Yes Yes Yes Yes Yes

ADS-B Cooperative Yes Yes Yes Yes Yes

Laser Non-Cooperative Yes No No Yes No
(Active)

Radar Non-Cooperative Yes Yes Yes Yes Yes
(Active)

Acoustic Non-Cooperative Yes Yes Yes Yes No
(Passive)

EO camera Non-Cooperative No Yes Yes No No
(Passive)

IR camera Non-Cooperative No Yes Yes Yes No
(Passive)

Table 2.1 – Sensing technologies

terms of parameters other than the minimum separation distance such as the minimum

separation time. We define conflict detection as the process of detecting future conflict-

ing traffic. Conflict alerts must be issued early enough that avoidance manoeuvres can

be performed, but not very early that nuisance warnings occur. The conflict detection

approaches mainly differ by:

• The considered state information

• The state projection method

• The alerting metrics

In followings, we first discuss each of these three factors and then define the primary

metrics that quantify the reliability of a conflict detection approach.

2.2.1 State information

State information provides an estimate of the current traffic situation. It may be com-

posed by one or many state variables such as the range r, the azimuth angle ψ, the

elevation angle φ, the speed v, the acceleration a, the position vector x and the velocity

vector v. Depending on the used sensing technology, this information can be acquired

directly or indirectly and may cover the two dimensional vertical plane (2DV ), the two

dimensional horizontal plane (2DH), or the three dimensional plane (3D). The 3D and

the 2DH position and velocity vectors are the most used state information to describe the

surrounding environment [Dowe 07, Muno 13].

2.2.2 State projection

State projection shows how the current states are projected into the future. There are

mainly three projection methods : nominal, worst case and probabilistic [Kuch 00].
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In the nominal projection method [Alba 09, Yang 13], the current states are propa-

gated into the future along a single trajectory (e.g., straight trajectory). It completely

ignores uncertainties in the state projections. The nominal projection is simple but it

is only applicable when the mobile nodes trajectories are very predictable or when the

propagation period is very short. Indeed, this approach does not take into account the

fact that an encounter may not behave as predicted, an aspect that is very probable in a

long propagation period.

In the worst case projection [Toml 98], a whole range of possible future manoeuvres is

examined. If any one of these manoeuvres could cause a conflict, then a conflict alert is

triggered. This approach detects conflict risks even in worst case scenarios however, it is

far from providing optimal solutions. It should be limited to a short propagation period

to reduce the computation requirement and avoid excessive false alerting.

The probabilistic projection [Liu 10, Chry 11, Saha 14] considers uncertainties in the

mobile nodes future trajectories. This uncertainty can be modeled either by adding errors

to the nominal trajectories and then deriving conflict probability or by building a full

spectrum of future trajectories and assigning a probability of occurring to each one (e.g.,

using a probability density function). A conflict alert is issued if the conflict probability is

above a given threshold. The nominal and the worst case projection methods are subsets of

the probabilistic approach: in the nominal case the mobile node follows a single trajectory

with probability one; in the worst case the mobile node may follow any trajectory with

equal probability. The probabilistic projection causes less missed alarms than the nominal

projection and less false alarms than the worst case projection. Nevertheless, methods

using this approach usually require heavy processing. It may also be difficult to model

the probabilities of future trajectories.

The projection may be based only on current state information or may also use addi-

tional information such as a trajectory plan [Sisl 06, Yepe 07, Hwan 08]. The trajectory

plan describes the mobile node future waypoints along its path. This intent information

can be used to ameliorate future trajectory estimation and consequently enhances the

alerting decisions.

2.2.3 Conflict metrics

Conflict metrics are the parameters derived from current and predicted states to make

alerting decisions. Unlike the state projection that can be separately performed for each

node, conflict metrics extraction necessitates the aggregation of the states of the differ-

ent involved nodes. The minimum separation distance, the time to the closest point of

approach [Muno 10], the number of available avoidance manoeuvres [Yang 97], the con-
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flict probability [Paie 97] and the conflict rate [Leve 11] are the most used conflict metrics.

Some approaches use more complex and direct metrics than physical metrics. In [Yang 02]

the authors propose an alternate approach where alerting decisions are based directly on

computed values of performance metrics such as false alarms probability.

Based on the derived metrics, a decision is made on whether an avoidance manoeuvre

is needed to avoid the collision menace. This decision is usually made by comparing

conflict metrics with one or more threshold values. The threshold values depend on many

parameters such as the surrounding environment, the vehicles states, characteristics and

performances. Ideally, the threshold values should be dynamically adapted to the specific

monitored situation. For example paper [Isaa 97], dealing with conflict detection and

resolution for airplanes, considers different alert thresholds depending on the flight altitude

and whether the airplanes are in a descent or a climb trajectory.

2.2.4 Measures of reliability

The reliability of a conflict detection approach can be mainly measured in terms of false

alarms and missed alarms [Alam 09]. A false alarm is an issued alert without a subsequent

conflict. Conversely, a missed alarm is a conflict with no prior issued alert. Missed

alarms are considered as an extreme hazard leading to perilous collisions while false alarms

are considered as nuisance alarms resulting in unnecessary escape manoeuvres. Hence,

minimizing false alarms and eliminating missed alarms is a crucial design requirement for

conflict detection algorithms.

2.3 Conflict Resolution

The conflict resolution function should be invoked once a near future conflict is detected.

We define the conflict resolution as the process that specifies how a particular conflicting

situation can be resolved in order to avoid an imminent collision. Conflict resolution

techniques can be mainly categorized based on four design aspects which are:

• The used resolution manoeuvre

• The considered resolution approach

• The handling of multiple nodes conflicts

• The assumption of coordination or non coordination between the nodes

In this section, we explain each of these aspects as well as the key measures of effec-

tiveness of a conflict resolution technique.
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2.3.1 Resolution manoeuvres

The resolution manoeuvres are the set of actions used to resolve a conflict. Basic ma-

noeuvres include speed change (speedup or slowdown), horizontal manoeuvre (turn left

or right) and vertical manoeuvres (climb or descend). In some cases a single basic ma-

noeuvre is sufficient to resolve a conflict. In others a combination of basic manoeuvres is

required . The combined manoeuvres may be performed simultaneously or sequentially.

2.3.2 Resolution approach

Resolution approaches are the methods by which resolution manoeuvres are generated.

There are three major resolution approaches categories: rule based, force field and opti-

mized.

In the rule based approaches [Carp 97, Luo 13, Kuwa 14] conflicts are resolved based

on a set of pre-defined rules. In[Carp 97], when a conflict alert is issued, the threatened

airplane is assumed to perform a fixed climbing turn avoidance manoeuvre to turn away

from a parallel moving intruder. Rule based approaches are generally easy to implement

and simple to understand which reduces the response time to conflict alerts. However,

they usually do not appropriately account for unexpected events in the environment. For

example, in [Carp 97] the climbing manoeuvre provides a vertical separation between the

threatened vehicle and the intruder. If the intruder unexpectedly climbs, this vertical

separation would be reduced or even eliminated resulting in an additional conflict.

Force field approaches [Wen 12, Saha 13, Carl 13, Reza 14, Choe 14] consider nodes

as charged particles evolving in a force field and use the repulsive forces between them to

generate escape manoeuvres. The force field approaches use relatively simple electrostatic

equations to resolve conflicts, but the feasibility of the computed solutions is not guar-

anteed due to the vehicles dynamic limitations. A force field solution may for example

require a sharp variation of the vehicles direction or speed which is physically very difficult

or infeasible.

Optimized approaches produce resolution manoeuvres that minimize a certain cost

function such as trajectory duration, energy consumption, deviation from the original

trajectory or workload. Optimization approaches include different sub-categories that

differ in the method by which the resolution decision is derived. Main sub-categories

include game theory based methods, genetic based methods and optimal control theory

methods. In the game theory based methods, the conflict resolution problem is formulated

as a cooperative [Arch 08] or a non-cooperative [Toml 98] game. Genetic based methods

[Mond 01] generate optimized resolution manoeuvres using techniques inspired by natural

evolution such as crossing, mutation and selection. In optimal control theory methods
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[Hoff 08] the nodes dynamics, the constraints and the cost functions are defined and

an optimal resolution is determined. Optimized approaches seem attractive since they

minimize costs. Nevertheless, the complexity of the used functions can make the optimized

approaches difficult to understand and computationally intensive.

2.3.3 Management of multiple nodes conflicts

There are two approaches by which a conflict resolution technique can handle conflicts

between more than two nodes: Pairwise and Global. In the pairwise approach conflicts

are addressed sequentially in pairs. In the global approach the whole situation is assessed

simultaneously and the conflict is resolved at once. This is usually done by grouping all

the nodes involved in the conflict in a cluster. Although the pairwise approach is much

simpler than the global approach, it may, in some situations, lead to unsafe or ambiguous

situation. Figure 2.4(a) shows a conflict between a set of airplanes in which a pairwise

solution is unable to solve the conflict problem. Aircraft A detects a future conflict with

aircraft B and decides to climb or to dive, at a fixed threshold time T before contact,

in order to avoid the collision with B. This solutions is unsafe since it generates a new

conflict either with airplane C or with airplane D. Airplane A will not have enough

time to resolve the new generated conflict and can’t consequently avoid the collision. In

Figure 2.4(b), a global solution considers the three menacing airplanes simultaneously

and realizes that the climbing or the diving manoeuvre must be initiated earlier in order

to safely resolve the conflict. Global approaches may offer more robust solutions than the

pairwise approaches, however they require a lot of computational complexity.
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Figure 2.4 – Pairwise(a) vs. Global(b) conflict resolution

2.3.4 Coordination

Assumed coordination or non-coordination between conflicting nodes is one of the im-

portant design factors affecting the conflict resolution process. In coordinated conflict
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resolution, involved nodes cooperatively agree on a set of manoeuvres in order to re-

solve conflicts. In non-coordinated conflict resolution, each node exclusively manoeuvres

without taking into consideration the other involved nodes eventual manoeuvres.

Several coordination strategies have been proposed. Some strategies applied multi-

agent systems theory, others used rule based, code number or token allocation methods.

Methods based on multi-agent systems theory [Sisl 07] model mobile nodes as intelli-

gent agents and establish a communication protocol that allows the coordination and the

negotiation of resolution actions between the different agents. Rule based coordination

[Duon 96, Dowe 05] defines implicit priorities to nodes involved in the conflict. Unlike the

agent based methods, explicit decision coordination between the nodes is not necessar-

ily required. Instead, rule based coordination may require different kinds of information

about the conflicting nodes such as the position vector, the velocity vector and the intent

information. In [Duon 96], the current position and velocity vectors of the vehicles is used

to coordinate between conflicting traffic: if the tracks of two vehicles cross, the vehicle

with the other to its right have to give way and pass behind. The code number and the

token based coordination methods [Gran 01] are used to enforce a global resolution pri-

ority order between the conflicting nodes. Coordination helps reduce manoeuvring cost

and avoid manoeuvres that would intensify or extend the conflict. However, coordination

may be interrupted in case of data links failure or data exchange interference. Thus, a

conflict resolution method with assumed coordination should also be able to handle cases

in which coordination is impossible.

2.3.5 Measures of effectiveness

The number of near misses and the resolution cost are generally used as the primary

metrics to quantify the performance of conflict resolution techniques. From safety point

of view, any conflict resolution technique is required to maintain a minimum separation

distance between the nodes. Any violation of this safe separation results in a near miss.

Conflict resolution techniques should ensure as few near misses as possible. The resolution

cost evaluates the loss produced by the resolution manoeuvres. Usually, a set of basic cost

parameters are combined to generate a cost function estimating the loss yielded for the

nodes. The basic cost parameters essentially include the additional energy consumption,

the delays at planned waypoints, the number of necessary resolution manoeuvres and the

total heading/altitude changes.
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2.4 Conclusion

In this chapter we discussed in details the avoidance process for mobile nodes. Conflict

avoidance is usually organized into three basic functions: the sensing, the detection and

the resolution function. We explored each of these functions and reviewed the most

noteworthy technologies and approaches treating each function.
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In this chapter, we propose ASAW a new ASynchronous, Aggregate Weighted localiza-

tion algorithm for mobile wireless networks. Taking into consideration the drawbacks of

the previously proposed localization techniques, we propose next a localization algorithm

that:

• Does not require the synchronization of nodes. In order to avoid the restrictive

synchronization requirement and collisions due to synchronized transmissions, we

assume that nodes broadcast their locations at different non-synchronized times and

normal nodes continuously record the received localization information. A normal

node can, at any time (and not at a precise time step), use the recorded location

information in order to estimate its position.
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• Aggregates different metrics of different types (e.g, link quality, distance, velocity,

etc) in order to weight the received location information providing as such a better

reliability and robustness against the uncertainty of certain metrics.

• Is independent from the nodes radio transmission range.

• Requires a low computational cost (a small number of basic mathematical oper-

ations) and a low communication overhead (only 1-hop messages broadcasting is

required) which enables its implementation in resource-constrained nodes.

• Uses both neighbouring anchor and normal nodes location information and hence

does not require an increased anchor density. Normal nodes location estimates are

attributed a parameter ǫ quantifying their quality. Such a parameter is used in

order to safely use the normal nodes location estimates.

The chapter is organized as follows. Section 3.1 reviews the previously proposed

weighted localization algorithms and highlights their major problems. Section 3.2 presents

ASAW our novel weighted localization algorithm. Section 3.3 uses simulations to evaluate

the performance of ASAW and compare it with two widely used localization techniques.

Section 3.4 concludes the chapter.

3.1 Weighted Localization Techniques

Paper [Bulu 00] proposes the Centroid Localization (CL) algorithm. In CL, the estimated

location x̂ of an unknown node u is calculated as the centroid of the coordinates Xi of

beacon nodes within its communication range, that is:

x̂ =

k∑
i=1

Xi

k

Where k is the number of all in-range beacons. Instead of using the coordinates of all

in-range beacons, in [Zou 14] an unknown node first collects the RSSI of all the nearby

beacons, selects those whose RSSI is above a given threshold and finally estimates its loca-

tion as the average of these chosen beacons. One big issue with such centroid localization

techniques [Bulu 00, Zhan 13, Qian 14, Zou 14, Meng 14] is that they assume that all the

selected reference points are equally proximate to the unknown node [Piva 11]. Since such

an assumption is usually not satisfied in practice, the authors of [Blum 07] introduced the

Weighted Centroid Localization (WCL) algorithm where each reference point is attributed

a weight depending on its distance to the unknown node. An unknown node position is
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3.1. Weighted Localization Techniques

estimated as the weighted average of the coordinates of known reference points:

p̂ =

k∑
i=1

wi Xi

k∑
i=1

wi

The parameter wi is the weight of the ith reference point and is equal to 1
(di)g . The distance

di is the distance between the unknown node and the ith reference point and is estimated

through the RSSI received from the reference point. The parameter g > 0 determines the

weight of the contribution of each reference point. If g = 0, then the WCL is reduced to

the CL approach. Increasing the value of g increases the weight of the closest reference

points. In case of very high values of g, the estimated position moves to the closest

reference point position and the positioning error increases [Blum 07]. The authors used

simulations in order to determine the optimal value of g. They found that the optimal

value of g depends on the nodes transmission ranges and the dimension of the network

and a degree g = 3 yields in best results in a network of 30m x 30m and a transmission

range R = 30m.

Many recent works have adopted the WCL approach [Yang 10, Wang 11b, Hai 11,

Chau 16]. The paper in [Yang 10] proposes RR-WCL, a weighted centroid localization

algorithm using RSSI ratio. In the RR-WCL algorithm, anchor nodes periodically send

their location information and the static unknown nodes only record the RSSI mean values

received from each anchor. When the number of received beacon messages reaches a given

threshold then an unknown node uses the RSSI ratios as weights in order to determine

its position. Paper [Hai 11] proposes IWCA, an improved weighted centroid localization

algorithm based on the messages travel times as weights. Beacon nodes broadcast their

location information and unknown nodes receive and estimate the messages travel times.

Beacon nodes with shorter travel times are considered closer to the normal node and are

hence attributed higher weights. The proposed approach is simple. However, calculating

the messages transmission times requires that all the involved nodes (anchors and normal

nodes) are synchronized and that the messages sending times are labeled in each sent

packet. Most of the proposed WCL approaches exclusively rely on a single parameter,

and especially the RSSI, to weight the collected location information. Depending on

a single metric can nevertheless result in poor position estimations particularly when

the considered metric is not sufficiently reliable (RSS is unstable in real environments).

Combining several measures from different categories would provide better performances

than just relying on a single metric.

The works in [Hu 04, Ruda 07, Zhan 10b, Sheu 10, Huan 15] propose Monte Carlo
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Localization (MCL) algorithms. In MCL techniques each unknown node maintains a set

of weighted samples representing its possible positions and estimates its position as the

weighted average of these samples. Time is divided into discrete time steps. Location

samples are updated at each time step based on the samples in the previous time step

and are attributed weights depending on the current observations and current state of the

system. In [Hu 04], each node uses the positions of its neighboring anchors to weight its

samples. The weight of each sample is either 0 or 1. Relying only on the anchors location

information requires an increased anchor density in order to achieve reliable location

estimates. Anchor nodes are yet generally more expensive and are deployed in much

lower densities than normal nodes. It will therefore be very advantageous if the estimated

locations of the normal nodes can also be used to improve the localization accuracy. The

work in [Ruda 07] have hence extended [Hu 04] by using the location estimates of non-

anchor (normal) neighbors and not just anchor nodes. Nodes use only the information of

normal neighbors that have more accurate estimates than theirs. The quality of a position

estimate is measured using a parameter called closeness. The closeness value for a node

q with N samples is computed as follows:

closenessq =

N∑
j=1

wj

√
(xj − x)2 + (yj − y)2

N

Where (xj , yj) is the coordinate of the j-th sample, wj is the weight of the j-th sample

and (x, y) is the current position estimate of node q. The closeness for an anchor node is

zero (anchor nodes locations are assumed to be perfect) while the closeness parameter for

a non anchor node is greater than zero. Higher closeness values indicate lower accuracy in

the position estimate. Paper [Zhan 10b] uses a bounding-box that improves the sampling

efficiency by reducing the scope from which the samples are selected. Besides a normal

node can estimate its maximum localization error in the x-axis (ERx) and in the y-axis

(ERy) using its position estimation and its bounding-box. If we note (xe,ye) the normal

node estimated position and (xmin, xmax, ymin, ymax) its bounding-box then ERx is equal

to max(xe − xmin, xmax −xe) and ERy is equal to max(ye − ymin, ymax − ye). To estimate

the unknown nodes locations, the proposed algorithm uses 1-hop neighboring anchors and

normal nodes as well as the 2-hop neighboring anchors location information. Considering

2-hop beacon broadcasting may ameliorate the location estimations but will on the other

hand increase the communication costs particularly in high density networks.

The major disadvantages of MCL techniques is that they require the knowledge of the

nodes radio ranges and assume that nodes are synchronized and can send and calculate

their location information at the same discrete time step. In real environments, the radio

ranges are nevertheless constantly changing due to different factors including the nodes
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residual energy and surrounding environment. Besides, time synchronization is generally a

difficult task to achieve in wireless networks. Finally, the synchronized sending of location

information increases the probability of packets collisions and hence the loss of the location

information. All these issues with the previously proposed localization algorithms have

inspired us to propose ASAW. Indeed ASAW, is asynchronous, independent from the

nodes radio range and uses the aggregate weight of different metrics instead of relying on

a single metric.

3.2 ASAW: an ASynchronous, Aggregate Weighted

localization algorithm

This section presents our new localization algorithm. We first detail how a normal (un-

known) node calculates its aggregate weighted location. Particularly, a normal node uses

a set of basic mathematical operations with a low computational cost such as additions,

substractions and multiplications. We then describe the behaviour of both anchor and

normal nodes within the network. Nodes rely only on 1-hop communication (no flooding)

which minimizes the communication overhead.

3.2.1 Location estimation

The system consists of three categories of nodes: fixed anchor nodes, mobile anchor nodes

and mobile normal nodes. Both anchor and normal nodes broadcast messages with their

location information. A location information message is as follows: Loc_msg(ID, (x,y,z),

v, a, ǫ). ID is the identity of the sender; (x,y,z) is the location estimate of the sender; v

is the velocity of the sender; a is set to 1 if the message sender is an anchor and to 0 if

the message sender is a normal node. The parameter ǫ describes the quality of the sender

location estimate. The higher is ǫ the better is the quality of the location estimation. If

the message sender is an anchor node then ǫ = 1. If the sender is a normal node then

ǫ ≤ 1.

Each normal node maintains a location information table (Loc_tab) in which it stores

the received location information (Figure 3.1). A normal node updates its location in-

formation table for each received location information message. As shown in algorithm

1, once a location information message is received, the normal node first estimates the

distance to the sender d, the distance estimation error ∆, the link quality Q and then

records the received location information message, the estimated d, ∆, Q as well the time

of the reception of the message tr in the location information table.

At any time, a normal node can estimate its location as the weighted average of the
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Sender ID Position (x, y, z) v a ǫ d ∆ Q tr

1 (x1, y1, z1) v1 1 ǫ1 d1 ∆1 Q1 tr1

2 (x2, y2, z2) v2 0 ǫ2 d2 ∆2 Q2 tr2

3 (x3, y3, z3) v3 1 ǫ3 d3 ∆3 Q3 tr3

4 (x4, y4, z4) v4 0 ǫ4 d4 ∆4 Q4 tr4

Figure 3.1 – Location information table (Loc_tab)

Algorithm 1 Updating the location information table.

Input: Location information msg(ID, (x,y,z), v, a, ǫ)
output: Updated location information table

1: Message reception time tr = current time
2: Estimate distance d to the sender
3: Estimate the distance estimation error ∆
4: Estimate the link quality Q
5: Record the location information [ID, (x,y,z), v, a, ǫ, d, ∆, Q, tr]

coordinates of the recorded location information, that is:

P (x, y, z) =

n∑
i=1

wi Li(x, y, z)

n∑
i=1

wi

(3.1)

Li(x, y, z) is the ith recorded location information, wi is the weight of Li(x, y, z) and n is

the number of the recorded location information.

The weight wi of the ith location information entry is calculated as follows:

wi =
α1wi1 + α2wi2 + α3wi3 + α4wi4 + α5wi5

α1 + α2 + α3 + α4 + α5
(3.2)

The weight wi1 depends on the source (sender) of the location information :

wi1 =





1 if the sender is an anchor

ǫ
1 + ǫ if the sender is a normal node

(3.3)

The location information collected from normal nodes is attributed lower weights than

that received from anchor nodes. These weights depend on the location estimation quality

ǫ.

The weight wi2 depends on the freshness of the stored location information:

wi2 =
T

T + τi

(3.4)
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3.2. ASAW: an ASynchronous, Aggregate Weighted localization algorithm

T is the maximum time that a received location information can be stored in the location

information table; τi is the duration of time that the ith location information has been

stored.

The weight wi3 depends on the receiver/sender separating distance:

wi3 =
1

di+∆i

n∑
j=1

1
dj+∆j

(3.5)

The variable di corresponds to the estimated distance separating the ith state information

sender and the normal node when the location message was sent; ∆i describes the quality

of the distance estimation. The higher is ∆i the lower is the quality of the distance

estimation. The variable ∆i can be set to zero if the distance estimation error can’t be

evaluated.

The weight wi4 depends on the mobility of the sending node and is calculated as

follows:

wi4 =
vmax

vi + vmax

(3.6)

The variable vi corresponds to the velocity of the sender of the ith recorded location

information and vmax is the maximum velocity within the recorded velocities. The weight

wi4 is particularly needed in networks with high propagation delays. In such networks,

the sending node position may, depending on its velocity, has considerably changed when

the message is received.

The weight wi5 depends on the link quality between the ith location information sender

and the receiver and is calculated as follows:

wi5 =
Qi

Qmax

(3.7)

The variable Qi quantifies the link quality between the sender of the ith recorded location

information and the receiver, Qmax is the maximum link quality within the recorded link

qualities. The RSSI can be used as a simple indicator of the link quality between two

nodes.

The parameters α1, α2, α3, α4 and α5 are set to either 1 or 0 depending on the

availability of the corresponding information offering hence different configuration pos-

sibilities. For instance α5 is set to 0 if there is no information about the link quality

between the nodes and to 1 otherwise. The parameter α3 is set to 0 if there is no infor-

mation about the distance separating the sender and the receiver (range-free) and to 1

otherwise (range-based).

A normal node estimates the quality of its location estimation ǫ using the following
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Algorithm 2 Location estimation.
Input: Location information table Loc_tab
output: node estimated position (x,y,z); estimation quality ǫ

1: vmax = max(vi); i ∈ {1, ..., n}
2: Qmax = max(Qi); i ∈ {1, ..., n}
3: for each stored location information i; i ∈ {1, ..., n} do
4: τi = current time - tr
5: Calculate wi1 using equation (3.3)
6: Calculate wi2 using equation (3.4)
7: Calculate wi3 using equation (3.5)
8: Calculate wi4 using equation (3.6)
9: Calculate wi5 using equation (3.7)

10: Calculate wi using equation (3.2)
11: end for
12: Estimate my location (x,y,z) using equation (3.1)
13: Estimate my location estimation quality ǫ using equation (3.8)

equation:

ǫ =

n∑
i=1

wi

n
(3.8)

Algorithm 2 summarizes how a normal node estimates its position. First the node

determines the maximum velocity vmax and the maximum link quality Qmax within all

the recorded velocities and link qualities. Then, for each stored location information i,

the normal node uses equations (3.3), (3.4), (3.5), (3.6), (3.7) and then (3.2) to estimate

the weight of the considered location information entry. The normal node finally uses

equations (3.1) and (3.8) to estimate its location and the location estimation quality ǫ.

3.2.2 Location information sharing

Algorithm 3 shows the behaviour of anchor and normal nodes. Anchor nodes periodically

broadcast (each Ta) their location information. They also broadcast their location upon

the reception of a location request message from a normal node. Anchors are not required

to have the same fixed broadcast period Ta. Each anchor node may have its own adaptive

broadcast period (e.g., depending on its remaining energy).

Normal nodes are continuously collecting location information messages sent from

neighbouring nodes. If the localization is triggered (due to a given event or elapsed

timer) at a given normal node u, then u uses the already collected location information to

estimate its location. If this estimation does not satisfy a given requested quality (ǫ < ǫ∗)

then, in order to ameliorate its estimate, node u broadcasts a location request message

(Req_msg) including its identity and the quality of its current estimate. Normal nodes
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Algorithm 3 Nodes behaviour.
Anchor Nodes

1: Periodically broadcast my position
2: if a location request message is received then
3: Broadcast my position
4: end if

Normal Nodes

1: if a location information message is received then
2: Update my location information table (algorithm 1)
3: end if
4: if a location request message (Req_msg (ID, ǫr) ) is received then
5: Estimate my position and the estimation quality ǫ (algorithm 2)
6: if ǫ > ǫr then
7: send my position
8: end if
9: end if

10: if localization is triggered then
11: Estimate my position and the estimation quality ǫ (algorithm 2)
12: if ǫ < ǫ∗ then
13: Broadcast a location request message Req_msg (ID, ǫ)
14: Collect the location request answers
15: Estimate my position and the estimation quality ǫ (algorithm 2)
16: end if
17: if ǫ > ǫ∗∗ then
18: Broadcast my position
19: end if
20: end if

receiving such a request, estimate their location and the quality of their estimation and

respond to this request only if their location estimate quality is better than the location

estimate of the requester. Anchor nodes receiving the location request automatically

respond by sending their position. The requesting node u collects the answers to its

request and then estimates its location. Node u finally broadcasts its estimated position

if it satisfies a given quality (ǫ > ǫ∗∗). Both ǫ∗ and ǫ∗∗ are parameters to fix. In particular,

if ǫ∗ = 0 and ǫ∗∗ = 1 then only anchors location information will be used. For convenience,

we summarize in table 3.1 the configurable parameters of our algorithm. We also provide

some recommendations on the setting of these parameters.

We note that since normal nodes are continuously (and not at a precise time step)

recording the received location announcements, anchor nodes are not required to be syn-

chronized to send their location information at the same time step.
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Parameter Explanation
α1, α2, α3, α4, α5 • Set to either 1 or 0

• Depend on the availability of the corresponding information:

(link quality, nodes velocity, etc)

• Maximum time that a received location information can be

stored in the location information table

T • Should be long enough to enable the nodes collect

sufficient location announcements

• But not very long so as not to have very old announcements

ǫ∗ • 0 ≤ ǫ
∗ ≤ 1

• Limit to send a location request message

ǫ∗∗ • 0 ≤ ǫ
∗∗ ≤ 1

• Limit to broadcasts an estimated position

• Anchors broadcast period

Ta • Each anchor may have its own adaptive broadcast period

• A short Ta would improve the algorithm accuracy

• But increase the communication overhead

Table 3.1 – ASAW configurable parameters

3.3 Performance Evaluation

In this section, we use simulations to evaluate the performance of our proposal. We also

compare our results to those of two other localization techniques, namely the Centroid

Localization (CL) [Bulu 00] and the Weighted Centroid Localization (WCL) [Blum 07]

techniques.

3.3.1 Simulation setup

Our simulations were conducted using the OMNeT++ simulator [Varg 01]. For all our

experiments, nodes evolve in a square area of 50m x 50m. Fixed anchors are randomly

placed using a uniform distribution. We use the random waypoint mobility model with

fixed speed and no pause time [Roy 10] for the mobile anchors and real world human

mobility traces [Rhee 09] for the normal nodes. The number of normal mobile nodes is

fixed to N = 19. We adopt the simple path loss signal propagation model [Gold 05] under

which the received signal strength Pr is expressed as:

Pr =

(
λ

4Π

)2

·
(

1

d

)α

· Pt (3.9)

Where Pt is the maximum transmission power, d is the distance separating the sender

and the receiver, α is the path loss coefficient, λ = c
f

is the wavelength of the transmitted
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Parameter Value
Area size 50m x 50m

Number of normal nodes 19
Maximum communication range R 14m

Simulation duration 1 hour
g 3
Ta 3s
T 7s

α1, α2, α3, α5 1
α4 0

ǫ∗, ǫ∗∗ 0.8

Table 3.2 – Simulation parameters

signal (c is the speed of light and f is the frequency of the transmitted signal). The

path loss coefficient α depends on the propagation environment. In our simulations we

set α to 4, which corresponds to a non-line-of-sight indoor environment [Rapp 96]. The

maximum transmission power Pt is set to -34.1dbm resulting in a maximum transmission

range of 14m. The nodes communicate with each other using the IEEE 802.11 standard.

The parameter g of the WCL algorithm is set to 3 as it is the most widely used value

in literature [Blum 05]. The parameters of ASAW are set as follows: Ta = 3s, T = 7s,

α1 = α2 = α3 = α5 = 1, α4 = 0, ǫ∗ = ǫ∗∗ = 0.8. We use the RSSI as the link

quality indicator (equation (3.7)). The distance separating a sending and a receiving node

(equation (3.5)) is approximated through the RSSI received from the sending node. Each

simulation scenario lasts 1 hour and was repeated 100 times (with different pseudorandom

number generator seeds) in order to reach a confidence level of 95%. Table 3.2 summarizes

the used simulation parameters.

The key metric for evaluating a localization technique is the accuracy of its location

estimates. In this section, we study the accuracy of our algorithm by measuring its

localization error. Localization error is the distance separating the actual position (x, y)

and the estimated position (x̂, ŷ) and is calculated as follows:

√
(x− x̂)2 + (y − ŷ)2

We assumed in our simulation that nodes are deployed in a two dimensional space.

ASAW could, nevertheless, be equivalently used for three dimensional spaces.

3.3.2 Simulation results

We present next the obtained simulation results.
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Comparison with other algorithms

Figure 3.2 shows the average localization error (i.e., the sum of the location errors of

all normal nodes divided by the total number of normal nodes) obtained under ASAW,

WCL and CL when the number of anchors increases from 2 to 30. Localization errors are

normalized to the radio range R in order to allow an easy comparison with other state of

the art localization techniques. We consider four different scenarios: (a) all the deployed

anchor nodes are static, (b) all the deployed anchors are mobile with a velocity v = 1m/s

(c) all the deployed anchors are mobile with a velocity v = 5m/s (d) a heterogeneous

network were 50% of the deployed anchors are static and 50% are mobile with a velocity

v = 5m/s.

We can see that, for the three algorithms and under the four considered scenarios, the

localization errors decrease as the number of anchors increases. This result is intuitive

since the higher is the number of anchors the more location information will the normal

nodes receive. Figure 3.2 also clearly shows that the location accuracy of our algorithm

outperforms that of both WCL and CL. For instance with 2 anchors in the heterogeneous

network scenario (Figure 3.2(d)), our algorithm provides an average location error of

0.79R in comparison to an average error of 1.68R for WCL and CL. The average location

error decreases to 0.43R under ASAW, 0.52R under WCL and 0.55R under CL when the

number of anchors increases to 16. Unlike WCL and CL that use the location information

received at a given time step, our algorithm exploits the location information received

within the hole time period T and attributes them weights depending on their freshness.

This enables ASAW to provide much more accurate location estimations than WCL and

CL particularly when the number of anchors is low (i.e., when the location information is

scarce). The performance of CL and WCL are similar under a small number of anchors.

For a large number of anchors, the accuracy of CL deteriorates in comparison with that of

WCL. This is because, CL neglects the ranging information assuming that all the anchor

nodes are equidistant from the unknown node. Nodes close and far from the true location

are equivalently included in the averaging procedure, thereby corrupting the estimates.

Figure 3.3 compares the Cumulative Distribution Function (CDF) of the localization

errors of the different algorithms. In Figure 3.3(a), we consider a network with 20 fixed

anchors, (b) a network with 10 mobile anchors with a velocity v = 1m/s, (c) a network

with 10 mobile anchors with a velocity v = 5m/s (d) a heterogeneous network with 7

fixed anchors and 7 mobile anchors with a velocity v = 5m/s. We can see once again that

ASAW has the best performance. Consider the 70th percentile in Figure 3.3(a), ASAW

has a location error under 0.5R in comparison to 0.73R for WCL and 0.74 for CL.

Figure 3.4 plots the localization error for a given normal node as a function of the

simulation time. The considered scenario is of a network with 20 fixed anchors. As shown
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(a) Static anchors
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(b) Mobile anchors (v = 1m/s)
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(c) Mobile anchors (v = 5m/s)
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(d) Heterogeneous network: 50% static
anchors & 50% mobile anchors (v = 5m/s)

Figure 3.2 – Localization error under different number of anchors

in the figure, ASAW provides the mobile node with the best location estimations during

the hole simulation time. Taking a closer look at the performance of ASAW at Figure

3.4, we can notice some points where the localization errors are very small (close to zero,

e.g., at times around 1150s indicated by the green arrow at the figure) and other points

where the localization errors are the highest (around 1R, e.g., at times around 2110s

indicated by the red arrow at the figure). The points with the lowest location errors

correspond to instants where the normal node is moving close to a sufficient number of

anchors while the points with the highest localization errors correspond to instants where

the normal node have no or a very low number of close anchors from which it can receive

location announcements. Figure 3.5 illustrates the normal node actual positions within

the deployment area at times around 1150s (blue crosses at the left of the figure) and

at times around 2110s (blue crosses at the upper right side of the figure). The pink

triangles represent the anchors positions. As shown in the figure, at times around 1150s,
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(a) 20 fixed anchors
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(b) 10 mobile anchors (v = 1m/s)
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(c) 10 mobile anchors (v = 5m/s)
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(d) Heterogeneous network: 7 fixed anchors
& 7 mobile anchors (v = 5m/s)

Figure 3.3 – CDF of localization errors

the normal node is surrounded by an adequate number of close anchors and can hence

accurately estimate its coordinates. At times around 2110s, the normal node is moving

close to the border of the deployment area with no close-by anchors. In our simulations,

anchor nodes were randomly placed within the deployment area. With such a non-optimal

placement, a normal node may remain out of range of anchor nodes for a long time period.

We believe that the use of an optimal anchor node placement algorithm [Ash 08] would

ameliorate the location estimations. It is interesting to note that ASAW can estimate

the normal nodes locations with a better accuracy than WCL and CL even though they

remain out of range of anchors for a long time duration. This is because with ASAW,

when a normal node have no or insufficient announcements from neighbouring anchors it

asks its neighbouring normal nodes for their location estimations in order to ameliorate

as possible its own estimations.

We summarize in table 3.3 the required number of anchors to reach an average lo-
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Figure 3.4 – Localization errors as a function of the simulation time
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Figure 3.5 – Normal node traces

calization error less than or equal to a certain error bound Ω. We consider a scenario

where all the anchor nodes are static. As expected, ASAW requires the lowest number

of anchors. For example, to reach an average localization error less than or equal to

0.6R, ASAW requires only 10 anchors while WCL requires 19 anchors and CL requires

20 anchors. Increasing the number of anchors makes the localization easier, but increases

on the other hand the network and the deployment costs. Localization algorithms that

require less anchors are thus preferred over those requiring a high anchors density.
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Ω 0.4R 0.5R 0.6R 0.7R 0.8R
ASAW 22 13 10 7 6
WCL > 30 27 19 15 13
CL > 30 30 20 16 13

Table 3.3 – Required number of anchors to reach an error bound Ω

Impact of the anchors velocity

Figure 3.6 studies the impact of the anchors velocity on the localization error. Figure

3.6(a) plots the average localization error under three different velocities (v = 1m/s,

v = 2.5m/s and v = 5m/s) when the number of anchors increases from 2 to 30. Figure

3.6(b) plots the CDF of the localization errors under the three considered velocities with

a number of anchors n = 8. We can see from this figure that the faster is the speed of

the anchor nodes, the better is the location accuracy. Indeed, by moving quickly, anchor

nodes will encounter and hence announce their locations to a higher number of normal

nodes. For example, ASAW provides an average localization error of 0.64R when using

6 anchors moving with a velocity v = 1m/s. The average localization error decreases

to 0.56R when the anchors velocity increases to 2.5m/s and to 0.50R when the anchors

velocity increases to 5m/s.
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Figure 3.6 – Impact of the anchors velocity on the localization error

3.4 Conclusion

In this chapter, we presented ASAW a new distributed localization algorithm for mobile

wireless networks. The proposed algorithm requires neither the synchronization between

the nodes nor the prior knowledge of the nodes communication ranges. It besides weights
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the collected location information by aggregating different metrics of different types pro-

viding hence a good robustness against the uncertainty of certain metrics. We considered

different simulation scenarios in order to evaluate the performance of ASAW and compare

it with that of the CL and the WCL algorithms. Simulations results showed that ASAW

outperforms CL and WCL under all the considered scenarios. The study of our algo-

rithm under different anchor nodes velocities has shown that the mobility can improve

the accuracy.
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4.1. 3D Conflict Detection Algorithms

In this chapter we propose SLIDE a novel Straight LIne conflict DEtection and alerting

algorithm for 3D-mobile communicating nodes. The main contributions of this chapter

are manyfold and concern essentially:

• A distributed approach that requires little communication between the mobile nodes.

The only information periodically exchanged between the nodes is their 3D position

and velocity vectors. The mobile nodes intent information is not required.

• A comprehensive mathematical framework for 3D conflict detection where conflict

conditions are stated in terms of simple inequalities and conflict parameters are

expressed as a function of the current state information.

• A relaxation of the assumptions of perfect sensing and packet-loss free environment

in order to improve the practicality of our proposal real world situations.

• An alerting algorithm based on our proposed analytical model.

• A validation of our proposed analytical model and alerting algorithm based on

extensive simulations using OMNeT++.

The remaining of this chapter is organized as follows. Section 4.1 reviews previous works

and points out their major drawbacks. Section 4.2 presents the mathematical basis of our

algorithm. Section 4.3 describes SLIDE and provides practical recommendations on how

to suitably choose its tuning parameters. Section 4.4 relaxes the assumptions of accurate

state information and packet-loss free communications. Section 4.5 uses simulations to

evaluate the performance of the proposed algorithm. Section 4.6 concludes the chapter.

4.1 3D Conflict Detection Algorithms

Because of its potential for dangerous impacts, conflict detection has become the focus

of many active researches. Paper [Rebo 07] proposes a conflict detection approach for

multiple aerial vehicles sharing a common airspace. The proposed algorithm assumes

that each vehicle knows the precise planned 3D trajectories of all the other vehicles. The

detection method is based on the discretization of the airspace: the airspace is divided

into cubic cells and a conflict takes place if two vehicles lay in the same cell at the same

time. This grid model simplifies the detection of conflicts since each vehicle needs only

to check for the temporal overlapping between the cells of its trajectory and the cells of

the other vehicles trajectories. The major drawback of this work consists in the fact that

two vehicles that are not in the same cell may be closer than two other vehicles laying
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4.1. 3D Conflict Detection Algorithms

in the same cell. This method cannot thus guarantee the separation requirement. The

work in [Alej 13] resolves this drawback by defining the safety distance as a set of free

cells between the vehicles. Yet, this work still assumes the availability of all the vehicles

precise 3D trajectories. The author of [Belk 13] proposes a mathematical modeling and

estimation of the conflict risk between a pair of vehicles. The conflict risk is expressed in

terms of kinematic inequalities based on the time rates of both the bearing and the conflict

cone angles. Such a formulation simplifies the conflict risks assessment since it does not

explicitly require the use of the two vehicles speeds and orientations. The suggested

approach was on the other hand limited to the determination of whether the two vehicles

are on a conflict course. It provides no information about the upcoming conflict such as

its point and time of occurrence. In [Cond 12] an aerial vehicle is represented with two

joined boxes with a common centre. A horizontal box related to a minimum horizontal

separation and a vertical box related to a vertical minimum separation. Each box is

defined by three intervals, one interval on the x-axis, one on the y-axis and one on the

z-axis. It is assumed that all the vehicles have known predetermined trajectories and

a conflict is detected when there is an overlap between the intervals defining the boxes.

The work in [Leve 11] proposes a conflict detection method that requires neither excessive

processing nor complicated sensing mechanisms. Each mobile vehicle is assumed to be

equipped with an on board radio modem. The communication range of the radio modem

is defined as the radius of the safety zone and a conflict occurs once a communication

link is established between two vehicles. The major problem of this method is that it is

unable to detect future conflicts, it is limited to the detection of ongoing conflicts. In

[Muno 13], a resolution advisory detection algorithm is presented. The proposed method

is analogous to a conflict detection algorithm but predicts resolution advisories rather

than loss of separation.

The existing conflict detection approaches are limited by two major drawbacks. First,

they usually assume the availability of all the mobile nodes predetermined trajectories.

Such an assumption may not be satisfied especially in highly dynamic environments (e.g.,

disaster zones) where trajectories have to be continuously adapted to the corresponding

environment. Second, and more importantly, most of the proposed works assume perfect

sensing capabilities and communication links enabling the nodes to collect precise infor-

mation about their surrounding environment. This assumption does not hold in complex

and harsh environments. Neglecting the environment uncertainties offers hence no guar-

antee of the non-underestimation of the conflict risks, resulting in violations of the safety

requirements. These issues motivated us to propose the straight line conflict detection

and alerting algorithm SLIDE. Indeed, with SLIDE nodes predetermined trajectories are

no longer required. Our algorithm relies instead only on the periodically exchanged 3D
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position and velocity vectors. Furthermore, SLIDE considers both sensing uncertainties

and communication perturbations in order to guarantee its efficiency and applicability in

real world situations.

4.2 3D Conflict Detection

In this section, we propose a novel mathematical framework for the 3D conflict detec-

tion. We first present the considered mathematical notations and then derive the conflict

conditions and parameters. We introduce assumption A(1) that is useful for our initial

analysis. This assumption will be relaxed later on in section 4.4.

A (1). Each mobile node knows its accurate 3D position and velocity vectors.

4.2.1 Mathematical notations

We consider a 3 dimensional airspace with two distinguished mobile nodes A and B. The

following 3D vectors are used to represent the two mobile nodes accurate state information

at time t = 0:

Pa, Pb : nodes A and B positions

Va, Vb: nodes A and B velocities

Nodes dynamics are represented by a point linearly moving at a constant speed. Thus,

the predicted positions of nodes A and B at any time t are given respectively by:

Pa + tVa and Pb + tVb

We note:

P∆ = Pa - Pb: the relative position vector

V∆ = Va - Vb: the relative velocity vector

At any time t, the distance separating the two nodes can be expressed in terms of the

relative position and velocity vectors as follows:

d(t) = ‖P∆ + tV∆‖

The notation ‖U‖ stands for the norm of U(ux,uy,uz), that is ‖U‖ =
√
u2

x + u2
y + u2

z.

Hereafter, the notation U.U′ will be used to refer to the dot product of vectors U and U′.

For the sake of clarity and simplicity of notations, relative position and velocity vectors

V∆ and P∆ will be used instead of the individual vectors Pa, Pb,Va, Vb.

For convenience, we summarize in table 4.1 the important mathematical notations

used throughout this chapter.
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Notation Meaning

Pa, Pb Nodes A and B certain positions

Va, Vb Nodes A and B certain velocities

Pu
a, Pu

b Nodes A and B uncertain positions

Vu
a, Vu

b Nodes A and B uncertain velocities

P∆ Certain relative position

V∆ Certain relative velocity

Pu
∆ Uncertain relative position

Vu
∆ Uncertain relative velocity

Tl Look ahead time

Ra, Rb Nodes A and B protected zones Radii

tca Time of closest approach

dca Distance of closest approach

d(A,B) Distance separating the Nodes A and B

tin Time of loss of separation

tout Time of the end of loss of separation

Tb Broadcast cycle

Rc Communication range

ρa, ρb Nodes A and B positions uncertainties bounds

υa, υb Nodes A and B velocities uncertainties bounds

Runc Uncertainty distance

p Packet loss probability

Table 4.1 – Notations list

4.2.2 Conflict conditions and parameters

For a safe navigation of the mobile nodes in a 3 dimensional space, we assume that each

mobile node is surrounded by a virtual spherical protected zone that should not overlap

with another node protected zone. A predicted conflict between nodes A and B occurs

when there is a future time t within a look ahead time Tl at which the protected zones of

the two nodes overlap. The look ahead time Tl is a prediction time, it describes how far

in advance future conflicts can be detected.

Definition 4 (Conflict). mobile nodes A and B are in conflict if:

∃ t ∈ [0, Tl]/ d(t) ≤ Ra +Rb

Where Ra and Rb are the radii of the nodes spherical protected zones.

Definition 5 (Time of closest approach tca). The time of closest approach between the

mobile nodes A and B is the instance at which the two nodes reach their minimum sepa-

ration distance (Figure 4.1).
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Definition 6 (Distance of closest approach dca). The distance of closest approach between

nodes A and B is their separating distance at the time of closest approach tca.

Proposition 1. The time of closest approach tca is given by:

tca =





0 if V∆ = 0

−(P∆.V∆)

V∆
2 if V∆ 6= 0

Proof. tca is the time that minimizes the separating distance between the mobile nodes

A and B. Since the distance between two points cannot be negative, d(t) reaches its

minimum when d(t)2 achieves its minimum. The minimum consequently occurs when the

derivative of:

d(t)2 = ‖P∆ + tV∆‖2 = V∆
2 t2 + 2(P∆.V∆) t+ P∆

2

is equal to zero:

d(d(t)2)

dt
= 2V∆

2 t+ 2(P∆.V∆) = 0 (4.1)

If V∆ 6= 0, solving equation (4.1) for t readily gives: tca = −(P∆.V∆)

V∆
2 . If V∆ = 0 then the

two nodes are moving in parallel and will remain apart at the same distance. The time

of closest approach tca can consequently be set to zero.

The distance at the closest approach dca is found by calculating d(tca):

dca = d(tca) = ‖P∆ + tcaV∆‖ (4.2)

Definition 7 (Time of loss of separation tin). The time of loss of separation between the

mobile nodes A and B is the instant at which starts the overlapping of the two nodes

protected zones (Figure 4.1).

Definition 8 (Time of the end of loss of separation tout). The time of the end of loss of

separation between the mobile nodes A and B is the instant at which ends the overlapping

of the two nodes protected zones (Figure 4.1).

Proposition 2. If (P∆.V∆)2 − V∆
2(P∆

2 − (Ra + Rb)
2) ≥ 0 and V∆ 6= 0, tin and tout

are given by:

tin =
−(P∆.V∆) −

√
(P∆.V∆)2 − V∆

2(P∆
2 − (Ra +Rb)2)

V∆
2 (4.3)
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tout =
−(P∆.V∆) +

√
(P∆.V∆)2 − V∆

2(P∆
2 − (Ra +Rb)2)

V∆
2

Proof. tin and tout are the instants at which the two mobile nodes separating distance gets

equal to Ra +Rb:

‖P∆ + tV∆‖ = Ra +Rb (4.4)

squaring equation (4.4) gives:

V∆
2 t2 + 2(P∆.V∆) t+ P∆

2 − (Ra +Rb)
2 = 0 (4.5)

Equation (4.5) is quadratic in t with a = V∆
2, b = (P∆.V∆) and c = P∆

2 − (Ra +Rb)
2.

If b2 − ac ≥ 0 and a 6= 0, equation (4.5) accepts two solutions:

tin =
−b−

√
b2 − ac

a

tout =
−b+

√
b2 − ac

a

The time tin represents the time of the beginning of the conflict, tout the time of the end

of the conflict and the interval [tin, tout] represents the conflict interval (Figure 4.1).

Proposition 3. If V∆ 6= 0, we have:

dca ≤ (Ra +Rb) ⇐⇒

(P∆.V∆)2 − V∆
2(P∆

2 − (Ra +Rb)
2) ≥ 0

Proof.

dca = ‖P∆ + tca V∆‖ ≤ (Ra +Rb)

⇔ ‖P∆ + tca V∆‖2 ≤ (Ra +Rb)
2

⇔ P∆
2 + t2ca V∆

2 + 2tca (P∆.V∆) ≤ (Ra +Rb)
2

substituting tca by −(P∆.V∆)

V∆
2 we have:

P∆
2 − (P∆.V∆)2

V∆
2 ≤ (Ra +Rb)

2

⇔ (P∆.V∆)2

V∆
2 − P∆

2 + (Ra +Rb)
2 ≥ 0
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Figure 4.1 – Conflict parameters

multiplying both sides by V∆
2 we have:

(P∆.V∆)2 − V∆
2(P∆

2 − (Ra +Rb)
2) ≥ 0

Proposition 3 implies that if dca ≤ (Ra + Rb) and V∆ 6= 0 then the expression under

the square root in equation (4.3) is positive and hence tin exists and can be calculated

using this equation.

4.3 SLIDE: a Straight Line Conflict Detection and

Alerting Algorithm

In this section, we propose SLIDE a novel straight line conflict detection and alerting

algorithm. We first describe the proposed algorithm with a straightforward pseudo-code

and then give some recommendations on how to suitably set the values of its tuning

parameters. SLIDE has particularly two tuning parameters which are the broadcast cycle

of the state information Tb and the look ahead time Tl.

4.3.1 SLIDE definition

The proposed algorithm is distributed and state based: each mobile node individually

uses its own state information and that of neighbouring nodes to detect future conflicts.
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Algorithm 4 presents the pseudo-code of SLIDE. The algorithm takes as parameters

the broadcast cycle Tb and the look ahead time Tl and returns whether the mobile node will

encounter a loss of separation within Tl. Each mobile node periodically (each Tb) broad-

casts a STATE message with its current position vector, velocity vector and protected

zone radius. A back-off time is used in order to avoid packet collisions among multiple

nodes simultaneously sending their STATE messages. Before sending its first STATE

message, each node sets a back-off time of τ seconds, where τ is uniformly distributed in

[0, Toff ]. The maximal back-off time Toff should be set according to the network density.

In particular, in dense networks the value of Toff should be increased in order to prevent

simultaneous broadcasts.

If a mobile node receives a STATE message from a neighbouring node then:

• It estimates tca from proposition 1.

• If tca < 0, then the two mobile nodes are traveling away from each other and

no future conflict is predicted to happen (the two nodes pathways extrapolated

backward lead to a minimum separation distance).

• If tca ≥ 0, then there is a time at which the two mobile nodes reach their closest point

of approach. The separating distance at the closest approach dca can consequently

be calculated using equation (4.2).

• If dca > (Ra +Rb) then no future conflict is predicted.

• If dca ≤ (Ra +Rb) , then a conflict is predicted to happen at tin:

– If V∆ = 0 then the two mobile nodes will remain at the same current separating

distance and the time of loss of separation tin can hence be set to zero.

– If V 6= 0 then tin can be calculated using equation (4.3) . Indeed, we have here

dca ≤ (Ra + Rb) and V 6= 0 and consequently according to proposition 3, tin

can be calculated using equation (4.3).

• If 0 ≤ tin ≤ Tl, then the mobile node first registers the conflict and then raises a

conflict alert.

Each mobile node maintains a conflict table in which it registers the predicted conflicts

information such as the conflicting nodes identities, predicted tin and tout. The node

identifies simultaneous conflicts with multiple other nodes by searching the temporal

overlapping of the registered conflicts intervals.

Figure 4.2 and Figure 4.3 represent examples of encounter scenarios between a pair

of mobile nodes. Figure 4.2 shows a head on encounter scenario. Node B (the encounter
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Algorithm 4 3D conflict detection algorithm.
Input: Tl, Tb

1: Broadcast each Tb current state_msg(Pa,Va,Ra)

2: if state_msg(Pb,Vb,Rb) received then

3: P∆ = Pa − Pb

4: V∆ = Va − Vb

5: if V∆ = 0 then
6: tca = 0
7: else
8: tca = −(P∆.V∆)

V∆
2

9: end if

10: if tca < 0 then
11: return -1
12: else
13: dca = ‖P∆ + tcaV∆‖
14: end if

15: if dca > (Ra +Rb) then
16: return -1
17: else
18: if V∆ = 0 then
19: tin = 0
20: else
21: a = V∆

2

22: b = (P∆.V)
23: c = P∆

2 − (Ra +Rb)
2

24: tin = −b−
√

b2−ac
a

25: end if
26: end if

27: if 0 ≤ tin ≤ Tl then
28: register conflict
29: return 1
30: else
31: return -1
32: end if

33: end if

node) broadcasts a STATE message containing its current position vector Pb, velocity

vector Vb and protected zone radius Rb. Upon receiving this information, node A linearly

projects its current state information as well as the encounter state information into the

near future in order to derive the conflict parameters and decide upon the conflict risk
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Figure 4.2 – Head on encounter scenario

with the encounter. In the first case (first upper subfigure of Figure 4.2 ), node A detects a

future loss of separation at time tin and will therefore register the detected future conflict

and raise a conflict alert. In the second case (second subfigure of Figure 4.2 ), the two

mobile nodes will remain in the near future at the same separating distance d(A,B) >

Ra +Rb. There is thus no near future conflict risk. Figure 4.3 shows a crossing encounter

scenario. Similarly, upon receiving a STATE message from the encounter mobile node,

node A linearly projects the state information into the near future and then estimates the

conflict risk. In the first case (first upper subfigure of Figure 4.3), a conflict is predicted to

take place at time tin. However in the second case (second subfigure of Figure 4.3), node

A is faster then node B. It will pass and get away from the two trajectories intersection

point while node B is still far away from the intersection point. As such, no conflict is

predicted to take place.

4.3.2 Setting of the tuning parameters

For an efficient conflict detection, the values of the tuning parameters Tb and Tl have to

be suitably chosen.

Setting of the broadcast cycle Tb

The broadcast cycle Tb strongly affects the number of missed alarms (i.e., conflicts with no

prior issued alerts). If Tb is too large, the mobile nodes will not have enough information

about their surrounding traffic and consequently several conflicts may occur without being
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Figure 4.3 – Crossing encounter scenario

detected. Small values of Tb would reduce the number of missed alarms but at the expense

of redundant information and repetitive calculations. Next, we introduce the following

assumption:

A (2). There is no packet loss in the network.

Assumption A(2) guarantees that each mobile node can successfully transmit its

STATE messages to its neighbouring nodes without any loss. In section 4.4, we will

relax this assumption by considering losses in the STATE messages.

We consider two distinguished nodes linearly moving, in a sufficiently large area, at

constant speeds va and vb and surrounded by protected zones of radii Ra and Rb respec-

tively. Nodes A and B can communicate with each other if their separating distance

d(A,B) is strictly less than the communication range Rc. We would like to find the

appropriate broadcast cycle Tb that guarantees no missed alarms. To this end, let us

consider the worst case scenario where at instant t1 we have, as portrayed on the upper

subfigure of Figure 4.4, (1) the two mobile nodes are aligned in a head on situation (2)

d(A,B)t1 = Rc (3) node A (or equivalently node B) broadcasts a STATE message (note

that this message will not be received by the other mobile node since d(A,B)t1 is not

strictly less than the communication range Rc). The broadcast cycle Tb should be less

than the time needed for the two nodes A and B to get in contact. As such, and in order

to avoid missing conflicts within Tb, we should have:

d(A,B)t1+Tb
≥ Ra +Rb
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⇔ d(A,B)t1 − (vaTb + vbTb) ≥ Ra +Rb

⇔ Rc − Tb(va + vb) ≥ Ra +Rb

⇔ Tb ≤ Rc − (Ra +Rb)

va + vb

(4.6)

Figure 4.4 represents an example of the considered worst case scenario with va =

vb = 1m/s; Ra = Rb = 2m and Rc = 10m. According to equation (4.6), to avoid

missed alarms Tb should verify: Tb ≤ 3s. With a broadcast cycle Tb ≤ 3s, for example

Tb = 1.5s (as shown in case (1) in Figure 4.4), the STATE message will be sent while

d(A,B) > Ra + Rb and consequently the conflict will be detected before its occurrence.

With a broadcast cycle Tb = 3s (case (2) in Figure 4.4), the STATE message will be sent

while d(A,B) = Ra +Rb and consequently the conflict will be detected just at the instant

of the beginning of the loss of separation. With a broadcast cycle Tb > 3s, for example

Tb = 4s (case (3) in Figure 4.4), the STATE message will be sent while d(A,B) < Ra +Rb

and consequently the conflict will be detected very late (missed). Finally, with a broadcast

cycle largely greater than 3s , for example Tb = 12s (case (4) in Figure 4.4), the STATE

message will be sent while the two mobile nodes are no longer within the communication

range of each other (d(A,B) > Rc). The STATE message will not be received and the

conflict will not be detected.

If the two nodes have two different communication ranges Rca and Rcb then Tb should

verify:

Tb ≤ min(Rca, Rcb) − (Ra +Rb)

va + vb

(4.7)

Equation (4.7) can be intuitively explained by the fact that the higher are the ve-

locities and the protected zone radii, the shorter should be Tb; and the larger are the

nodes communication ranges, the more state information they have on their surrounding

environment and consequently the higher can Tb be set.

Equation (4.7) may be further exploited to derive a lower bound for the communication

ranges and an upper bound for the velocities and the protected zone radii. For example,

for a given broadcast cycle Tb, velocities va and vb, protected zone radii Ra and Rb, the

communication ranges should be set as follows in order to avoid missed alarms:

min(Rca, Rcb) ≥ Tb(va + vb) +Ra +Rb (4.8)

Similarly, for a given broadcast cycle Tb, velocities va and vb, communication ranges Rca

and Rcb, the two nodes protected zones should satisfy:

Ra +Rb ≤ min(Rca, Rcb) − Tb(va + vb) (4.9)
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Figure 4.4 – Broadcast cycle Tb setting: worst case scenario

Setting of the look ahead time Tl

With a very large prediction time Tl, the accuracy of the straight line trajectory prediction

would be inappropriate which leads to an increased number of false alarms (i.e., issued

alerts without a subsequent conflicts). Indeed, straight line projection does not take into

account the fact that mobile nodes may change their directions, an aspect that is very

probable in a long propagation time. Figure 4.5 shows an example of a falsely predicted

conflict. The conflict detection algorithm considered that the two mobile nodes A and

B will have a straight trajectory throughout the look ahead time Tl and consequently

predicted a conflict at time t2. However, at time t1 (t1 < t2), node B has changed its

direction and the predicted conflict had not actually took place. Small values of Tl would

decrease false alarms but on the other hand, only close conflicts could be detected giving
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Figure 4.5 – Example of a falsely predicted conflict

little time for avoidance manoeuvres. Typically, the choice of Tl should be set according

to the mobility of the nodes. If the nodes have frequent direction changes then Tl should

be accordingly short and vice versa.

4.4 Packet Loss and State Information Errors

We have previously assumed that each mobile node knows its exact state information (i.e.,

assumption A(1)) and that it can successfully transmit this information to its surrounding

nodes without any loss (i.e., assumption A(2)). Such assumptions may not hold in the real

world. Indeed, existing location estimation techniques are not very accurate [Wang 10]

and real world wireless networks are prone to packet losses [Bacc 12] that may negatively

impact the information collected about neighbours. In this section we discuss how to

relax these two assumptions.

4.4.1 Packet loss

The use of the back-off mechanism avoids the possibility of multiple neighbouring nodes

sending their STATE messages at the same time and hence reduces the probability of
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STATE messages loss due to collisions. Packet loss may nevertheless occur due to other

supplementary reasons such as signal attenuation, misconfiguration and malicious drops

[Ning 12].

We consider:

p: the probability of failure on each transmitted message. The probability p can

be measured using empirical or theoretical packet loss estimation approaches [Halp 11,

Jaco 15].

N : the number of transmission trials till the first successful transmission.

N follows a geometric distribution with a cumulative distribution function F (n) =

P (N ≤ n) = 1−pn. The inverse distribution function ofN is F−1(u) = log(1−u)
log(p)

, 0 < u < 1.

For a given p, we have N ≤ F−1(u) with a probability u. For example with a high loss

probability p = 0.4 and u = 0.99, we have F−1(u) = 5, which means that 99% of the

messages are successfully transmitted within the 5th trial. With a low loss probability

p = 0.01 and u = 0.99, we have F−1(u) = 1, that is 99% of the messages are successfully

transmitted within the 1st attempt.

To counteract the packet loss, we hence propose to use a new broadcast cycle T ∗
b

that enables the transmission of F−1(u) (with u close to 1) messages within the initial

broadcast cycle Tb, that is:

T ∗
b =

Tb

F−1(u)
=

log(p)

log(1 − u)
× Tb (4.10)

Recall that Tb is the required broadcast cycle in a packet-loss free environment (equa-

tion (4.7)). From this analysis and equation (4.7), we can state the following proposition:

Proposition 4. : In a packet-loss prone environment, to avoid missing conflicts between

two nodes A and B linearly moving at constant speeds, the STATE messages broadcast

cycle T ∗
b should verify.

T ∗
b ≤ log(p)

log(1 − u)
× min(Rca, Rcb) − (Ra +Rb)

va + vb

(4.11)

Where p is the packet loss probability, u is a probability close to 1, va and vb are the two

nodes velocities, Rca and Rcb are the two nodes communication ranges and Ra and Rb are

the two nodes protected zones radii.
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4.4.2 State information errors

To detect future conflicts, each mobile node requires its own and its neighbouring nodes

current positions and velocities. This state information inevitably contains uncertainties

because of sensors imperfection. Next, we consider uncertainties in the measurement of

the mobile nodes positions and velocities. That is, the exact state information is no longer

available; nodes are only aware of the uncertain state information. We use the following

3D vectors to represent two distinguished mobile nodes A and B certain and uncertain

state information:

Pa,Pb : certain positions

Va,Vb : certain velocities

Pu
a,P

u
b : uncertain positions

Vu
a,V

u
b : uncertain velocities

P∆ = Pa − Pb : certain relative position

V∆ = Va − Vb : certain relative velocity

Pu
∆ = Pu

a − Pu
b : uncertain relative position

Vu
∆ = Vu

a − Vu
b : uncertain relative velocity

We assume that bounds on the state information uncertainties are known:

‖Pa − Pu
a‖ ≤ ρa

‖Pb − Pu
b ‖ ≤ ρb

‖Va − Vu
a‖ ≤ υa

‖Vb − Vu
b ‖ ≤ υb

Where ρa and ρb are the two mobile nodes position uncertainties bounds; υa and υb are

the two mobile nodes velocities uncertainties bounds.

Proposition 5. The time of closest approach tca can be upper bounded by the uncertain

state information as follows:

tca ≤ ‖P
u
∆‖ + (ρa + ρb)

‖V
u
∆‖ − (υa + υb)

Proof. From proposition 1, we have:

tca =
−(P∆.V∆)

V∆
2 =

|P∆.V∆|
V∆

2
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Or
|P∆.V∆|

V∆
2 ≤ ‖P∆‖ × ‖V∆‖

‖V∆
2‖ =

‖P∆‖
‖V∆‖

and
‖P∆‖ = ‖Pa − Pb‖

= ‖(Pu
a − Pu

b ) + (Pa − Pu
a) + (Pu

b − Pb)‖
≤ ‖Pu

∆‖ + ρa + ρb

‖Vu
∆‖ = ‖Vu

a − Vu
b ‖

= ‖(Va − Vb) + (Vu
a − Va) + (Vb − Vu

b )‖
≤ ‖V∆‖ + υa + υb

The time of closest approach tca is consequently upper bounded by
‖P

u
∆

‖+(ρa+ρb)

‖V
u
∆

‖−(υa+υb)

Proposition 6.

If ∃ t ∈ [0, Tl]/ ‖P∆ + tV∆‖ ≤ Ra +Rb

Then ∃ t ∈ [0, Tl]/ ‖P
u
∆ + tVu

∆‖ ≤ Ra +Rb +Runc

Where:

Runc = ρa + ρb + t∗(υa + υb)

t∗ =




min(Tl,

‖Pu
∆

‖+(ρa+ρb)

‖V
u
∆

‖−(υa+υb)
) if ‖V

u
∆‖ > υa + υb

Tl else

Proof.

‖Pu
∆ + tVu

∆‖ = ‖P∆ + tV∆ + Pu
∆ − P∆ + t(Vu

∆ − V∆)‖
≤ ‖P∆ + tV∆‖ + ‖Pu

∆ − P∆‖ + t ‖Vu
∆ − V∆‖

Or

‖P∆ + tV∆‖ ≤ Ra +Rb (4.12)

‖Pu
∆ − P∆‖ = ‖Pu

a − Pa + Pb − Pu
b ‖ ≤ ρa + ρb (4.13)

‖Vu
∆ − V∆‖ = ‖Vu

a − Va + Vb − Vu
b ‖ ≤ υa + υb (4.14)
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We also know that 0 ≤ t ≤ tca ≤ Tl. Using proposition 5 we hence obtain:





0 ≤ t ≤ min(Tl,
‖Pu

∆
‖+(ρa+ρb)

‖V
u
∆

‖−(υa+υb)
) if ‖Vu

∆‖ > υa + υb

0 ≤ t ≤ Tl else
(4.15)

Proposition 6 follows from equations (4.12), (4.13), (4.14) and (4.15).

Proposition 6 states that missed alarms caused by the state information uncertainty

can be avoided by extending the alert threshold Ra +Rb by the uncertainty distance Runc.

Indeed, Runc represents an upper bound of the distance separating the certain relative

position and the uncertain relative position at the time of closest approach tca. Unlike

previous works that typically use static and experimentally predetermined uncertainty

distances [Alej 09, Snap 10], our considered uncertainty distance Runc is dynamically up-

dated according to the current conflict geometry (i.e., current positions and velocities) and

the uncertainties bounds. Runc can consequently be adapted to any possible encounter

geometry and measurements uncertainties.

4.5 Performance Evaluation

In this section we apply our analytical model to a swarm of small aerial vehicles moving

in a 3D confined airspace. We consider three different sets of simulations: simulations

in a perfect environment (i.e., with no packet loss and with exact state information),

simulations with packet loss and finally simulations with uncertain state information.

4.5.1 Simulation setup

We have implemented SLIDE in the OMNeT++ simulator [Varg 01]. We consider N

nodes moving for 10 minutes with a constant speed in a confined space represented by a

mall of 500m x 400m x 30m. With the constant speed mobility each node linearly moves

with a constant speed towards a random target position. Once the target position is

reached, a new random target is then calculated. We assume that, within a simulation run,

all the nodes have the same velocity v, protected zone radius Rp and communication range

Rc. Nodes can directly communicate with each other using the IEEE 802.11 protocol.

Unless otherwise stated, the considered number of nodes, velocity, communication range

and protected zone radius are set respectively to N = 60, v = 3m/s, Rc = 25m and

Rp = 1m. The maximal back-off time is set to Toff = 1s. It is worth mentioning

that all the considered parameters in our simulations are consistent with the current

specifications of small aerial vehicles. Each recorded data point is the average of at least

73



4.5. Performance Evaluation

1000 independent simulation repetitions. This allows us to reach a 95% confidence interval

and also simulate a wide range of possible conflicts (head-on conflicts, rear conflicts, 3-way

conflicts, etc).

We adopt the following definitions:

• Actual conflicts: actual conflicts are the conflicts that actually occurred. They

represent the set of conflicts that would be detected with a perfect conflict detection

algorithm. The detection of the actual conflicts is crucial for our simulations since

it enables us to assess the true positives, false negatives and false positives of our

conflict detection algorithm. In our simulations, we used a central entity that is

continuously tracking all the nodes mobility in order to detect the set of actual

conflicts.

• Predicted conflicts: predicted conflicts are the conflicts predicted by the conflict

detection algorithm.

• Accurate alarms: accurate alarms (or true positives) are predicted conflicts that

have actually occurred.

Several metrics are used to evaluate the performance of the proposed algorithm:

• Number of missed alarms: missed alarms (or false negatives) are actual conflicts that

the conflict detection algorithm failed to predict. The number of missed alarms is

calculated as follows:

#Missed alarms = #Actual conflicts - #Accurate alarms

• Number of false alarms: false alarms (or false positives; nuisance alarms) are pre-

dicted conflicts that have not actually occurred. The number of false alarms is

calculated as follows:

#False alarms = #Predicted conflicts - #Accurate alarms

• Missed alarms probability: missed alarms probability is the probability of a missed

alarm given an actual conflict. It quantifies the likelihood of missing a conflict when

it actually occurs. The missed alarms probability is estimated as follows:

Missed alarms probability=
#Missed alarms

#Actual conflicts
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Figure 4.6 – Conflicts and alarms

• False alarms probability: false alarms probability is the probability of a false alarm

given a predicted conflict. It quantifies the likelihood of predicting a conflict when

it does not actually occur. The false alarms probability is estimated as follows:

False alarms probability=
#False alarms

#Predicted conflicts

• Average manoeuvre time tm: the average manoeuvre time is the average time interval

from the conflict alert issuing to the loss of separation. It quantifies the amount

of lead-time the conflict detection algorithm provides for conflict resolution. The

larger the manoeuvre time, the more time nodes have to avoid future conflicts.

Missed and false alarms measure the prediction accuracy of the conflict detection al-

gorithm. To estimate them we must first determine the set of actual conflicts and then

compare them to the set of predicted conflicts in order to finally determine the set of ac-

curate alarms. A conceptual definition of missed and false alarms is represented in Figure

4.6. The role of our conflict detection algorithm is not limited to the determination of

whether a pair of nodes are in a conflict course. It also provides timing information about

the upcoming conflicts. This timing information must also be accurately determined.

That is why, in contrast to major previous works that did not take the timing accuracy

into consideration, we consider a predicted conflict as accurate only if the predicted start

time of the conflict tpred corresponds to the actual conflict start time tactual. In this case, a

given predicted conflict may be regarded as both a false and missed alarm. For example,

if a conflict is predicted to start after it actually starts (i.e., tpred > tactual) then this

prediction will be considered as a false alarm since the predicted time of conflict is not

correct. The corresponding conflict will also be considered as a missed conflict since the

conflict detection algorithm was not able to correctly predict it.

There was no attempt to resolve predicted conflicts during simulations because such

an intervention corrupts the counting of false and missed alarms: there may be no actual

conflicts since any predicted conflict would have been avoided prior to its occurrence.
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Next, we consider the set of actual conflicts as our unique comparison reference. In-

deed, the set of actual conflicts is the most representative comparison reference since it

represents the set of conflicts that would be detected using a perfect detection technique.

Besides, the comparison of our algorithm against previously proposed detection algorithms

is not that significant as they adopted different assumptions (2D airspace, known trajec-

tory plan, offline global path planning, different protected zones shapes, etc). Finally and

most importantly, previously suggested techniques were restricted to the determination of

whether a pair of airplanes are on a conflict course. They do not provide any information

about the timing of the conflict. Timing information is nevertheless essential in order

to match the alerts generated by the conflict detection algorithm to the actual conflicts:

there may be multiple actual conflicts between the same pair of airplanes along their

mission. Similarly, there may be multiple alerts issued by the conflict detection algorithm

for the same pair airplanes.

4.5.2 Simulations in a perfect environment

In this subsection we first study the influence of the considered simulation parameters

(i.e., the broadcast cycle Tb, the look ahead window Tl, the velocity v, the communication

range Rc and the protected zone radius Rp) on the performance of our algorithm and then

study its scalability in high density traffic scenarios.

Effect of the simulation parameters on SLIDE behaviour

In order to better understand the behaviour of SLIDE, we need first to study the effect of

the different simulation parameters and particularly the tuning parameters Tb and Tl on

SLIDE performance mainly measured by the number of missed alarms, false alarms and

the manoeuvre times.

Figure 4.7 plots the number of missed alarms as a function of the broadcast cycle

under two velocities v = 3m/s and v = 5m/s. The protected zone radius is Rp = 1m and

the look ahead time is Tl = 60s. As expected, the number of missed alarms increases as

the broadcast cycle increases. For example, for v = 3m/s, the number of missed alarms

is of 6 alarms with a broadcast cycle of 6s and it increases to reach 12 missed alarms

with a broadcast cycle of 9s. It is also interesting to note that Figure 4.7 is consistent

with equation (4.7). Indeed, from equation (4.7), to avoid missed alarms Tb should verify:

Tb ≤ Rc−2Rp

2v
= 23

2v
. For v = 5m/s, we should have Tb ≤ 2.3s and for v = 3m/s,

we should have Tb ≤ 3.83s. When referring to Figure 4.7, we see that for v = 5m/s

the number of missed alarms is negligible and barely increases for Tb ≤ 2.5s and then

sharply and continuously increases for Tb > 2.5s. Similarly, for v = 3m/s, we observe an
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Figure 4.7 – Number of missed alarms under different broadcast cycles and velocities

identical behaviour for Tb ≤ 4s and Tb > 4s. It shall be noted, as shown in this figure,

that unnecessarily small values of Tb have no positive effects on the number of missed

alarms. It however unnecessarily increases the communication cost of our algorithm that

corresponds to N
Tb

state messages per time unit, where N is the total number of deployed

nodes.

Figure 4.8 plots the number of missed alarms as a function of the communication range

under two velocities v = 3m/s and v = 5m/s. The considered broadcast cycle is Tb = 2s

and the protected zone radius is Rp = 1m. From this figure, we clearly observe that the

number of missed alarms decreases as the communication range increases. Indeed, the

higher is the communication range, the farther gets the state information, and therefore

the higher is the detection capability. Besides, equation (4.8) states that in order to

prevent missed alarms, the communication range Rc should verify: Rc ≥ 2Tbv + 2Rp,

which corresponds to Rc ≥ 22m with a velocity v = 5m/s and Rc ≥ 14m with a velocity

v = 3m/s. In consistency with equation (4.8), for v = 5m/s, Figure 4.8 shows that the

number of missed alarms continuously decreases as the communication range Rc increases

from 5m to about 22m and then keeps almost stable and very low values. A similar

behaviour is perceived with v = 3m/s and Rc = 14m.

In Figure 4.9, we study the impact of the prediction time Tl, the communication range

Rc and the protected zone radius Rp on the number of false alarms and the average
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Figure 4.8 – Number of missed alarms under different communication ranges and velocities

manoeuvre time. The number of false alarms (Figure 4.9(a)) and the average manoeuvre

time (Figure 4.9(b)) are plotted as a function of Tl, with Rc and Rp as parameters. We

vary Tl from 2s to 60s and consider two communication ranges Rc = 25m and Rc = 65m

and two protected zone radii Rp = 1m and Rp = 2.5m.

As portrayed on Figure 4.9(a), the number of false alarms increases as Tl, Rc and

Rp increase. For a given Rp and Rc, as the prediction time Tl increases, the number of

false alarms increases and then converges to some maximum value for large prediction

times. Take for example, a protected zone radius of 2.5m and a communication range of

25m. Figure 4.9(a) shows that there were 2.2 false alarms with Tl = 2s, 8.5 false alarms

with Tl = 10s and 9.2 false alarms with Tl = 20s. The number of false alarms stabilizes

at around 9.5 conflicts for Tl ≥ 40s. This result is an indication that the performance

of the conflict prediction directly depends on the accuracy of the trajectory prediction.

Indeed, with the straight line trajectory prediction, the farther in advance a prediction

is, the less certain such a prediction is likely to occur due to the higher probability of

eventual unpredicted turning manoeuvres. Furthermore, for a fixed prediction time Tl

and communication range Rc, the number of false alarms increases as the protected zone

radius increases from 1m to 2.5m. For instance, for Tl = 10s and Rc = 25m, there were

1.5 false alarms with Rp = 1m and 8.5 false alarms with Rp = 2.5m. This increase can be

explained by the fact that an increased protected zone radius highly increases the number
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of actual conflicts (we have observed 27 actual conflicts with a protected zone radius of

1m and 164 conflicts with a protected zone radius of 2.5m). An increased number of

actual conflicts increases the number of predicted conflicts which in its turn increases the

likelihood of false predictions. Similarly, for a fixed prediction time Tl and protected zone

radius Rp, the number of false alarms increases as the communication range increases

from 25m to 65m. When the communication range is increased from 25m to 65m, each

node will have more neighbouring nodes to predict conflicts with, which increases the

likelihood of false predictions.

From Figure 4.9(b), we observe that the average manoeuvre time tm is closely related

to Tl, Rc and Rp: tm increases as Tl and Rc increase and decreases as Rp increases. In

fact, tm is limited by a maximum value determined by Tl, Rc, Rp and the average relative

speed v∗ as follows:

tm ≤ min(Tl,
Rc − 2Rp

v∗ )

The expression Rc−2Rp

v∗ is the maximum possible time elapsed between the reception of a

STATE message and the loss of separation. The relative speed v∗ can be expressed as a

direct function of the velocity v: v∗ = k× v, where k is a constant specific to the mobility

model. For our considered mobility model, the parameter k is equal to 4
π

[Groe 05]. We

consequently have:

tm ≤ min(Tl,
(Rc − 2Rp) π

4 v
)

This corresponds to tm ≤ min(Tl, 6.02s) with Rc = 25m and Rp = 1m; tm ≤
min(Tl, 5.23s) with Rc = 25m and Rp = 2.5m; tm ≤ min(Tl, 16.49s) with Rc = 65m

and Rp = 1m and tm ≤ min(Tl, 15.70s) with Rc = 65m and Rp = 2.5m. These results

are in conformity with the results obtained in Figure 4.9(b).

It can be concluded from the analysis of Figure 4.9 that the choice of Tl and Rc

is a trade-off between nuisance alarms and large safety margins. Increasing Tl or Rc

increases the manoeuvre times, but with the penalty of an increased number of false

alarms. Decreasing Tl or Rc lowers the number of false alarms but will also lessen the

manoeuvre times that may become insufficient for effective avoidance manoeuvres.

Table 4.2 shows the number of false alarms obtained under different confined airspaces

dimensions X, Y, Z. We consider two look ahead times Tl = 2s and Tl = 60s and two

velocities v = 3m/s and v = 5m/s. The considered broadcast cycle is Tb = 2s. We

can observe from this table that the number of false alarms decreases as the airspace size

increases and the velocity decreases. This is because, in a large airspace the mobile nodes

can have long straight line trajectories while in a small airspace with high velocities, the

nodes will rapidly reach the environment boundaries and will hence have to frequently
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Figure 4.9 – Number of false alarms (a) and average manoeuvre time (b) under different
look ahead times, communication ranges and protected zone radii
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X × Y × Z Tl = 2s & v = 3m/s Tl = 2s & v = 5m/s Tl = 60s & v = 3m/s Tl = 60s & v = 5m/s
400 × 300 × 20 1.35 2.98 5.96 7.65
400 × 300 × 25 1.05 2.65 4.53 6.61
450 × 350 × 25 1.04 1.7 3.16 4.36
450 × 350 × 30 0.59 1.63 2.27 3.92
500 × 400 × 30 0.52 1.07 1.81 2.45
500 × 400 × 35 0.48 0.88 2.03 2.1
550 × 450 × 35 0.35 0.61 1.26 1.64

Table 4.2 – Number of false alarms under different spaces

change their movement direction. For example, there were 7.65 false alarms in an airspace

size of 400m x 300 x 20m with a velocity v = 5m/s and a look ahead time Tl = 60s. This

number decreases to 5.96 with a velocity v = 3m/s and to 1.64 false alarms in an airspace

of 550m x 450 x 35m. Short look ahead times should be used in small deployment areas

in order to avoid an increasing number of false alarms. As shown in the table, a short

look ahead time tl = 2s guarantees a low number of false alarms even in small deployment

areas with high velocities.

SLIDE scalability in a homogeneous network

Table 4.3 studies the scalability of SLIDE in a homogeneous network where all the de-

ployed nodes have the same characteristics. It shows the number of actual conflicts, the

number of missed alarms, the number of false alarms, the probability of missed alarms,

the probability of false alarms and the average manoeuvre time under a number N of

nodes varying from 30 to 120. The protected zone radius Rp is equal to 1m. We consider

three velocities v = 1m/s, v = 3m/s and v = 5m/s. We have observed from the previous

simulations that the performance of SLIDE is mainly influenced by its tuning parameters

Tb and Tl. These two parameters should be carefully tuned in order to guarantee an

efficient conflict detection. Based on equation (4.7) and the previous simulation results

the values of the tuning parameters are set to: Tb = 12s for v = 1m/s, Tb = 3.5s for

v = 3m/s, Tb = 2s for v = 5m/s and Tl = 60s for the three considered velocities.

Table 4.3 shows an important increase in the number of actual conflicts when the num-

ber of nodes increases from 30 to 120: the number of actual conflicts increased from 3.49 to

35.77 under the velocity v = 1m/s, from 7.48 to 109.02 under the velocity v = 3m/s and

from 11.31 to 180.36 under the velocity v = 5m/s. In spite of this important increase in

the number of actual conflicts, the probability of missed alarms and the probability of false

alarms remained almost constant. SLIDE maintained a constant and a very low missed

alarms probability of around 0.03 and a very low and constant false alarms probability of

around 0.06 under the three considered velocities.

Predictions should not only be accurate regarding the existence of conflicts. Conflicts
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Figure 4.10 – Average manoeuvre time and number of false alarms as a function of the
communication range

should also be predicted sufficiently in advance so that avoidance manoeuvres get enough

time to be performed. Table 4.3 shows that SLIDE maintained a manoeuvre time of

around 12s under the velocity v = 1m/s, 4s under the velocity v = 3m/s and 2.4s

under the velocity v = 5m/s, which is suitable in regard to the considered velocities

and protected zone radius. Indeed, the higher is the velocity, the more rapidly nodes

can manoeuvre to escape the collision risk and thus the lower is the required manoeuvre

time. However, if the end user desires larger manoeuvre times, he/she can increase the

communication range but at the expense of a slightly higher number false alarms. This

can be seen in Figure 4.10 that plots the average manoeuvre time and the number of false

alarms under a varying communication range. For instance, Figure 4.10 shows that to

increase the average manoeuvre time from 4.02 to 10s, the communication range should

be increased from 25m to 55m but on the other hand the number of false alarms will

increase from 1.48 to 3.63.

Overall, table 4.3 clearly shows that SLIDE is scalable to an increasing number of

nodes which is an advantageous feature of a conflict detection algorithm.
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V = 1m/s

N 30 45 60 75 90 105 120

Actual conflicts 3.49 5.5 9.20 14.43 20.20 27.81 35.77

Number of missed alarms 0.09 0.10 0.16 0.33 0.51 0.89 1

Number of false alarms 0.06 0.25 0.45 0.59 0.93 1.24 1.94

Probability of missed alarms 0.026 0.019 0.018 0.023 0.025 0.032 0.027

Probability of false alarms 0.017 0.044 0.047 0.040 0.045 0.044 0.052

Average manoeuvre time tm(s) 12.60 11.97 11.78 11.79 11.59 11.44 11.60

V = 3m/s

N 30 45 60 75 90 105 120

Actual conflicts 7.48 15.54 27.10 41.87 60.12 84.3 109.02

Number of missed alarms 0.22 0.39 0.76 1.19 1.71 2.36 3.16

Number of false alarms 0.35 0.80 1.48 2.37 3.59 5.24 6.1

Probability of missed alarms 0.030 0.025 0.028 0.028 0.028 0.028 0.028

Probability of false alarms 0.046 0.050 0.053 0.055 0.057 0.06 0.054

Average manoeuvre time tm(s) 3.98 4.07 4.02 4.03 4.14 3.98 4.00

V = 5m/s

N 30 45 60 75 90 105 120

Actual conflicts 11.31 24.58 44.46 70.30 101.67 137.92 180.36

Number of missed alarms 0.30 0.71 1.38 2.12 2.97 3.87 5.13

Number of false alarms 0.56 1.46 2.45 4.10 6.05 8.62 10.75

Probability of missed alarms 0.026 0.028 0.031 0.030 0.029 0.028 0.028

Probability of false alarms 0.048 0.057 0.053 0.056 0.057 0.060 0.057

Average manoeuvre time tm(s) 2.50 2.39 2.49 2.41 2.49 2.43 2.43

Table 4.3 – SLIDE scalability in a homogeneous network: SLIDE guarantees a very low
probability of missed alarms, a very low probability of false alarms and an adequate
manoeuvre time even in high density traffic scenarios
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SLIDE scalability in a heterogeneous network

Some applications require the deployment of different nodes with different characteristics

and particularly different velocities and sizes. We therefore study next the performance

of SLIDE in a heterogeneous network where nodes have different velocities and protected

zones radii (i.e., sizes). We assume that the deployed nodes are divided into three different

groups (G1, G2,G3) and each group has its own characteristics. We consider the following

deployment scenarios:

• Scenario 1: group 1 (v = 1m/s, Rp = 1), group 2 (v = 3m/s, Rp = 1), group 3

(v = 5m/s, Rp = 1)

• Scenario 2: group 1 (v = 3m/s, Rp = 0.5), group 2 (v = 3m/s, Rp = 1), group 3

(v = 3m/s, Rp = 1.5)

• Scenario 3: group 1 (v = 1m/s, Rp = 0.5), group 2 (v = 3m/s, Rp = 1), group 3

(v = 5m/s, Rp = 1.5)

The extension of equation (4.6) to a heterogeneous network gives:

Tb ≤ Rcmin
− 2Rpmax

2Vmax

(4.16)

Where Rcmin
is the minimum communication range in the network, Rpmax

the maximum

protected zone radius and Vmax the maximum velocity.

According to equation (4.16), we choose Tb = 2s for the first and the third scenario

and Tb = 3.5s for the second scenarios. The look ahead time is fixed to 60s and the

number of nodes is varied from 30 to 120 for the three of the considered scenarios.

Table 4.4 summarizes the obtained results. As shown in this table, SLIDE maintains

constant and very low missed and false alarms probabilities although the increase of the

number of nodes. SLIDE also maintains constant manoeuvre times of around 4s under

the three considered scenarios. Once again, our algorithm shows its scalability to an

increasing number of nodes even in heterogeneous networks.

Manoeuvre times and conflict resolution

The main focus of this chapter is on conflict detection. We can however, with a closer

focus on the obtained manoeuvre times, provide some general indications on possible

resolution manoeuvres. Indeed, when we refer to table 4.5 that summarizes the obtained

manoeuvre times under different velocities, we can see that SLIDE provides an average

manoeuvre distance around 12m under all the considered velocities. This corresponds

to around 12 times the considered protected zone radius. With such a large manoeuvre
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Scenario 1

N 30 45 60 75 90 105 120

Actual conflicts 8.08 17.48 30.55 47.23 68.96 93.17 122.63

Number of missed alarms 0.11 0.28 0.43 0.68 1.17 1.52 1.95

Number of false alarms 0.49 0.89 1.59 2.62 4.08 5.42 7.25

Probability of missed alarms 0.014 0.016 0.014 0.014 0.017 0.016 0.015

Probability of false alarms 0.058 0.049 0.050 0.053 0.056 0.055 0.056

Average manoeuvre time tm(s) 4.17 4.07 4.19 4.31 4.22 4.21 4.29

Scenario 2

N 30 45 60 75 90 105 120

Actual conflicts 7.66 16.38 19.65 45.63 65.42 91.32 117.42

Number of missed alarms 0.24 0.38 0.50 1.29 2.05 2.52 3.53

Number of false alarms 0.39 0.83 0.96 2.52 3.63 5.32 6.73

Probability of missed alarms 0.031 0.023 0.025 0.028 0.031 0.027 0.030

Probability of false alarms 0.050 0.049 0.047 0.053 0.054 0.057 0.055

Average manoeuvre time tm(s) 3.93 3.99 4.07 4.00 4.08 4.00 3.93

Scenario 3

N 30 45 60 75 90 105 120

Actual conflicts 10 22.19 38.16 58.89 87.22 117.05 155.41

Number of missed alarms 0.11 0.41 0.80 1.01 1.83 2.24 2.84

Number of false alarms 0.58 1.06 2.07 3.1 5.08 6.44 8.86

Probability of missed alarms 0.011 0.018 0.020 0.017 0.021 0.019 0.018

Probability of false alarms 0.056 0.046 0.052 0.050 0.056 0.053 0.054

Average manoeuvre time tm(s) 3.53 3.38 3.45 3.40 3.45 3.47 3.40

Table 4.4 – SLIDE scalability in a heterogeneous network: SLIDE maintains very low
missed and false alarms probabilities and adequate manoeuvre times even in highly dense
heterogeneous traffic scenarios
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v = 1m/s v = 3m/s v = 5m/s
Manoeuvre time tm (s) 11.98 4.02 2.49

Manoeuvre distance = tm × v 11.98 12.06 12.45

Table 4.5 – Manoeuvre times under different velocities

distance, a conflict can be easily resolved using a single basic horizontal manoeuvre (a

turn left or right with a distance d > Rp) or a single basic vertical manoeuvre (a climb

or descent with a distance d > Rp). For instance, to resolve a head on conflict the higher

node can realize a climb manoeuvre while the lower node continues its trajectory without

change or vice versa. To resolve a crossing conflict the node on the left can realize a turn

left manoeuvre while the node on the right continues its trajectory without change or vice

versa.

To summarize, the simulation results obtained in subsection 4.5.2 clearly indicate that:

1. The performance of SLIDE is mainly impacted by its two tuning parameters Tb and

Tl.

2. An adequate tuning of these two parameters guarantees excellent conflict detection

capabilities. Indeed, as observed from tables 4.3 and 4.4, even in high density traffic

scenarios SLIDE provides:

• A very low probability of missed alarms around 0.03.

• A very low probability of false alarms around 0.06.

• An adequate manoeuvre time with respect to the nodes velocities and protected

zones radii.

4.5.3 Simulations with packet loss

In Figure 4.11, we study the impact of packet loss on the number of missed alarms. The

number of missed alarms is plotted as a function of the packet loss probability p under

different broadcast cycles Tb. The packet loss probability p is varied from 0 to 0.5. As

expected, the number of missed alarms increases as the packet loss probability increases.

Figure 4.11 also shows that the higher the broadcast cycle, the higher the negative effect

of packet loss on the detection performance. For example with a packet loss probability

p = 0.4 (a highly perturbed environment), there were 0.2 missed alarms with Tb = 0.5s,

1.2 missed alarms with Tb = 1.5s, 5.4 missed alarms with Tb = 2.5s and 8.4 missed alarms

with Tb = 3.5s.

To validate proposition 4, we present in table 4.6 the number of missed alarms under

different distinguished broadcast cycles Tb and T ∗
b [u]. Tb = Rc−2Rp

2v
= 3.8s corresponds to
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Figure 4.11 – Number of missed alarms under different packet loss probabilities and broad-
cast cycles

the endpoint of equation (4.7) and T ∗
b [u] = log(p)

log(1−u)
×Rc−2Rp

2v
= log(p)

log(1−u)
×3.8s corresponds to

the endpoint of equation (4.11) in proposition 4. We consider three different probabilities:

u = 0.99, u = 0.95 and u = 0.90. The packet loss probability p is varied from 0.1 to 0.5.

In our simulations, we restricted our attention to the case where the nodes have the

same fixed packet loss probability during their entire flight. The packet loss probability

in proposition 4 may nevertheless be a fixed or a dynamic packet loss probability. In case

of dynamic packet loss probabilities, the nodes can dynamically, within the same flight,

adapt their broadcast cycles to the loss probabilities.

As seen from table 4.6, using a loss-probability dependent broadcast cycles, T ∗
b , with

high u guarantees a negligible number of missed alarms in spite of the increasing packet

loss probability p. However, with a fixed broadcast cycle independent from the probability

of packet loss, Tb, we have a high increasing number of missed alarms.

To sum up, the simulation results obtained in subsection 4.5.3 indicate that in a

packet-loss prone environment:

1. The use of an inadequately fixed broadcast cycle Tb leads to an increase in the

number of missed alarms.

2. The use of a loss-probability dependent broadcast cycle T ∗
b calculated according to

proposition 4 guarantees a low number of missed alarms even in a highly perturbed
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Tb = 3.8s T ∗
b [0.99] T ∗

b [0.95] T ∗
b [0.90]

p = 0.1 2.62 0.55 1.76 2.51
p = 0.2 4.56 0.52 1.44 3.1
p = 0.3 6.57 0.42 1.43 2
p = 0.4 8.98 0.59 1.23 1.91
p = 0.5 11.54 0.51 1.13 2.2

Table 4.6 – SLIDE performance in a packet-loss prone environment: SLIDE guarantees
a very low number of missed alarms when using a loss-probability dependent broadcast
cycle with u = 0.99

communication environment. We particularly recommend the use of proposition 4

with a probability u = 0.99. Indeed, as we have seen in table 4.6, with u = 0.99

SLIDE provides a very low number of missed alarms around 0.5.

4.5.4 Simulations with state information errors

In previous simulations, we assumed that each node is aware of its exact state information.

Here, we relax this assumption and introduce measurement errors in each node state

information. The considered position and velocity errors are respectively randomly and

uniformly distributed in [0, ρ] and [0, υ]. That is, for each node, we have: ‖P − Pu‖ ≤ ρ

and ‖V − Vu‖ ≤ υ, were P and Pu are the node certain and uncertain position vectors;

V and Vu are the node certain and uncertain velocity vectors. We differentiate between

two different separation thresholds: the minimum required separation Dmin and the alert

threshold S. The minimum required separation Dmin guarantees the safety of the mobile

nodes and should never be violated. An actual conflict occurs when the distance separating

two nodes is less or equal to Dmin = 2Rp. The alert threshold S is the threshold considered

to issue conflict alerts. The conflict detection algorithm declares a conflict if ∃ t ∈ [0, Tl]

such that the distance separating two nodes is less or equal to S.

Table 4.7 summarizes the obtained simulation results under different position and

velocity errors. The first three upper columns of the table correspond to the obtained

number of missed alarms, false alarms and manoeuvre times in the case of using the

intuitive alert threshold S = Dmin = 2Rp. In this case, we observe that both the number

of missed alarms and false alarms increase as the state information uncertainty increases.

The average manoeuvre times, however, have slightly decreased in comparison with those

obtained in an error-less environment (Table 4.3). SLIDE detection capability cannot

consequently be maintained using such a basic threshold. Missed alarms are considered

as extreme hazards that may lead to nodes collisions while false alarms are considered as

nuisance alarms. Achieving low numbers of missed alarms is consequently a priority in
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order to guarantee the nodes safety. An acceptable number of false alarms is also required

in order not to loose the operator trust.

The next three upper columns of the table present the performance of SLIDE when

we consider the dynamically extended alert threshold S = 2Rp + Runc introduced in

proposition 6. As shown in the table, this method keeps a fairly constant and negligible

number of missed alarms despite the increasing measurement errors. It also maintains

quite constant manoeuvre times of about 4s. Note also that the obtained number of missed

alarms and manoeuvre times are similar to those obtained in an ideal environment with

no state information uncertainties (Table 4.3). This extended alert threshold effectively

decreases the number of missed alarms but also remarkably increases the number of false

alarms. Indeed, a non violation of the extended alert threshold S = 2Rp+Runc necessarily

means a non violation of the minimum required separation Dmin = 2Rp, but on the other

hand a violation of S does not necessarily mean a violation of Dmin.

To reduce this excessive number of false alerts, we propose the use of a two-stage

validation. That is, for a conflict alert to be issued, each conflict must be validated

upon two successive STATE messages. As we can see from the table, this method re-

duces the excessive number of false alarms while preserving a negligible number of missed

alarms. Another observation is that the average manoeuvre times have slightly decreased

in comparison with the previous method. This decrease is due the fact that the two-stage

validation defers each conflict alert till the next received STATE message. The number of

false alarms achieved under the two-stage method can be further reduced by using shorter

look ahead times. The last three lower columns of the table present the obtained results

with a shortened look ahead time Tl = 5s. The number of false alarms has significantly

decreased but at the cost of shorter manoeuvre times.

Overall, the simulation results obtained in subsection 4.5.4 indicate that:

1. SLIDE performance degrades when it uses the basic alert threshold S = 2Rp under

state information uncertainties.

2. The algorithm performs perfectly well with respect to missed alarms and manoeu-

vre times when it uses the dynamically extended alert threshold S = 2Rp + Runc.

Nevertheless, extending the alerting threshold leads to an important increase in the

number of false alarms. This increased number of false alarms can be significantly

reduced using a two-stage validation and/or a short look ahead time but with the

penalty of shorter, yet still adequate, manoeuvre times. In order for SLIDE to main-

tain good detection capabilities in an environment with sensing uncertainties it is

therefore highly recommended to use both the dynamically extended alert threshold

introduced in proposition 6 and the two-stage validation.
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S = 2Rp S = 2Rp +Runc

Missed False tm Missed False tm
ρ = 0.1; υ = 0 1.79 3.18 3.77 0.78 6.83 3.98
ρ = 0.3; υ = 0 5.02 7.61 3.65 0.71 15.05 4.13
ρ = 0.1; υ = 0.1 5.12 10.76 3.22 0.64 44.49 4.08
ρ = 0.3; υ = 0.1 6.85 13.12 3.27 0.73 56.12 4.01

S = 2Rp +Runc

& two-stage validation

S = 2Rp +Runc

& two-stage validation
& shortened Tl

Missed False tm Missed False tm
ρ = 0.1; υ = 0 0.90 5.64 3.36 0.96 4.57 2.22
ρ = 0.3; υ = 0 0.92 11.23 3.35 0.93 8.88 2.30
ρ = 0.1; υ = 0.1 0.87 26.17 3.32 0.89 15.53 2.36
ρ = 0.3; υ = 0.1 0.78 33.43 3.30 0.93 20.15 2.44

Table 4.7 – SLIDE under state information uncertainties: SLIDE good performance is
guaranteed by the use of the dynamically extended alert threshold and the two-stage
validation

4.6 Conclusion

In this chapter, we have presented SLIDE a novel 3D, distributed and straight line conflict

detection and alerting algorithm. The proposed algorithm requires little communication

between the nodes: only the state information (i.e., 3D position and velocity vectors) is

periodically exchanged. Conflict conditions were first discussed for a perfect environment

and then discussed in the presence of packet loss and state information uncertainties. State

information uncertainties were handled by using a dynamically extended alert threshold

and a two-stage conflict validation. Packet loss was handled using a loss-probability

dependent broadcast cycle. To evaluate the performance of SLIDE, we carried out three

sets of simulations: in an error-free environment, with packet loss and finally with state

information uncertainties. Simulations results showed that SLIDE performs well in each

of these cases.
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Probabilistic Conflict Detection in
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In this chapter, we introduce a stochastic model that accurately models conflicts in a

swarm of 3D-mobile nodes sharing the same airspace. Unlike the most existing stochastic

models, our proposed model is simple, generic and depends only on two input parameters:

the number of nodes N and the parameter λ describing the time that two random nodes

take to come into contact with each other.

The major contributions of this chapter can be summarized as follows:
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• Based only on two parameters (N and λ), we provide simple yet accurate closed-form

expressions for various conflict related metrics.

• The parameter λ, characterizing the inter-contact time between a pair of mobile

nodes, may be difficult to obtain experimentally. We hence provide a generic explicit

expression of λ. The obtained generic expression is then specified for two widely

used mobility models: the random waypoint and the random direction mobility

models.

• We validate the obtained analytical expressions based on extensive simulations using

OMNeT++.

This chapter is organized as follows. Section 5.1 critically reviews state-of-the-art

probabilistic conflict detection techniques. Section 5.2 presents our analytical model. We

particularly consider two scenarios. In the first scenario, we assume that mobile nodes

have perfect conflict detection and avoidance capabilities. In the second scenario, we

assume that the mobile nodes are deprived of conflict detection and avoidance capabilities

due to size, weight or power constraints. Section 5.3 validates the analytical results by

comparing them against simulation results obtained under the random waypoint and the

random direction mobility models. The simulation results are in excellent agreement with

the analytical result. Besides, an explicit expression is provided for the parameter λ for

the two considered mobility models. Section 5.4 concludes the chapter.

5.1 Probabilistic Conflict Detection Techniques

Conflict risk assessment techniques could be temporal, spatial or probabilistic. Temporal

and spatial approaches compute the time and space coordinates of potential conflicts.

SLIDE our conflict detection algorithm proposed in chapter 4 falls in this category. Prob-

abilistic approaches [Liu 11, Hard 13] use analytic, numerical approximation and simu-

lation techniques to diagnose conflict risks. [Leve 11] develops a generic mathematical

model predicting the rate of conflicts that would occur in a 2D swarm of vehicles when no

conflict avoidance mechanism is implemented. The conflict rate is expressed as a function

of many parameters that must be defined by the swarm designer and identified based

on vehicles behaviors knowledge. The proposed model is hence unpractical in case of

non-availability of a priori estimates of these parameters. The works in [Blom 06] and

[Stro 09] use Monte Carlo methods for the assessment of conflict risks. While Monte Carlo

approaches represent a powerful tool to deal with nonlinear systems, their computation

times may be very increased which makes them inefficient for real-time conflict warnings.

Monte Carlo approaches also do not guarantee a non-underestimation of the conflict risk
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resulting in violations of the safety requirements. [Pati 12] and [Lamb 08] propose formu-

lations to compute the probability of conflicts between a moving vehicle and a set of static

obstacles. In [Pati 12] the vehicle is assumed to be operating under Gaussian motion with

uncertainties. The estimates of the conflict probability are based on a priori distributions

of the vehicle state along a given plan. The proposed method ensures conservatives es-

timates: the probability of conflicts is never underestimated in order to guarantee the

safety requirements. However, this approach assumes a precise sensing of all the obstacles

in the environment which may not hold in the real world applications. In [Lamb 08] the

probability of conflicts is expressed as a sum of integral of a product of Gaussian. The

obtained integrals consider the state uncertainties of both the vehicle and the obstacles.

The major drawback of this work is that the proposed formulation is complicated and

has no analytical solution. The authors have instead proposed a Monte Carlo method

to compute the integrals. This formulation was later extended in [Du T 11] to take into

account the dependence between the vehicles and obstacles distributions (e.g., interactive

vehicle-obstacle scenarios). Paper [Shyu 08] analyzes real-world data records in order to

assess the conflicts risks. Real-world data encloses the major factors affecting the vehicles

trajectories and hence produces reliable estimations but the data collection and analysis

is usually memory and time consuming. The authors of [Saha 15] propose an approach

that estimates the probability of conflict risk between a pair of vehicles moving in a 2D

plane. The proposed method has short runtimes which makes it attractive for real-time

conflict risks assessment but has also a limited applicability to 2D movements.

The previously proposed probabilistic conflict assessment techniques are usually com-

plicated, time consuming and require many input parameters. Taking into consideration

these issues, we propose in this chapter a simple stochastic model that accurately models

conflicts risks using only two input parameters.

5.2 Analytical Model

In this section we begin with some definitions and a description of the considered network.

We then consider two possible scenarios, a scenario where the mobile nodes are supposed

to be equipped with perfect detection and avoidance capabilities and a scenario where

the mobile nodes are not equipped with detection and avoidance capabilities due to their

restricted size, weight or power.
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5.2.1 Network description and definitions

We consider here an ad-hoc aerial wireless network composed of N nodes enumerated

as u1, u2, · · · , uN . The scenario is that of an opportunistic network with a relatively

sparse node density and intermittent connectivity. We assume that two mobile nodes

are in contact if their distance is less than or equal to a parameter rc, called the contact

range. Whenever a given node ui penetrates inside the sphere centered at node uj with

radius rc, we say that a contact has occurred between ui and uj yielding to a conflict. A

conflict may result in potential nodes damages, unless otherwise avoided at the cost of

additional conflict detection and avoidance algorithms [Lam 09], which is costly in terms

of complexity and energy.

In order to address the conflict risks between two mobile nodes, we borrow the follow-

ing definitions from opportunistic networks. The contact time is defined as the duration

between the instants two mobile nodes move into contact range rc until they move apart.

The inter-contact time between two mobile nodes is defined as the elapsed time between

two consecutive contacts. Note that in conventional opportunistic networks, the above

time-based metrics are rather defined with respect to the communication range ρ, since

the interest in such networks stems from the fact that mobile nodes collaborate in dis-

tributing content when two nodes are within each others communication range. While a

contact between mobile nodes in opportunistic networks is a desirable event for content

distribution, it becomes a threatening event in aerial wireless networks since it indicates

a potential collision risk between two mobile nodes. Therefore, contacts occurrence with

respect to the contact range rc should be avoided in such networks.

5.2.2 Inter-contact time characterization

There has been a lot of research work characterizing the inter-contact time in mobile

opportunistic networks. This characterization is essential for the performance evaluation

of the systems. Previous works have studied the distribution of the inter-contact time by

collecting data from real mobile network environments. Some work has shown that the

inter-contact time distribution is exponential with rate λ for both human [Kara 10] and

some vehicles mobility scenarios [Zhu 10]. Nevertheless, there is some controversy about

whether this exponential distribution relates to all real mobility patterns [Hui 05]. Some

empirical results have shown that the aggregate inter-contact time distributions follows

a power-law distribution and has a long tail [Chai 07], meaning that some pairs of nodes

barely experience any contact.

In our model, we extend the exponential inter-contact distribution assumption to ad-

hoc aerial wireless networks. Hence, we assume that the mobility of nodes is such that the

94



5.2. Analytical Model

inter-contact times between the same pair of nodes –also called the pairwise inter-contact

time– can be modeled by independent identically distributed (i.i.d) random variables that

are exponentially distributed. We also assume that nodes in the network are homogeneous,

that is, all the nodes have the same movement patterns that follows the same exponential

inter-contact distribution with average contact rate λ. Let T be the pairwise inter-contact

time between two given nodes. Therefore, the Cumulative Distribution Function (CDF )

of random variable T is given by

Pr(T ≤ t) = 1 − e−λt. (5.1)

When two nodes come into conflict with each other, a collision may happen causing

node crashes with a probability pc. Throughout this chapter, we consider two possible

scenarios. The first corresponds to the case where at least one of the nodes is equipped

with perfect detection and avoidance capabilities precluding the nodes from crashes (pc =

0) by taking successful emergency avoidance actions to escape imminent crashes. This

is indeed achieved at the cost of additional state information at nodes. The second

corresponds to the occurrence of a collision causing node crash with probability one (pc =

1). This occurs when no one of the mobile nodes is equipped with conflict detection and

avoidance capabilities. Thus, in this scenario, a conflict occurrence leads to a systematic

collision.

5.2.3 Collision-free conflict scenario

This scenario assumes that the mobile nodes are able to perfectly avoid imminent crashes.

Analysis

We describe here a stochastic model based on continuous-time Markov chains in order to

study the conflicts incurred by opportunistic contacts between nodes. We are particularly

interested in capturing how the network evolves in the presence of perfect conflict detection

and avoidance capabilities. Under such conditions, there is no possibility that a pair of

nodes is moved out of the network when an opportunistic conflict occurs, that is, there

is no nodes loss due to conflicts. However, due to limited energy sources that can ensure

continuous power harvesting, mobile nodes mission duration is limited: investing more

energy in conflict detection and avoidance operations can increase the safety but decrease

the nodes mission duration. Concepts to harmonize these tradeoffs are required, which

means, among other concepts, that the number of conflicts encountered during a mission

duration should be limited. Under such observations, a key issue is the resolution of the

following question: how likely does the system evolve in the future under some initial
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conditions? In particular, we are interested in quantitative estimate of the incurred cost

due to the conflict detection and avoidance actions. Answering this question consists in

finding appropriate state variables that describe the system evolution.

To this end, we look at two stochastic variables: the aggregate and the individual

conflict numbers. Indeed, the energy consumption is directly related to the number of

conflicts. The higher is the number of conflicts to resolve, the higher is the required energy

for conflict detection and resolution manoeuvres. The aggregate conflict number, denoted

by na(t), is the number of all conflicts measured in the network between any two nodes

until a given time t. The individual conflict number, denoted by ni(t), is the number of

conflicts that an arbitrary node undergoes with any other node in the network until a

given time t. From a performance viewpoint, na(t) is a measure of the performance of

the system as a whole, while ni(t) is a measure of the system performance as seen from

an individual node.

Proposition 7. Both aggregate and individual conflict numbers na(·) and ni(·) obey Pois-

son processes with rates

λa =
N(N − 1)

2
λ (5.2)

and

λi = (N − 1)λ (5.3)

respectively.

Proof. Assume that the process na(·) is at state j at time t, that is, na(t) = j. There

are N(N−1)
2

different combinations for choosing pairs of nodes likely to come into conflict.

Therefore, considering the exponential assumption of the inter-contact time, we have the

same set of independent Poisson processes with rate λ running, such that the first one

to go off determines the process na(·) to jump in state j + 1. Recalling that merging

independent Poisson processes produces a Poisson process whose rate is the sum of rates

of individual ones, we find that the opportunities of conflicts between nodes, that is, na(·)
can be represented by Poisson process having rate N(N−1)

2
λ. Finally, by considering the

fact that there are (N − 1) nodes likely to come into conflict with a given node ui and

applying the same reasonings to process ni(·), we establish Proposition 7.

Let us now introduce two key performance metrics, namely the aggregate and individual

inter-conflict times. The former, denoted by Tact, stands for the elapsed time between any

two successive conflicts whereas the latter, denoted by Tict, is the time that it takes for a

given target node to come into conflict with another node during the system evolution.
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Corollary 1. Aggregate and individual inter-conflict times Tact and Tict follow exponential

distributions with means 1
λa

and 1
λi

respectively, that is

Pr(Tact ≤ t) = 1 − e− N(N−1)
2

λt (5.4)

Pr(Tict ≤ t) = 1 − e−(N−1)λt (5.5)

Proof. This follows from the simple fact that the aggregate and individual numbers of

conflicts occurring during the system evolution are Poisson processes with rates λa and

λi respectively.

Discussion

Some general remarks can be drawn from the previous analysis. From proposition 7, we

can obtain closed-form expressions for the expected aggregate and individual number of

conflicts that occur by time t:

E(na(t)) =
N(N − 1)

2
λ t (5.6)

E(ni(t)) = (N − 1)λ t (5.7)

These two metrics are valuable indicators for the assessment of conflicts risks and hence

whether a conflict detection and avoidance procedure is needed. For a given deployment

characterized by its parameter λ, duration t and number of deployed nodesN , an increased

total number of conflicts indicates the high need of a conflict detection and avoidance

procedure in order to keep the nodes mission safe. On the other hand, a very low number

of conflicts indicates that the use of such a procedure is more harmful (futile energy

consumption) than beneficial.

Similarly, from Corollary 1 we can derive closed-form expressions for the mean aggre-

gate and individual inter-conflict times:

E(Tact) =
2

N(N − 1)λ
(5.8)

E(Tict) =
1

(N − 1)λ
(5.9)

Using these expressions, we can decide if the system performance is acceptable for a

given number of nodes and contact rate. Besides, these expressions allow us to gain a
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better understanding of the impact of these parameters on the performance metrics. For

example, in Figure 5.1 we plot the mean aggregate inter-conflict time E(Tact) as a function

of the number of nodes for different contact rates, a small contact rate λ = 0.01, a medium

contact rate λ = 0.1 and a large contact rate λ = 1. The contact rate λ = 0.01 corresponds

to a sufficiently large deployment region where a single pair of deployed nodes rarely come

in contact with each other; the contact rate λ = 0.1 corresponds to a medium deployment

region where a single pair of nodes occasionally experience conflicts and the contact rate

λ = 1 corresponds to a small deployment region where a single pair of nodes frequently

come in contact with each other. This figure suggests that the impact of decreasing the

contact rates on the mean aggregate inter-conflict time is significant in the case of low

density of nodes while this impact becomes meaningless in the case of high density.
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Figure 5.1 – Aggregate inter-conflict time for different contact rates

To assess the system safety degree, we define psa as the probability that the whole

system survives until time tsa without having encountered any conflict between pairs of

nodes and psi as the probability that an arbitrary node survives until time tsi without

having encountered any conflict. In what follows, psa (resp. psi) is called the aggregate

(resp. the individual) survival probability; tsa (resp. tsi) is called the aggregate (resp. the

individual) safety period. Based on corollary 1, we obtain:

psa = Pr(Tact > tsa) = e− N(N−1)
2

λ tsa (5.10)

psi = Pr(Tict > tsi) = e−(N−1) λ tsi (5.11)

Relations (5.10) and (5.11) are of great importance and enable us to derive the safety

period for a given survival probability as a function of the number of nodes N and the pair-

wise contact rate λ. More interestingly enough, they enable us to find the concentration
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of nodes to be deployed while achieving a threshold safety period with high probability.

However, to obtain general insights, it is more convenient to rescale both the aggregate and

individual safety periods in order to construct two new dimensionless variables t∗sa = λ tsa

and t∗si = λ tsi. The reason for this variable rescaling stems from the fact that 1
λ
, the mean

pairwise contact time, is the natural time scale of the model. Therefore, t∗sa (resp. t∗si) is

nothing but the ratio between the aggregate (resp. individual) safety time and the mean

pairwise contact time.

We obtain then Figure 5.2, where the scaling variables t∗sa =
−2 log(psa)

N(N − 1)
and t∗si =

− log(psi)

(N − 1)
are plotted against the size of the network N for different survival probabilities psa = psi =

0.3; psa = psi = 0.6 and psa = psi = 0.9. Many key features can be drawn from this fig-

ure. First, note that for a fixed value of N , the rescaled variables noticeably decrease

as the survival probability increases. For example, for N = 10, the obtained aggregate

safety time is about 2.67% of the mean contact time with psa = 0.3. However, it falls to

1.13% of the mean contact time with psa = 0.6 and to 0.23% of the mean contact time

with psa = 0.9. Second, a closer inspection of this plot indicates that at fixed survival

probability, the obtained safety times rapidly decrease to small values.
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(b) psa = psi = 0.6
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Figure 5.2 – Safety periods for different survival probabilities

5.2.4 Collision-prone conflict scenario

This scenario assumes that nodes take no avoidance action whatsoever in response to

imminent crashes. This can particularly be the case for small mobile nodes that are

unable to meet conflict detection and resolution equipment requirements due to their

limited size, weight and energy.

Analysis

Next, we define the partial survival time T2i as the time till the ith collision.
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Proposition 8. Under the conflict with collision model, the Laplace transform of the

partial survival time can be expressed as

T̂2i(θ) =
i−1∏

j=0

λC
2
N−2j

θ + λC2
N−2j

(5.12)

Proof. The proof is based on modeling the number of nodes that are removed from the

system until time t due to collision occurrences as a discrete time Markov chain. Since

we assumed that a conflict results in a loss of a node pair from the system, the states

of the Markov chain take only even values k = 2i for i = 0, 1, · · · , ⌊N
2

⌋, where the ⌊·⌋
symbol stands for the floor function. Note that all states are transient except state 2⌊N

2
⌋

which is an absorbing state. The transition diagram of the Markov chain is given in

Figure 5.3. When this chain is at state 2i the system contains N − 2i nodes still alive,

there are hence C
2
N−2i independent exponential clocks with rate λ running, such that

the first one to go off triggers a collision between two nodes, thereby yielding a jump

to state 2(i + 1). Therefore, the transition from state 2i to state 2(i + 1) occurs at the

rate λC
2
N−2i for i = 0, 1, · · · , ⌊N

2
⌋ − 1. If we let S2i to be the sojourn time at state 2i

for i = 0, 1, · · · , ⌊N
2

⌋ − 1, then S2i is exponentially distributed with intensity λC
2
N−2i.

Moreover, S2i are mutually independent random variables. The partial survival time T2i

can be then expressed as

T2i =
i−1∑

j=0

S2j (5.13)

Recalling that the Laplace transform of the sum of mutually independent random vari-

ables corresponds to the multiplication of their Laplace transforms and that the Laplace

transform of the exponentially distributed random variable S2j is Ŝ2j(θ) =
λ C2

N−2j

θ+λ C2
N−2j

, we

obtain (5.12).

Figure 5.3 – Transition diagram of the Markov chain for the number of nodes removed
from the system

Proposition 9. Under the conflict model with collisions, the expected partial survival

time is given by:

E(T2i) =
2

λ

2i−1∑

j=0

(−1)j+1

N − j
(5.14)
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The asymptotic expansion of E(T2i) for a large number of nodes N is:

E(T2i) = o(1) (5.15)

Proof. From (5.13), we obtain

E(T2i) =
i−1∑

j=0

E(S2j)

=
i−1∑

j=0

1

λC2
N−2j

=
2

λ

i−1∑

j=0

1

(N − 2j)(N − 2j − 1)

=
2

λ

i−1∑

j=0

{
1

N − 2j − 1
− 1

N − 2j

}

=
2

λ

2i−1∑

j=0

(−1)j+1

N − j

For sake of clarity the proof of the asymptotic expansion of E(T2i) is forwarded to the

appendix.

Discussion

The collision-prone conflict scenario assumes that nodes are not equipped with conflict

detection and avoidance capabilities and consequently amounts to the systematic loss of

a node pair as a result of a conflict. In this case, the user may tolerate collisions up to

a certain level. Such tolerance can be considered in missions with redundant and cheap

nodes.

If we note kmax = 2 imax, the maximum number of mobile nodes that are tolerated to

collide, then the maximum allowed mission duration tmax can be estimated using equation

(5.14) as follows:

tmax =
2

λ

kmax−1∑

j=0

(−1)j+1

N − j
(5.16)

In Figure 5.4, we plot the maximum allowed mission duration tmax while varying the

maximum number of nodes that are tolerated to collide kmax. We consider two numbers

of deployed nodes N = 60 (Figure 5.4(a)) and N = 100 (Figure 5.4(b)) and different

contact rates λ = 0.01, λ = 0.1 and λ = 1. For N = 60, kmax is varied from 2 to 54,

that is the number of nodes that are tolerated to be lost is varied from 3.33% to 90%
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of the total number of deployed nodes. For N = 100, kmax is varied from 2 to 90, that

is the number of nodes that are tolerated to be lost is varied from 2% to 90% of the

total number of deployed nodes. As shown in this figure, the maximum allowed mission

duration tmax increases as λ and kmax increase and decreases as N increases. For example

with N = 60, 90% (kmax = 54) of the deployed nodes will be lost within less than 2 hours

with a contact rate λ = 0.1, while with λ = 0.01 this duration increases to 13.5 hours.
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Figure 5.4 – Maximum allowed mission duration

5.3 Simulation Study

We perform in this section a serie of simulations to validate the obtained analytical re-

sults. We particularly apply our analytical model to a swarm of small aerial vehicles

moving in a 3D confined airspace. We use four simulation procedures. The first proce-

dure aims at validating the fundamental hypothesis about the exponential distribution of

the pairwise inter-contact time under two mobility models, namely the random waypoint

and the random direction mobility models. The second and the third procedures aim re-

spectively at the validation of the analytical results on the collision-free conflict scenario

and the collision-prone conflict scenario. We finally provide in the last subsection an ex-

plicit expression of the parameter λ and confirm the obtained expression using simulation

results.

5.3.1 Simulation setup

Although the expressions obtained in section 5.2 hold for all mobility models with expo-

nential inter-contact times, next we shall only apply them to two standard mobility mod-
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els, namely the random waypoint (RWP) and the random direction (RD) model [Roy 10].

There are several versions of these two mobility models. In this work, we consider the 3D

models with no pause times. In the RWP, each node is assigned an initial position and

moves linearly with a constant speed to a destination waypoint chosen uniformly in the

3D simulation region. Upon reaching the destination waypoint, a new waypoint is chosen

independently of all previous waypoints. This is iterated until the end of the simulation.

In the RD mobility, mobile nodes choose a destination direction, chosen from a uniform

distribution, rather than a destination point. The node linearly moves in this direction

till it reaches the 3D simulation region boundary and then reflects back.

The results obtained hereafter are based on simulations using the OMNET++ simu-

lator [Varg 08] where nodes are moving according to the specified mobility models with a

constant velocity v = 5m/s in a mall of 500m × 400m × 30m.

In all our experiments, we run as many trials as needed in order to reach a 95%

confidence interval

5.3.2 Validation of the exponential property

In order to apply the results in section 5.2, we need first to check the validity of the

exponential distribution of the pairwise inter-contact time under the two mobility models

and to estimate the parameter λ.

For each mobility model and for various contact ranges, we have simulated the move-

ment of two nodes and recorded their inter-contact times. The obtained results are illus-

trated in Figure 5.5, where the CDF of the inter-contact time between the two nodes is

depicted for three different contact ranges (rc =2m, 3.5m, 5m). we also plot the CDF of

an exponential distribution with intensity λ. For the two mobility models and for each

contact range, the value of the corresponding parameter λ is estimated as the inverse of the

average inter-contact times obtained across all the experiment repetitions. The estimated

contact rates λ are expressed in hour−1. We observe a good matching between the distri-

bution of the recorded inter-contact times (solid lines) and the exponential distribution

(dashed lines).

The values of the parameter λ of the pairwise inter-contact distribution is evaluated,

we can now verify the correctness of our analytical results.

5.3.3 Validation of the collision-free conflict scenario

For the two mobility models and for the three contact ranges (rc =2m, 3.5m, 5m), we plot

in Figure 5.6 (resp. in Figure 5.7) the aggregate (resp. the individual) number of conflicts

that occur during an hour of simulation under varying number of nodes. The analytical
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Figure 5.5 – CDF of the inter-conflict time between two nodes

results (dashed lines) for these two metrics are calculated according to equations (5.6)

and (5.7). We can see an excellent agreement between the analytical and the simulation

results. These results prove hence the ability of our analytical model to accurately predict

the aggregate (resp. the individual) number of conflicts under different mobility patterns,

contact ranges and number of nodes.

Figure 5.6 (resp. Figure 5.7) also show that the aggregate (resp. the individual)

number of conflicts increases as the contact range rc increases. For example with the

RWP mobility and for N = 30, the total number of aggregate conflicts is of around 33

conflicts with a contact range rc = 2m and it increases to 100 conflicts with rc = 3.5m

and to 197 conflicts with rc = 5m. This is because the larger is the contact range, the

more crowded will be the simulation environment (with respect to rc) and consequently

more frequently will the nodes meet.

Figure 5.8 (resp. Figure 5.9) displays the mean aggregate (resp. individual) inter-

conflict time on a log-scale, obtained both through simulations and by the analytical

model, as a function of an increasing number of nodes. Once again, we can see that the

experimental results are conform to the analytical values that we obtain from equations

(5.8) and (5.9). We can as well see that the aggregate (resp. the individual) inter-conflict

time decreases as the contact range rc increases. Indeed the larger is the contact range,

the more often will the nodes meet and hence the shorter will be the inter-conflict times.

Figure 5.10 (resp. Figure 5.11) plots the experimental and the analytical results for

the aggregate (resp. the individual) survival probability with a number of nodes N = 20.

The analytical results are calculated according to equations (5.10) and (5.11) and are

shown to be in a quite good fit with the experimental results. Without surprise, these

two figures indicate that the aggregate and the individual survival probabilities decrease
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Figure 5.6 – Aggregate number of conflicts under different numbers of nodes
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Figure 5.7 – Individual number of conflicts under different numbers of nodes

as the survival times and the contact ranges rc increase.

5.3.4 Validation of the collision-prone conflict scenario

In Figure 5.12 and Figure 5.13, we validate the analytical results obtained for the collision-

prone conflict scenario by comparing them against the simulation results. The represented

analytical results are calculated according to equations (5.14).

For each mobility model and contact range, we plot in Figure 5.12 the expected partial

survival time under varying number of nodes. In Figure 5.12 (a) and (b) we report, on

a log-scale for the y axis, the partial survival time E(T10), that is the survival time till

state k = 2i = 10. In Figure 5.12 (c) and (d) we report the partial survival time E(T20).
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Figure 5.8 – Aggregate inter-conflict time under different numbers of nodes
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Figure 5.9 – Individual inter-conflict time under different numbers of nodes

We observe a close fit between the analytical and the simulation results under all of the

considered contact ranges, number of nodes, mobility models and states. We can also see,

with no surprise, that the partial survival time decreases as the contact range and the

number of nodes increases.

Figure 5.13 plots the partial survival time of the system for a fixed number of nodes

N = 40 and throughout the different states k = 2i, for i = 1, · · · , ⌊N
2

⌋. We can similarly

see a good fit between the analytical and the simulation results. These results give hence

a good indication that our model, despite its simplicity, is able to accurately estimate the

system evolution over its different states.
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Figure 5.10 – Aggregate survival probability with a number of nodes N = 20
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Figure 5.11 – Individual survival probability with a number of nodes N = 20

5.3.5 Estimates for the parameter λ

In this subsection, we give an explicit expression of the parameter λ of the exponential

distribution and validate the obtained expression against simulation results.

Proposition 10. Under mobility models with uniform node spacial distribution, the pa-

rameter λ is given by:
π r2

c vr

V
(5.17)

where vr is the mean relative velocity between the nodes and V is the deployment region

volume.

Proof. To determine the expression of the parameter λ, we will first determine the expres-
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Figure 5.12 – Partial survival time under different numbers of nodes

sion of the number of conflicts that a given node A undergoes per an interval of time ∆t.

As shown in Figure 5.14, a conflict occurs when the centres of two nodes are separated

by a distance less or equal to the contact range rc. Assuming that all other nodes except

node A are in stationary positions, we can see that node A will be in conflict only with

nodes whose centres are within the conflict cylinder depicted in Figure 5.14. Without

much impact, we can assume that node A has no direction changes during ∆t. In the

time interval ∆t, node A will move a distance va ∆t represented by the length of the

cylinder (va is the average velocity of node A). The number of conflicts node A undergoes

in the time interval ∆t will therefore be equal to the density of the surrounding nodes

ρ = N−1
V

(uniform density) multiplied by the volume π r2
c va ∆t of the conflict cylinder.

Since the other nodes are not really stationary, we have to replace va by the mean relative
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Figure 5.13 – The system evolution under a number of nodes N = 40

Figure 5.14 – Conflict cylinder

velocity vr. The number of conflicts is therefore equal to:

(N − 1)
π r2

c vr

V
∆t (5.18)

By comparing equation (5.18) and equation (5.7) that estimates the number of indi-

vidual conflicts as a function of λ, the parameter λ can finally be identified as π r2
c vr

V
.

Many system performance related questions can be answered by combining proposition

10 and the previously estimated metrics. For example, which contact range (and hence

which node size) should be used to ensure a given safety period? Which deployment

region size should be used in order to guarantee a conflict free mission?

For both of the considered mobility models RWP and RD, if the nodes are traveling

at the same constant speed v then the mean relative speed vr can be expressed as a

109



5.4. Conclusion

proportional function of v as follows [Groe 05]: vr = 4
π
v. As for the nodes distribution,

it is known that the nodes spacial distribution in the RD mobility model is uniform

[Nain 05]. The expression of λ under the RD mobility with constant velocities is hence:

λRD =
4 r2

c v

V
(5.19)

This is in contrast with the RWP mobility model where it has been observed that

nodes are more concentrated around the centre of the deployment region [Lass 06]. In

this case the density is equal to (N − 1) γ∗, where γ∗ depends on the deployment region.

Explicit expressions for γ∗ over any convex region, are given in [Lass 06] and [Hyyt 05].

The parameter λ under the RWP mobility with constant velocities can consequently be

expressed as:

λRW P = 4 γ∗ r2
c v (5.20)

It is worthy of attention in equations (5.19) and (5.20) that λ has a linear relationship

with the velocity v and a square linear relationship with the contact range rc. This is

confirmed in Figure 5.15 where the analytic estimates of λ based on equations (5.19) and

(5.20) are plotted against the velocity (Figure 5.15(a)) and the contact range (Figure

5.15(b)). In Figure 5.15(a) the contact range is fixed to rc = 3.5m, we hence have

λRD = 4 r2
c

V
v = 0.8166 10−5 v and λRW P = 4 γ∗ r2

c v = 1.293 10−5 v (γ∗ = 0.2639 10−6). In

Figure 5.15(b) the velocity is fixed to v = 5m/s, we hence have λRD = 4 v
V
r2

c = 0.012 r2
c and

λRW P = 4 γ∗ v r2
c = 0.019 r2

c . The contact rate λ is expressed in hour−1. Not surprising,

the value of λ is higher for nodes moving according to the RWP mobility model than

for the RD mobility since the nodes are more concentrated near the centre of the region.

We also plot the values of λ obtained through simulations and observe a good matching

between the analytic and the simulation based results.

5.4 Conclusion

In this chapter, we have introduced a simple, yet accurate stochastic model with only

two input parameters to characterize conflicts in a swarm of 3D-mobile nodes sharing the

same airspace. We have considered two scenarios: a scenario in which nodes have perfect

detection and avoidance capabilities and an other scenario where nodes have no detec-

tion and avoidance capabilities. Closed-form expressions were obtained for many conflict

related metrics such as the aggregate and individual safety periods, survival probabili-

ties and number of conflicts. These analytical results were compared to simulation results

obtained under two mobility models: the random waypoint and the random direction mo-
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Figure 5.15 – Relationship between the parameter λ and (a) the velocity v (b) the contact
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bility models. The analytical results were in close matching with the simulation results

which is a good indication that our model, in spite of its simplicity, is able to accurately

assess conflict risks.
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Chapter 6

Summary and Perspectives

Next, we will summarize the contributions of this thesis and bring up ideas and directions

to expand and improve these contributions.

6.1 Summary

In this thesis, we treated two fundamental problems in mobile wireless networks: localiza-

tion and conflict detection. Localization refers to the determination of the coordinates of

the mobile nodes. Conflict detection refers to the detection of conflict situations between

the mobile nodes. A conflict is defined as an event in which the distance between two

nodes breaks the minimal defined separation criterion. The contributions of this thesis

are the following.

• Localization:

– we proposed a distributed localization algorithm for mobile wireless networks.

Our algorithm overcomes the limitations of previous localization techniques in

that it: 1) requires no synchronization between the nodes 2) makes no assump-

tion about the nodes transmission range 3) aggregates different instead of a

single metric in order to weight the collected location information guarantee-

ing as such a good robustness against the uncertainty of certain metrics 4) is

highly configurable through a set of user-specifiable parameters. For instance

the algorithm can be range-free or range-based depending of the availability of

the range information, can use only anchor nodes location information or both

anchor and normal nodes location information, etc.

• Conflict detection:
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– Our first contribution in the context of conflict detection consists in a spatio-

temporal conflict detection approach for 3D-mobile communicating nodes. We

first provided a comprehensive mathematical framework for 3D conflict detec-

tion. Based on this framework, we proposed SLIDE a new distributed and

straight line conflict detection and alerting algorithm. SLIDE has two major

advantages over the previously proposed conflict detection algorithms: 1) it

does not require the mobile nodes predetermined trajectories 2) it considers

both imperfect sensing capabilities and communication links providing hence

a better efficiency in real world applications.

– In the same context, we proposed a stochastic model evaluating the conflict

risks in a swarm of 3D-mobile nodes sharing the same airspace. Our model

provides closed-form expressions for various conflict related metrics based only

on two input parameters, namely the number of nodes N and a parameter

λ characterizing the inter-contact time between a pair of mobile nodes. The

proposed stochastic model can be a useful tool for the swarm designer. It indeed

assists him/her in 1) taking well-founded and safe (with reduced conflict risks)

design decisions 2) understanding the mobile nodes system evolution and 3)

answering many questions regarding the conflict risks.

6.2 Perspectives

The work presented in this thesis opens up many new possibilities for future work. Our

future work can be summarized in the following points:

1. The performance of our localization algorithm depends on different parameters. We

have provided theoretical recommendations on the appropriate setting of these pa-

rameters. However, theoretical recommendations do not always reflect the practical

situations. Besides, some tradeoffs need to be deeply analyzed in order to determine

the appropriate optimal setting. For instance, decreasing the broadcast period Ta

would generally improve the algorithm accuracy but on the cost of higher commu-

nication overhead. There is nevertheless an optimal point after which decreasing Ta

will not have a positive effect on the accuracy of the algorithm. Values lower than

the optimal value unnecessarily increase the communication cost. In a very near fu-

ture, we will comprehensively study the performance of our algorithm under various

values of its parameters. This study will enable us draw practical guidelines on how

to set these parameters in order to reach the best performance of the algorithm.

2. The performance of our conflict detection algorithm highly depends on the setting
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of its two tuning parameters: the broadcast cycle Tb and the look ahead time Tl

describing the time within which a given mobile node will have a straight line trajec-

tory. We have provided a mathematical expression for the setting of the broadcast

cycle Tb. This expression was validated using simulations. We were, nevertheless,

limited to some intuitive directives for the setting of the look ahead time Tl. We also

used a fixed look ahead time during our simulations. In a future work, we aim to

use a dynamic look ahead time based on a prediction model. In particular, before

projecting its current states to detect future conflicts, a mobile node will use its

previous mobility traces and an adequate prediction model to dynamically estimate

the look ahead time that will be used for the current projection.

3. To validate the analytical results of our stochastic model, we used simulations un-

der two artificial mobility models, namely the random waypoint and the random

direction mobility models. Simulation results are found to be in a good agreement

with the analytical results. These results offered us a useful first insight about the

accuracy of our model. However, for a better reliability, we plan to further validate

our analytical model using real world mobility traces. We expect to obtain good

results but obviously not as good as those obtained under the artificial models.

4. Once these points are dealt with, we intent to combine our three contributions into

a single integrated framework for both localization and conflict detection. In our

conflict detection algorithm SLIDE, we have assumed that the mobile nodes acquire

their coordinates using an embedded GPS. In the new framework, nodes will instead

use our proposed localization algorithm to determine their coordinates. The output

of the localization algorithm will be used as an input for the conflict detection.

Besides, we will combine the spatio-temporal conflict detection with the stochastic

conflict analysis to achieve a more reliable and effective conflict detection.
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Appendix

1 Asymptotic Expansion of Gn,i

Let us define the following series

Gn,i =
1

n
+

1

n − 1
+ · · · +

1

n − i+ 1
(1)

where n and i are non-negative integer such as 1 < i < n. We can show that Gn,i has the

following asymptotic expansion as long as i is held small and n → +∞

Gn,i = ln(
n

n− i
) + o(1). (2)

For this purpose, remark that Gn,i can be expressed as

Gn,i = Hn −Hn−i (3)

where Hn is the Harmonic series defined as

Hn =
n∑

k=1

1

k
.

According to [Sedg 13], Hn has the following asymptotic expansion as n → +∞

Hn = ln(n) + γ + o(1) (4)

where γ is the Euler’s constant. It follows that

Hn−i = ln(n− i) + γ + o(1) (5)

by plugging (4) and (5) into (3), we obtain (2).
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2. Asymptotic Expansion of E(T2i)

2 Asymptotic Expansion of E(T2i)

In this Appendix, we will show that E(T2i) has the following asymptotic expansion as

N → ∞

E(T2i) = o(1) (6)

This asymptotic expansion is obtained by rewriting E(T2i) as

E(T2i) =
2

λ

(
Q1(N) −Q2(N)

)
(7)

where

Q1(N) =
i−1∑

j=0

1

N − 2j − 1
and Q2(N) =

i−1∑

j=0

1

N − 2j
· (8)

We can remark that

Q2(N) =
1

2

(
HN

2
−HN

2
−i

)
(9)

And

Q1(N) +Q2(N) = HN −HN−2i (10)

Combining (9) and (10) into (7), we finally obtain

E(T2i) =
2

λ

{
(HN −HN−2i) − (HN

2
−HN

2
−i)
}

= o(1)
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