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cies. For example, IBM has established cloud computing centres in China, India, Viet-
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Salesforcé, Dell®, and Parallels® are actively searching for opportunities around the
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Mell and Grance 2011]. In software provisioning for exam-
ple, a high-performance web application can be easily deployed in a remotely virtuatize
server running on a distributed hardware infrastructure. Charges are considerewalyfor
resources actually used, while sharing the cloud infrastructure with other users.

It is di cult to talk about cloud computing without referring to the grid computing
paradigm because of their similarities and the fact that cloud computing originates from
grid computing. As a matter of fact, cloud computing can conceptually be viewed as a
kind of grid computing with respect to the de nition of grid computing. Grid computing
pioneers lan Foster and Carl Kesselman, de ne a grid da system that coordinates
distributed resources using standard, open, general-purpose protocols and interfaces to
deliver nontrivial qualities of service'[Foster and Kesselman1999. This de nition shows
the similitude between grid and cloud computing in terms of hardware and software
infrastructure providing an inexpensive access to high-end computing resources fettér
quality of service. Giving a detailed comparison of these notions is out of the seagf this
thesis but for further information about their similarities, refer to [Foster et al, 2009.

Video games increasingly gain attention from the entertainment industry and scien-
ti c community. Beginning with basic games, they quickly evolved into rich, interactive
animated and intricate virtual environments approaching movies in terms of visual ex
citement. This popularity, led the adoption of video games in other training/teaching
disciplines and gave birth to what is now callederious games Serious games refer to
using video games for serious purposes. They enable video games to become more than
just entertainment tools, but real assets to help increase the e ectivenesktraining and
teaching. Moving these game applications to the cloud will increase their accessibility
and therefore their popularity. This is referred to acloud gaming In fact, cloud gaming
is a type of online gaming that allows direct and on-demand streaming of games onto a
receiving device.

This chapter introduces the context of this research which is building video games with
cloud gaming paradigm. More precisely this thesis is about delivering player's quality of
experience (QoE) by putting in place an intelligent client-server communications tioud
gaming platforms. The end result is an adaptive communications scheme that deals with
network constraints while maintaining an acceptable user experience.

After exposing the motivations behind the use of cloud computing for video games,
we analyse and discuss the state of art of cloud gaming systems; the reseatekstijon is
then stated and followed by an overall presentation of our proposition anzbntributions.



Susa 2009. They do this by renting processing time on Google's power-
ful cloud-based servers. Since with cloud computing there is neither maintenance,
nor setup overhead, researchers are able to reduce the cost of their studies and
analyze their data in greater depth than it was previously attainable.

| In healthcare , as a good example of cloud computing utility, Max Healthcare,
a large hospital chain in India, moved its Health Information System (HIS) to
a private cloud-computing system provisioned by Dell. This makes it easier for
Max Healthcare to treat and follow up with patients from any of its locations
across the country. As Max Healthcare adds more hospitals to their network, the
cloud deployment gives a near plug-and-play capability for information technology
deployment [Groen, 2013.
In May 2009, Guang Dong Hospital of Traditional Chinese Medicine has imple-
mented a suite of healthcare data-sharing and analytics technologies, known as
Clinical and Health Record Analytics and Sharing (CHAS). Hospitals use CHAS to
share electronic medical records (EMRS), incorporating this data across thespdal
network [Kshetri, 201Q.

Cloud computing adoption for health purpose have also generated a lot of interest
in the research community in the past few years. For instanc®dukas et al, 2017
and [Rolim et al., 201Q , propose a telemedecine service that automates patient's
information work ow from data collection to information processing and delivery
in healthcare institutions using cloud computing.

| In business and entertainment , just like in education and healthcare, infor-
mation technologies implementation in business organizations is a high resource-
consuming process. Using cloud computing in business has been an e ective way to
deal with this issue. In media and entertainment industry, using cloud computing,
media companies are able to develop new and better ways to quickly and e ciently
deliver content to ne-grained targeted consumers while potentially reducing dss
Companies such as Amazon, Apple, Google and Net ix are big players for deliver-
ing entertainment via the cloud. Some of the most used cloud applications nowa-
days include Google apps, Youtube, Instagram, Spotify, Net ix, Facebook, Twitte
LinkedIn.

To summarize, it is clear that cloud computing can be bene cial for many industries.
Among others, the entertainment industry is particularly well suited for cloud comput-
ing. In fact, cloud gaming operators exploit cloud computing accessibility and ubiquity



Nvidia, 2014, is a type of online
gaming that is similar to video on demand. It allows a direct and on-demand streaming
of video games using 'thin" clients. In the architecture point of view, cloud gaming is a
client-server system, where the actual game is stored and run on operaalata center
(server) and graphics or game states are directly streamed to client de@c€lients game
states are therefore synchronized with the server, in order to replicatbeg game as it
is executed on the server. Massive computation and storage resourceslaif centres
enable users to shift their workload to remote servers. Consequently, withe supply
from remote servers, thin clients can be more convenient and also more pdwl, than
traditional thick clients without the server's supply.

Cloud gaming nowadays is a reality and companies such as OnliyeG-Cluster®,
StreamMyGame®, Gaikai'® and T5-Labs!! are already o ering commercial cloud gaming
services.

This new sector is also seen as a serious competitor for traditional game marKehis
has prompted video game majors such as Sega, Ubisoft, Epic Games, Atari, Warneo$Br
Disney Interactive studio to establish partnerships with Onlive to distribute their game
[Onlive, 2014.

1.2 Cloud gaming advantages

Besides computing power and storage volume, ve main reasons can motivate usage
of cloud gaming:

| Flexibility: cloud gaming takes advantage of cloud computing exibility to adjust
resources allocation based on dynamic demands, in a manner which is transparent
to players.

| Ubiquity: games are available at anytime from almost any device including thin
clients such as smart phones and tablets. With broadband internet connections, it
is even possible to access games from literally everywhere in the world.

| Cost : for game studios, cloud computing o ers a cost and energy e cient cen-
tralization of gaming infrastructures. In fact, game studios are able to reducédir
operating cost by delegating the responsibility of operating and maintaining game
infrastructures to cloud gaming providers. For players, having to buy an expensive
PC or console to play good quality video games is no longer a necessity. Cheap thin
clients such as smartphones and tablets are already very popular, and can be used
to access these same games via cloud gaming.

7. http://www.onlive.com/
8. http://www.g-cluster.com/
9. http://streammygame.com/
10. https://www.gaikai.com/
11. http://www.t5labs.com/



MojOS, 2009. During the course of this project, we deployed several re-
habilitation games in hospitals such as the hospital Lapeyronie in Montpellier and
the hospital of Grau du roi. The installation and the con guration of the whole
serious gaming system was a very time consuming task. Some therapists were even
reluctant to use this technology because of this setup overhead and the time it koo
to start a training session. In addition, most healthcare institutions do not have
the nances to hire new personnel dedicated to setting up these games for patients.
With cloud gaming, video games are hosted and upgraded at the server level, rather
than on each individual client device. There is no need to constantly upgrade clients
computers and no compatibility issues when trying new games.

| A new economic model: with cloud gaming, video games are available online on
subscription. Players can start playing games right after the subscription, without
having to wait for games to be shipped or go to a physical store to purchase game

Some of these features are exhibited in the onlive cloud gaming solution as shown in
gure 1.1

Onlive, 201Q



Beauregard and Corriveap2007. In video games,
player experience is a broad concept that determines player's overall perceptadra game.
It includes many subjective factors in uencing the degree of satisfaction of the playwith
a game. Some of these factors are: his/her feelings, his/her understanding of the game
rules, di culty of the game, interactions, aesthetics, storytelling etc.

Quality of experience, can be considered as the objective component of plage-
perience. It represents measurable technical aspects of game quality and hafiract
relationship with the traditional Quality of Service (Qo0S). In fact, in video gamesit is
proven that QoS metrics such as video frame rate and response time have a diraat-
ence on player's perceived QoBAu et al., 2009. Moreover factors such as the amount of
game entities in the virtual world and the resulting processing load have also beeamnre-
lated to the user QoE Miller et al., 2014 . These QoS metrics are easy to measure and
have consistent thresholds beyond which player's QoE is degraddiller et al., 2014.

In centralized networked games, as far as objective game quality is camesl, system
response time plays a signi cant role. It can be de ned by the time needed to detect
a user-initiated input event, to send it to the server, to process it, to send thepdated
game state to the client and to render the updated game state on the output devicEhis
de nition shows that, along side with processing power, available bandwidth for inputs
and updates transmission can have a considerable impact on response time theredare
player's QoE.

As a matter of fact, there is a strong correlation between network conditis, game's
responsiveness and video quality. Low bandwidth capacity and a drastic presence of
limiting network factors such as delay, jitter or packet loss, can cause imparit lag in
the player-game interaction and eventually decrease the smoothness of the gasaeo.
That is one of the reasons why, depending on requested video quality, cloud gaming
providers always set a minimum bandwidth requirement to play a game. For instance,
Onlive [Onlive, 2014 requires a minimum bandwidth of 2 Mbps for all their games, which
are delivered only in HDTV 720p format. Unlike Onlive, StreamMyGame supports game
streaming in a variety of resolutions, from 240p to 1080p, requiring an Inteet connection
between 256 Kbps(240p) and 30 Mbps(1080p).

We can see with these examples that, cloud gaming services have very strongire-
ments in terms of network resources. In fact in order to ensure the deliveriy@oS for bulk
data transfer generated by cloud games, a certain amount of network resces should be
available on the receiving end.

The bandwidth related issues of cloud gaming can therefore be summarized as follows:

| Thin clients with low bandwidth capabilities as well as people located in areas with
limited network resources, can not take full advantage of cloud gaming at its gent
state. Another example is people subscribed to a 3G/4G networks with limited data



Vormetric, 2019, some of the most important data
security challenges of cloud include:

| There is a crucial need to protect con dential data. These sensitive data are gn-
erally protected by the law. Therefore cloud providers have to put in place the
adequate security ( con dentiality, integrity, availability) policy in order to ensure
that sensitive data are kept safe. In practice, a cloud provider may have coatr
and visibility into your data, and this constitutes a violation of the law on personal
data. This is the main reason why, most healthcare institutions hesitate when it
comes to moving their systems in the cloud.

| In order to reduce costs, most cloud service providers share physical resces and
services between multiple consumers and client organizations (tenants). In this
scenario, a tenant can deliberately or inadvertently interfere with the sedty of
the other tenants. To prevent this to happen, there is a necessity to apply a logica
segregation and other controls between tenants.

| Data mobility worldwide is regulated by the law. There are often legal issues be-
tween cloud service providers and governments, relative to government rukasch
as the EU Data Privacy Directives and the CNIL in France, with regards to se
sitive data. Cloud providers must have the required certi cations and respect the
regulation in place, in order to store or process sensitive data.

| Lack of standards about how cloud service providers securely recycle disk spac
and erase existing data. Meaning that your data may still be accessible even afte
"deletion” from operator's data base.

All these challenges make it di cult for cloud service providers to deliver their services
with adequate level of security. All over the world, there are regulations ovesensitive
data like medical data to make the service providers (hosting or processing theseajat
accountable for any security aw. In this thesis, we will not focus on securityoncerns,
but it is worth noting that any public cloud gaming service needs to follow the guidelines
of the regulations in place concerning sensitive data. This includes meeting the security
challenges caused by the cloud. These challenges are even more present in seaQuag



1.3.1 Hence in the context of health oriented serious games for example, facilities
with lossy and/or unstable network access, will not be able to train their patientyia
these traditional cloud gaming services. This is the reason why, in order to prese
game accessibility and ubiquity, we need tofi) weaken these network constraintsii )
minimize the e ects of network conditions uctuations on player's QoE{iii ) ensure the
transmission of the game content.

Thus the general question guiding this thesis is:

{ How to build cloud games that are accessible on devices with limited
and/or unstable network resources, while maintaining an acceptable
player's QoE?

In order to respond to this question, we have identi ed the following research dha
lenges: (i) a game model aware of game's communications neefls) game's communi-
cations adaptation to network conditions.

Game model

In fact, in order to be able to decrease game's network resources constsaand
respond to network uctuations, game systems have to be able to control thenaunt of
network communications generated by games.

We consider a game as a collection of scenes populated with game objects. s&he
objects represent physical game entities that players see on the scre€hey are the only
game elements that are synchronized between client and server, as they sueient to
reproduce game scenes in a client-server game architecture. The rst step ttempting
to control game's network communications is therefore to nd a model represémy the
game communications pro le in terms of game objects and network resources. Actu-
ally, game objects can have di erent importance in game scene, therefore thmay be
subjected to di erent network requirements vis-a-vis state updates trasmission. Thus
the communications adaptation process needs to know this abstract representataf the
game in order to deliver appropriate QoS to each game object.

Communications adaptation

In shared networks, individual throughput of each user can change at any moment. In
addition, the 'best-e ort" nature of Internet, makes it prone to delay, latencyand jitter.
Each of these network factors can contribute to response time's prolongat. In online
games, a prolonged response time creates lags in player's interaction wiie game and



Francillette et al., 2013), complex game
mechanics are decomposed in simple components also known as OCR loops. These loops
are then combined hierarchically to form a gameplay components tree represegtthe
game. Each node of the tree is assigned an importance value that changes as the tr
evolves (nodes are added or removed) and each game object is associatdd avitode.

Each time a gameplay component is added or removed from the tree, and even when
simply ends, the importance values of the rest of the tree are recalculated. This enable
nodes' importance values to adapt to the changes in the game tree.

Adapting communications for cloud games

The main contribution of this thesis consists of a game's communications adaptation to
maintain player's QoE, inspired by level of detail principlesWissner et al, 201J. The idea
is to monitor current network conditions, and changes in game objects' importangethe
game scene, and use our adaptation model to adjust game's communications accordingly.
The game models presented above are used to manage changes in objects' irapost

This communications adjustment is performed in two steps: the rst step is reorga
nizing the game model, in case of changes in game objects' importance; and the second
is selecting appropriate communications levels for game objects. A communicationelev
identi es the amount of network resources attributed to the game objects (detmined
by synchronization rate). This adaptation can a ect game communications in two ays:
(i) it decreases game communications when network conditions are low, by replacing
objects' current communications levels by levels with lower synchronizationteg (ii ) it
increases game communications in case of favorable network conditions. This bidirec-
tional adaptation approach results in the maintenance of an acceptable QoE in case
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Caillois,
196]. R. Calllois identi es a game as an activity and emphasizes the voluntary and un-
productive aspects of game as well as game rules. He de nes a gantaraactivity which
is essentially: free (voluntary), separate (in time and space), uncertain, unproductive,
governed by rules, make-believe"

Katie Salen and Eric Zimmerman consider a game da system in which players
engage in an arti cial conict, de ned by rules, that results in a quanti able outcome"
[Salen and Zimmerman2003

According to these de nitions, a game can be viewed as a regulated activity with an
entertaining purpose in which players can act. Objectives in games are exest as a
formal system of quanti able goals.

Juul Jesper in 2003 emphasizes the player-game interaction, and puts players' acion
and feelings as part of the outcome equatioddul, 2003. He describes a game &a rule-
based formal system with a variable and quanti able outcome, where di erent outcomes
are assigned di erent values, the player exerts e ort in order to in uence the outcome,
the player feels attached to the outcome, and the consequences of the activity are optional
and negotiable.”

Games require also a set of artefacts, known as game media, to be played (@igia-
tures, a ball, cards, a board and pieces, or a computer). However, the given deioits
above emphasise on the separation between the game as an abstract strictfractions
and as an artefact.

As a matter of fact, there is no single game medium, but rather a number of di erent
game media to play the same game. Furthermore, we know that many games actually
move between media. For example card games are played using playing cards or on
computers. The computer just happens to be one of the various existing game media.

This leads us to the de nition of a video game which is simply a game that uses a
computer as mediumidawes 2004. This de nition of video game as computer-controlled
game is also shared by Zyd&jda, 2009: "A video game is a mental context, played with
a computer in accordance with speci c rules that uses entertainment"

So before presenting video game's concepts such as the update/render game loop, we
should rst describe the structure of a game independently from the technologies.

Game structure

A game, as any system, has a speci c structure with well de ned componentsat@e
engineering process starts by identifying and specifying these components expicio
produce a game design document.

The most important components of a game structure can be summarized as follow:

| Action: Players interact with game environment using a nite set of actions. In
video games for example, player's actions are gathered through a controller idev
such as a keyboard, a mouse or a console controller, connected to the gamédqiat



Chauvier, 2007: they regulate and
identify the game. Rules generally determine turn order, rights and responsibilities
of players, goals, rewards and penalties as well as game's dynamics. Any alierat
of game's rules changes the identity of the game. For instance, baseball can be
played with 'real” baseballs or with wi eballs. So changing an element of the game
medium does not necessarily change the game. However, if players decide to play
with only three bases, they are arguably playing a di erent game.

| Goals: Goal characterizes particular states of the game where players are reset
(success state) or punished (failure state). Players have to mobilize all means al-
lowed to achieve game goals by reaching success state while avoiding failure state
Goals have to be achievable; as soon as they become unattainable with certainty
the game ends. The journey towards the achievement of a goal is usually referred
to as a quest. A game can have multiple quests with di erent goals.

| Challenge: Challenge represents a set of factors that can delay the player in
her/his quest and can ultimately contribute to his failure. Among these factors we
can name:

1. player's skills and aptitudes,
2. other players or game entities which goals con ict with the player's goals,
3. unpredictability, the dynamic and the non-deterministic nature of the game.

Game update/render loop

In a game engine, game loop can be considered as a repeating chain of evéiats t
creates the game dynamics. The rst step of a game loop is to update the game'stesta
according to players' inputs; this is followed by rendering a view of the game's state.
This entire cycle of update and rendering is repeated a number of times per s&toThe
number of updates per second de nes the update speed while the number of rendering
per second de nes the FPS (frame per second).

A generic game loop is presented in gur2.l The game starts with an initialization
stage to create initial objects and load necessary assets. Once the init@iian stage is
completed, the game loop is repeated until the player quits the game. When a terminal
state is reached, the end stage is executed to free used resources and datgame
environment properly.

A detailed description of each stage is given by\jhitaker, 2014:

| Initialization stage: It is the entry point of the game, where all required pre-game
setups need to be performed. This may includes loading content, preparing input
devices, and initializing game state. This stage is only executed once.

| Update stage: The update stage calculates the game's state at the current time.
The common tasks done in this stage ardi) gathering of player's actions through
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Figure 2.1 { Game loop.

inputs devices;(ii ) updating object's state within the game;(iii ) executing game
logic and running the scripts controlling the behaviors of the Non Player Characters
(NPCs)(in the video games jargon, this is referred to as Al). The running frequency
of the update stage is generally referred to as thepdate rate which is usually
around 20 times per second.

| Rendering stage: The rendering stage draws a snapshot of the entire game model
and renders it on a video output. The rendering frequency is de ned &ame Per
Second (FPS). A common concern around rendering is the ability to anticipate
this frequency so that, the game does not appear choppy and its smoothness is
maintained. 20 FPS is usually the minimum, and it relates to the eye perception
frequency limit.

| End stage: The end stage cleans up everything that is no longer needed. This
usually corresponds to disposing art assets (image, font, etc.) that weredea by
the graphical processing unit (GPU). After the cleaning up, the game exits. This
stage is also executed once.

2.2 Online video games

Also known as networked games, online video games are video games played through
a network. Online gaming supports gaming over di erent kinds of networks (e.g: Loca
Area Networks (LANS), Internet), and enables players to connect to multiplayeragnes
as well as monoplayer games.

Depending on realtime requirements of their gameplays, multi-player video games of-



1 is an example of such a model.

Unlike asynchronous gameplay, synchronous gameplay enables multiple players to be
online and to interact with the game world simultaneously. Synchronous multiplayer
games are the most greedy in processing and network resources, thus theynaoee likely
to be impacted by low and unstable network conditions. Because of these consideragio
online games with synchronous gameplay are the one that will bene t the most from an
e cient resources distribution for better performance.

Depending on the game and the level of control given to the players, di erenttegories
of architectures are often utilized to build online games. client-server is the masimmon.
Here a server is responsible of running game logics and communicating updates to clients
A client sends inputs to the server, receives game state updates from the serand
updates the game accordingly. This con guration can involve multiple clients connecting
to a single, central server which is required to have an important processisgeed and a
high bandwidth capacity to process all clients' inputs.

In an online game with the client-server architecture, several con gurationg@possi-
ble here. The server can be either a broadcast server (simply broadcasts playactions
from one client to others) or a centralized server( receiving players'taans and running
the game logic). The inconvenient of the broadcast server is that, it o ers "cla¢ing"”
opportunities. In fact, with a broadcast server, a client runs and controlshe game logic
locally. The player can therefore modify the game states in a way that gives him/han
advantage over other players. A centralized game logic, where only the ssrknows the
actual state of the game, is a solution to most cheating problems. With this setup, the
client and the server have a representation of the game model. The client sideipéically
synchronizes its local game model with the server side remote game model which is the
central one. This is done by receiving update messages about state changes ircémgral
game model.

As illustrated in gure 2.2 di erences between single-system game loop of gug&l
and this client-server system with centralized game logic are:

1. On the client side: Two more tasks are added to the update stage(i) client
gathers inputs from the controller device, and sends them to the servéii;) client
receives update messages from the server, and then updates its local gameéeino

2. On the server side: There is no rendering stage. In fact the server only runs the
game logic which receives players' inputs, updates the central game model accord-
ingly and then sends update messages to the client. All the update code (objects’
updates, Non Player Characters (NPCs)' updates, collision detection, etc.) éxe-
cuted here.

If update messages from the server do not arrive at a fast enough ratengadata
on the client game model will be outdated and therefore rendering will not re ect the

1. Farmville is a farming social network game developed by zynga, allowm players to cultivate their
farms by plowing, planting and harvesting crops and trees.https://zynga.com/games/farmville
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Figure 2.2 { Client-server game loop

current state of the game as it is on the server. These game loops show thece that

can have network latency and server's update frequency on the overall endetad lag.
This can decrease the perceived quality of the game, since updates and inputs have to
cross the network.

2.3 Cloud gaming

Cloud gaming can be de ned as a client-server gaming paradigm where the game
logic is placed on the server's side and managed as a cloud service. Another strong
characteristic of the cloud gaming paradigm is the ability to use low-end or thin devices
to play high quality games. Depending on how game's workload is divided between cloud
servers and clients, four main trends can be de ned:

1. 3D graphics streaming: In 3D graphics streaming approachHisert and Fechteler
2008, [Jurgelionis et al, 2009, the server executes the game logic, intercepts graph-
ics commands, compresses these commands and streams them to clients. The client
renders the game scene by executing the received commands using its own graphics
chip. Client's graphics chip must be not only compatible with streamed graphics
commands but also powerful enough to render game scenes in high quality and at
real time. Since rendering is done on client devices, this approach is less suitable to



Holthe et al., 2009 De Winter et al.,
2004. Clients only decode and display the video stream. This approach relieves
clients from computationally intensive graphics rendering and is ideal for thin clients
on resource-constrained devices. Computational load is now paid with network
load since transmitting videos is more expensive than transmitting just graphic
commands.

3. File streaming: File streaming approach ¢loudtweaks 2013 makes it possible to
download game content in form of fragments. The actual game is executeduser's
game device. A small part of the game, usually less than 5% of the total game size,
is downloaded initially so that players can start playing quickly. The rest of the
game content is downloaded while playing. File streaming uses advanced methods
of progressive downloading, data compression and prediction algorithms to provide
steady motions and smooth visuals.

File streaming has low bandwidth requirement to operate and is less sensitive to
problems associated with video streaming such as lag and the need of high network
resources. File streaming solutions for cloud gaming such as Kalydenable to
cache the downloaded content on user's device, so that no download will be needed
the next time the user plays the game.

4. Objects replication:  With game objects replication or state streaming approach
[Ferretti et al., 2007, the game is executed on the server. Game objects (game
model) states are collected and streamed to clients. Clients update their [bgame
model and render the resulting game scene using their graphics chip. This approach
shares advantages and disadvantages of the 3D graphic streaming approach since
clients are responsible for graphic rendering. Game objects replication is mostly
used on Massively Multiplayer Online Games (MMOGs)Jronin et al., 2003, [Fer-
retti and Roccetti, 2003 systems to diminish the delivery time of game events, while
maintaining full consistency of game state.

These approaches have advantages and disadvantages, but depending on the contex
of the game and the resources of the user device, one of them can be preféoedother.
3D graphics streaming and video streaming follow the same principles. However, gain
obtained by the 3D graphics streaming in network resources is compensated by WGP
resources since rendering is done on client device.

File streaming is a good solution for users with lower bandwidth devices. But with
the use of prediction algorithms, and client-side rendering, it results into a heavy clien
(CPU and GPU) running the game which is not ideal for resource-constrained devices.
"Cheating" can also be an issue with le streaming, since for the next time the game is
played, no download is made and all game logic is executed on client device.

In this thesis we are only going to focus on video streaming and objects replication
approaches. Many reasons motivate this choice: their wide spread adoption in theuclo
gaming industry; they do not imply cheating and they keep their clients thin by o oading
all computations to the server. These approaches are presented in more detaif®ilowing
sections.

2. http://kalydo.com/



Onlive, 201Q,
[G-Cluster, 2013, [StreamMyGame 2007, [T5-Labs, 2007. In this con guration, only
the server maintains a representation of the game model. The actual game isrstl,
executed and rendered on the server. clients simply gather inputs from users aedd
them to the server. clients receive video streams from the server and dispilagm to their
screen. When launched client contacts the server to establish a connection ataitghe
game. As explained in[D. Bareevi et al. , 2011, there are usually two connections for
each client: one connection to send the user's controller inputs to the server ambther
connection to receive video stream from the server. FiguB3 shows this game loop.

CLIENT SERVER

Figure 2.3 { Cloud game loop: Video streaming

The client game loop runs two main stages: update stage and video stage. On the
update stage, the client polls for input events from the user. When an event iscesved
it is written into a packet and sent to the server. The client then receives p&ets from
the server, containing the video stream.

On the video stage, when a complete frame has been decoded, it is displayed in the
user's screen.



2.2. Both client and server have a representation of the game
model and synchronization packets are sent repeatedly. The di erence betwes client-
server with the cloud gaming paradigm and a classic client-server setup are sumzed
as follow:

| Client's update stage: The idea of cloud gaming is to allow thin clients to run
complex games by limiting the amount of computation required on client devices.
So the client's update stage should do as less computation as possible before handing
the game model for rendering. Therefore, there is no client-side prediction involved
here.

| Server's update frequency: The frequency at which the server sends game up-
dates has to be fast enough to be greater than the client's rendering frame eat
Otherwise the client will notice a lag in the responsiveness of the game, in the
motions of game characters and in the smoothness of the game in general.

For example, for a game running at 60 FPS, normal client server games can have the
server sending an update every 208s (5 Hz without lag problems. This is possible
because the client uses techniques such as interpolation, extrapolation andnttie
side prediction to predict game states. With the cloud gaming paradigm, there is no
prediction. The client simply updates the objects' states with the received padke
and proceeds to the rendering stage.

So the server will need to send update at a rate closer to the client's frame
rate(something greater or close to 681z, or one update every 16,66ns). We
can immediately see that the commonly used server update frequency for classic
client-server games (31z) is not appropriate for a lag free game using cloud gam-
ing paradigm. A higher frequency and therefore more bandwidth are required on
server side for an acceptable QoE.

Both video streaming and objects replication have bene ts when it comes to delivieg
a good game experience in online games:

| With video streaming, games are accessible everywhere on di erent types afevices.
Even devices with low CPU capabilities since clients only plays a video stream. No
extra client side processing is required. The inconvenient is network bandwidth
needed to receive the video stream.

| With objects replication, games are also accessible from everywhere, but chie
devices have to be powerful enough to do the processing required to render video
displays using their own GPU. The price paid in computational power is rewarded
by some gain in bandwidth requirements. In fact replicating game objects on client
requires much less network resources than streaming video frames.

In this thesis we aim at using the object replication approach in the cloud gaming
paradigm by assuming no extra client-side processing. This way, clients with low pro
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Many concepts are used in the game community to refer to player experience.-De
velopers often describe a game and gameplay with words such as fun, feelingrysca
atmosphere, feel, immersion, presence, satisfaction, having a good time etc. Allsthe
words refer to subjective characteristics and, just like player experiencare not simple
components that can mechanically be built into the game.

A commonly cited user experience characterization is the one introduced by Mihaly
Csikszentmihaly in 1991: ow zone. Flow zone is a psychological state betwesxiety
and boredom, where the user experiences a feeling of optimal focus and engageamen
an activity with great level on enjoyment [Csikszentmihalyj 1991]. Some of the major
elements of ow are: challenge, direct and immediate feedback, concentration otaak,
sense of control, loss of self-consciousness and altered sense of timen teeigh ow
refers to a subjective psychological state, most of its elements can ligeatively evaluated
and correlated to perceived quality of experience.

Quality of experience provides an assessment of human expectations, feelipgscep-
tions, cognition and satisfaction with respect to a particular product, servee or applica-
tion [Crespi et al, 201]. User's QoE of a service can evoke a wide range of emotions and
attitudes. These emotions and perceptions of human experience make it very challagg
to measure and analyze QoE factors with precision and accuracy. In genetakre is
a direct correlation between the user's QoE and the user's experience. In adgames
for example, player's QoE is often considered as a more objective equivalehplayer
experience. Many studies have tried to objectively characterize player'soR [Chen and
El Zarki, 2011, [Verdejo et al, 201Q, but the individualistic nature of some aspects of
human experience makes a completely objective evaluation approach to QoE hean-
achievable. This is the reason why most evaluation models of QoEhlen et al, 2009,
[Chang et al, 2010 have resorted to the subjective evaluation methodology called the
MOS (Mean Opinion Score) rating testlReg 1994, using players' opinion rating to assess
players' QoE.

Properties de ning QoE can be multidimensional. For example, QoE for Volp con-
versations includes criteria for sound quality such as voice loudness, noise levels, bt
online gaming, the main quality of experience properties that are found in the researc
community [Chen et al, 2009 Ida et al., 201Q Chen and El Zarki 2017 are:

| interactivity refers to the ability of the game to interact with the player, allowing
a two way ow of information between them.

| responsiveness refers to the time taken for the system to respond to an event.
This property represents the player's perception of the game process.

| consistency or fairness refers to the degree of di erence in the presentation of
the virtual world among all players for a multiplayer game.



Wiloka, 1993. He de nes input lag as:'the time between when a user
performs an action and when the application displays the result of that actiofiput lag is
also known as the end-to-end lag (see gui4). It hence in uences game's responsiveness
and interactivity, which (as we saw in the previous section) are very importarfor player's
QOE and enjoyment of the game.

The update lag is more about the delays in the execution of the game logic. It concerns
the server's update phase where actions of game objects are executed amidegaodel is
updated. It is also referred to as thespectator lag and can also be found in simulations,
since there is no user-system interaction.

As human beings, we are extremely sensitive to lag. For instance, depending on the
task and the surrounding environment, a lag of as little as 10@s can degrade human
performance. In the same token, a lag exceeding 30, causes the human to start to
dissociate his/her movements from displayed e ects, thus destroying any owate [Held
and Durlach, 1991.
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2.51llustrates input lag as it applies to targeting and shooting
at another character with an instant-hit weapon in an online game.

Lets imagine a scenario where a player with a weapon is trying to shoot at a game
character (Xaero in the gure). At the same time, s(he) is experiencing 20@is of delay.
At this moment of the game, because of lag, the character will be seen at pmsit(1)
on player's screen instead of positio(2) where it actually is on the server. If the player
presses the attack button, his/her command with the button pressed will reach thewrer
when the character is at position(3). Consequently, the player will miss it. To be able
to hit the character, the player will have to target the position(3) even though s(he) is
seeing it at the position(3).

With this example, we can see how a lag can a ect the real-time nature of a game.
The responsiveness of the game is degraded and players with no precise confrthe
game, will perceive their experiences more negatively.

2.4.2 Causes of lags

To understand the lag experienced by end-users, it is important to determine the
response time of network games. The interactive response time is de ned as tlapsed
time between when an input of the player is captured by the system and when the resoit
this trigger can be perceived by the player.Ghoy et al., 2019 formulated the interactive
response time T of a cloud game. This overall delay includes several types of delay

Formulation:
T = Toient + Thework T Tserver

| Teient 1S the playout delay, which refers to time spent by the client to send controller
inputs, receive game updates and display the resulting scene on the screen. Client's
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hardware is responsible Ofer ; it is the notorious 'built-in 50 ms lag”. This delay
can be the consequence of bursty graphics ( Central Processing Unit (CPU)/@lac
Processing Unit (GPU) Interaction), bursty application (CPU/Memory), hard-drive
accesses, memory management/swapping and background apps/tasks.

|  Thework 1S COMmunications delay referring to the time it takes for data transmission
from the client to the server and vice versa. Internet Service Provider$SP) and
data centers of cloud providers are responsible for this delay. Communications delay
is a ected by poor client bandwidth, long routes (hops), high latency, packet loss,
faulty equipment, ISP congestion, backbone congestion and bursty datagrams.

|  Tserver IS the processing delay which refers to time spent by the server to process
incoming information from the client, to update the game model and to transmit
the game state back to the client. This delay is a ected by a number of compu-
tational parameters: input processing (validation of user actions), per-userlca-
lations, output processing (per-object message passing), server networkdaidth
and back-end interactions (e.g Database).

[Beverly, 2009 illustrates the distribution of these main causes of lag. According
to this study, playout delay, communications delay and processing delay are in average
respectively responsible for 35%, 30% and 35% of the overall lag experidrime players.

These are average values that change from one game to another. In addition, stadie
on traditional gaming systems have found that di erent styles of games toleratdi erent
thresholds for maximum latency before the QoE begins to degrad€ldypool and Clay-
pool, 2009 introduces a novel categorization of the e ects of latency on di erent piger
actions based on two salient action properties: thgrecision required to complete the ac-
tion and the deadlineby which the action must be completed. Using this categorization,
M. Claypool et al. classi ed games into two interaction models:



2.6 illustrates di erent attempts to limit delay and its
e ects on QoE.
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Figure 2.6 { Fixing lag



3, use lots of servers) or hide
the latency by using animation and prediction.

| Network code and protocolthe network code can implement some bandwidth
conservation techniques and some delay compensation techniques such as dead
reckoning. The description of these techniques will be presented in next sec-
tion.

| Server infrastructure: choose the 'best" server infrastructure possible to host
the game.

| Scalable graphic system with low system requiremenMOGs such as World
of Warcraft tolerate very high latencies (50ms+) and have very low system
requirements because of their Last Gen 3D graphidddan and Kim, 1999.

Networking techniques

To optimize the network tra c, several state of the art techniques have beedeveloped
empirically and are implemented in most networking game engines. They can be divided
into two groups: bandwidth conservation and delay compensation techniques.

Bandwidth conservation

This category gathers techniques that minimize bandwidth usage and cope gracefully
when bandwidth is constrained. Most known techniques are:

1. Encoding and compression:  Compression means reducing message's size by
nding a more compact way to represent it. Making messages smaller enables to
speed up transmissions by reducing bandwidth requirement& et al., 2013. In
video streaming for example, the performance of video encoding and compression
algorithm is very important in reducing transmission delay. The most used standard

3. The partitioning and sharding techniques exploit the geography of thegame world, decomposing
the game into di erent areas, each of which can be mapped to a hosting seer.



4. H.264 species how
compressed video should be decoded; it does not specify how it should be encoded,
thus allowing encoder vendors to be innovative. There are many H.264 compliant
video encoders, with di erent features and strengths. One commonly used H.264
video encoder is X.262. It is a free award winning video encoder implementing the
H.264 standard.

2. Aggregation : Aggregation is a technique used to reduce the overhead associated
with each new transmission. Since messages sent by games are often smallrebefo
being transmitted, they are packed and merged in larger ones thus reducing over-
head of sending multiple small messages rather than one coarse-grained message.

Delay compensation

The delay compensation method, also known akead reckoningaims to reduce lags
by compensating delays. In fact, as explained ifP@ntel and Wolf, 2003, delays are not
reduced directly, but their impacts on QoE can be limited.

In general, dead reckoning calculates a position obtained by measuring or deducing
displacements from a known starting point in accordance with the motion of an gzt
[Judd and Levi, 1994. This method is used in many domains such as navigation, inter-
active simulations, military applications and online games.

In online gaming, dead reckoning refers to a method used to predict the state of a
game object (position, velocity, acceleration, etc...) using known states. tt&mpting
to limit the bandwidth required by the game, this scheme utilizes a reduced frequency
in sending state updates while compensating the lack of information with prediction
techniques Valve, 2009. Obviously, predicted movements and actions are not always
trustful and correction of the eventual errors is paramount to maintain a gwsistent game
state. These eventual restoring actions can further impact player's QoE.

On the client-side, prediction primitives (interpolation and extrapolation) and anima
tion are commonly used by the dead reckoning technique to hide the delay. Here is a
brief description of each of these notions:

1. Interpolation : interpolation is a method of constructing new data points between
a range of discrete set of known data points. In online games, clients renderetar
or more frames per update message. Interpolation systems prevent undieand
jumpy motions caused by network delay, by bu ering server updates and playing
them back in increments, with smoothly interpolated gaps between.

It can also protect against malfunctions or irregularities caused by packet lofs
example VMalve, 2004.

2. Extrapolation : By contrast with interpolation, extrapolation is the process of
estimating a value of a variable using its last observed values. It is therefore sedi]
to greater uncertainty. In online gaming, extrapolation attempts to estimatea
future game state. As soon as a packet from the server is received, theifpms of
an object is updated to the new position. Until next update is received, positionsea
extrapolated based on past positions. When a new update is received, extriaped
positions may be corrected.

4. http:/ltools.ietf.org/html/rfc3984
5. http://www.videolan.org/developers/x264.html
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4. Animation : This technique makes it possible to reduce the lag perception using
animations until receiving server's updates. For example, in most MMOs, when an
"action” button is pressed to perform an action, a message is sent to thenger for
the action, and an animation is played to gain some time until receiving the server's
acknowledgement.

2.5 Adaptation

The term adaptation can be found in di erent domains with di erent semantics. But
in software systems adaptation can be de ned as a process by which a systenable
'to adapt itself e ciently and fast to changed demands[Andresen and Gronay 2003.
Among the common perspectives of adaptation and adaptive systems, some de nitions
refer to adaptive systems as systems with the ability to change their own chatexstics
automatically according to the user's needsJppermann 1994.

Other de nitions are more general and do not necessarily associate system adépta
with user's needs or preferences. In automatic systems for example, adaptatisrcon-
sidered as a key feature in developing self-managing, self-con guring, and selfitating
systems. As a matter of fact,[Pobson et al, 2009 decomposes the system adaptation in
4 verbs that sum up the whole adaptation procesgi) "collect”: information is collected
from a variety of sources including user needs, network sensors, user contagplication
requirements etc. (ii ) "analyze" collected information are analysed and transformed to
a model used as a basis for adaptation decision@ii ) "decide" decisions are taken us-
ing techniques such as risk analysis, hypothesis generation, efov) "act”: the system
acts upon the decisions and changes its behaviour accordingly. Depending on theesyst
these changes can range anywhere from interface presentation, to ®ystem behaviours.

2.5.1 Adaptation in video games

In video games, adaptation is often de ned as the ability to dynamically change game
objects' behaviors in accordance with changes in game information. Games galher
use adaptation to provide a better experience to players. This can happen thrdug
game di culty adjustment, game agents behaviors adaptation, game context adaptian,
unpredictability and challenge, personalized gameplay, etc.

Lopes and Bidarra propose a steering method to guide the adaptation algorithm in
deciding what, when and how to adapt the gamd_ppes and Bidarra 2011:



Hocine 2013.
| "the when"identi es when adaptation decisions are made. This can be online (dur-
ing the game session) or o ine (before or after the game session). As example of
online game adaptation, the adjustment of game characters' behaviours for bette
usage of scarce resources such as computation power is introduced by Mahdi.e
[Mahdi et al., 2013.

| "the how" determines actions taken by the game as response to the recognized
information. This depends on the game and the game elements a ected by the
adaptation. In the game di culty example the result will be a generation of a less
di cult game level, whereas in the behaviour adjustment example game characters
will adopt simpler behaviours (with less computational requirements).

2.5.2 Communications adaptation

Nowadays, with the arrival of cloud gaming, real time game trac over unstable
networks such as wireless and mobile networks is growing at a fast pace. Havewnad-
equacy between networks' capacities and amount of real time communicationsgeated
by games are implying the need for a more dynamic and adaptive communications model.

As a matter fact, communications adaptation is not new to the online application
world. In autonomous systems and wireless networks for instance, the main olijex of
communications adaptation is generally to avoid network congestion as much asgible
[El Masri et al., 2011, [Dobson et al, 2004. In this model, adaptation inputs are col-
lected through network sensors and are used to estimate network congestamd trigger
appropriate adaptation actions.

The same model is applied to networked games. Most game libraries o er game devel-
oper services to adapt their games to network conditions. For example, TorquetiNerk
Library (TNL) [ GarageGames2009 implements primitives to monitor the amount of
bandwidth being used and enables the developer to build an adaptation strategy by of-
fering virtual methods speci cally for reacting to network resources change8n adaptive
ow control enables TNL to limit the bandwidth by adapting to the number of packets
currently in the network.

Limiting the amount of communication generated by the game, enforces developers
to use compensation techniques such as dead reckoning to replicate game objbets
haviours. So the adaptation here is tailored to ensure an e cient distribution of a limited
resource. This implicitly brings forth the necessity of prioritization or scheduling among
game objects needing network communications for state updates. At the decisidage,
the adaptation process will therefore use these priorities to determine what gamgexcts
need synchronization the most. The objective being that all objects do indeed mele¢ir
communications requirements.

There are two common ways to assign priorities to game objects: static pitg and
dynamic priorities. There are advantages and disadvantages to both paradigme,that
one is more appropriate for certain games while the other is more appropriate for dieat
games:

| The static priority: game objects' priorities are set before the game session by
the developer and do not change during the game. The (pre-game) static priority



JenkinsSoftware 2011 and Unreal engine
[EpicGames 2013.

| The dynamic priority: in games with constantly changing game mechanics where
for example an object might be very important at a moment and becomes quite
unimportant a minute later, the idea here is to calculate the priorities during the
game session. The goal is to dynamically adapt to the progression in the game. Ex-
amples of networking engines supporting dynamic priority include ZoidcorR§ippel,
2017 and TNL [GarageGames2009.

2.6 Conclusion

In this chapter, we presented the pre-requisites needed to understand the refthos
document. We began by de ning essential concepts such as video games, online video
games. We showed the di erence between two main cloud gaming approaches, namely
video streaming and objects replication and then showed how the quality of expeme
is characterized in online video games in general. We presented the lag as the principal
problem of QoOE in online games and ended by de ning the concept of adaptation and
presenting di erent adaptation mechanisms in network communications for online games.
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Two main approaches are currently used in cloud gaming technologies: video stream-
ing and objects replication. In both approaches, there is usually a xed synchroniga
rate, and this parameter is set manually and sometimes is ad-hoc, therefore requiring
considerable development costs. Other characteristics of these approaches include

| With video streaming, there are high bandwidth requirements but with the ad-
vantage of ubiquity and using thin clients. Therefore there is a need for better
alternatives to support low and dynamic network conditions for better player's
QoE.

| With objects replication, games do not require as much bandwidth as in video
streaming. But there is also a need to minimize network resources usage and to
dynamically adapt to changing network parameters such as capacity limits, delay
and packet loss.
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1 or/and User Datagram
Protocol(UDP) 2.

In some multiplayer game scenario, messages generated are relevant onlyafsmall
fraction of players. Therefore, implementing an area-of-interest schenwe fltering mes-
sages, as well as a multi-cast protocol, could be bene cial. With Interest Magement
technique Morse et al, 200Q, every packet is scheduled for transmission with the nodes
that really need to receive it and, consequently, both the tra ¢ and processing bden at
each node are reduced. In addition to priority and reliability, we will also look at interst
management in our analysis of the state of the art.

Models

Adaptation methods present in cloud gaming platforms follow di erent models or
patterns. In addition, the way the game is structured in terms of game entities, arttie
way those entities interact and progress for the accomplishment of the gamejesttive,
can be organized and modeled for fast prototyping and reuse.

Hence we are interested in nding whether the gaming platforms enable any of these
three types of models:

| Adaptation model depending on elements a ected by the adaptation algorithm,
you can have either a rate-based adaptation (bit rate, frame rate, synchmaation
rate) or a ow-based adaptation.

| Game model some objects replication game engines provide developers with a game
structure, generic enough to be reused in other games.

| Priority model: refers to any model for automatic priority adjustment in the game
system with the objects replication approach.

3.3 Related work

This section presents each selected work of the state of the art.

[Reuppel, 2011]

Created in 2002 by &rg Reippel, Zoidcom is a network library designed for action
games. Zoidcom provides features for automatic replication and synchronizatidngame
objects over a network connection. With the latest release in 2011, Zoidads freely
available for non commercial use.

Zoidcom is used in several game projects suchMy World 2 and Ethereal®.

Ethereal, is a team-based online-multiplayer shooter game that can handle more than
20 players Agar, 2017 (see screenshots in gur&.1)

For message scheduling, Zoidcom supports object level priority and priorities aet
manually. Priorities allow objects with di erent characteristics to have di erent synchro-
nization rates. Zoidcom provides rate control functionalities using a dynamic bandwidth

1. http://www.rfc-base.org/rfc-793.html

2. http://www.rfc-base.org/rfc-768.html

3. http://www.sam-ko.com/en/projects/33-my-world-is-now-a-open-saae-project
4. https://lwww.youtube.com/watch?v=455UnqQEqBU



Mogwai, 2017

limitation and distribution, as well as a control of minimum and maximum synchroniza-
tion frequency for each data item. Object dependencies are used to de ne the orde
which the update messages are transmitted.

To avoid lags, Zoidcom incorporates latency reduction techniques such as deackon-
ing, custom and automatic interpolation between state updates as well astepolation
methods. Field of view is used as an interest management criterion, to adjust ebj
relevance per client. Zoidcom also implements object subscription groups for deet,
distinct game areas for example. It uses di erent reliability levels for di erent conmu-
nications types such as le transfer, session discovery, connection statistand direct
communications.

Concerning adaptation, Zoidcom implements functionalities that enable the trac
generated by the game to adapt to the available bandwidth.

In fact with ping > measurements, Zoidcom is able to accurately monitor available
network resources and adjust the game's tra ¢ accordingly.

Zoidcom implements both rate-based and ow-based adaptation. For the rate-les
adaptation, each object's rate adapts to the current network conditions, vging within
the ranges specied by the developer. As regards to the ow-based adaptatiorhet
sending mechanism sends individual object updates from highest to lowest priority un-
til bandwidth limits are reached { at which point low priority unreliable messages are
dropped, and low-priority reliable messages must wait.

5. Ping is one of the most widely used active network performance measement tool. It measures
the reaction time of a connection by sending an Internet Control Messag®rotocol (ICMP) echo request
packet and reporting the time it takes for the sender to receive thdCMP echo reply packet for its request.
Ping is measured in milliseconds



JenkinsSoftware , 2011]

RakNet is a high-performance network library designed for games. Like Zoidcom, this
middleware provides features for e cient objects replication in online games with the
objective of reducing lags. RakNet supports many commercial platforms including the
Playstation 3, Xbox 360, PC, iPhone, and Android. RakNet has been integrateds a
network layer in many popular middleware engines such as Unfty Steamworks and is
used by leading studios such as Foundation®%nd Sony Online Entertainmenf [IGN,
2011. It is also used in several commercial multiplayer projects such as: The Slant Six
Games's multi-platform project |GN, 201] and Drakensang Online[Gamasutrg 2017
by Bigpoint 1°,

Network communications is provided by two interfaces: a UDP interface and a FC
interface with 10 reliability levels. Raknet's approach allows developers to handieeir
own priority scheduling and supports four di erent priority levels to choose from: INVE-
DIATE PRIORITY, HIGH PRIORITY, MEDIUM PRIORITY and LOW PRIORITY.
Packets with each of these priorities are sent approximately two times moadten than
packets with the priority below it.

Raknet does not state how packets with di erent priorities are processed ltge appli-
cation. Instead, it provides several abstract methods that can optionally be implemieql
by the game developer to de ne how the application processes messages of di epeit
orities.

Raknet can monitor available bandwidth and uses object level rate control tadapt
to current network conditions.

Just like Zoidcom, Raknet's object rates vary within an interval specied by he
developer. In addition, Raknet implements an adaptive ow control using a window
size to limit bandwidth. In fact a congestion window is used similarly to the TCP ow
control, to monitor the amount of packets in the network link. The window size is used
as an indication of how many unreliable packets must be dropped(high drop probability).
Raknet drops all unreliable messages in case of congestion (when the window is full), to
make room for higher priority reliable messages (with low drop probability).

Raknet does not require any speci ¢ structural model for the game and since prioei
are static there is no incentive for priority adjustment during game sessions.

[Salzman, 2014]

Created by Lee Salzman in 2002, for Cube game engtheENet is an objects repli-
cation system with a claimed simple, exible and consistent C/C++ API. It is used by

6. http://unity3d.com/

7. http://www.steampowered.com/
8. http://www.f9e.com/

9. https://www.soe.com/

10. http://www.bigpoint.com/

11. http://cubeengine.com/



2 The SilentWings ight sim-
ulator enables players to practice their ight techniques; play online with other pilots in
virtual skies, replay real- ight GPS logs (see gure3.2). With up to 32 players online
on a selection of several available servers, SilentWings enables also intergiapmmuni-
cations via online chat. It also features, advanced physics-based algorithms docurate
simulation of aircraft movements even on poor internet connectionSifentWings, 2004.

SilentWings, 2004

Enet is distributed as an open source library and provides both reliable
and unreliable transmission of messages. Each message is assigned a ag, with
any combination of the following ags: ENETPACKET FLAG RELIABLE,
ENET PACKET FLAG UNSEQUENCED, ENET PACKET FLAG NO ALLOCATE.
Each ag represents a di erent reliability level.

In terms of message scheduling, Enet uses the policy 'reliable messages rst", siece
liable messages are more lag sensitive. Indeed, the reliability ag of a message detersnine
its level of priority and reliable messages have priority over unreliable messages.

Concerning adaptation, Enet implements a probability driven model for adaptive ow
control. With this model, in case of congestion, unreliable messages are held back to
make room for higher priority reliable messages. In fact, Enet also uses a catiga
window. The drop probability of unreliable packets increases as the window size grows.
When bandwidth is su cient, all messages are sent; as available bandwidth decreases,
the probability of dropping unreliable messages increases until an equilibrium state with

12. http://www.silentwings.no/



GarageGames , 2009]

Torque Network Library (TNL) is a cross-platform C++ networking API designed for
online games.

This library has been used in many commercial projects and won many awards. The
Torque 3D'® game engine uses TNL to manage bandwidth, delay and packet loss in
multiplayer networked games GarageGames2007. Derived from the network code of
the rst person shooter games by GarageGamé&s Tribes and Tribes 2 [Famespot 2001,
the library was released in 2004 and the latest version 1.5.0 dates from Janua009.

Tribes 2 is a team-based game designed primarily for online multiplayers with up to
128 players MobyGames 200]. The game may be played from both rst and third
person perspectives. The player must achieve various objectives spetiie the scenario,
ranging from attack-and-hold objective, to assaults on enemy fortressetaking enemy
ags, and more. Weapons vary from the sniper laser rie to chain guns, to grenade
launchers, to the massive mortar (see screenshoots in guses).

Using UDP, TNL allows at least 5 levels of reliability implemented at message level:
guaranteed ordered, guaranteed, unguaranteed, current state and quickaslivery.

TNL implements a very ne-grained prioritization scheme for synchronizing objects so
that important objects are updated with a greater frequency. Prioritiesare numerically
assigned and can be automatically adjusted. TNL also provides a multitude of scheduling
policies such as the "quickest delivery" which gives a message the highest priority.

TNL does not provide built-in primitives for latency hiding strategies such as interpo-
lation, extrapolation, client side prediction or dead reckoning. Thus making the netwio
code less heavy for thin clients. TNL provides a mechanism for computing the average
round-trip time of a connection from which these connection latency strategiearc be
implemented.

With respect to adaptation, TNL implements primitives to monitor the amount of
bandwidth being used. It also enables developers to build customized adaptation strate-
gies by providing virtual methods speci cally for reacting to uctuations in network
resources.

Similarly to Zoidcom and Racknet, TNL allows developers to setup a rate control
policy that maintains speci ed minimum and maximum synchronization frequencies.

Along side with this rate control, TNL also provides a receiver-driven adaptive ow
control to limit the amount of packets sent by adapting to the number of packetsurrently
in the network. For that, TNL uses a window size. When packets are received, it iases
the window size and when packets are lost, the send window is decreadaytk et al.,
2007. A packet is therefore sent only if there is enough room to send another packet

As a standalone library, TNL does not require a speci c game model. Concerning
adaptation model, TNL provides a generic model through virtual classes and methods,
alongside with the receiver-driven control, to adapt to changes in network condihs.

13. http://www.garagegames.com/products/torque-3d
14. http://www.garagegames.com/



Gamespot 200]

The priorities are adjustable, but just like Zoidcom, TNL does not provide a model for
priority adjustment.

[EpicGames , 2012]

The Unreal Engine is a C++ game engine used to develop "Unreal" by Epic Gams
(some screenshots of this game are shown in guBa4) Unreal is a rst-person shooter
game with a multiplayer mode with more than ten mapsNlobyGames 1999.

The unreal engine has been used for all games developed by the Epic studio. It has
also been used by other studios such as Acony Games with the MMOFPg&done'®,
KTX Software with the third Person Action Horror The Haunted: Hells Reach’ and
Gearbox Software with the rst-person shooteBrothers in Arms: Hell's Highway!®.

All networking service has been implemented an available since the version 3 reldase
in 2006. The networking architecture of Unreal Engine 3 (UE3) uses a custom multip&y
client-server model. In this model, the server is still authoritative over game aes;
however, clients maintains a subset of game states locally using prediction heuristics
This is done by executing the same game code as the server, on approximately the same

15. http://www.epicgames.com/

16. http://www.gamespot.com/hedone/

17. http://www.hells-reach.com/

18. http://brothersinarmsgame.uk.ubi.com/hellshighway/



MobyGames 19994

data, thus minimizing the amount of data that must be exchanged between the two
machines EpicGames 2013.

Unreal divides a game into a set ofevels which in turn contain a set ofactors. An
actor is a game object capable of independently moving around in a level and interagt
with other actors in that level. The game stateof a level refers to the complete set of all
actors that exist in that level and the current values of their attributes. Evey actor has a
Role and a RemoteRole property, with di erent values on the server and the dtie These
variables describe how much control local and remote machines, have over thsad-or
example every actor on a server has a Role set ROLE Authority ; meaning that the
server has authoritative control over the actor.

With Unreal, message scheduling and communications adaptation are built on top
of this game structure. An Unreal level can be very large and interest managarhés
applied for bandwidth optimization. The set of actors that a server deems are visible, to
or capable of a ecting a client are considered the relevant set of actors fihat client.
The sever only informs clients about actors in their relevant set.

Unreal uses a load-balancing technique that prioritizes all actors and gives each one a
fair share of the bandwidth based on how important it is to the gameplay. These priorige
(oating point variable) are assigned by game developer. An actor with a pridgy of 2.0
will be updated exactly twice as frequently as an actor with priority 1.0.

The network code is based on three primitive low-level replication operations foom-
municating information about game state between the server and clients: act@plica-



Onlive , 2010]

Onlive is a commercial cloud gaming platform. It is based on video streaming for
on-demand game service. Game publishers such as S&gélbisoft?°, Epic Games?,
Warner Bros.??, Disney Interactive Studios’® and others have partnered with OnLive.

Data and graphics are rendered at Onlive remote servers. These servers jake
player's inputs and stream real-time video of games back to the player using H.264 video
compression standard.

A study of Onlive performance has been conducted by Mark Claypool et al. with
the goal of understanding tra c characteristics of Onlive Claypool et al, 2014. The
experimental testbed measured network conditions and frame rates. The auth@analysed
the gathered network statistics and other performance data with the followingpnclusions:

| OnLive requires a considerable internet bandwidth. Indeed, games have high down-
stream bit rates, about 5 Mbps with 1000 byte packets, with much more moddea
upstream bit rates of about 100 Kbps with 150 byte packets.

| Onlive does adapt bit rates to capacity limits (which is a static characteristic of
the network de ned by bandwidth capacity and receiver's capabilities), but does
not adapt bit rates to loss, latency, nor to delay. This means that uctuations
in network conditions due to congestion are not taken into account by Onlive's
adaptation scheme.

| OnLive frame rates adapt to both capacity limits and loss, but not latency nor
delay. In fact, Onlive streams video games in di erent frame rates depending on
the bandwidth capacity.

Onlive recommends a 5 Mbps internet connection to achieve what they consider as
"good performance” and the minimum bandwidth required is 2 Mbps.

Onlive uses the scalability of the H.264 codec to ne tune the video compression rate
in order to adapt the resulting bit rate to the network conditions. This adaptation model
is known as thescalable encodemodel. It reduces processing costs since the raw video
is encoded once and adapted by exploiting the scalability features of the encoder.

This frame rate adaptation follows the transcoding model. The transcoding-based
approach in video streaming adapts the video content to match a specic bit rateyb
transcoding the raw content. This is usually done by regulating frame rate and/or res
lution.

19. http://www.sega.co.uk/

20. http://www.ubi.com/

21. http://www.epicgames.com/

22. http://www.wbgames.com/

23. http://www.disneyinteractive.com/



Tizon et al. , 2011]

[Tizon et al., 2011 presents a framewaork for remote rendering of 3D and 2D interactive
content required for both gaming and professional applications called Kusanagi.h&d
architecture of the platform uses a 'lobby server” to act as an interfacbetween users
and applications. The system optimizes the encoding and streaming method to improve
adaptability to available bandwidth. Two kinds of data are streamed: users' inputs from
client to server and audio/video data from server to client.

The lobby server is responsible of achieving an acceptable QoE for user by implement-
ing resources management functionalities: latency measurement and adaptation.

In this framework, latency is used as input for the adaptation. The authors start
by distinguishing two components of the latency: the intrinsic delay of the network
infrastructure and the congestion related latency. They assume that congestibased
latency is due to an over-estimation of video bit rate compared with user's available
bandwidth. The idea here is to measure this latency and adapt the video bit rate in
order to reduce the delay and consequently the game lag.

Similarly to Onlive, Kusanagi uses the scalable encoder approach. This approach uses
the video encoder's features to change the quantization st€), in the frame compression
process to adapt the resulting bit rate. Quantization in image processing is a lossy
compression technique achieved when the number of discrete symbols in a given anag
reduced. The quantization step determines the amount of compressed symbolsafsmgle
guantum value Richharya et al, 2014. With color quantization for example, reducing
the number of colors required to represent an image makes it possible to rediisesize.

This bidirectional adaptation, is based on empirical data by using repeated round
trip time (RTT) 2* measurement to compute the variability of the latency and set a
threshold for the accepted latency. Thus when the latency grows above this éishold, the
guantization step increases and when the latency is bellow the threshold, the quaation
step decreases.

[De Cicco and Mascolo , 2010]

Akamai Technologies is an Internet content delivery network also o ering high de
inition video distribution using adaptive video streaming. Akamai's streaming service
adapts the content bit rate given current available bandwidth. This makes it possible
for Akamai to provide acceptable QoEe Cicco and Mascolp201( even in presence of
abrupt changes of available bandwidth. This adaptation is based on thstream-switch
approach consisting of having multiple video levels with di erent bit rates to choosedm.
As a matter of fact, Akamai's system encodes any video at ve di erent bit ratespro-
ducing ve video levels stored at the server. The client computes the available bandwidth
and sends a feedback signal to the server, that then selects the right video la¢ it rate
matching the available bandwidth. The values of video level bit raté(t) are in a set of
available video leveld = lg;::;;14 at any given timet. H.264 codec is used and video
levels are encoded at 30 frames per second.

The client issues various commands (via a separated TCP connection) to capture and
send network conditions. The most frequently used are:

24. RTT measures the latency between the client and the server. Itd the time it takes to send a packet
and to receive an acknowledgement of that packet.



De Cicco and Mascolp201( evaluated Akamai's video streaming platform ability
to adapt the video level in three di erent bandwidth variations scenario:(i) a step-like
change of the bottleneck capacity with the available bandwidth changing from 500 kbps
to 4000 kbps;(ii) a square-wave varying bottleneck capacity with available bandwidth
shaped as a square-wave function with a period of 26t; (iii ) a concurrent greedy TCP
ow. The results show that, Akamai uses only video level to adapt the video source to
the available bandwidth, kipping a constant video frame rate of 30 fps. When a sudden
increase of the available bandwidth occurs, the matching of the new bandwidth is made
in roughly 150 s. In case of sudden bandwidth decrease, short interruption of the \ade
playback occur before adaptation is achieved.

[Prangl et al. , 2008]

[Prangl et al,, 200§ proposes a TCP-based mechanism for increasing the consumer's
media experience under unstable network conditions. This approach is based on video
content adaptation to t the actual network bandwidth continuously monitored by the
sender. The objective here is to enable clients with insu cient bandwidth capacity to
consume the original video. The video quality can be gracefully degraded in order to
meet the given resource constraints.

This adaptation can be achieved in two ways:

| A request is initially performed by the client to explicity demand an adequate
content quality. A transcoding-basedadaptation is used here. In fact the video
content is adapted by changing the resolution of each frame, and modifying the
number of frames per second. The way it works is that, a HTTP URL is dy-
namically created by the client according to the device capabilities and user pref-
erences, and it is used to formulate the transcoding request. For example, the
URL http://mediaserver.com:8080/starwars.avi?vc=h264&s=320x200&fr=30 is a
transcoding request for downscaling the video to 320x200 pixels, reducing the frame
rate to 30 fps and encoding it as an H.264 video.

| A dynamic adaptation process adjusts the video content to dynamically changing
network conditions. The scalability of the encoder is exploited here. The video is
changed in a signal-to-noise ratio domain, by modifying the encoder's quantization
step for frame compression, resulting into reduced bit rate. Three variables are
measured to fuel this process: the available bandwidtbw, the actual delivery bit
rate dbr enforced by the client and the actual video stream bit ratdr. There is
a delivery module between the client and the adaptation process, capturing the
delivery bit rate every second. In general rule, ther and the dbr are adjusted to
match the current bw.



3.1 summarises this analysis.

In game communications adaptation, inputs triggering the adaptation process are
usually related to network conditions or/and to the game itself. For objects @ication
approach, both network parameters and game parameters are used. Here availalaled-
width, object priority and message reliability are the most used parameters (Zoidog
Raknet, Enet, TNL and Unreal engine 3) For video streaming, since the structural ©o
tent of a game is not modi ed, only network conditions are monitored. For example,
Onlive adapts to bandwidth capacity and the packet loss; Akamai andPfangl et al.,
2009 use available bandwidth while Kusanagi is the only system adapting to congestion
based latency.

Adaptation decisions can a ect a wide rage of elements. Since the goal of adaptatio
is to adjust the amount of communications to current network conditions, rate and o
control are very useful. All surveyed systems implement rate or/and ow conbl primi-
tives. The way rate control is performed in video streaming systems di ersdm objects
replication systems.

As regards to objects replication, the adaptation systems a ects the objist syn-
chronization rates or/and the network ow. Objects' synchronization rates are adjusted
in all the surveyed systems except for Enet. Zoidcom, TNL, Enet and Raknet prioe
ow control features using a communications window to regulate the amount of messsg
currently in the network.

Video streaming systems adaptation consists in adjusting the downstream bit rate
or/and the encoding frame rate. Here, unlike with objects replication, no di erentates
are associated to di erent game objects. Actually, the entire game state sent in a form
of a single video frame. Therefore the adaptation does not reorganize individual alige
synchronization, but instead adjusts the global bit rate and/or frame rate to netwds
conditions. From the four video streaming systems, only Onlive is capable of adapting
both its frame rate and bit rate to the network limits. Akamai and Kusanagi only preide
bit rate adaptation, while [Prangl et al., 2009 provides only frame rate adaptation.

In terms of bandwidth requirements, it is clear that video streaming systems use much
more bandwidth than their objects replication counterparts.

For video streaming, the required downstream bit rate is around 2-5 Mbps. With
objects replication the required bandwidth depends on game content. In fact theim-
ber of objects in the game and their synchronization rates determine bandwidth usage
Therefore there is no xed minimum bandwidth requirements for the surveyed middle-
wares. But to have an idea of this value we looked at some of the most bandwidth



25 and found that they use about 42 MB/hour (0.031
Mbps) [Simmonds 201]. Thus video streaming approaches are quite expensive in terms
of bandwidth usage, and objects replication with cloud gaming paradigm could be an
alternative to video streaming.

In message scheduling, we found that numerically assigned priority is a common prac-
tice. In fact developers are able to assign a static priority to each repliea object in
most of middlewares (Zoidcom, Raknet, TNL, and Unreal engine). TNL and Zoidcom
also support automated or adjustable priority policies. Other middleware speci c pricr
tization approaches can also be used. For Enet reliable messages are sentarat TNL
supports "quickest delivery" strategy.

Using priority as input for adaptation, we can have either an adaptive object rate
control with static priorities or an adaptive object rate control with adjustable priorities.

Static priority adaptation works well in games where objects' importance doewot
change during the game session. But in case of gameplay with changing objects' impor-
tance, a dynamic priority adaptation would be preferred.

Among the reviewed middlewares only TNL and Zoidcom support both static and
dynamic priorities in object rate adaptation. Raknet and Unreal engine implement only
the adaptive object rate control with static priority.

This lack of built-in adjustable priorities makes Raknet and Unreal engine, not gen-
uinely suitable for games where objects do not always have the same role or impor&anc
in the game scene. Developers therefore have to implement this feature on themo

Techniques such as interest management can be used to reduce both networkl loa
and computational cost. Interest management are not always available in netwarg
middlewares. From our study, only two middlewares propose interest management primi-
tives: Zoidcom and Unreal engine. Meaning that, for other middlewares, developersda
to implement interest management on their own. In video streaming, there is nothing
to prioritize, since the whole game state is captured in a single video frame. Intste
management is implicit in video streaming because the user only receives the video frame
corresponding to his/her vicinity in the game scene.

Rate-based adaptation in video streaming follows three patternsi) the transcoding-
basedapproach, used by Onlive andHrangl et al., 200§; (ii) the scalable encodemap-
proach, applied by Onlive, Kusanagi andRrangl et al., 2009; (iii ) the stream-switching
approach, utilized by Akamai. Video streaming services do not access structural tom
of the game, therefore there is no game model proposed, nor priority adjustment mbde

With object replication, two adaptation models are often used: the rate-basediap-
tation and the ow-based adaptation. Except for Enet, all studied middlewares incogp
rate rate-based adaptation. For ow-based adaptation, an adaptive window size used
to control the network ow. This ow control mechanism can be implemented followng
two approaches: the receiver-driven approach used by TNL, and the probability-teab
approach used by Zoidcom , Enet and Raknet.

25. http://www.battle eld.com/fr/battle eld3/



Reppel, 2011]

Raknet
[JenkinsSoftware , 2011]

Enet [ Salzman , 2014]

TNL [ GarageGames ,
2009]

Unreal Engine
[EpicGames , 2012]

Onlive [ Onlive , 2010]

Kusanagi [ Tizon et al. ,
2011]

Akamai [ De Cicco and
Mascolo , 2010]

[Prangl et al. , 2008]

available bandwidth,
object priority

available bandwidth,
object priority

available bandwidth,
message reliability

available bandwidth,

object priority

available bandwidth,
object priority

bandwidth capacity,

packet loss

latency

available bandwidth

available bandwidth

objects replication approach,

object rate

objects replication approach,

object rate

objects replication approach,

ow control

objects replication approach,

object and network rate,
ow control

objects replication approach,

object rate

video streaming approach,
frame rate and bit rate,
2 Mbps minimum

video streaming approach,
bit rate: quantization step,
2.5 Mbps

video streaming approach,
bit rate,
from 0.5 Mbps to 4Mbps

video streaming approach,
frame rate and bit rate,
3.8 Mbps

assigned and adjustable priority,
multiple levels, UDP ,
interest management

assigned and static priority,
multiple levels, mixed

reliable messages rst priority,
multiple levels, UDP

assigned and automated priority,
quickest delivery,
multiple levels, UDP

assigned and static priority,
multiple levels, UDP ,
interest management

no priority,
implicit interest management

no priority,
implicit interest management

no priority,
implicit interest management

no priority,
implicit interest management

probability-based and rate-based adaptation,

no game model, no priority model

probability-based and rate-based adaptation,

no game model, no priority model

probability-based adaptation,
no game model, no priority model

receiver-driven and rate-based adaptation,

no game model, no priority model

rate-based adaptation,
level-actor-role game model,
no priority model

transcoding-based and scalable
adaptation,

no game model, no priority model

scalable encoder adaptation,
no game model, no priority model

stream switching adaptation,
no game model, no priority model

transcoding-based and scalable
adaptation,

no game model, no priority model

Table 3.1 { Analysis of the communications adaptation approaches in cloud games

encoder

encoder



3.5 and 3.6 picture some essential points of communications adaptation in
surveyed systems. They do not attempt to classify these systems, but rathdrosv a
visual map of the elements a ected by the adaptation, as well as the adaptation mels

present in these systems.
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Figure 3.6 { Visual map for communications adaptation in video streaming systems

Adaptation to current network conditions is supported by most middlewares. But
in adaptive synchronization rate control policies of most of the surveyed middlaves,
the change in the rate of an object is driven by a static priority. This rigid prioriy
policy can be very ine cient in a dynamic game environment where the importance of
an object can uctuate at any moment and several times during the game sessionhub
an interesting approach is to take into account the variability in the object priaty and
the current capacity of the network. Only two middlewares proposed a dynamic prioyit
adaptation: Zoidcom and TNL. However there is no model for priority adjustment and
this has to be implemented from scratch by developers. What is advisable is to have a
generic model for dynamic priority adjustment for the adaptation process. In addition,
except for Unreal engine, the studied platforms do not provide the developers with a
speci c game model to ne tune their adaptation techniques. Unreal's game model does
not capture the variability of the objects’' synchronization needs.
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Our proposed framework for adaptive QoE support in cloud games is introduced g
chapter. This framework adapts synchronisation schemes between server ahents to
maintain an acceptable QoE when network resources are limited. The approach isdzhs
on three main concepts: level of detail, agents organizations, and gameplay comgnts.

This chapter is organised as follow: rst, an overview of the framework is prested
followed by a presentation of level of detail technique in 3D graphics. We thertrioduce
agents and organizations, and the gameplay components model for game design.

51



Clark, 1974. In 3D graphics, this approach is meant to manage processing
load when representing a 3D object by modulating its complexity(number of polygp
according to its distance to camera. We will introduce this technique in details in séah
4.2 In our context of game objects synchronization, we use level of detail to nege
network load by regulating the amount of bandwidth consumed by each game object
according to its importance in the game scene and the network conditions. Figutel
illustrates this adaptation model.

ri in Hz, synchronization rate

** 1+ * 1 1

(2) | ! | pmen t; | R, QOE utility threshold

ty to th-1 wheret; <tj.;andj = 1xn- 1

Figure 4.1 { Adaptation model

As shown in this gure, level of detail enables us to provide di erent synchronization
rates (r;) for each game object through di erent communications levelddgvel;). A com-
munications level is an objects container, that determines the synchronizationteaof its
objects. In fact each game object is assigned to a communications lewsl gured with a
xed synchronization rate. The selection of the communications level for a gaméject
is done using a composite metric that we callé@oE utility" . This value is computed for
each game object using its importance and network conditions. This way, the sektt
communications level and consequently the synchronization rate of each objdepend
on its importance in the game scene and network conditions. We provided a set of QoE



4.1, given n communi-
cations levels level, to level,) and n - 1 QoE utility thresholds (t; to t,. 1), the level
selection for game objects is the following (see the mapping betwdg&hand (1) in gure
4.7):

| the level, is used when the QOE utility is less or equal tb,,
| the level, is used when the QOE utility is betweeri; and t,,
| the level, is used when the QoE utility is greater thart,,. ;.

This mapping is then made for each object each time there is a change in its QoE
utility value.

To complement gure 4.1, gure 4.2 summarizes the steps of the overall communica-
tions adaptation mechanism. They are the following:

| Current conditions of the network link between client and server are continuasly
collected by a network module on the server system. Changes in objects' intpoce
in the game scene are also monitored to serve as complementary input for the
adaptation (see(1) in gure 4.2).

| QOE is evaluated using the QoE utility value, in order to decide whether to trigger
the adaptation process or not (se€3) in gure 4.2). A drastic change in the current
QOE utility value (see(2) in gure 4.2), materialized by a change in objects' impor-
tance, and/or a radical uctuation in network conditions, automatically initiates
the adaptation process.

| The adaptation process updates LoD settings (seg(4) in gure 4.2) using the new
network conditions and objects' importance. LoD settings consist of all paraneges
necessary for the LoD technique to work, namely communications levels, synchro-
nization rates and game objects.

| The game then uses these new LoD settings to con gure the network module for
game objects synchronization between client and server.

In the remaining of this document we refer to level as a communications level in the
LoD system.

As shown in gure 4.2 the adaptation decision is made by evaluating the QoE utility
value, which is a function of network conditions and objects' importance. Figuke3shows
the big picture around all the adaptation inputs and the approaches used to manage those
inputs.

In order to manage objects importance, we studied two di erent approacheshd
rst using an agents' organization model and the second using gameplay components.
For network conditions we used a combination of the network delay and packet loss t
compute a composite network metric.

Objects' importance

Di erent game objects have di erent behaviors and take di erent functions acord-
ing to their role in the game. The combination of these parameters can determine the
importance of some objects over others for a player in accomplishing his/her goh
a shooting game for example, the player will pay more attention to all the objecthat



evaluate QoE l



4.2, for a game with dynamically changing objects' importance,
each time a change occur, the communications adaptation process is triggered szt t
importance sets are updated. To manage changes in objects' importance, weduse
di erent models: (i) the rst one is based on agents organization and focuses on objects’
functional role in the game rather than directly focusing on their importance (Agent,
Group, Role Ferber et al, 2003); (ii ) the second one uses the semantics and the structure
of the game to determine game objects' importance as the game progressem@yday
components [Francillette et al., 2013).

Network conditions

As shown in sectior2.4, QoE properties such as responsiveness and visual smoothness
are highly in uenced by network capacity in online games in general. This explains why
there is a strong correlation between the perceived quality of a game by aay#r and
available bandwidth on the network. Most of the time these network resources avery
limited especially in case of lossy wired or wireless connections. In fact, thenbaidth
capacity of a network link limits its available bandwidth. For high tra c applications
such as cloud games, this shortage of resources can create network atioge which
severely degrades player's QOE. The rst step in attempting to address this problens,
to be able to accurately assess the current conditions of client-server netwwlink.

This same notion is used by TCP in its congestion and ow control mechanism. Since
the whole point of ow control is to avoid ooding the connection and increasing round
trip time (RTT), it makes sense that one of the most important metrics as to whéter or
not we are ooding our connection is the RTT itself. For this reason, to avoid netw&
congestion by adapting the amount of communications of the game, we need a way to
measure the RTT of our connection.

[Comer Douglas 200Q de nes the RTT as the time it takes for a signal to be sent
plus the time it takes for an acknowledgment of that signal to be received (seeuig 4.4).

Following this de nition, the following steps can be used to estimate the RTT:

| For each packet we send, we add an entry to a queue containing the sequence noien
of the packet and the time it was sent.

| Each time we receive an ack, we look up this entry and note the di erence in loch
time between the time we receive the ack, and the time we sent the packet. This is
the RTT time for that packet.

Figure 4.4 { RTT sequence diagram

The RTT value is then used as network delay by the communications adaptation
process to determine the communications pro le that is appropriate for current netwkr
situation.



Reppel, 2011, [Salzman 2014 and [GarageGames2009) use UDP for
game object synchronization.

With UDP, busy or congested network are implicitly signaled by packet loss. As a
matter of fact, Internet Protocol allows for routers to simply drop packss if the router or
a network segment is too busy to deliver the data in a timely fashion. This is the reason
why our adaptation approach also has to take into account, packet loss, asretric for
network conditions.

Our computation of the packet loss in a client-server connection is straightfeard.
We send every 50ns what we call "monitoring packets" to the client, and count out the
responses we received from the client. The ratio between the responsegived and the
monitoring packets sent gives us the percentage of packet loss in the cliestver link,
which is used as input for the adaptation.

For the evaluation of our adaptation approach, we built two prototype games and
experimented them on two versions of the adaptation system. One using solely heic
loss as network conditions and the other combining network delay and packet loss to
compute a composite network metric.

In the following sections, we are going to introduce the concepts of level of dkta
agents and organization as well as the AGR model, and then gameplay components.
More detailed description about how these notions are used in our adaptation syste
will be presented in the next chapter.

4.2 Level of Detall

LoD is a technique that attempts to address the tradeo in computer graphics betwae
complexity and performance. In fact despite the progress in graphics hardwaréet
complexity of 3D models seems to grow faster than the ability of hardware to render
them. This problem of limited rendering resources is well known to video game and game
developers can therefore bene t from regulating the level of detail of theilCBobjects.

The fundamentals

The LoD technique has been widely used in 3D graphics and simulatioD®[lner and
Buchholz 2003, [Chen et al, 2004. The basic purpose of the technique is to modulate
the complexity of a 3D object representation according to the distance fromhich it
is viewed (or any other criterion) Luebke et al, 2003. As introduced by James Clark
[Clark, 1974, this technique is meant to manage the processing load on graphics pipeline
while delivering an acceptable quality of images. Generally, when an object in the isee
is far from the camera, the amount of details that can be seen on it is greatlgduced.
However, the same number of polygons will be used to render the object, evrough
the details will not be noticed. The LoD technique suggests to reduce the number of
polygons rendered for an object as its distance from camera increasesulteng in great
gain in processing.



4.5 presents four dierent representations of one 3D object with changing
number of polygons. The farther an object is from the camera, the less digats repre-
sentation will have.

Luebke
et al., 2003

Geometric datasets are usually too large in data size and complex (in terms of time
and computational resource demands), so their rendering can become a tedious and time
consuming process. LoD approach suggests di erent representations of a 3ipeot model
by varying in the details and geometrical complexity. The geometrical complexity @
object is determined by the number of polygons used for its representation.nd more
complex an object is, the more time consuming its rendering will be.

The main idea of LoD is simple: when rendering, use a less detailed representation for
small and distant portions of the scene. This representation consists of a sétn from
several versions of objects in the scene, each version less detailed asterf to render
than the one before.

At run time, the LoD technique selects the appropriate representation for eadfject,
based on certain metrics. The distance to the camera and size are the must use@0n
graphics rendering.

LoD approaches

Depending on the smoothness of the transition between LoD representations dhd
precision of the represented object, two main algorithm families are used foanaging
level of detail: the discrete and the continuous LOD.

1. Discrete LoD is the traditional approach introduced by Clark in 1976 without
modi cation. It is the most used by 3D graphic applications nowadays and creates
multiple versions of every object (called levels), each at a di erent levef detalil,



Chen et al, 2004. The result is discrete number of detail levels
for each object. The appropriate version of the object is selected at rtime in
accordance with size, distance, etc. The advantage of discrete LoD is thealgding
of simpli cation or levels creation, with rendering. This separation makes this model
simple to program, and the simpli cation can take as long as necessary to generate
LoDs while the run-time rendering simply needs to choose which LoD to render for
each object. A negative point of discrete LoD is that, sometimes there is nmgoth
transition between LoD levels.

2. Continuous LoD : Rather than creating LoDs during preprocessing stage, the
simpli cation creates a data structure of the polygon mesh of the 3D object b
rendered. A polygon mesh is a collection of vertices, edges and faces that ds te
shape of an object. The desired level of detall is then extracted from thsgructure
at run-time by continuously evaluating the "'mesh" function of the structure with
some heuristics (usually distance)dellner and Buchholz 2005. One advantage of
this approach is smoothness, since the LoD of each object is speci ed exac#ther
than selected from pre-created options.

LoD technique has been utilized for e cient usage of scarce resources in elddet
than 3D graphics. In the articial intelligence of video games for exampleMahdi,
2013 applied the discrete LoD method to coordinate the distribution of computational
resources to game agents in order to provide an acceptable QoE to playerkisTis done by
providing di erent levels of behaviors to game agents. Di erent behaviors havdi erent
computational needs according to their complexities. When the FPS of the game drops,
less complicated behaviors are adopted by the agent, and when the FPS increaskghtly
more complicated behaviors are selected.

Following these steps, the application of this technique for communications adaptation
is the ability to have di erent synchronization rates for each game object, anselect one
at a particular time based on certain criteria. This way, only important objecs will
get the maximum amount of network resources while others get less. This hierarethic
resource distribution is done through communications levels. A communications level is
an objects container. With its con gured synchronization rate, it determines thamount
of network resources attributed to the game objects it contains. An objecan move from
one level to another, in order to adapt to a change in network conditions and/or when
its importance in the game changes.

4.3 Agents and organization

[Castelfranchi 1999 describes a multi-agent system (MAS) with four main concepts
which are: Agent, Environment, Interaction and Organization (AEIO). It denes agents
as the autonomous goal-directed entities that populate MAS. Agents evolve in an en-
vironment, perceive this environment and act in this environment. They have a sef
resources in this environment and interact with other agents in order to achve their de-
sign goals. The exibility of agents' actions enables them to be either reactivproactive
or social. Interaction is de ned by Ferber, 1999 as the set of mechanisms used by agents
either to share knowledge or to coordinate joint activities. Organization enald& society
of agents to cooperate e ectively and makes it behave as a coherent \ehby reducing
the lack of predictability.



Alvarez-Napagao et al.2011.

| Enabling a reactive style of controlling and coordinating game entities [Gemrot
et al., 2009, [Briot et al., 2009.

| Adapting the game to the player or opponent skill level [Bakkes et al, 2009, [Westra
et al., 2011.

In this thesis, we are going to use agents not only to control the behavior chrge
objects or game entities, but also to coordinate the whole structure of the gammedel.

Agents organization

Agents can be used in video game implementations as a means to reduce complexity
and provide autonomous game entities. But without some centralized coordination it
becomes di cult to follow the intended general behavior and the storyline of the game,
since each autonomous agent locally controls its state and behavior. This is prblya
one of the reasons why agents frameworks such Bsflad and Rosenfeld201], [Westra
et al., 2011 and [Alvarez-Napagao et al.201] have been modeled based on organizational
theory to coordinate game agents using social structures.

What is an organization

An organization is a set of entities forming an interdependent unit, oriented tavds
common objectives. According toBedeian and Zammuto 1991, organizations are (on-
purpose) structured so that it is possible to systematically divide complex tasks amgp
multiple units to achieve a collective purpose. Jooldridge et al, 2000 emphasizes on
the importance of roles in an organization by de ning an organization da collection of
roles, that stand in certain relationships to one another, and that take part in systematic
institutionalized patterns of interactions with other roles”

These de nitions of organization are used within MAS. In fact, alongside with inter-
action, organization is an essential concept of MAS. MAS are considered'sxieties of
agents'| meaning a set of agents that interact together to coordinate their behavioand
often cooperate to achieve some collective goals.

[Ferber et al, 2003 conceptualizes an agent organization as a unit with the following
main features:

| Individuals: an organization is made of agents (individuals) that manifest a be-
haviour

| Partitions: the overall organization may be partitioned into groups (partitions or
teams) that may overlap



Hadad and Rosenfeld201]
suggests to use abstraction hierarchies in order to succinctly model teamwoikhe ob-
jective here was to control characters in a teamwork scenario, so tltharacters or agents
can e ectively address teamwork in dynamic environments.

With the goal of making training applications and games suitable for trainees with dif-
ferent skill levels, Westra et al., 2017 proposes the use of learning agents for adaptation.
Agent organizations coordinate agents and allow adaptation in very complex scepa.
The proposed framework makes sure that both the storyline and the right di culty leel
for the trainee are preserved.

In the framework Alive, [Alvarez-Napagao et al.201] proposes to deliver the illusion
of 'intelligence"” in the non-player characters' behaviour. It provides methodologgnd
tools to model gaming scenarios using social structures based on organizationyval
as theoretical methods to control NPC's behavior. Alive is developed as a rftawork
coupled with game engines allowing developers to think in terms of why-what-how when
de ning the decision-making actions for NPCs.

Based on agents organizations' concepts listed in previous subsectidweriper et al,
2003, proposes a model to express organizational structure in MAS: Agent-Group-
Role(AGR) model. AGR model is based on three structurally connected primitives:
Agent, Group and Role.

The AGR model

AGR model's primitives are de ned as follow:

Agent: an agent is an active, communicating entity playing roles within groups. An
agent may hold multiple roles, and may be member of several groups. In the 'cheleoard"
diagram of gure 4.6, agents are represented as skittles that stand on the board and
sometimes go through the board when they belong to several groups. A, B, C,B,F,

H and J are agents of the organization.

Group: a group is a set of agents sharing some common characteristics. A group is
used as a context for a pattern of activities, and is used for partitioning oagizations by
assembling them under a collection. In the example of guré.6, a group is represented
as an oval that looks like a board. There are three groups: the gro@y formed by the
agents A, B, C and D, the groupG, formed by the agents F and J, and nally the group
G; formed by the agents D, E,F and H. The example also shows how an agent can belong
to more than one group. D belongs td5; and Gz, while F belongs toG, and Gs. In
addition, two agents may communicate if and only if they belong to the same group.



4.6, a role is represented as a hexagon and a line links this hexagon to agents.
Agent F for example has three di erent roles: role®, and Rs in group Gz and roleRRs in
group G,. A role may be played by several agents as shown in the example with agents
A, B and C having roleR; in group G;.

Ferber et al, 2003

The summary of this organization is given by the equation below.

8

< G, where roles =fR;; R,g; agents =f A, B, C, Dg
Organization = G,  where roles =fRsg; agents =fF, Jg (4.2)

" Gy where roles =fR3; R4; Rsg; agents =fD, E, F, Hg

As example of systems using the AGR model, we can cite MadKit MadKit is a
modular and scalable multiagent platform written in Java for designing and simulating
Multi-Agent Systems.

One of the main advantages of AGR is its simplicity. Its simply partitions the agents
society in groups then in roles, so that each agent has at least one role in aseone
group. The fact that AGR provides multiple groups and roles, makes it easier to de ne
importance and priorities of di erent game objects based on their role in the gze.

In our proposition, to model the variability of object importance, we use an orge
zation model inspired by the AGR model. As a matter of fact, our organization model
assembles game objects in groups of objects with similar role in the game. Thie if a
game object is used to determine its relative importance in the game. Thus eaclerm
the organization is associated with an importance value. Meaning that most imgant
objects get more valuable roles, and a change in object's role denotes a changisin
importance for synchronization.

Before any further description, it is essential to emphasize the di erence betare
an agent and an object. Ferber considers agents as a subset of olsjecith particular
abilities. Both agents and objects have states and behaviors, but here aoene di erences
[Ferber, 1999:

1. http://www.madkit.org/



2 consider rational game design as a valuable tool for producing
entertaining and thoroughly satisfying player experiences. They implement it in the
development process of most of their gamegl¢Entee, 2013.

Rational game design has inspired researchers to introduce design methods for hier-
archical gameplay creation. Many de nitions of gameplay can be found in the literature
but in most of the cases, a gameplay is considered as a pattern de ned through rules,
challenges and actions the player is permitted to take to address those challendetajms,
2013,[Salen and Zimmerman2004. In 2011, PAlbinet, 201] presents a model of structur-
ing the di erent gameplay elements of a game using gameplay loops. The main idea here
is to decompose large and complex gameplay scenarios into small and simple gameplay
loops.

This game design approach is referred to &bjective Challenge Rewards(OCRgvel
design. An OCR loop is de ned by these three primitives(i) objectiveis the game state
or the goal that the player needs to achieve to succedgd;) challengeconsist of basically
all the obstacles that the player needs to face and overcome to achieve his/her goal;

(iii ) reward is the recompense that the player receives for achieving the objective.

OCR loops can be hierarchically composed to create di erent levels from simple noic
OCR loops to more complex OCR loops. In addition, OCR loops can also be used to
carry out gameplay related metrics adjustments, such as objects' importana the game.

[Francillette et al., 2013 proposes a formal language to model these OCR loops as
gameplay components (GC) and use them in game design. A gameplay component de-
nes player's goal as objective, the various obstacles faced in accomplishing tigatal as
challenges and the payo of the accomplishment as reward. The reward can be either

2. https://www.ubisoft.com



4.7.
Hereafter the description of this lifecycle:

| The component starts with the initialization where, it de nes and initializes the
game elements needed for the loop.

| The evaluation state is where the component checks the objective of the loopThree
scenarios are possiblg€i) the objective can be achieved, in this case the component
moves to the success statéii ) the objective can become unachievable, in this case
the component goes to the failure state(jiii ) the objective can remain in progress,

meaning it is not failed nor achieved. In this case the component remains in progress
and stays in the same state.

| From the success state, a reward is attributed to the player and the componet
moves to the end state.

| From the failure state, a penalty is attributed to the player and the component
moves to the end state.



3. In this
project, we co-developed six game prototypes using GCs. From that exieeice, eight GC
operators emerged as the most used. Here are these GC operators and themantics:

| ‘'Parallel and" ( ~): all sub-components are running simultaneously. When at
least one sub-component fails, the overall component fails. If all sub-comporent
succeed then the overall component succeeds.

| ‘"Parallel or"( _): all sub-components are running simultaneously. When at least
one sub-component succeeds, the overall component succeeds. If all sub-conmgone
fail, then the overall component fails.

| "Sequential and" ( !A ). the evaluation of sub-components is done sequentially
from left to right. When a sub-component succeeds, the next sub-component is
activated and evaluated and so on. If any of the sub-components fails, the mlé
component is considered failed and if all sub-components succeed then the overall
component succeeds.

| "Sequential or" ( !_): like the sequential and, the sub-components are acti-
vated and evaluated from left to right in a sequential manner. If at least one
sub-component succeeds, then the overall component succeeds, whereas itilal s
components fail, then the overall component fails.

| ‘'First" ( F): all sub-components are running simultaneously. If the rst sub-
component to end succeeds, then the overall component succeeds and if it fails,

3. http://www.projet-village.fr/
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5.1 Following the

formula above, optimal level is selected when the QoE utility value is less or eqmalf1
(a), enhanced level is selected when QoE utility value is betweérand ﬁ (b), medium
level is selected when the QoE utility value is betweefg and f; (c), and degraded level is
selected for all QoE utility values overf’1 (d).

ri, synchronization rate

i Iz L] 4
decreasing rates
---- communications levels

(ag.\ (bﬁ‘\ (Cs‘\ (df.\

| | » QOE utility thresholds

2 3 decreasing importance
4 4

N

Figure 5.1 { Example of level of detail selection

Throughout the game, the system evaluates changes in game objects’ QoE utititie

and decides whether to start the adaptation process or not. To do this, it geneest a
QOoE utility value for each game object. The newly generated QoE utility is then uddo
choose a new communications level for each object by using the QoE utility threshotds
the levels. Then a comparison between the current level (the level the oltjecurrently
mapped with), and this newly found level of each object is made (see Algorithth Three
situations are possible:

The new level is equal to the current level: In this case, current network
conditions are in concordance with current game's trac. The available network
resources plainly support the communications generated by the game. The current
level is appropriate and there is no need to change it.

The new level is lower than the current level in synchronization rate: This
situation indicates that network conditions have degraded (This can be materialized
by packet loss and/or network delays or by a decrease in object importancéjence
there is a need to accommodate the network resources distribution. In fact, Igss
network parameters negatively impact the perceived quality of the game. In onde
to cope with this problem, we need to tighten the communications generated by the
game. We do this by moving the game object to the new inferior level.



Kozak, 200§. This is
done by assigning di erent weights to the observations. This enables us to give di ette
contributions to network delay and packet loss for the composite network metric

A formal de nition of weighted mean is: given a set of non-empty set of dat4,,...,X,,
each with non-negative weightdV,,...,W, the weighted mean is given by the formula:
P

n
mean = PlW' x X

n

"W,

i=1 "Y1

The weights enable us to compromise between network delay and packet loss. They
represent the degree of in uence each data has to the overall network metric. ide we

(5.1)



Etzkorn, 2011. However, whether normalized or not, weights associated with each data
can scale appropriately to adjust for the disparity in data sizes. But with normalizedata,
the weights will re ect meaningful relative activity between each data and the dgee to
which each data in uences the objective function. For example, if we want to have ]
participation of network delay and packet loss in computing the network metric, we will
simply set the weights to% with normalized values of network delay and packet loss. But
if the values are not normalized it is more complicated to nd adequate weights to rdac
that equilibrium.

The resulting network metric is given by the formula:

network = Wygeay X delay + Wigss X l0SS (5.2)

Wheredelay andloss are normalized values of current network delay and packet loss
respectively.

For a better understanding of our approach, we will use only network delay as net-
work conditions when describing the adaptation steps, knowing that the same adaptation
principles apply when using the composite network metric or packet loss only.

5.1.2 QoE utility

We now know how to determine the network metric for the adaptation, let's see how
it is used in order to compute QOoE utility.

A communications level is con gured with a synchronization rate and in order to
determine the adequate level for an object given its importance and current metrk
conditions, the LoD system uses object's QoE ultility.

We describe object's goeitil as an abstract measurement unit for the notion of rel-
ative priority regarding communications resources for weighting objects commuaimons
requirements. Object's gqoeutil is calculated at runtime using a combination of current
network conditions and object's importance. This way the object's QoE utility is pro
portional to the network load at running time. This qoeultil is therefore represented as
a function of object's importance and network conditions:

goe util = function (importance;network )

This generic notion of qoeutil is a value that de nes the relative importance of an
object given the current network conditions. As the importance of an object gends on
game scenario and its role in the game, this notion can be exploited in many ways.

The qoe util formula is also used to compute composite thresholds using both network
parameters and object importance thresholds. These aoél thresholds are then used
for communications level selection.

To compute qoeutil we have used the weighted mean (see formutal) of network
metric and object importance metric. In our context of composite metrics, @ghts enable



wik], this data normalization can be generalized to restrict a set of values bewveany
arbitrary points a and b using the formula:

(X- Xmin)(b - a)

Xmax - Xmin

Where Xnin and Xnhax are respectively minimum and maximum values of variable X.
For simplicity, we chose the range [0,1]. We will then have:

normalized x = a+

(X - Xmin )
Xmax - Xmin
The normalized metric for object's importance, then becomes:

normalized x =

. imp - imp m;
metric imp = (Imp--1mp min ) (5.4)
IMP max = 1MP min
Where imp represents object's importance.
The same formula applies for normalized network metric.

(net - netnyin)

metric et =
net net max " net min

(5.5)

Where net represents network parameter.

5.1.3 Theoretical properties

To further understand the principles guiding this communications level selection, we
formulated some properties using the following notation: we denote b{0)j.e; the impor-
tance value of objecb given a network situationnet ; and by r(0)j.et the synchronization
rate of objecto resulting from associating that object to appropriate communications level
in the LoD system, given a network conditionsiet. Here are the properties describing
this level of detail approach at any given time:

1. Synchronization rate:  Given two objects of di erent importance and stable net-
work conditions, the most important one (with the smallest important value) is



5.6) holds when network condi-
tions change fromnet to net + d:

Qo,; 0, : Object; Cnet : Network; &d : R;
if (i(ol)jnet > (02)jnet y r(Ol)jnet B r(OZ)jnet_) (5.7)
then (i(ol)jneHd > | (Oz)jnet+d ’ r(Ol)jnet+d r(oz)jneHd)

Where d quanti es the experienced change in network conditions.

. End-to-end transmissions:  Given two objects of di erent importance and stable
network conditions, the most important one is always guaranteed to achieve more
successful end-to-end packet transmissions than the less important one in a given
period t. In other words, more important objects are guaranteed to update their
states more frequently. We denote by(o), the mathematical expectation of the
object o in the mean number of successful packets transmissions during pertod

(o1; 0, : Object; & : Period;

i(01) <i(0z), E(01)  E(0p), (©-8)

Demonstration:

Given network conditions, some synchronization messages may not arrive at the
destination. Let X represent the number of successful end-to-end packets trans-
missions during a period. P(X) represents the probability of havingX successful
transmissions during a period. The mathematical expectation of an objecbo is
given by the formula:

X
E(o)e =  Xix P(X= Xj)
i=1



5.3).



4.3, our framework synchronizes objects' artifacts and not
agents, and the importance of an object is the importance of the agent couiting it.
Therefore instead of focusing on game agents, our organization assembéseajobjects
in groups according to their importance.

Still, compare to the original AGR, following are some simpli cations made on our
organization model:

| Role: AGR de nes roles within the scope of a group, hence entities with di erent
roles can be in the same group. In our model, roles are de ned within the scope of
the game and are used to partition objects in groups of objects with the samae.
Hence, all game objects in a group have the same role.

| Group: AGR enables agents to belong to multiple groups simultaneously. This is
not possible in our model. In fact our model identi es a group with the functional
importance of its objects (role) and an object can not have two levels of imgance
in the game at the same time.

To facilitate understanding and to formalize the structural aspects of our orgaration
model, we use a notation introduced by AGR to formalize the semantics behind their
model. Using this notation, we denote byplays (x;r) the statement that the object x
plays the roler. We also denote bymember (x; g) the statement that an objectx is a
member of a groupg. g, denotes the statement thatg is a group of objects playing the
roler. Here are the axioms describing our organization at any given time:

| Every object is member of one and only one group:



Mahdi, 2013. In fact, we are not the rst to think about coupling

LoD and agents organization to manage an e cient distribution of scarce resoces. For
instance, Mahdi Ghulam, in his PhD thesis defended in 2013, used organizational LoD
to deliver a QoE support, for maintaining an acceptable frame rate in video gamesorF
that, he used LoD to adapt the amount of CPU allocated to game agents depending
on their importance in the game organization. The evaluation conducted showed that,
organizational LoD enables signi cant QoE gains.

We are interested in using LoD to adapt the amount of network resources allded
to game objects taking to account their role in the virtual society. We creéad several
communications levels, each con gured with a synchronization rate for state up@s of
all the groups of objects belonging to that level.

Figure 5.2 { Organizational level of detall



5.2illustrates how game objects of a game scene are associated
to functional groups of the organization, according to their rol¢l). The groups are then
associated to appropriate communications level?) in the LoD system. Organization
and communications levels of this example can be summarized as follow:

8
G;  where objects K g
3

G,  where objects £J, G, Dg
2 Gz  where objects F, H, Eg
G4  where objects B, A, C, Ig

Organization

8
< optimal groups =f G1g
levels  medium groups =f G,, Gsg
degraded groups =f G4g

When network resources are su cient, all objects are assigned to the optimbdvel,
and are synchronized at the highest rate in the LoD system. When there is a shortagf
resources, the groups of objects are redistributed to degraded levels,cadimg to their
functional role. The network communications module then uses the communications
levels to synchronize objects' states.

5.2.3 Example

To illustrate this LoD and organization association, here is a simpli ed version of a
shooting game, "My Duck Hunt", developed to evaluate our adaptation approach whit
organizations Ewelle et al, 2013. Figure 5.3 shows a screen shot of the game.

7







K K+ 1 K

Figure 5.4 { Example of LoD selection

With these settings, appropriate communications levels for the composite metrics
are selected as shown in gur&.4.

For simplicity, in this example, objects' roles are static, thus the only input that
changes is the network delay. But provided a game with changing objects' roles, the
same principles apply. Let's consider the progression of guges:

| The game starts with a network delay of 10 ms.
| After 30 seconds the network delay increases to 190 ms.
| After 90 seconds the network delay decreases to 80 ms.

190 - -

80 -

10
0 30 90 110



5.6 about the coherence of
network resources distribution according to objects' importance. We can abdy
see that, all game objects are not a ected by network degradation in thease way,
unlike in a situation without LoD.

| After 90 seconds: the delay reverts back to 80 ms. With these network conditions,
levels are reorganized and the resulting settings could be:

8

3 optimal where groups 5 G;, G,g
levels enhanced where groups 5 G3, G4g

32 medium where groups § Gsg

degraded where groups g

Player and targets objects remain on the optimal level, the enemy group is mave
up to the enhanced level, while decoration game objects move from the lowest leve
to the medium level. This veries our property 5.7 about synchronization rate
distribution when network conditions change. The most important objects still get
a larger portion of the available network resources.

5.3 GC based level of detall

Section5.2 presented how we use agents organization to manage objects importance in
the LoD system. In this section, we present a LoD system using the semantigameplay
components to determine the importance of game objects. The overall LoDsgm does
not change. We still haven communications levels with di erent synchronization rates,

n - 1 QoE utility thresholds and game objects are distributed to communications levels
according to their QoE utility values. The only thing that changes here is the way to
provide objects with importance values that are then used to compute QoE utilityalues.
Assuming that objects' importance change as the game evolves, our objectiveehir to



4.4, when using gameplay components, a game is designed as
a set of atomic GCs combined together by GC operators. A game is themefoepresented
as a GC tree. It is important to have in mind that, GCs represent the di erent @gme
mechanics around the concepts of objective, challenge and reward. In a game scene
there are always some objects that do not participate in any of these game cepis.
Background objects are an example. In general, background objects ad# related to a
speci ¢ game objective, nor add any challenge to the game, nor constitute a pactiar
reward to player's actions. As a result, these objects are not represeathia a game's GC
tree.

Since our adaptation approach consists of associating each object in the gamehwit
an importance value, we need to consider all objects. This is the reason whyagsemble
game objects in two types: those that are present in a GC, we call thei@C objects"
those that are not present in any of the GCs and therefore are not in the GCete. We call
them "Non-GC objects" As a basic rule, all Non-GC objects will be attributed a default
static importance value, whereas GC objects will see their importance values tuate
throughout the game session according to the game tree. This process is done in two
phases: (i) an inceptive phase where an initial importance value is attributed to each
node of the tree;(ii ) a propagation phase where the importance values are updated.

5.3.1 Initial importance distribution

The importance value is a real number between 0 and 1, where 0 representsltveest
importance and 1 represent the highest importance. The root of the GC tree ham a
importance value of 1. This value is then distributed in a recursive manner to the rest of
the GC tree. For example, gure5.6illustrates how importance values are distributed in
the initialization phase of the GC tree.

Crin:l
Al
. touch(black): ' :1

2

kill(white):



2. The rule is that the importance of each
parallel composite GC is distributed to its children:

child importance = parent importance

The unary and sequential composite GCs have the same importance as their children,
since only one child is active at a given time.

Algorithm  distributelmportance;
Data : imp, the node's importance;
node, the GC node

begin
[* Set the importance for the current node */
node.setimportance(imp);
children  node.getChildren();
if children © null then

/* Depending on the operator distribute importance to child ren
nodes */
switch node.operatordo
[* Parallel nary operators */
casen, ,F

foreach child in children do
[* Distribute the importance according to child's
weight */
childimp  child.getWeight() x imp;
distributelmportance(childimp, child);
end
end
* Seque'ntial and unary operators */
case n , 1, Crin,
[* Distribute the importance to the next or the only
child */
child  children.getNext();
distributelmportance(imp, child);
end
endsw
end
end
Algorithm 2:  Importance distribution at initialization

By default, we decided that all children of a node have the same importance value.
Therefore the same percentage of their parent's importance (weight). Biitis important
to state that, depending on the game scenario, some children can require more fdbas
others, and therefore should have a bigger share of the parent's importancer Esample,
let's consider the GC tree of gure5.7.
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Figure 5.7 { Example of a GC node with di erent importance weights on children

With the default settings, the A node and the_ node will have the same importance
of % But we know that the evaluation of both operators is not the same. With, the
player must achieve both sub-objectives (touch(objectl) and kill(obje2)) to succeed.
Even though this can be very subjective, one can argue that, the player needslte two
times more focused than, with_ operator where (s)he only has to kill only one of the
objects and thus has two chances to succeed. A possible distribution can be the one
proposed, assigning an importance c§fto the A operator and an importance of% to the
_ Operator.

In another situation, it could be that killing the object3 or the object4 is more chal-
lenging and more rewarding than touching the objectl and killing the object2. Thus with
this setup, it could be advisable to have a bigger importance on the operator.

These examples show that, importance values really depend on how the game designer
quali es the level of challenge and/or reward for the GCs as well as the in uence of the
GCs on the QoE.

To deal with these game dependent scenarios, we gave game designers the possibilit
to manually set an importance weight of each childw;). The weights are then used to
distribute parent's importance value to children. These weights are real numbdrstween
0 and 1, and they are set in the way that their sum equals to 1.

. P
childimportance ; = w; x parent inportance ~ Where  w; = 1

In the scenario above the weights of node:% and node_ % are attributed manually
by the game designer. But by default an equal distribution is applied and all weights are

equal to:
1

number _of_children

In gure 5.7, the importance weights are the numbers in the middle of the arrows.
In the remaining of this document, GC tree's arrows without weights signify an equal
distribution of parent's importance to children.

Wi =

5.3.2 Updating importance

At the evaluation state, each active GC checks the return value of its evaltian
function. As we saw in gure4.7, three cases are possiblsuccessfailure andin progress
The GC tree has to adapt to any of these situations and adjust the nodes' importance
value accordingly (see the algorithn8):



4).
2. '"Parallel or" () operator: In case of child success, operator succeeds as well
and calls the reward script. When a sub-component fails, the operator continues

to evaluate the remaining sub-components. Therefore the ended sub-component
becomes less important and associated to the default importance value. The ended






5).

Algorithm  propagateParallelOr;
Data : child, the ended child node;
parent, the parent GC node
begin
children  parent.getChildren();
if evaluation(child) = failure then
children.remove(child);
/* Distribute the ended child's importance equally */
foreach subnode in childrendo
extralmp  child.getimportance()/children.lenght();
newlmp  extralmp + subnode.getimportance();
distributelmportance(newimp, subnode);
end
[* Set the ended child's importance to default */
child.setimportance(default);
end
end
Algorithm 5:  Importance propagation of the "parallel or" operator

. ! . : .

3. "Sequential and" ( » ) operator: The only di erence in propagating» in com-
parison with the A is tr|1at, instead of redistributing parent's importance to all
remaining children, with A only the next child in the operator gets all the parent's
importance. This happens because, with the sequential operators, only one child is
active at a given time (see the algorithn®).



7).

Algorithm  propagateSequentialOr;
Data : child, the ended child node;
parent, the parent GC node

begin

if evaluation(child) = failure then
children  parent.getChildren();
children.remove(child);
[* The importance is assigned to the next sub-node */
subnode children.getNext();
if subnode® null then

distributelmportance(parent.getimportance(), subnode);

end
[* Set the ended child importance to default */
child.setimportance(default);

end

end
Algorithm 7: Importance propagation of the "sequential or" operator

5. "Continuation" ( Cy n) oOperator:  With Cy operator, no matter the status of
the ended child, the parent's importance is passed to the newly generated child in
a sequential way. The importance of the ended child is set to the default value (see
the algorithm 8).

Operators such as 'ignore" (), 'negation” (: ) and 'First" ( F) end when a sub-
component ends. Hence there is no incentive to propagate the importance. All sub-nodes'
importance values are set to default and the reward or penalty script is invoked.



5.8 presents an example of game objects mapping to adequate communications
levels using GCs. As with agents organization, game objects are clustered @tssof
objects with the same importance valu¢l) called 'importance sets" These sets are then
associated to the appropriate communications levép).

Since importance values are dynamic and are updated during game session, objects
can move from one set to another and sets can be created, and deleted at mmoment.
Non-GC objects, do not in uence the GC tree, they are therefore considered sadary
and clustered in a set called "default”. Further decomposition within the default setan
be made, but for our experiment, we consider all Non-GC objects as part of oneaiéf
set. And as we saw in importance propagation algorithms, ended GCs' objectcbme
Non-GC objects and are a ected to the default set if they still exist in the gamecene.

In case of object removal from the game scene, the objects are simply reeabfrom the
LoD system.

The game designer also has the possibility to explicitly attribute the default impor-
tance to a GC-object (s)he deems less important. The default set is the setaifjects
with the lowest importance in the organization, hence its importance value is the lovies
In our model, the importance value for the default set is automatically generated atete
initialization and it is half of the lowest generated importance.

1
default i, = 2 X (lowest iy ):
This importance value can be manually modi ed by the game designer.

With GCs, we saw that generated importance values are in interval [0,1], whemeore
important objects have higher importance values. Since thresholds for LoD seient



Game scene

5.3 a little transformation of importance values is needed.

In fact, for the level selection to work, we should have a threshold array the same size as
the network threshold array (- 1, where n is the number of levels), and with increasing
values threshold ; < threshold .;). The array is de ned, so that the smallest value
refers to the objects with the highest importance and the biggest value corpemds to
the lowest importance, as for the example in sectidn2.3 we had(2;5;7). We therefore
need to transform the importance values generated by GCs, in order to have rieasing
values as object importance decreases while keeping the same proportion and digpa
between values.

We will use a simple transformation {;) that keeps the disparity between importance
values but inverses their order in the [0,1] interval. A property for additive invese state
that, for any real numbers a, b and c:

if a<b<c then -c®-b®-a thus 1-c®1- b®1- a

t.(x)= 1- x where x 1 [0;1]

Thus we use the transformatiort,(x) where x is an importance value in the interval
[0, 1]. A threshold array _of(495; o1 %) for example is transformed to(32; 32; 29). |
After this transformation, the values are already in the range [0,1], thus there is no

need for normalization.



5.2.3 The overall game GC tree is given in gurés.9. The game
is designed in sequential stage€(; n). For this illustration example, each stage introduces
4 ducks, 2 amingos and 3 gombas in the game scene. The atomic components provided
here are: (i) eliminate (object), enables the player to eliminate ducks and gombas; this
component is also used by gombas to eliminate amingosii ) countdown, determines
the duration of a stage. According to game rules, a stage can end for 3 reasons

| all ducks are eliminated,
| the count down has ended,
| all amingos are eliminated.

The elimination of gombas can not end a stage; it is optional and simply enables the
player to protect amingos and gain some score points. Let's suppose that themga
designer provided di erent importance weights for children of the components gfa(F)
and protection(r ) as seen in gure5.9.

MyDuckHunt( Csi n)

5 stagef)

S

eliminateAllg )

dUCkl

Figure 5.9 { GC tree for the game My Duck Hunt

For this example, we will use the same communications levels as for the example
of subsection5.2.3 Thus we will have four communications levels: optimal, enhanced,
medium and degraded, with respectively 18z, 20Hz, 10Hz, 5Hz as synchronization
rates. To compute goeutil threshold array, we need threshold arrays for both network
conditions and object importance.

For network delay, we will use the same array as in the example of sectiér2.3
(100; 160; 22D in range[0; 400. But once normalized in interval[0; 1] as show in formula

5.5, this array becomeq2; 2; 1),



5.12 is considered.
After applying the transformation t,(x) = 1- x in the interval [0; 1] as explained in the
subsection5.3.3 object importance array become$.?; 32; 23).
From these threshold arrays the composite threshold for the overall levelaction will
be:

(189_228_27
360" 360" 36
The communications level selection semantic is shown in guie1Q

(ty = 0:52;t, = 0:63;t3 = 0:7H

100Hz 20Hz 10Hz rates

_--- levels

K 1t 1

I | | > goe util thresholds

0:52 0:63 0:75
Figure 5.10 { Example of LoD selection

Following the scenario of gureb5.1], the game's progression steps are:

| the game starts with a network delay of 10 ms,
| after 30 seconds, network delay increases to 190 ms,
| after 50 seconds, eliminate(duck 4) ends with a success.

m

S

8

S

~ 190 - .
o

2

()

Z 80-

10
0 30 90
Time (s)

Figure 5.11 { Example of game scenario progression



5.12
With the given importance values, ve di erent importance sets can emerge. The pi&
tioning of the equation’5.10shows these various sets ordered by importance.

where imp = 125; objects =f flamingo ;flamingo »g
S; where imp = ;;  objects =fduck;:::;duck4g (5.10)

S, where imp = z;

S where imp = default; objects =f clouds g

8
% S, where imp = é; objects =f count down;reticle g
S

The set S with an importance of default always contains Non-GC objects, at this

stage, the clouds. The lowest generated importance};‘thus the default importance is
1
45°

MyDuckHunt( Csj n):1

stagef):1 5

R
L

(6211)8]

eliminateAll¢ ):2

duck 1: 3

Figure 5.12 { Initial importance distribution

Let's now compute the qoeutil of each set and then use it to determine the appropriate

communications level. With a delay of 10ns, we havemetric pe; = 4—10

| For set S;, with an importance of%, the computed metric jmp, = ‘g‘ The resulting
goe_util = g—g = 0:41, which is less thant;. Therefore the selected level is the
optimal level

| For set S, with an importance of%, the computedmetric i, = }—g The resulting
goe_util = % = 0:44, which is less thant,. Therefore the selected level is the
optimal level

| For set S3, with an importance ofl—lo, the computedmetric i, = % The resulting
goe_util = g—g = 0:46, which is less thant,. Therefore the selected level is the

optimal level



5.13shows the obtained level selection at this point.

100Hz 20Hz 10Hz rates

_--- levels

K 1t 1

N

| | >

1 1 1 » qoe util thresholds
\-’t{sz 0:63 0:75

Figure 5.13 { LoD selection at initialization

We can see that, only one level is occupied and all objects have the biggest slotae
communications resources(see the circled interval on the go#l axis). Even the Non-GC
objects of the default set are in a communications level with high synchronizatioate.

After 30s, the delay goes to 190 ms

At this point, the sets have not changed, we calculate a new network metric using 190
ms. We havemetric e = 2.
The results of qoeutil calculations with these new settings are given below:

¢ S, q:= 0:62; level= enhanced
S q2= 0:67; level = medium
S gz = 0:68; level = meduim

E Sy qs4=0:71; level = meduim

" S gs5=0:72; level = meduim

Figure 5.14 shows the obtained level selection at this point.
This con guration shows how the LoD reacts to bad network conditions. We can
notice that our approach guarantees that, important objects have more symonization
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Figure 5.14 { LoD selection when the delay goes to 190s

resources(see property.6). Unlike our approach, a naive solution without LoD will have
all the game objects synchronizing their states at the highest possible rate despite

network condition. They will evenly compete for network resources, there® will be

impacted the same way by any network congestion. Whereas with the LoD adaptatio
less important objects are assigned to communications levels with gracefullwéred syn-
chronization rates. This demonstrates the validity of our property.7 about adaptability

to network resources uctuations.

After 50s, eliminate( duck,) ends with a success

At this point, the network delay has not changed. When a GC ends, its importance
goes back to the default value. The GC tree importance is shown in gu&15 In this
example, eliminated objects are removed from the game scene. Thereforeghg no need
to set their importance to default, nor to transfer them to the default set. Theemaining
siblings (with dashed arrows in gure5.15 ducks,, duck, and duck 3 bene t from this
and see their importance go frorql6 to 1—25 They are therefore moved to thes,, and the
S; with an importance ofl—lO is dissolved. The resulting sets are the ones below.

; S; where imp = %; objects =f count _down; reticle g

Sets S, where imp = 1%3; objects =f flamingo ;flamingo ,;duckq;:::;ducksg
2 S where imp = 435; objects =fgomba 4;:::;gomba sg
" S, whereimp = ;; objects =fclouds g

The network metric has not changedmetric pet = %.
The results of goeutil calculations with these new settings are given below:
8
3 S, g1= 0:62; level = enhanced
S, g,= 0:67; level= medium
2 S g3=0:71; level = medium
" S qs=0:72; level = meduim
Figure 5.16 shows the obtained level selection at this point.

This levels-objects mapping shows that, as the game progresses the importandees
of game objects change and as a result their associations with communications leve
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Figure 5.15 { GC tree after eliminatefluck 4) succeeded

100Hz 20Hz 10Hz 5Hz rates

_ levels

2 ) 1t 1
I ﬁ > goe.util thresholds

>

0:52 0: 75
Figure 5.16 { LoD selection when eliminateuck 4) ends with a success

change. We can see that our invariant axiom$8.6 about objects importance and their
network resources is always respected even when objects importaritange.

As a summary for this example, we can see how objects importance are dynamically
recalculated and objects are assigned to appropriate sets as the game psggs. As the
importance sets change, the members of the communications levels also change. Vidtis
i es our axioms5.6and5.7. It is important to know that the e ciency of this adaptation
approach highly depends on the LoD setup: the synchronization rates and the threshold
arrays for both network conditions and object importance must thereforeeaset carefully.
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1 and libGDX 2. We present the overall game architecture
and the nal implementation of each game prototype.

6.1.1 Overall game architecture

At the highest level, the basic architectural pattern is a simple client-server model
with the cloud gaming paradigm. This con guration involves multiple clients connecting
to a single central server. As shown in gure.l, the used architecture consists of four
major components: client, connection server, game server, and persisgeserver.

—J

6.1). It is in charge of authenticating clients (if necessary) and
creating new game server instances (also known as shards) to host new game ses
sions. For multiplayer game sessions, the connection server redirects clientsipg
an existing game session to the appropriate game server instance. Once the cennec
tion is established, clients directly communicate with their respective game serve
instances (see the linK2) in gure 6.1).

| Game server instance: itis an instance of game server created for a speci c game
session. It contains the central game model and runs the game logic as explained

1. http://slick.ninjacave.com/
2. http://libgdx.badlogicgames.com/



2.2 of the chapter 2. It is responsible for receiving players' inputs,
updating the game model and sending game state updates to clients.

| Persistence server: it holds all information that need to be persisted. Mainly
user's information and credentials, as well as game statistics and some gameiisve

We adopted this same architecture in the Village project using the RedHafs
cloud application platform OpenShift*, to deploy and test the game prototypes we co-
developed. MongoDB was used as persistence server. For the evaluation of our adapta-
tion technique, all the components of the server system were hosted on a Engachine.
So we had a server machine and a client machine connected to a LAN.

6.1.2 Game model

Our focus in this thesis is adapting state synchronization of all game entities in the
vicinity area of the player. This view area is based on the game model. We chose acor
game model, where a game is divided into a set of scenes containing game entities (see
gure 6.2). The number of scenes is variable and depends on the game scenario. A scene
is a part of a play in a single location in the game, in which a particular action or actiwt
occurs. It de nes player's view of the virtual environement with game entities.

Figure 6.2 { Core game model

With this game model, the synchronization module will simply periodically cycle
through the list of entities in the current game scene, and send their state updatéo
clients.

In the course of this thesis, we have co-developed two game engines using this game
model as a basis for game structure: th&gent Game Development EnginAGDE) and
the Game Agent Mechanics EnginéGAME).

AGDE

AGDE [SMILE, 2017 is a game engine developed by the SMILE research team at
LIRMM, with the aim of using arti cial agents for fast 2D game prototyping. It is a Java
based framework, developed using the game library Slick2D. Slick2D provides a seébofs
and utilities wrapped around LWJGL and OpenGL bindings. Slick2D includes support
for images, animations, particles, sounds, music and more utilities for game development.
The game structure of AGDE is illustrated in gure 6.3, and it is the following:

| Structure: it is the container class of all the structure of a game, it holds a table ¢
game levels. A particular level is considered active.

| Level: it represents a game level and can contain multiple game scenes, witbnly
one active scene.

| Scene: it represents a game scene and belongs to only one game level.

3. http://www.redhat.com/en
4. https://www.openshift.com/
5. http://www.mongodb.org/
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6.4, each activity has a life cycle and prede ned methods to call upon activity cre-
ation and destruction, insertion and suppression, activation and deactivation fino game
tree (See the interface ActivityLifeCycle in gure6.4). As its name suggests, Structure-
Base class is the base class for all game structure elements. Elements su@trasture,
Level and Scene, inherit from the StructureBase class. Each of these elemémesefore
has a special entity controlling its behavior, namely game director, level ditec and
scene director respectively. Only entities and scripts have an update cyclehile only
entities, levels and scene have rendering capabilities.

We used AGDE to develop the shooting game called "My Duck Hunt", for the evalu-
ation of our communications adaptation technique with organization.

GAME

GAME [SMILE, 2013 is a Java framework for fast game mechanics implementation
and multi-agent behavior. Also developed by the SMILE research team at LNRV,
core modules of the engine are designed so that the engine can build and run game
mechanics independently from aesthetic aspects. This characteristic enables GAMbe
plugged into a variety of game graphics libraries (back-end engines) for graphiasdering.
LibGDX is the back-end game library provided by default with GAME.

Libgdx allows developers to write his/her code once and deploy it to multiple platforms
without modi cation using the GWT technology. It currently supports Windows, Linux,
Mac OS X, Android, iOS and HTML5 as target platforms. Just like Slick2D, Libgdx ties
in many third party libraries such as LWJGL and OpenGL to provide its functionalities.
Its powerful set of APIs helps developers with common game tasks such as reimgde
sprites and texts, building user interfaces, playing back sound e ects and music stnes.

It also features linear algebra and trigonometry calculations, parsing JSON and XML,
etc [LibGDX, 2013.
The game structure of GAME is illustrated in gure 6.5, and it is the following:

| Game: a game is simply a sequence of scenes. At game creation, an initial agent
called 'game director" is created and associated with the initial script, regmsible
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6.6 illustrates the
core concepts of the engine. All game elements are based on the concept of "GaneD.
A GameObject represents an identi ed game object. All these game elementes aapable
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5.2.3 My Duck Hunt is a single player shooting video game we
developed for evaluation purposes. In this game, player has to eliminate or prdtentities
moving at di erent paces and directions in the game scene. The basic game mechanic for
the player is to move its reticle to reach target objects and try to eliminateitem in order
to gather the most points. As illustrated in the screenshoot of gur&.7. The game has
ve types of entities:

| Player controlled reticle, which is the round entities, highlighted with a red square
in the screenshot.

| Ducks are ying entities, highlighted with a star.

| Flamingos are ying entities, highlighted with a circle.
| Gombas are entities, highlighted with a diamond.

| Clouds are entities, highlighted with a rectangle.

The game is structured in stages or quests containing each a certain amounthase
game objects. To go to the next stage, the player has to eliminate all ducks while
protecting amingos from gombas. Each stage has a timer, and when the timer exre
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6.8 shows a simpli ed class diagram of the game. Each game object is an entity

associated with a graphical representation and a script. For example, a duckasind

of ying object, which graphical representation is an animation (denoted by thetar in
the screenshot of gure6.7). The script Duckscript associated with this type of objects,
enables them to carry a set of actions and move around the game screen at aispe
speed. Through ReticleScript, the player is able to control the reticle object ng the
mouse, in order to aim and shoot at its targets. GombaScript, enables gombas tov&o
and also to detect and attack amingos.

The organization used for the adaptation is the one below.

% G;  where role =fplayer g; objects =freticleg

G, where role =ftarget g; objects =f duckgy

Org . Gz  where role =fprotect g; objects =f amingosg (6.1)
E G,  where role =fenemyg; objects =f gombag)
" Gs  where role =fdecoration g; objects =f cloudg

6.1.4 '"Crazy runner" game

Crazy-Runner is a memory and card game asking players to rapidly identify a card
among a set of cards. A screenshot of this game is shown in g®. The player has a
protege, that is a game character continuously running in the game scene with the aim
of reaching a nish line. We call him the "runner"” (highlighted with the diamond in the
screenshot). Player's goal is to assist his protege by making him achieve thetlrase
time possible. Along the way the runner faces some obstacles in form of game olsject
and any collision with an obstacle slows him down. Among those obstacles, you can
have grenades (highlighted with the circle in the screenshot), turtles (highlighteditiv
the square in the screenshot) and birds (highlighted with the rectangle in the screéns).
The game scene also contains background objects such as trees, benches @aesb

The player has the ability to eliminate turtles moving on the ground oor and ying
birds simply by shooting at them using his reticle(highlighted with the star in the screen-
shot). As it refers to the grenade, the player should respond to a memory assigninen
in order to eliminate the grenade. The way it works is, the name of a card is rst an-
nounced. After a few moments, three cards are presented in the game screensfaown
in the screenshot). The player must quickly select the previously announced card among
presented cards. If (s)he chooses the wrong card or if (s)he takes tomgldo respond, the
runner collides with the grenade and loses speed. If (s)he chooses the right calidha
obstacles are eliminated and a new wave of obstacles is generated for the nssiglmment.

We implemented this game using gameplay components to handle changing objects’
importance. Figure 6.10 shows the GC tree of Crazy Runner. Three atomic GC are
provided:

| select enables the player to select a card among presented cards.

| reach enables the runner to reach a given position. This GC can be used to
represent the fact of reaching the nish linefjnish e ), and also the fact of reaching
a grenade posted in the runner's patlgrenade .

| eliminate enables the player to protect the runner by shooting at birds and turtles
attempting to slow the runner down.



6.11presents a simpli ed class diagram of game objects of Crazy Runner game.
Each game artifact, is manipulated by an agent through scripts. We therefoteave an
agent for player's reticle, runner, grenades and other obstacles such as tugténd birds.
This game was part of the 6 serious games we co-developed in the "Village" project
explore game mechanics that are suitable for cognitive stimulatiokiflage, 2013.

6.1.5 Game communications adaptation

The adaptation scheme focuses on adapting network resources distribution according
to game objects' importance and network conditions. Figuré.12shows the class diagram
of importance sets and communications levels. The rational behind this diagram is that:
objects are assembled in sets according to their importance in the game, andheaet
of objects belongs to a speci c communications level at a given point in time. The
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Figure 6.11 { A simpli ed class diagram of Crazy Runner's game objects

selection of the appropriate communications level for a set is made by comparing algé
QOE utilities with QoE utility thresholds of the LoD system. As showed in previous
chapter, these QoE utilities are computed and updated during game session using olgect
importance and current network conditions.

Once a level is selected for an object, object's states is synchronizéc aate deter-
mined by the level.

Of course, there is no limit in the number of objects, sets and levels, but for the
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Chen et al, 2009, [Chang et al, 2017 use
the subjective methodology called the MOS (Mean Opinion Score) rating test, td@in
player's view of game quality. In this thesis we used MOS measurements to evaluats
proposition. Using MOS, players are required to give each game session a rateguthe
rating scheme of table5.1:

MOS  Quality Impairment
5 Excellent Imperceptible
4 Good Perceptible but not annoying
3 Fair Slightly annoying
2 Poor Annoying
1 Bad Very annoying

Table 6.1 { MOS rating scheme



Hurst, 1999. This de nition ts with the population and the observations of our
experiment as well as what we are trying to demonstrate with this statisticatudy. This
explains why we chose this test.

6.2.1 Organization based adaptation

This subsection presents the experimental evaluation of the adaptation using arg-
zation to manage objects' importance.
Participants

The test was conducted with 9 participants aged between 21 and 30 yearsiwédn
average age of 25.33. The distribution of participants, based on their playing dreencies
is given in table 6.2 Only one participant reported that he does not play video games.
Most participants play games at least once per week.

Never 1 peryear 1 per month 1 per week everyday
1 1 2 5 0

Table 6.2 { Playing frequencies distribution

Protocol

The study follows a repeated-measures design, using the same participants and col-

lecting their assessment of perceived QOE while playing two versions of My Duadknh
game: one including our LoD inspired proposition and the other without our proposition.
In the later version, all the entities are synchronized at the same rate. Using a lirad
number of participants, repeated measure designs are very suitable for pilopeximents,
allowing statistical inference to be made with fewer participants.

The experiment proceeds as follows:

| Participants get a quick introduction of game's rules through a demo version of
the game. We also tell them what criteria to look for in qualifying the QoE for
game sessions: responsiveness, video and motion smoothness and any other fact
in uencing their enjoyment of the game.

| Participants play one version then the other (the order in which versions are plagd
is permuted from one player to the next). Participants are not acquainted wiitthe
di erence between the two versions. During the game, participants have to rego
when they perceive any decrease in QOE or any responsiveness shortagey do
so by holding the space key on the keyboard.



6.13shows some photos of participants playing the game during the experiment.

6.3 From O to 30
seconds, the proxy forwards 6000 packets per second; from 30s to 60&rivards 3000
packet per second, so on and so forth. This network conditions variation is used both
game versions.

Time (' s) 0 30 60 90 120 150 180 210
Capacity ( Hz) 6000 3000 5000 2900 7000 2500 3500 3100

Table 6.3 { Proxy con guration for network capacity



6 version 2.15.0. A repeated measure
t-test is used to reject the null hypotheses.

The hypothesisH.A.O is rejected for the ve game stages witlp - value < 0:5.
Meaning that the di erence between player's QoE during each stage when using LoD and
without LoD is statistically signi cant. The results of the t-test are summarized intable
6.4.

The hypothesisH.B.0 is rejected by the t-test. The di erence of player's QoE between
the game with LoD based adaptation and the game without LoD for the overall game
session is statistically signi cant. With a mean M = 1.777778, 1(8)=8.6298p - value
= 2.521e { 05.

6. http://www.r-project.org






6.5 shows the pro les of the 10 participants, aged from 25
to 42 years with an average of 30.4 years. Most of them play video gamégeast once
per week and are aware of lag problems in online games.

Player Age Gender Gaming habits

1 26 F 1 per month
2 32 F 1 per month
3 27 F 1 per month
4 33 M 1 per month
5 32 M 1 per week
6 25 M 1 per week
7 31 M 1 per week
8 29 M 1 per week
9 42 M 1 per week
10 27 M 1 per week

Table 6.5 { Participants' characteristics

In the gure 6.14 you can see a participant playing the crazy runner game during the
experiment.

Protocol

They were asked to play two di erent versions of the game "Crazy Runner". Onef
the version used a GCs based objects' importance adaptation, and the othersion ran
without adaptation. A game session is divided into ve sub-races "against time" of the
runner. Participants, were introduced to the game, and got to train on a demo k&on
of the game without QoE degradation. After the introduction, participants proceedetb
play the two game versions, one after another and were asked to give theirdiggck on
QOE. This was done in two ways:

| During the game session: At the end of each sub-race, the participants were astt
to rate the QOE of the sub-race.



6.15shows the QOE rating screen at the end of the game session.

Network conditions

Unlike in the previous experiment, we used a free BSD dummynet for network con-
ditions simulation. Dummynet is a live network emulation tool, originally designed for
testing networking protocols, and used for a variety of applications including bandwidth
management Carbone and Rizzg201(Q. Dummynet is very powerful and makes it pos-
sible to simulate a wide range of network settings: bandwidth, delay, packet loss, queue
size and network protocols. In this experiment, dummynet enabled us to set threetne
work parameters: delay, packet loss and available bandwidth of the network link befen
the client and the server machines. These settings are dynamically changed during the
game session to simulate an unstable network and evaluate how our adaptation teclueiq
reacts to various network conditions. For that, we divided the game in 5 steps,aawith
di erent network settings:

| For the step 1, there is an abundance of network resources. No network relatl
lag is introduced here. This step introduces the player to the game by letting him
(her) enjoy the game without network problems and get the feeling of the game
with what we consider a "good" QoE.

| For step 2, network delay is introduced. Using the dummynet commandipfw pipe
3 con g delay %delay%m®n the server machine we were able to set the delay for
outgoing packets (state updates). Where %delay% represents the requestevoek
delay. The gure 6.16shows the 3 changes made to network delay for this step.
The length in time of each step depends on the player's performance. Since the
race distance for each step is the same, the player's ability to eliminate obstacles






6.17 shows the 3 changes made to packet loss for this
step.

0 60 120 150

6.18 shows the 3
changes made to the available bandwidth for this step.
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6.19 For this prototype, we
have 5 game steps (n=5) with 3 card assignments each (m=3). For each assignt, we
have 1 grenade and 11 birds and turtles to eliminate (k=11). An assignment can end
for 3 reasons: a card is selected, the runner collides with the grenade, all obeta@re
eliminated.

CrazyRunner (a :1)

AN

checkPoint ( ):2
stepl(!/\ ):3

find 5(_):3

N

obstacle ;:; *'° obstacle 1315

cardyio; G card zio;

Figure 6.19 { GC tree of the game "Crazy Runner" at initialization

Background elements such as trees, benches and boxes are in the defauliva#t,an
importance value off x ..

Given this initial GC tree, we have the initial importance sets below:

8
3 S where imp = 7, objects =f grenade;reticle g
Sets S, where imp = liz; objects =fcard 4;:::;cardsg
2 S where imp = 4—14; objects =f obstacle ;;:::; obstacle 1,9

S, where imp = objects =f trees; benches; boxesg
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Environment

The server machine is a Dell Precision M6500 running Windows 7 with the following
con guration: an Intel Core i7 Q 720 CPU and 4 Gb of RAM. The client machine is an
ASUS laptop running Windows 8, equipped with an Intel Core i7 - 4710HQ CPU and
8 Gb of RAM. An ad-hoc wired connection was made between the machines, and only



6.6 represents the summary

of the t-test results regarding this null hypothesis by giving the mean di erence beeen
the two versions, the degree of freedom for the t-statistic, the t-statis and the p-value
for the test. As you can see, the null hypothesis has not been rejected tlee rst stage.

In fact with a p - value of 0.7263 and a mean di erence of 0.1, we can conclude that
the average QOE of two versions in the rst sub-race are signi cantly similar. Whicls
normal, because in this sub-race, the network settings were favourable: no latgngo
packet loss and su cient bandwidth. Therefore both game versions perform thase.

Sub-race number

sub-race 1
sub-race 2
sub-race 3
sub-race 4
sub-race 5

Mdi

0.1
2.1
1.2
1,9
15

t(9)
0.3612
6.0343
2.8823
5.4596
3.5032

p-value
0.7263
0.0001942
0.01811
0.0004006
0.006689

Table 6.6 { Results for QoE rates per sub-race



6.7.

Sub-race number  Mdi t(9) p-value
sub-race 1 1.4 1.2206 0.2533
sub-race 2 6.5 4.8079 0.0009631
sub-race 3 3.1 2.72 0.02361
sub-race 4 18.8 5.1973 0.0005661
sub-race 5 24.8 13.4585 2.882e-07

Table 6.7 { Results for number of eliminated obstacles per sub-race

H.C.0 was rejected and the results show that the gameplay component based adapta-
tion has signi cantly increased the QoE for the overall game session with mean drence
=1.7,t9) = 3.7908, p - value =0.004277. Table6.8 complements these results.

Mean Standard deviation
adaptation 3 1.3333
no adaptation 1.3 0.6749

Table 6.8 { Results for the overall game session

Discussion

The results of the repeated-measures analyses indicate signi cant mean di erenges
participants’ QoE for the two game versions under insu cient network resourcesPartic-
ipant's QoE is signi cantly higher with the gameplay based adaptation compared with
the game version without adaptation. This means that our approach e ectively adapts
to network resources shortage and changes, in order to maintain an adequptayer's
QoE. With adaptation, players were able to play with no major impairment in the QoE,
except for the sub-race 3. As you can see it on the tablés7 and 6.6, the sub-race 3 is
the one with the highestp - value . In this sub-race, packet loss was the added network
deterioration, and even though the null hypothesis is rejected, the gain introded by the
adaptation is less e ective than with delay and low bandwidth.

This experiment enabled us to notice that, network delay and available bandwidth
have almost the same in uence on player's QoE in an online game with cloud gaming
paradigm. In fact, we found that, there is a cause and e ect relationship betwedoth.
The diminution of the available bandwidth on a network link causes network congestion on
that link. Network equipments such as routers and switches enqueue incoming packets
and wait until there is enough space on the link to send new packets. This queueing
process results into packets being delayed. Therefore, during our experimenhew we















Conclusion
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In this thesis, we have presented a level of detail based communications adaptatio
technique for cloud games. This technique enables game developers to build games that
adapt to network resources for the maintenance of an adequate player's Qok Behalf
of this work, we have studied many approaches for online gaming, ranging from cloud
gaming with video streaming to cloud gaming with objects replication. We have also
identi ed the potential challenges faced by video streaming cloud game systems name
the delivery of an adequate QOoE in presence of unstable and low network resosrcEhis
study convinced us that these problems could be overcome by adapting the game com-
munications to network conditions. Most existing approaches use xed priority systes
to guide the communications adaptation. The objective is to reduce the amount of re-
sources needed for games, without introducing any lagging e ect of insu cient netwk
conditions on important (high priority) game entities. However, we believe that ane
grained adaptation with dynamic priorities is possible by exploiting the game structure
and scenario. To the best of our knowledge this issue has not yet been addressed b
existing approaches.

We answer to this issue by designing a communications adaptation scheme using ob-
jects’ importance in the game scene and network conditions as adaptation inputs. We-b
lieve that, communications adaptation is a key factor in maintaining an adequate playsr
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2 enabled us to identify the core concepts of video games
and cloud gaming, as well as the QoE delivery principles in cloud gaming paradigm. We
then used these concepts as foundations for our proposition on player's QOE manatece.
Core optimization techniques including bandwidth conservation and latency compensa-
tion provides game developers with tools to specify an optimized architecture ¢y the
design phase. Our communications adaptation technique will then stand on top of this
architecture.

7.1 Contributions

Our contributions in the domain of video games and network communications can be
summarized as follow:

Game models

Our rst contribution consist of game models expressing game objects and their com-
munications needs represented by their importance in the game. We provided two di-er
ent ways to manage objects' importance. These dynamic object importance athtion
models enable us to extend the reach of our proposition by encompassing video games
with changing game mechanics during game sessions:

| Organization based adaptation:  Assuming that each game object has a precise
functional role in the game, we designed this version of the adaptation around the
notion objects' functional role in the game scene. Each role is mapped with an
importance value, therefore a change in object's role steers a change in otgam-
portance. To manage objects' roles in a game scene, we used agentsnargon.
This combination of level of detail and agents organization is known as orgarniza
tional level of detail. We followed the main principles of AGR organizational model
by, assembling game objects with the same functional role in groups. Objectstwit
major roles in the game organization are generally more sensitive to lag impacting
player's QoE. Thus our model enables these objects to have more importance than
other objects. With our organization, all game objects in a group will receivthe
same amount of network resources to synchronize their states. Upon changelé,r
object's importance also changes and game objects can moves from one gtoup
another at any moment.

| Gameplay components based adaptation: This model decomposes complex

game scenarios into components with simpler objectives called gameplay compo-
nents. The simplicity and semantics of gameplay components and its operators
make it possible to hierarchically design a game in terms of OCR loops. The re-
sult is a gameplay components tree also known as OCR tree. Each node of the
tree is assigned an importance value that changes as the tree evolves. Eatle ta

gameplay component is added or removed from the tree, and even when it simply
ends, the importance values of the rest of the tree are recalculated. Therefdhe






6.2.1).

Using a repeated measure t-test, we found that the three hypotheses wetathwere
rejected by the test - value < 0:5). This suggests that, there is a signi cant di erence
in player's QoE, between the game versions. This shows that, the version withet LoD
communications adaptation technique copes more e ectively with low and/or unstable
network conditions.

The second experiment evaluated the e ects of our gameplay component basdda
tation on player's QoE. The tests were carried on two versions of a game weveloped
called '"Crazy runner”. One version were using the gameplay component based adépta
and the other one had no adaptation( all game objects were synchronized at the same
optimal rate). The experimental protocol was the same as in the previous eximent.
The null hypotheses concerned the di erence between player's QoE of the vens for
each game stage (sub-race) and for the overall game session. We added a gptthesis
on the number of successful shot attempts by players. The network parametewnere
di erent per game stage. The rst stage was normal, with favourable networkonditions;
in the second, we added network delay; in the third we added packet loss, in the fourth
we diminished the available bandwidth and in the last, we combined network delay with
packet loss.

The results we had using a student t-test, demonstrated that, all the null hypottses
were rejected except the one on the rst stage. Which is the expected beiaw. We
a choosenp - value threshold of 5%, all the results showed signi cant di erence in
the player's QoE between the two game versions. Meaning that the adaptation brings
signi cant enhancements on the player's QoE. Delay and available bandwidth caused
more lagging e ects than packet loss for the version without adaptation. But withour
adaptation, we were able to cope with that, and bring the available bandwidth down to
1.5 Mbps while keeping an enjoyable game experience.

7.3 Future works

Our proposition only takes into account object's importance and network conditns as
inputs for adaptation. But we believe that, there is no conceptual lock to the integtin
of new adaptation metrics such as object's distance to camera, object's siete. In fact,
the distance to the camera is a very popular approach generally used in graphic leviel o
detail. Applied for network resources distribution, the distance to the camera will enable
closer objects to have more communications resources than farther obgecthis can be
very bene cial in certain game scenarios.

Multiplayer support for video games is very important nowadays for game engines: |
serious games for example, the acquisition of some serious contents may redoigay
with others in order to complete a collaborative or competitive quest. Thereffe extending
our adaptation scheme for multiplayer game sessions could be very rewarding. To katt
it is necessary to extend our adaptation model, to enable multiple LoD managers (one
for each client) to cohabit on the server system.

In fact, since di erent players will have di erent game objects in the game sce (de-
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