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I N T R O D U C T I O N

Digital data (images, audio and video) sharing over the Internet has quickly

risen. Digital data transmissions are present in many applications of our daily

life. Their usage ranges from individual services such as sharing files or infor-

mation with friends, family, to professional and administrative systems, such

as tele-medicine, environment monitoring, military and law-enforcement. These

systems combine many specific functions and use limited resources.

Digital data protection is needed for reasons such as preventing the generation

of identical but unauthorized digital data and preventing manipulation, trans-

mission and copying of digital data by unauthorized users. Three generic tech-

niques are proposed to protect multimedia data: cryptography, steganography

and watermarking. Cryptography is the most common method used for protect-

ing digital content. It involves transforming the original data D into another form

Dc such that only the authorized user can recover D from Dc. Steganography and

watermarking are two information hiding techniques that involve hiding a secret

information called watermark into a digital data such that watermark can be de-

tected or extracted later. Steganography hides the important secret watermark

in a carrier signal in such a way that no one apart from the authorized recipient

knows the existence of the information (i.e. the existence of watermark in digital

data is concealed), whereas for watermarking, the hidden watermark may be

visible and the carrier signal is the important information. Formally, watermark-

ing can be defined as a process that hides secret information called watermark

within the digital data, such that the embedded watermark can be detected or

extracted later to produce a confirmation of the data validity [82]. Watermark-

ing has been recognized as a key approach for identification, authentication and

integrity of digital data.

Two major issues are solved using information hiding techniques including:

protection of multimedia data from malicious use and avoiding the observation

of secret data by unintended recipients. Digital watermarking has much interest

than other protection techniques due to the increase in concern over authenticity,

integrity and copyright protection of digital content. In digital watermarking,

the original data is visible and readable from all users, while the secret infor-

mation is changeable and readable by the authorized user only. Cryptography

techniques cannot help the owner of digital content to monitor how a legitimate

user handles the content after decryption, but the digital watermarking can pro-

tect content even after it is decrypted. On the contrary, digital watermarking
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alone is not a complete solution for access/copy control or copyright protection

and it cannot survive every possible attack.

Sharing and archiving the patient’s medical images efficiently through diverse

e-healthcare applications has become an urgent requirement [106]. Medical im-

ages can be transmitted between hospitals, which are located at various locations,

for many reasons, such as tele-diagnosis, teleconferences between clinicians and

medical consultation, remote learning and training. As well, remote sensing sys-

tem can transmit images between different administrative organizations, which

are located at various locations, for many purposes, such as decision making,

criminals discovering and forecasting about some actions by the experts. Medi-

cal and remote sensing images can be intentionally and unintentionally manip-

ulated by unauthorized users [82]. Protecting these images by alleviating fraud-

ulent activities and resisting against different illegal manipulations is important

need to obtain right treatments and decisions [25].

Encryption and other access control techniques are difficult to conform to the

constraints of the medical and remote sensing images security and protection

[95]. Digital watermarking is an effective solution for this problem. It can ef-

ficiently address the essential requirements of the medical or remote sensing

images protection including the issues of unique identification, authentication,

copyright protection and integrity verification during transmission through inse-

cure networks and storage in large databases [95].

An authentication scheme based digital watermarking have to be developed

and be convenient with limited resources in an e-healthcare and public networks,

rather than those based on conventional cryptographic approaches [134][135].

The first scheme could be a zero-watermarking; the need for zero-watermarking

system in tele-medicine becomes essential to transmit the medical images through

an e-healthcare network authentically.

The second scheme could be spatial domain based image watermarking. The

core of this scheme involves understanding and analyzing the spatial character-

istics of host images to identify significant visual locations for embedding wa-

termark using spatial domain. The principles of HVS confirm that embedding

watermark in significant visual locations in host image leads to high impercepti-

bility and robustness [61]. Additionally, embedding watermark in spatial domain

leads to low computational complexity comparing with embedding watermark

in frequency domain.

context

The context of this thesis is zero-watermarking and texture analysis based image

watermarking using spatial domain.
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Authentication of digital image

The authentication of digital image involves the proof of image origins and at-

tachments to one user. Watermarking allows associating a watermark with the

image data to be protected, in such a way the attacker cannot modify, remove,

or replace the watermark in the image data. Watermarking can be applied to

image data by using its primary or secondary elements. These elements are the

image pixels or its transformed coefficients. The pixels are obtained directly from

the image data without any transformation, while the transformed coefficients

are obtained after applying one of the transformation schemes such as Discrete

Cosine Transform (DCT), Discrete Wavelet Transform (DWT) or Singular Value

Decomposition (SVD). Imperceptibility and robustness are the most desirable

properties for any watermarking approach. But, also the computational complex-

ity is significant requirement due to limited resources in most critical systems.

Accordingly, proposing image watermarking approach that provides high level

of imperceptibility and robustness with low computational complexity is very

desirable to authenticate transmitted images. This requirement can be met by

developing either zero-watermarking approaches or spatial domain based im-

age watermarking approaches. Zero-watermarking scheme changes nothing in

the original image (i.e. the perceptual quality of image data does not degrade)

and requires less computational complexity. As well as, analyzing spatial char-

acteristics of digital image and extracting from it some hidden knowledge that

are correlated to the Human Visual System (HVS) helps to identify significant

visual locations for watermark embedding. Embedding watermark in significant

visual locations of host image using spatial domain has beneficial impact on

imperceptibility, robustness, and computational complexity. The color represen-

tations, the texture nature, and the structure of image’s surface/background are

the most important characteristics of digital images.

Zero-Watermarking

The need for a zero-watermarking system in tele-medicine becomes essential

to transmit the medical images through an e-healthcare network authentically.

The medical images are not subject to any degradation in term of visual qual-

ity and also help to avoid any risk of misdiagnosis [106]. A zero-watermarking

algorithm does not make any modification in the original image and keeps the

same size of the original image [114]. This has positive impact on decreasing the

computational complexity. The conflicting requirements in the frequency and

the spatial digital watermarking like capacity and perceptual similarity are not

taken into consideration in zero-watermarking [114]. Building a watermark in

a zero-watermarking scheme is based on extracting key features from the host
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image that could be used as image’s identification. This does not provide any

information that the attacker can use to affect the watermark [114].

Texture Analysis Based Image Watermarking in Spatial Domain

Texture is a complex visual pattern, composed of spatial arrangement entities

that describe the color, intensity level, brightness/darkness of overall image or

selected region of an image. Any sub-pattern of texture is characterized by given

contrast, regularity, roughness, uniformity, frequency, direction and density fea-

tures. These features play an important role in describing texture in an image

and they are correlated to the principles of HVS [66]. Different lightweight in-

telligence and knowledge discovery methods are used to solve the intangibility

of texture property and exploit it to achieve image authentication, through the

identification of significant visual locations for embedding the watermark. In-

deed, modifications in highly textured blocks in host image due to embedding

of the watermark lead to enhance the robustness and imperceptibility ratios [61].

problem statement

There are three problems that are addressed in this thesis.

1. The first problem is regarding the design of robust image watermarking ap-

proaches with low computational complexity in the spatial domain. The most

desirable requirements of image watermarking taken into account in previ-

ous literature are the imperceptibility and the robustness. Of course, these

requirements are important for any image watermarking approach, but the

computational complexity is also a significant requirement due to limited re-

sources of the networks and systems.

2. The second problem is solving the intangibility of texture property for the

authentication of images using watermarking. Texture property has many

different dimensions and there is no standard method for the texture repre-

sentation that is adequate for all of its dimensions. Structural, statistical and

wavelet transform are three main approaches used to characterize texture. The

simplest approach for describing texture is using the statistical features of the

intensity histogram of an image or region.

3. The third problem is finding a practical way to measure the importance and

the effect of each of used texture features on the results of texture analysis.

Identifying the significance of each of used texture features is important pro-

cess that decides which feature is more preferable and may be recommended

to other researchers. Some of knowledge discovery and data mining methods

make it possible to measure the significance of each feature by using diverse
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Weighting Vectors (WVs) and then defines which WV is more preferable for

texture analysis process.

solution overview

In this thesis, we target the design of efficient image watermarking approaches

to maintain the authentication of transmitted images over public networks. In

most applications, the main requirements of image authentication based on wa-

termarking are the imperceptibility, the robustness and the computational com-

plexity. In order to manage these requirements, the proposed solution is, on the

one hand, to extract robust features of host image that allow the design of an

efficient zero-watermarking approach, and, on the other hand, to analyze var-

ious image characteristics including texture nature, color representations, and

relationships between spatial pixels to identify significant visual locations for

embedding watermark.

contribution summary

In this thesis, we study the JPEG file structure and the texture characteristic of

digital images. The file structure of JPEG image has a robust feature that could be

used to generate a verification watermark in zero-watermarking approach, while

texture property is correlated to the HVS. Furthermore, we employ our under-

standing to address the three problems presented above. The solution proposed

in this thesis is the result of work that leads to the following contributions.

1. Spatial domain based image watermarking:

To address problem 1, we propose one zero-watermarking approach and six

image watermarking approaches using spatial domain while taking into con-

sideration imperceptibility, robustness and computational complexity. To de-

velop a zero-watermarking approach, a robust image feature and the spatial

pixels are used to generate a verification watermark that is able to maintain

image authenticity. While, for developing image watermarking approaches,

the texture property of image is exploited to identify significant visual image

locations for embedding watermark.

According to the chosen solution, the computational complexity becomes low

and the results in terms of imperceptibility and robustness are high. The per-

formance and efficiency of the proposed zero-watermarking solution is eval-

uated on medical and gray-scale images. While, for the other solutions the

performance and efficiency are evaluated on RGB and gray-scale images.
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2. Texture analysis based on intelligence, knowledge discovery and data min-

ing techniques:

To address problem 2, we use various lightweight intelligence, knowledge

discovery and data mining techniques to solve the intangibility of the texture

property and exploit it to achieve image authentication, through the identi-

fication of significant visual locations for embedding the watermark. These

techniques help to analyze the relationships between the features of texture

property and then to define the strongly textured blocks for embedding wa-

termark. This scheme enhances the imperceptibility and the robustness ratios.

To accomplish the analysis process, these techniques use a transaction matrix

built by computing the values of the texture features, as well as a Boolean

matrix built from the transaction matrix by identifying some thresholds rep-

resenting the texture level corresponding to each texture feature.

3. Using weight vectors used to measure the importance of texture features:

To address problem 3, one of knowledge discovery and data mining tech-

niques makes it possible to measure the significance of each feature by using

diverse Weighting Vectors (WVs) for the used texture features. This process

defines which WV is more preferable for texture analysis process or which

feature is more preferable and may be recommended to other researchers.

thesis organization

This thesis is organized as follows. Chapter 1 covers key digital image process-

ing fundamentals. Chapter 2 discusses the motivations, the requirements, the

framework and the classifications of digital watermarking systems. In addition,

the different digital image watermarking techniques, the principles of various

attacks on digital image watermarking systems and the performance metrics of

digital image watermarking are also presented in this chapter. Chapter 3 reviews

several existing image watermarking approaches that are proposed in the liter-

ature and aim to provide images authentication and identification. The main

contributions of this thesis are presented in chapters 4, 5 and 6. Chapter 4 pro-

poses a zero-watermarking approach, which aims to ensure the authenticity of

the transmitted medical and gray-scale images through e-healthcare and public

networks based on a robust feature extracted from the host image. Chapter 5

proposes a robust image watermarking approach based on HVS characteristics

and rough set theory to authenticate RGB images. Chapter 6 presents five image

watermarking approaches exploiting the correlation between texture characteris-

tic and HVS to authenticate gray-scale images. These approaches use different

lightweight intelligence and knowledge discovery methods for analyzing texture

characteristics. Chapter 7 concludes the thesis and outlines future work.
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Chapter 1

D I G I TA L I M A G E P R O C E S S I N G

F U N D A M E N TA L S
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1.1 introduction

Image data processing for storage, transmission and representation for autonomous

machine perception is the main essence in digital image processing. Image anal-

ysis involves several stages starting from low-level image processing, passing

by mid-level image processing and ends with high-level image processing (com-

puter vision). Each level in image processing provides a set of tasks for getting

acquainted with basic properties of images, getting acquainted with various rep-

resentations of image and acquire fundamental knowledge in processing and

analysis of digital images.

Low-level image processing involves image acquisition, representation, com-

pression, and enhancement. Mid-level image processing involves pattern recog-

nition, image segmentation and classification. High-level image processing in-

volves image understanding to improve pictorial information for Human inter-

pretation.

All of previous levels require understanding the basic conception of digital

image, the representation forms and digital images models, the various image

characteristics, intelligent methods and techniques in image processing. Coding
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(compression-decompression), image enhancement, restoration, classification, seg-

mentation, geometric correction and digital watermarking are main functions

related to image processing tasks.

This chapter introduces a discussion on these issues. The basic concept of digi-

tal image and image digitization are presented in section 1.2. Section 1.3 presents

the different representation of digital images. The main characteristics of digital

image are presented in 1.4. Section 1.5 presents a collection of intelligent methods

and knowledge discovery techniques that are used to provide efficient solutions

for some tasks related to image analysis. Some of image processing tools are

presented in section 1.6 and the chapter ends with conclusion in section 1.7.

1.2 conception of digital image

Image is one of the significant information forms that human can perceive visu-

ally. Vision allows humans to perceive and understand the world surrounding

us.

Basically, information can be represented either in analog way or digital way.

Analog refers to information that is continuous and have an infinite number of

values in range, while digital refers to information that have discrete state and

have only limited number of values.

A flat image is a two-dimensional signal captured from a real-world scene that

represents a momentary event from the 3D spatial world and can be observed

by Human Visual System (HVS). In other words, a flat image is a projection of

3D scene into a 2D projection plane.

The digital image is a discrete representation of images after a digitization

process. Digitizing process aims to digitize a monochromatic M×N image by

defining a discrete representation of analog data suitable for storage and ma-

nipulation by a digital computer. Figure 1 presents digitization process of an

image.

Figure 1: Image digitization process
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From figure 1, the digitizing process involves two operations: sampling and

quantization. The two operations are illustrated below.

• Sampling operation

In this operation, when a continuous scene is imaged on the sensor, the con-

tinuous image is partitioned into a finite discrete elements called picture ele-

ments (pixels). Figure 2 presents the image sampling operation.

Figure 2: Image sampling.

• Quantization operation

This operation corresponds to a discretization of the intensity values (number

of bits per pixel). The number of gray-levels corresponds to the number of

assigned bits per pixel.

Several quantization approaches are used to achieve image quantization such

as uniform quantization and non-uniform quantization (Weber’s law) approaches.

The uniform quantization approach is applicable when the signal is in a finite

range (fmax − fmin). The entire data range is divided into L equal intervals of

length Q known as quantization interval. Where Q= (fmax−fmin)
L .

Then, interval i is mapped to the middle value of this interval. The index

of quantized value Qi(f) = ⌊f−fmin

Q ⌋ and the quantized value Q(f)=Qi(f)Q+

Q/2 + fmin. The uniform quantization is optimal for uniformly distributed

signal and it is not practical for quantization of signals concentrated near

zeros.

In Weber’s law approach, the input data is not uniformly distributed and is

quantized according to the human visual sensitivity (high visual and low vi-

sual sensitivities). The Weber’s law studied responses of humans to physical

stimulus in quantitative manner. Figure 3 presents an image quantization op-

eration.
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Figure 3: Image quantization.

Figure 3 shows that the digital image of size M×N is represented by M×N ma-

trix such as presented below. Each element of this matrix is called pixel (picture

element), which is a discrete point of light (color) in an image.

Indeed, the digital image can be represented as a scalar function, f from N2 to

N: fi,j gives the intensity (gray-level) value at position (i,j), i and j are two space

variables, i=0,1,. . . ,M-1 and j=0,1,. . . ,N-1. More fij is large, more corresponding

point in image is bright. The function f can take discrete values x=0,1,. . . ,G-1,

where G is the total number of intensity levels in the image. The total number of

intensity levels is L=2B where B is the number of bits.

F =

















f00 f01 f02 . . . f0(N−1)

f10 f11 f12 . . . f1(N−1)

...
...

...
. . .

...

f(M−1)0 f(M−1)1 f(M−1)2 . . . f(M−1)(N−1)

















Typically, 256 levels (8 bits/pixel) suffice to represent the intensity. For color

images, 256 levels are usually used for each color intensity.

Table 1 shows a description for three different bit numbers and corresponding

intensity level.

number of bits (B) intensity level (L) description

1 2 Binary image (black or white)

6 64 64 levels, limit of human visual system

8 256 Typical gray-level resolution

Table 1: A description for three bit numbers and corresponding intensity levels.

A color image has three channels (red, green and blue) as illustrated in figure

4. The common color resolution for high quality images is 256 levels for each

channel, or 2563=16777216 colors.
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Figure 4: A color image representation.

A color image can be represented as three functions pasted together and can

be written as a vector-valued function as follows:

F =











red(i, j)

green(i, j)

blue(i, j)











1.3 digital image representation

A digital image can be represented in three forms:

• Binary image (black or white)

A binary image has a single plane with 1 bit and 2 intensity levels. In this

form f(i,j) ∈ {0,1}. Figure 6 presents an example of binary image.

Figure 5: Binary image.

• Gray-scale image

A gray-scale image (monochromatic image) has a single plane with 8 bits and
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256 intensity levels. Gray-scale image contains no color information, all shades

vary from white to black. In this form f(i,j) ∈ C: C={0,...,255}. Figure 6 presents

an example of gray-scale Lena image.

Figure 6: Gray-scale Lena image.

• Color image

A color image (chromatic image) has three color planes (red, green and blue),

each with 8 bits and 256 intensity levels. In this form fred(i,j) ∈ C, fgreen(i,j) ∈
C, and fblue(i,j) ∈ C: C={0,...,255}. Figure 7 presents an example of RGB Lena

image.

Figure 7: RGB Lena image with three color planes.

Any color image is represented by many models; RGB, CMYK, HEX, HSV,

LAB, and YCbCr are examples of color models.

RGB color model is based on the additive mixture of three monochromatic

lights: red, green and blue. This model represents how the computer sees col-

ors. According to the RGB model, each of the three colors (red, green and blue)

is represented by a number ranging from 0 to 255. As example, the black color

is represented by the ’0 0 0’ RGB value (red=0, green=0, and blue=0) while the

white color is represented by the ’255 255 255’ RGB value (red=255, green=255,

and blue=255). The RGB model can represent more than 16 millions of colors

by combinations of RGB values.

CMYK (Cyan-Magenta-Yellow-Key) color model is a subtractive model using

blue (cyan), red (magenta), and yellow to mix all colors and adds black (key)

as a fourth color. Each of the colors are calculated in percentage from 0 to 100.
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CMYK colors are used specifically for printed materials and physical media

and are created by combinations of the primary colors, like blending colors

on white paper. Given a color in a normalized RGB space as (red, green and

blue), the same color in CMY space is given as (Cyan, Magneta, and Yellow).

The Key is created from mixing CMY. The following matrix represents the

Conversion from RGB to CMY.










C

M

Y











=











1− Red

1−Green

1−Blue











Any color can be decomposed into a brightness component and color com-

ponent. A brightness component corresponds to the gray-scale version of the

color and all other information is ’color’ or ’chroma’. In RGB and CMYK

models, the brightness and chroma are distributed over each of the three com-

ponents.

HEX color model is an extension of the RGB model, using hexadecimal num-

bers to define colors for Hypertext Markup Language (HTML) code. Colors

in HEX model are created by combing parts of the three primary colors (red,

green and blue). Each of the primary colors can have a value in the range

00 as minimum to FF as maximum in hexadecimals. HEX is used specifically

for online material and websites and used combinations of the primary colors

similar to RGB.

HSV (Hue, Saturation, and Value) color model is the most common cylindrical-

coordinate representation of points in an RGB color model. HSV describes the

chromaticity or pure color (hue) in terms of their shade (saturation or amount

of gray) and their brightness (value of luminance). Saturation range from 0 to

100, the low saturation of a color, the more grayness is present and the more

faded in color will appear. Hue is an angular value that ranges from 0 to 360

that is often normalized to be ranged from 0 to 100, where 100 corresponds to

360 degrees. Brightness value is ranged from 0 to 100, 0 represents the white

color and 100 represents the black one.

LAB color model stands for Luminance (or lightness) and A, B (which are chro-

matic components). In this model, A ranges from green to red, and B ranges

from blue to yellow. The Luminance ranges from 0 to 100, the A component

ranges from -120 to +120 (from green to red) and the B component ranges

from -120 to +120 (from blue to yellow). This model was designed to be de-

vice independent. In other words by means of this model, colors are handled

regardless of specific devices (such as monitors, printers, or computers).
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YCbCr color model separates colors into luminance (Y) and chrominance (Cb

and Cr) channels. Y is luminance, Cb is a measure of ’blueness’, and Cr is a

measure of ’redness’.

To convert from RGB to YCbCr, given a color in normalized RGB space [14].

The RGB colors are normalized to values range from 0 to 1. The corresponding

8-bit YCbCr color is given as <Y, Cb, Cr> where










Y

Cb

Cr











=











16

128

128











+











65.481 128.553 24.966

−37.797 −74.203 112.000

112.000 −93.786 −18.214





















r

g

b











It is worth to note that Y is in range of 16 to 235, while Cb and Cr are in range

of 16 to 240. In practice, scaling is often used to convert into the full dynamic

range of 0 to 255. YCbCr color model is used in the JPEG file format and video

systems.

1.4 digital image characteristics

Digital image processing is done through computerized routines that perform

some operations on an image, in order to get an enhanced image (low-level im-

age processing) or to extract some useful information from it (high-level image

processing). Particularly, low-level image processing involves transform of one

image to another, while high-level image processing involves image understand-

ing and imitating human cognition to make decisions according to information

in image.

The digital images have many characteristics that are correlated to the Human

Visual System (HVS), these characteristics include: resolution, contrast, color,

brightness/darkness, and texture. Human perception of image provokes many il-

lusions, whose understanding provides valuable clues about visual mechanisms.

Understanding digital images and analyzing their characteristics are an impor-

tant tasks that could be exploited to perform several functions related to image

processing. Image characteristics are illustrated in this section.

• Image resolution

Image resolution refers to the number of pixels per inch that determines the

quality of the image. This is called dots per inch (dpi). In most cases higher

resolution (higher dpi) result in better image quality and represents the details

contained in an image. Image resolution can always be reduced. Increasing

resolution will not improve image quality.

• Image contrast
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Contrast is the local change in brightness and is defined as the ratio between

average brightness of an object and the background brightness. The human

eye is logarithmically sensitive to brightness.

• Image color

The color feature deals with the degree of sensitivity of each color space of

the host image to the human eyes. The importance of color feature to human

visual perception comes due to the biological structure of the human retina.

Color refers to the ability of objects to reflect electromagnetic waves of differ-

ent wave lengths. Human eye can detect colors as combination of the primary

colors (red, green and blue). The wave length for red is 700 nm (nano-meters),

for green is 546.1 nm, and for blue is 435.8 nm.

• Image brightness/darkness

The brightness/darkness is a relative property of the host image that depends

on object surface orientation with respect to the visual perception of the viewer

and light source. It expresses the amount of energy output by a source of light

and it can be measured by calculating the mean intensity of pixels (higher

intensity expresses higher brightness).

• Image intensity

Image intensity is the light energy emitted from a unit area in the image. The

gray-scale intensity levels are related to the varying of gray-scale values of

neighboring pixels in the host image. This variation in pixel values of neigh-

bored regions has imperfect perceptibility due to the deficiency of contrast. In

terms of HVS, the uncertainty and vague gray-scale values may adversely af-

fect image’s contrast, then it may weaken the perceptual quality of the image.

• Image Texture

Texture is a complex visual pattern, composed of spatial arrangement entities

that describe the color, intensity level, brightness/darkness of overall image or

selected regions. Any sub-pattern of texture is characterized by given contrast,

regularity, roughness, uniformity, frequency, direction, and density features.

These features play an important role in describing texture in an image and

they are correlated to the principles of HVS [66].

Texture property has many different dimensions and there is no standard

method for the texture representation that is adequate for all of its dimensions.

Texture is usually found in digital images that contain natural scenes or user-

made objects. Leaves, grass, stones, twigs, sand, and many other objects create

a textured appearance in images. Figure 8 presents some of texture natural

images. These images are collected from the USC-SIPI image database1.

1 USC-SIPI image database, http://sipi.usc.edu/database//
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Figure 8: Textured natural images from the USC-SIPI image database.

Texture analysis refers to the characteristics of regions in an image by their

texture content. Feature extraction, texture discrimination, and texture clas-

sification are three major stages in texture analysis. The feature extraction

involves computing the characteristic of digital image able to numerically

describe its texture properties. Texture discrimination involves partitioning

a textured image into regions, each corresponding to a perceptual homoge-

nous texture. Texture classification determines to which class a homogenous

texture region belongs.

Structural, statistical, and wavelet transform are three main approaches used

to characterize texture.

Structural approach builds a hierarchy structure of spatial pixels in order to

find a set of repetitive texture elements called texel occurring in some regular

or repeated pattern. Texels are basic texture elements that are determined

through some features like gray-levels, shape, edge, orientation, etc.

Statistical approach characterizes the texture through non-deterministic fea-

tures that govern the distributions and relationships between the gray-scale in-

tensities of an image based on first-order histogram measures or co-occurrence

metrics [66][22]. All of these techniques aim to analyze the spatial relations be-

tween neighborhood pixels in image regions.
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Wavelet transform is a multi-resolution analysis approach, which involves de-

composing the image into low and high frequency regions and then extracting

the energy values of image regions to characterize the image texture.

Table 2 presents the foundation, description and classification of structural,

statistical, and wavelet transform approaches.

Structural Statistical Wavelet transform

Foundation Human perception and cognition Statistical decision theory Multi-resolution analysis

Description

– Morphological primitives

– Variable number of primitives

– Captures primitive relationships

– Semantics from primitive encod-
ing

– Quantitative features

– Fixed number of features

– Ignores feature relationships

– Semantic from feature position

– Based on properties of the
Fourier spectrum by identifying
high-energy, narrow peaks in the
spectrum

– Primarily to detect global period-
icity

Classification Parsing with syntactic grammars Statistical classification Energy values calculation

Table 2: Foundation, description and classification of structural, statistical, and wavelet
transform approaches.

Table 2 shows that the structural approach can work well for regular pat-

terns. It requires the setting of morphological primitives and their relation-

ships. The statistical approach can work well for random patterns (edge den-

sity, histogram features, etc) and is used more often in practice. It depends on

image intensity domain to calculate some features that help to define texture

semantics. The wavelet approach work well for texture analysis with random

nature based on Fourier spectrum properties to detect global periodicity.

The simplest approach for describing texture is using the statistical features

of the intensity histogram of an image or region. Using first-order histogram

measures will result in measures of texture that carry only information about

distribution of intensities, but not about the relative position of pixels with

respect to each other in that texture. The co-occurrence matrix helps to provide

significant information about the relative position of the neighboring pixels in

an image [27]. Gray-Level Co-occurrence Matrices (GLCM) is a method used

for texture feature extraction. It represents the distributions of the intensities

and the information about relative positions of neighboring pixels of an image

[91].
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1.5 intelligent methods and techniques in digi-

tal image processing

A collection of methodologies, complementary and synergistic, which are ca-

pable to identify simple algorithms to produce efficient solutions for various

problems are becoming the focus of attention for researchers in different fields.

The concepts and paradigms of Computational Intelligence (CI), Soft Com-

puting (SC), Artificial Intelligence (AI), knowledge discovery and data mining

[9][40][5][99][4] provide intelligent techniques to develop simple algorithms with

efficient solutions for various issues, especially those related to system optimiza-

tion, pattern recognition and intelligent control systems.

Substantially, all CI, knowledge discovery and data mining techniques are it-

erative and interactive. Indeed, all of these techniques work in multiple passes

and require human interaction in the loop.

CI has a close relation with AI. The difference between them is that CI employs

a sub-symbolic knowledge to design a simple algorithm to provide an efficient

solution for a given problem, while AI uses symbolic knowledge that focuses on

finding the best output ignoring the complexity of the proposed algorithm. From

the viewpoint of vague and uncertainty concepts, CI is based on numerical and

partial set of knowledge (uncertain and incomplete knowledge) that is produced

from a given problem, while AI is based on a full knowledge representation

decomposed into semantic concepts and logic that are close to the human rea-

soning. Problems connected with mining, clustering, reduction and associations

are usually solved by CI and knowledge discovery techniques, while speech

recognition, robots, handwriting recognitions and gaming problems are solved

by AI techniques [9][40].

The SC principle involves all algorithms that are designed to provide a founda-

tion for the conception, design and deployment of intelligent systems. The soft

computing methodologies are designed to find efficient solutions for intelligent

systems based on uncertain and vague knowledge [9].

The CI combines mainly three techniques including Artificial Neural Net-

works (ANNs), evolutionary computing, and fuzzy systems. ANNs are inspired

by the biological nervous systems, and are learning and adaptive structures used

for information processing when it is difficult or not possible to define a set

of rules related to a specific problem. The learning task in ANNs is classified

into three paradigms; supervised, unsupervised and reinforcement learning. The

Back Propagation ANN algorithm (BPANN) [50] is a supervised learning algo-

rithm that learns by processing the training sets to find approximately optimal

network’s weight, which is used in turn to enable the algorithm to produce de-

sired output with minimum error. In unsupervised learning methods there is no

desired output associated with the training set. It is used usually in clustering
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and compression applications. The reinforcement learning paradigm is close to

supervised learning, except that the change of the network’s weight is not related

to the error value. Commonly, ANNs-based techniques are applied in classifica-

tion, frequent pattern and approximation functions to solve many application

problems such as medical diagnosis, image processing, pattern recognition and

data mining.

Evolutionary algorithms are based on the techniques of natural selection and

biological evolution. These techniques involve representable and objective func-

tions. Evolutionary algorithms are used when brute-force search is not practical.

They are useful for multi-parameter optimizations. The Genetic Algorithm (GA)

is one of the important kinds of evolutionary algorithms.

The fuzzy theory is a heuristic-based approach aiming to introduce efficient

solutions based on a set of rules and fuzzy membership function. The fuzzy

rules deal with incomplete and inexact knowledge such as the concepts of bigger,

taller or faster. Fuzzy sets, fuzzy logic, and rough sets are the most important

techniques in the CI, and they can be combined to give a definition for vagueness

and imprecise knowledge in different fields [79][128][132]. Extracting hidden

patterns from data, medical diagnosis, pattern recognition, image classification

and intelligent dispatching are set of application whose design can be based on

fuzzy sets, fuzzy logic and rough sets techniques.

Knowledge discovery and data mining is the automatic extraction of valid,

useful, understandable knowledge from large volumes of data. The extracted

knowledge could be patterns, models, rules, etc. Generally, data is represented

as a string of bits, numbers and symbols, while information are data stripped

of redundancy, and reduced to the minimum necessary to characterize the data.

Knowledge is an integrated information, including facts and their relations, which

have been perceived, discovered, or learned in human mental view. Multi-Criteria

Decision-making (MCDM), Formal Concept Analysis (FCA), Frequent Pattern

Mining (FPM), and Association Rule Mining (ARM) are the most important tech-

niques in knowledge discovery and data mining that help end users to extract

useful knowledge from large databases.

MCDM is a branch of Operational Research field (OR) whose aim is to provide

solutions for many complex decision-making problems that are characterized as

a choice among many alternatives to find the best one based on different criteria

and decision-maker’s preferences [21]. The importance of this study comes due

to the difficulty to deal with traditional paradigm in analyzing decision making

which is based on uni-dimensional and only one criterion to make a decision.

Many problems in our life involve multiple objectives and criteria. These prob-

lems are related to the fields of engineering, industry, commercial, and human

resource management.

21



digital image processing tools

FCA is a technique used to analyze, investigate and process explicitly given

information, to allow for meaningful and comprehensive interpretation [81][5].

FCA studies how objects can be hierarchically grouped together according to

their common attributes. A concept is a cognitive unit of meaning or a unit

of knowledge. FCA has been applied to solve many problems related to auto-

matic modularization, management of component repositories, reverse engineer-

ing and program understanding.

FPM is one of the most important search approaches in computational and

algorithmic development. It deals with finding the maximal relevant items that

are frequently occurring together within a transaction database. One of the pop-

ular examples that uses the frequent pattern mining is the basket data analysis,

where the mining method is normally used to analyze the regularities of shop-

ping behavior of customers and then to find sets of relevant products that are

often purchased together. The extracted frequent patterns may then be expressed

as an association rule, which has a valuable role to improve the arrangement of

products in the shelves, and helps decision makers in advantageous actions re-

garding shelf stoking or any recommendations to add other products [4].

ARM is a data mining technique that aims to discover implicit knowledge and

hidden relations between data items in large databases. Primarily, the association

rules were used in the marketing field to discover set of hidden frequent patterns

of products that are purchased together by customers. The extracted hidden

patterns support the decision-makers to enhance the marketing process through

useful actions for shelf stocking and recommendations to add other products

[102].

CI, knowledge discovery and data mining techniques exhibit many capabilities

to adapt and provide multimodal solutions for many complex systems. Although

many CI, knowledge discovery and data mining-based models are developed in

the fields of fault diagnosis, image classification, recommendation system and

intelligent control system, the employment of these techniques in the field of

security and authentication of transmitted multimedia data over the networks is

confined, in spite of their significance.

1.6 digital image processing tools

The different image processing tasks such as image enhancement, feature extrac-

tion, pattern recognition, image classification, geometric correction, and multi-

scale signal analysis are applied through set of image processing tools. This

section presents some of these tools.

1. MATLAB (Matrix Laboratory)
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MATLAB is a multi-paradigm numerical computing environment, where a

proprietary programming language is developed by MathWorks. MATLAB

allows matrix manipulations, plotting of functions and data, implementation

of algorithms, creation of user interfaces, and interfacing with programs writ-

ten in other languages, including C, C++, C#, Java, Fortran and Python.

The image processing Toolbox in Matlab provides a comprehensive set of

standard reference algorithms and applications for image processing, analysis,

visualization and algorithm development. The operations you can perform

include image segmentation, image enhancement, geometric transformations,

image registration, and 3D image processing.

Via Matlab the user can interactively segment image data, compare image

registration techniques, and batch process large amounts of data. Applications

and visualization capabilities are provided to explore images, 3D volumes,

and videos, adjust contrast, create histograms, and manipulate Regions of

Interest (ROI).

2. Concept Explorer (ConExp)

ConExp was first developed as a part of master thesis under the supervision

of Professor Tatyana Taran at the National Technical University of Ukraine

(KPI) in 2000 [129]. Through the following years, ConExp was extended and

became an open source project on Sourceforge2.

ConExp is mainly developed to implement basic functionality needed for

study and research of Formal Concept Analysis (FCA). FCA takes as input

a matrix specifying a set of objects and attributes, and then finds both all the

clusters of attributes and all the clusters of objects in the input data in order

to allow for meaningful and comprehensive interpretation.

Generally, ConExp provides several functionality including: context editing,

building concept lattices from context, finding bases of implications that are

true in context, finding bases of association rules that are true in context and

performing attribute exploration.

1.7 conclusion

Digital image processing relies on computerized routines for information ex-

traction from images to obtain categories of information about specific features.

Digital image processing provides different functions including: coding, image

enhancement, restoration, classification, segmentation, geometric correction and

digital watermarking.

2 SourceForge is an Open Source community resource, http://www.sourceforge.net
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conclusion

The different representation forms of digital images and the various image

characteristics are main requirements to define set of parameters that can be

manipulated by several intelligent techniques to achieve different functions of

image processing.

The basic conception of digital image, the representation forms of digital im-

ages, the various image characteristics, the intelligent methods for image pro-

cessing have been discussed in this chapter. As well as, two of common image

processing tools that are used in implementation of different algorithms of digi-

tal image processing functions have been presented in this chapter.
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2.1 introduction

The rapid growing of digital media (images, audio and video) has urged for the

need of protection. Three generic techniques are proposed to protect multime-

dia data: cryptography, steganography and watermarking. Cryptography is the

most common method used to protect digital content, it involves transforming

the original data D into another form Dc such that only the authorized user

can recover D from Dc. Steganography and watermarking are two information

hiding techniques, steganography aims to hide the important secret information

called watermark in a carrier signal in such a way that no one apart from the au-

thorized recipient knows on the existence of the information (i.e. the existence of

watermark in digital data is concealed), whereas for watermarking, the hidden

information (watermark) may be visible and the carrier signal is the important

information.

Information hiding techniques involve hiding a watermark w in the original

data D (the result is a watermarked data denoted Dw) such that in case of water-
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marking, an attacker can not remove or modify or replace the watermark w in

Dw, whereas for steganography, an attacker can not detect the presence of water-

mark in the watermarked data. Two major issues are solved using information

hiding techniques including: protection of multimedia data from malicious use

and avoiding observing secret data by unintended recipients.

Digital watermarking has much interest than other protection techniques due

to the increase in concern over authenticity, integrity and copyright protection.

In digital watermarking, the original data is visible and readable from all users,

while the secret information is changeable and readable by the authorized user

only. Cryptography techniques cannot help the owner of digital content to mon-

itor how a legitimate user handles the content after decryption, but the digital

watermarking can protect content even after it is decrypted.

This chapter introduces a discussion on the motivations of digital watermark-

ing in section 2.2, then the requirements of digital watermarking systems are

presented in section 2.3. The framework of digital watermarking is illustrated in

section 2.4, and the classifications of digital watermarking are presented in sec-

tion 2.5. Section 2.6 presents the different digital image watermarking techniques

and section 2.7 introduces the principles of various attacks on digital image wa-

termarking systems. The performance metrics of digital image watermarking are

presented in section 2.8 and section 2.9 presents one benchmark of digital image

watermarking. This chapter ends with conclusion in section 2.10.

2.2 motivations for digital watermarking

Due to many dilemmas, digital watermarking has become an urgent need for

multimedia data protection. Two of these dilemmas are presented below:

• digital data are rapidly revealed and generating identical but unauthorized

digital data becomes more easy to be falsified.

• digital data can be manipulated, transmitted and copied easily by anonymous

users with no way to identify the malefactors.

These dilemmas are related to many applications like tele-medicine and re-

mote sensing imaging. Medical data can be transmitted between hospitals, which

are located at various locations, for many reasons, such as tele-diagnosis, telecon-

ferences between clinicians and medical consultation, remote learning and train-

ing. As well as, remote sensing system can transmit multimedia data between

different administrative organizations, which are located at various locations, for

many purposes, such as decision making, criminals discovering and forecasting

about some actions by the experts.

Medical data and remote sensing data can be intentionally and unintentionally

manipulated by unauthorized users [82]. Protecting these data is an important
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need to obtain right treatments and decisions. Inserting watermark in original

data may cause loss of important details that have impact on the decisions of

doctors and the experts [115].

Encryption and other access control techniques are difficult to conform to the

constraints of the medical data security and protection [95]. Digital watermark-

ing is an effective solution for this problem. It can efficiently address the essential

requirements of the medical or remote sensing data protection including the is-

sues of unique identification, authentication, copyright protection and integrity

verification during transmission through insecure networks and storage in large

databases [95].

2.3 digital watermarking requirements

Several requirements are essential for designing a general watermarking ap-

proach. These requirements include: security, reliability, imperceptibility, robust-

ness, data payload, computational complexity and reversibility. This section de-

scribes these requirements as follows:

1. Security

Security requirement involves that the watermarking approach has the capa-

bility to resist to intentional attacks. These attacks can be classified into three

groups: unauthorized removal, unauthorized embedding and unauthorized

detection. Eliminating, masking and collusion attacks are examples of unau-

thorized removal attacks, while embedding forgery watermark in multimedia

data that should not contain watermark is an example of unauthorized embed-

ding attack. Unauthorized detection attack involves that unauthorized user

can extract the watermark without having a full knowledge about the embed-

ding algorithm. The watermarking approach should guarantee that only the

authorized user can extract or remove the embedded watermark. As well, the

watermarking approach should prevent false-positive alarm, which involves

watermark detection in a digital data that is actually unmarked.

2. Reliability

This requirement encompasses two principles: the authentication and the in-

tegrity. The authentication involves the ability to proof the origin of data and

its attachments to one user, while the integrity involves the capability to proof

that the data has not been altered or modified either maliciously or acciden-

tally by unauthorized user.

3. Imperceptibility

Imperceptibility, referred to invisibility, which is one of the most desired re-

quirements in watermarking approaches. The watermark should be embed-
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ded with least content quality degradation and in an invisible way as much as

possible to the human eye. The imperceptibility rate is expressed by comput-

ing the perceptual similarity between the original data and the watermarked

data. High imperceptibility ratio expresses low distortion in the perceptual

quality of the original data.

4. Robustness

This requirement involves the ability of watermarking approach to extract

the embedded watermark after common signal processing operations. These

attacks can be classified into two groups: intentional (malicious) and uninten-

tional attacks. These attacks aim to remove or destroy the embedded water-

mark or even to prevent the watermark from fulfilling its expected purpose.

Not all digital watermarking applications require to withstand all signal pro-

cessing attacks. An example of watermarking approach where robustness is

undesirable is fragile watermarking approach.

5. Data Payload (Capacity)

This requirement refers to the number of watermark bits that can be embed-

ded in the original data without affecting the original data quality and can

be detected. Embedding multiple watermarks implies more data payload and

more robustness to avoid the risk caused by easily changing watermarks since

watermarks can be replicated.

6. Computational Complexity

This requirement refers to the number of steps and the amount of computa-

tion required for embedding and extraction processes. For real-time applica-

tion both fast (low complexity) and efficient algorithms are required.

7. Reversibility

This requirement guarantees the extraction of watermark along with exactly

reconstructing of the unmodified original data. To achieve this requirement,

the watermarked should be distortion-free and the extraction process should

be reversible. This requirement is important for some applications like tele-

medicine or remote sensing systems. Indeed, the medical data should not be

altered for tele-diagnosis and treatment purposes, as well the remote sensing

data should not be altered for right decision making.

2.4 digital watermarking framework

The basic model of the digital watermarking scheme consists of three compo-

nents: watermark generation, watermark embedding and watermark extraction

[82]. The watermark generation are showed in figure 9, while the watermark

embedding and extraction are presented in figure 10.
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2.4.1 Watermark generation

This function creates a suitable watermark according to the desired applications.

In simple applications, the watermark can be a text, logo or binary code. In the

sophisticated applications, the watermark may have particular properties based

on the desired objectives. For example, in medical application, the watermark

may need to combine the patient information or some features of medical data to

ensure the identification, authentication and integrity of the watermarked data.

Generation Algorithm

Key

Message

Original
data

Watermark

Figure 9: Watermark generation components.

Figure 9 shows that the original data, specific user message and secret key are

three parameters that may be used in the generation algorithm of watermark.

Some or all of these parameters are required to generate the watermark; the

selection of required parameters depends on the application targeted.

2.4.2 Watermark embedding

The watermark embedding process is achieved at the sender side. In this step, the

watermark is added to the original data (image, audio and video) by applying

a certain algorithm and using a secret key. The result of watermark embedding

process is a watermarked data.

2.4.3 Watermark extraction

The watermark extraction process is achieved at the receiver side. In this step,

the reverse implementation of watermark embedding algorithm is applied to ex-

tract the embedded watermark from watermarked data or to identify whether

any other watermark is embedded in the data. The watermark extraction algo-

rithm use the secret key and/or the original data to detect/extract the embedded

watermark.
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Figure 10: Main components of watermarking schemes.

Based on figure 10, the watermark embedding deals with three elements: orig-

inal data (D), watermark (W) and secret key (K) to generate the watermarked

data (Dw) (i.e. watermark embedding (D, W, K)=Dw). The watermark extraction

algorithm deals with two or three elements including: attacked watermarked

data (Dw’), secret key (K) and/or original data (D) or watermark to extract the

watermark (W’) after attack (i.e. watermark extraction (Dw’, K, D or W)=W’).

The extracted watermark W’ is compared with the original watermark W to find

correlation and to ensure the reliability of digital data.

2.5 digital watermarking classification

Digital watermarking approaches can be classified into many categories includ-

ing: data type, embedding domain, human perception and reversibility. These

categories are presented in figure 11. Digital watermarking can be applied on dif-

ferent data types such as text, image, audio and video. The digital watermarking

approaches can be designed in spatial, transform or spread-spectrum domains.

According to the human perception, digital watermarking can be classified into

visible, invisible and dual approaches. Invisible watermarking approaches can be

further classified, based on their robustness, into four categories: fragile, semi-

fragile, robust and hybrid. In addition to the previous classifications, digital

watermarking approaches can be classified into reversible and irreversible cat-

egories. The reversibility are in relationship with lossy and lossless feature of

digital watermarking approaches.

The main classification of digital watermarking approaches are discussed in

the following subsections.
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Figure 11: Digital watermarking approaches classification based on the data type, do-
mains of hiding the watermark, human perception and reversibility aspects.

2.5.1 Data type based categorizations

Text, image, audio or video watermarking refers to embedding watermarks in

text/image/audio/video in order to protect the data content from copying, trans-

mitted or manipulated anonymously.

In text watermark, the varying spaces after punctuation, spaces between lines

and the spaces at the end of sentences could be significant features used to gener-

ate the watermark or to find proper locations in text for embedding watermark.

In audio, image and video watermarking, the watermark could be embedded in

the low/high frequency coefficients of frequency domain or could be embedded

directly in the least significant bits of spatial data.

2.5.2 Human perception based categorizations

Based on human perception property, digital watermarking approaches are clas-

sified into three categories: visible, invisible and dual approaches. In visible wa-

termarking, the watermark is inserted into the original data in such a way that it

is visible to the human eye. Visible watermark is used to indicate the ownership

of multimedia data. The logo or seal of the organizations, which are stamped on

the documents, images, video or TV channels for content and ownership identi-

fication are the most popular examples of visible watermarks.

In invisible watermarking, the watermark is inserted into the original data

in such away that is intended to be imperceptible to the human eye. Invisible

watermark can be detected only though watermark extraction algorithm and is

suitable for many purposes including: ownership identification, authentication

and integrity verification.
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In some applications, visible and invisible watermarks can be applied together.

This procedures is called the dual watermarking, and in this situation, the invis-

ible watermark is assumed as a backup for the visible one.

2.5.3 Robustness based categorizations

Based on the robustness of digital watermarking, the invisible watermarking

approaches can be divided into four categories: robust, fragile, semi-fragile and

hybrid techniques.

Robust watermarking approaches are intended to survive various manipula-

tions on data content via unauthorized removal, unauthorized embedding and

unauthorized detection attacks as well as to fulfill their expected purpose. Ro-

bust approaches are typically used to detect misappropriated data for data au-

thentication and integrity.

In fragile watermarking approaches, the watermark is intolerant to slight mod-

ifications. This approaches are usually used to verify the integrity of data. The

tamper proof is one benefit of fragile watermarking; losing watermark implies

tampering occurred.

The semi-fragile watermarking approaches achieve moderate robustness against

designated class of attacks. In these approaches, the watermark resist uninten-

tional modifications, but it fails after intentional malicious modifications. This

kind of approaches can be used to verify the reliability (authentication or in-

tegrity) of data content. Some watermarking approaches may combine the fragile

and robust methods to achieve the authenticity, integrity and ownership protec-

tion simultaneously.

Generally, invisible robust watermarks are used to detect misappropriated

data, data authentication such as evidence of ownership, while the invisible frag-

ile watermarks are used to verify the integrity of data content.

2.5.4 Extraction based categorizations

The digital watermarking approaches, based on extraction techniques, can be

classified into three categories: blind, semi-blind and non-blind watermarking.

The blind watermarking approaches need only robust key to extract the water-

mark from the attacked watermarked data. These approaches are known as pub-

lic approaches, since they use a public key in the extraction process. Comparing

with other types of watermarking approaches, the blind approaches require less

information storage at receiver side. The source end will send only the public

key and the watermarked data.

The semi-blind watermarking approaches require the original watermark and

the key to extract the embedded watermark from the watermarked data. These
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approaches are known as semi-private approaches, because the original water-

mark is shared between the sender and the receiver.

The non-blind watermarking approaches require the original watermark, the

key and the original data to extract the embedded watermark from watermarked

data. These approaches are known as private approaches, where the watermark

is usually generated from the original data itself. This kind of watermarking is

more preferable for tamper-proof application.

2.5.5 Reversibility based classification

The reversibility is an important requirement for some applications that deal

with sensitive digital data such as medical, military and law-enforcement appli-

cations. The reversible watermarking approaches guarantee extraction of both

the embedded watermark and the original data exactly from the watermarked

data. For tele-diagnosis purpose, the medical data should not be altered and

for decision making purposes the military and law-enforcement data should not

be changed. The reversibility requirement is met in lossless scheme of digital

watermarking.

In contrast, the irreversibility refers to extract the embedded watermark and

the original data from watermarked data but not exactly as to the original ones.

The irreversibility requirement is met in lossy scheme of digital watermarking.

The lossless and lossy schemes of digital watermarking are discussed below.

• Lossless watermarking

In lossless watermarking schemes the original data can be recovered in exact

after the process of removing the hidden data (like text, logo, patient’s record,

etc.) [105]. Zero data loss when no attacks are applied on watermarked data

proves lossless property [95]. This type of watermarking schemes is very de-

sirable in some applications like medical and military systems since slight

change in the original data may affect the decision making process [13].

To protect the copyright of these kinds of data, lossless watermarking scheme

are proposed to embed the watermark in the original data without changing

data content or in other words with less data quality distortion. Lossless water-

marking schemes can be divided into two categories: zero-watermarking and

reversible watermarking [33]. Zero-watermarking schemes have good lossless

feature and better robustness than the reversible watermarking schemes. Zero-

watermarking approaches utilize unique features of original data to build the

watermark, they do not make any modification in the content of the original

data. The unique features of original data should not be significantly affected

with different attacks and they should enable to reconstruct the watermark.
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Most of the reversible watermarking approaches require lossless environment

to transfer the watermarked data because any change on the watermarked

data due to intentional or unintentional attacks can destroy the hidden water-

mark. The reversible watermarking scheme should have the ability to recover

the watermark even if the watermarked data is exposed to attacks. For any

reversible watermarking approach the attacks should be unintentional attacks.

The reversible watermarking approaches that can convey the embedded wa-

termark through lossy environment are called robust.

• Lossy watermarking

In lossy watermarking schemes, the watermark is embedded in the original

data by replacing or altering some data details like replacing Least Signifi-

cant Bits (LSB) or altering the transform coefficients of frequency domain [13].

In this case, the original data can not be reversed due to the modifications

caused by the inserted watermark. This type of watermarking is usually de-

signed to authenticate data, verify the integrity and identify data ownership

[84]. Embedded watermark in lossy watermarking schemes usually impairs

the data quality, but is more robust than lossless watermarking schemes. This

can be explained due to embedding watermark around the edges or in other

significant visual locations of original data.

2.6 digital image watermarking techniques

Embedding watermark in original data takes place in three main domains: spa-

tial, transform and spread-spectrum. The different techniques for embedding

watermark in each domain and the properties of each technique are presented

in this section. One can note that this section concentrates more on the significant

properties of each technique to success digital image watermarking (i.e. fulfilling

most requirements of digital image watermarking).

2.6.1 Spatial domain techniques

In theses techniques, the watermark is embedded in the original data by di-

rectly modifying the pixels values. The algorithms related to this domain are

fast, simple and offer wide embedding capacity. As well, this domain allows

embedding watermark many times to provide additional robustness against dif-

ferent attacks, especially the geometric attacks like cropping, translation and ro-

tation, because the possibility of removing all watermark becomes low. The main

drawback of spatial domain based watermarking approaches is that they can not

survive against many removal attacks like noise addition, sharpening, blurring

and median filtering. Additionally, discovering the used embedding technique
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allows the attacker to change or alter the hidden watermark more easily. The

different techniques for embedding watermark in spatial domain are presented

below:

a Least Significant Bit (LSB)

Least Significant Bit (LSB) uses the least significant bits of each pixel in one im-

age to hide the most significant bits of another. Pixels may be chosen randomly

according to a key. LSB based image watermarking approach starts by loading

up both the host image and the watermark you need to hide, then the LSB

of the host image is replaced with the watermark bits. LSB method results in

watermarked image that contains hidden watermark that appears to be high im-

perceptible. LSB method provides an effective transparent embedding technique

and good correlation properties for watermark detection, but with high sensitiv-

ity to removal attacks. Additionally, LSB method is inexpensive computationally.

b Local binary pattern

Local Binary Pattern (LBP) is a feature used in 2D texture analysis and object/-

pattern detection. The basic idea of LBP is to summarize the local structure of an

image by comparing each pixel with its neighborhood pixels. Initially, the host

image is partitioned into non-overlapping square blocks. Then, the local pixel dif-

ferences between the central pixel and its circularly neighborhood in each block

are calculated. Using the center pixel as a threshold, the neighborhood pixel is

labeled as 1 if its intensity is greater than the threshold, else labeled as 0. In the

end of this process, LBP produces a binary code of 8 bits from 0-255 just like

’10011010’. With 8 surrounding pixels, there are 28 possible combinations. These

codes are called LBP codes. The produced LBP code represents a texture spec-

trum of an image block with 256 gray-levels, this code is often used to extract

image features for classification or recognition [121].

LBP method could be used to measure the local contrast between the neigh-

borhood pixels and to ensure the authenticity of digital image. The LBP codes

are utilized for embedding the watermark bits. LBP based methods are robust

against luminance variation and contrast adjustment, but fragile against other

operations like blurring and filtering. In other words, this technique is suitable

for semi-fragile watermarking applications.

c Histogram modification

Histogram modification method is based on the pixel values to build the his-

togram of image and utilizes the redundancy of the host image statistical infor-

mation to hide secret data. This method hides the watermark by shifting the

peak and zero points of the image histogram. This method can be implemented
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easily, but the capacity is limited to the number of peak and zero points in the

histogram.

The histogram modification method is extended by pixels differences model

or multi-layer embedding model to improve its performance. The pixels differ-

ences are calculated, then the histogram of pixel differences is generated. The

histogram is shifted by embedding the secret data and the marked pixel differ-

ence is generated. The extraction process is performed in the reverse order of the

embedding process and the information about the peak and zero points should

be sent to the receiver for reversible recovery.

2.6.2 Transform domain techniques

There are various methods used to process 1D or 2D signals, these methods di-

vide the signal into frames and for each frame invertible transform is applied to

compresses the information into set of coefficients. The transformation methods

introduce many benefits including: fast computation, efficient storage and trans-

mission due to energy compaction or pick a few representatives as a basis for

processing. As well, the transformation methods allow better image processing

by taking into account the correlations of pixels in space and conceptual insights

in spatial-frequency information.

Singular Value Decomposition (SVD), Discrete Wavelet Transform (DWT) and

Discrete Cosine Transform (DCT) are common transformation methods. This

section presents the basises of these methods.

a Singular Value Decomposition (SVD)

Singular value decomposition on a matrix A of rank ρ and of dimension M×N

creates a diagonal matrix S and unitary orthogonal matrices U and V whose

column vectors are ui and vi, correspondingly [7].

The columns of U are orthogonal eigenvectors of AAT and the columns of V

are orthogonal eigenvectors of ATA. The orthogonal matrix U has dimension as

M×M, while the orthogonal matrix V has dimension as N×N. The eigenvalues

(λ1,...,λr) of AAT are the eigenvalues of ATA, where r=N×N.

For A with rank ρ, the singular value S = diag(σ1,σ2,...,σρ) satisfies σ1>σ2>...

σρ >σρ+1=...= σn=0, where σi =
√
λi: i=1,...,n and n=M×N. The matrix S con-

tains non-negative diagonal elements in descending arrangement and has similar

dimensions as A. All eigenvalues of a positive matrix are non-negative.

The three matrices after SVD decomposition of M×N matrix are illustrated as

follows.
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SVD has many algebraic properties that are very much desirable for different

image processing functions like image coding, image enhancement and image

reconstruction. These properties are explained as follows:

• Transpose.

A matrix A and its transposed AT have the same non-zero singular values.

• Translation.

A matrix A and its translated counterpart Atr have the same non-zero singular

values. Atr is obtained from A after adding some rows and columns of zero

(black) pixels.

• Flipping.

A matrix A and its flipped counterpart Af have the same non-zero singular

values. Af is obtained from A after flipping around vertical axis and horizontal

axis.

• Rotation.

A matrix A and its rotated counterpart Ar have the same non-zero singular

values. Ar is obtained from A after rotation in arbitrary angle θ.

• Scaling.

For a matrix A of dimension M×N that has the singular values (σ1,σ2,...,σn);

its scaled counterpart As has the singular values equal to (σ∗

i

√
SrowScolumn)

where Srow is the scaling factor of rows and Scolumn is the scaling factor of

columns.
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• Stability.

Let A and B are two matrices each of dimension M×N and their correspond-

ing singular values are (σ1,σ2,...,σn) and (ν1,ν2,...,νn), respectively. Then, a

relation of |σi-νi|6 ‖A-B‖2. This relation indicates that the singular values of

a matrix have high stability; the variation of its singular values due to little

disruption is not grater than 2-norm of disturbance matrix.

Moreover, SVD provides many attractive properties correlated to HVS. Singu-

lar values stand for the luminance of the image while variance measures the

relative contrast and smoothness of the intensity in the image [7].

All of the mentioned properties of SVD are desirable for designing watermark-

ing algorithms that are particularly preserving perceptual quality of host image

and watermarking robustness to geometric attacks. Little disruption in singular

values do not cause noticeable image quality distortion, as well the geometric

properties of singular values do not get modified after exposing to different

kind of geometric image processing attacks [7][60].

b Discrete Wavelet Transform (DWT)

Wavelet transform decomposes a signal into a set of basic functions called wavelets.

Wavelet is a finite interval function with zero mean suited to analysis of transient

signals. Wavelets are general way to represent and analyze multi-resolution im-

ages, and are as well applied to 1D signals. In signal processing and especially in

the domain of medical applications, wavelets make it possible to remove noise

and to recover weak signal from noise. As well, in the domain of the Internet

communication, wavelets are useful for image compression.

The discrete wavelet transforms a discrete time signal to a discrete wavelet

representation. Indeed, it converts an input series (x0,x1,...,xn), into one low-pass

wavelet coefficient series (L) and one high-pass wavelet coefficient series (H) of

length n/2 for each. These chains are given according to the equations 1 and 2,

respectively.

Li =

k−1
∑

n=0

x2i−n × tn(z) (1)

Hi =

k−1
∑

n=0

x2i−n × sn(z) (2)

where tn(z) and sn(z) are called wavelet filters, k is the length of the filter, and

i=0, ..., [n/2]-1. The choice of the filter determines the shape of the wavelet that

uses to perform the analysis.

DWT has gained widespread use in image processing and image compression

due to their inherent multi-resolution decomposition. The multi-resolution anal-

ysis involves analyzing the signal at different frequencies and giving different
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resolutions. The multi-resolution analysis gives good frequency resolution and

poor time resolution for low frequency components of the signal, while it gives

good time resolution and poor frequency resolution for high frequency compo-

nents of the signal.

For multi resolution decomposition of an image A of dimension M×N, the

DWT decomposes down an image into four sub-bands LL, HL, LH and HH in

first level. Each sub-band has dimension M×N, such as LL={LL(i,j): 06 i 6M ,

06 j 6N}. LL(i,j) represents a pixel value located in i-th row and j-th column in

sub-band LL.

The LL is the Low-Low (approximation) sub-band. It indicates the major en-

ergy of an image that is concentrated in the lowest frequency coefficients. While,

LH is Low-High (horizontal detail) sub-band, HL is High-Low (vertical detail)

sub-band and HH is High-High (diagonal detail) sub-band give the missing de-

tails (finest scale) coefficients. The approximation band (LL) has high-scale, low

frequency components of the signal, while each of the details sub-bands (HL,

LH and HH) has low-scale, high frequency components of the signal.

If further decomposition is desired, the sub-band LL can be further decom-

posed down into four sub-bands LL2, HL2, LH2 and HH2. The progression is

sustained until a preferred level is reached. The two-level wavelet decomposition

of gray-scale Lena image is shown in figure 12.

Figure 12: The single-level 2-D discrete wavelet transform (DWT) of gray-scale Lena im-
age.
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For the purpose of analyzing and synthesizing a host signal, DWT offers ade-

quate information and needs a reduced amount of computation time. For decom-

position, Haar wavelet has been used. The Haar wavelet transform has numerous

benefits. It is abstractly easy, fast, memory competent and accurately reversible

without edge effects that are issues with other wavelet transforms. Haar trans-

form is executed in two step: horizontal separation and vertical separation.

• Horizontal separation.

In horizontal separation the low band (L) and the high band (H) are con-

structed. The (L) band is computed by adding the values of adjacent pixels,

while the (H) band is computed by subtracting the values of adjacent pixels.

The process of computing band (L) and band (H) is illustrated in figure 13.

• Vertical separation.

In vertical separation the Low-Low band (LL), High-Low band (HL), Low-

High band (LH) and High-High band (HH) are constructed. The (LL) band

is computed by adding the values of adjacent results in band (L) that is gen-

erated in horizontal separation step, as well the (LH) band is computed by

subtracting the values of each adjacent results in the band (L). The (HL) band

is computed by adding the values of adjacent results in band (H) that is gener-

ated in horizontal separation step, as well the band (HH) which is computed

by subtracting the values of each adjacent results in band (H). The process of

vertical separation is illustrated in figure 13.

Figure 13: Harr wavelet transform steps.
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As example, let A is a host image of dimension 4×4

A =

















20 21 32 65

12 43 45 55

32 17 53 34

23 12 32 21

















Then, the first horizontal separation (H) and first vertical separation (V) are

illustrated as follows:

H =

















41 97 −1 −33

55 100 −31 −10

49 87 15 19

35 53 11 11

















V =

















96 197 −32 −43

84 140 26 30

−14 −3 30 −23

14 34 4 8

















Thus, the 2nd level DWT of A is illustrated as follows:

ADWT =

















517 −157 −32 −43

69 −45 26 30

−14 −3 30 −23

14 34 4 8

















Wavelet domain is a promising domain for watermark embedding as it allows

good localization both in time and spatial domain. Those regions make it easier

to enhance the robustness of the watermark are selected for the embedding pur-

pose. Some parameters of the multi-resolution decomposition of the image using

DWT are correlated to the HVS. DWT provides a proper spatial localization and

decomposes an image into horizontal, vertical and diagonal dimensions repre-

senting low and high frequencies [82]. The energy distribution is concentrated in

low frequencies, while the high frequencies cover the missing details. Since the

human eye is more sensitive to the low frequency coefficients, so embedding the

watermark on high frequency coefficients causes less visual distortion in image.

c Discrete Cosine Transform (DCT)

DCT is another kind of transform domain method, that it uses the cosine func-

tion as a kernel. DCT transforms an image from spatial domain to frequency
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domain by 2D DCT allowing also to restore from DCT domain to frequency

domain by applying inverse 2D DCT.

For an image A of dimension M×N, that is represented as a function f(i,j) of

two space variables i and j: (i=0,1,...,M-1 , j=0,1,...,N-1), the 2D DCT is obtained

according to equation 3, while the inverse is obtained according to equation 4.

C(u, v) = αuαv

M−1
∑

i=0

N−1
∑

j=0

f(i, j)cos
π(2i+ 1)u

2M
× cos

π(2j+ 1)v

2N
(3)

f(i, j) =
M−1
∑

u=0

N−1
∑

v=0

αuαvC(u, v)cos
π(2i+ 1)u

2M
× cos

π(2j+ 1)v

2N
(4)

Where C(u,v) is DCT coefficient of image f(i,j) at position (u,v), M×N is the

dimensions of image f(i,j), u and v are the horizontal and the vertical positions

(u=0,1,...,M-1 , v=0,1,...,N-1). The values of αu and αv are obtained according to

equations 5 and 6, respectively.

αu =







√

1/M,u = 0
√

2/M, 1 6 u < M− 1
(5)

αv =







√

1/N,u = 0
√

2/N, 1 6 u < N− 1
(6)

Basically, the 2D DCT process transforms the spatial pixels of an image block

sized n×n into frequency domain coefficients. The result is n×n coefficients ma-

trix consisting in one coefficient called DC and 2n-1 coefficients called ACs. Fig-

ure 14 presents the location of DC coefficient and the locations of ACs coefficients

in the resulted matrix.

Figure 14: Elements of 2D DCT process.

The DC coefficient for each 8×8 sub-block can be computed in spatial domain

according to equation 7 [97].

DC =
1√

M×N

M
∑

i=1

N
∑

j=1

f(i, j) (7)
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where a partitioned block is represented as a function f(i,j) of two space vari-

ables i and j (i=1,2,...,8 , j=,2,...,8); f(i,j) represents the value of pixel at position

(i,j).

The value of DC coefficient in 8-bit depth image depends on the size of the

processed block. For a 8×8 block, the DC coefficient ranges [-1024-1016] after

shifting the pixels values by 128.

The properties of DCT coefficients create new space of features for object de-

scription, where DCT process organizes information by order of importance to

the Human Visual System (HVS). The most important values to human eyes will

be placed in the upper left corner of the coefficients matrix, while the least im-

portant values will be mostly in the lower right corner of the coefficients matrix.

From the perspectives of texture analysis and HVS, the DC coefficient expresses

the average information of the overall magnitude of the processed block and

used as a fine property to define the energy of a given block [97]. A high-energy

block is more textured than a low-energy block.

2.6.3 Spread-spectrum domain

Spread-spectrum method refers to the transmission of a narrow-band signal over

a much larger bandwidth. The signal strength is expressed by the frequency of

signal; low frequency signal has much energy than high frequency signal. In

spread spectrum based-watermarking, the watermark is embedded in percep-

tually significant spectrum to enhance the robustness. As well, long random

vector of low energy are used as watermark to avoid artifacts, to enhance the

imperceptibility, robustness and security. In the watermark embedding process

the watermark is spread over many frequency bins in such a way the change

of energy in any bin will be very small and almost undetectable. In watermark

extraction, these many weak signals are combined and result with single wa-

termark. Usually, the watermark verification process knows the locations and

the content of the embedded watermark. Spread-spectrum can be used for both

spatial and frequency domains.

2.7 attacks on digital images

Various attacks can be applied on digital watermarking system. These attacks

can be classified mainly into two categories: unintentional and intentional (mali-

cious) attacks. The unintentional attacks combine all attacks that aim to remove

or destroy the watermark from watermarked data. These attacks can be divided

into two groups: removal and geometric attacks.
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The intentional attacks combine all attacks that aim to alter the embedded

watermark, to embed another watermark in watermarked data, to disable the

watermark from fulfilling its purpose or to destroy the secret key that is used in

watermarking scheme. These attacks can be divided into two groups: property

and cryptographic attacks.

Most of unintentional attacks are simulated by StirMark benchmark [80]. This

software introduces most kind of attacks that may be applied on images. More

clarification about these attacks is illustrated in this section.

2.7.1 Removal Attacks

• JPEG compression

JPEG compression involves a lossy representation of the processed pixels; less

memory is needed to represent these pixels, with quality factors ranging from

0-100 [51]. The compression ratio is calculated using equation 8.

compression ratio =
pixel’s value
quality factor

(8)

The JPEG compression leads to a general loss in sharpness, reducing edge

clarity, loss of color detail when the quality factors tend to 0. As example,

JPEG(8) is a lossy representation of the processed pixels by quality factor=8.

• Median filtering

Median filter attack operates over M×N pixels to replace each pixel’s value

with the median intensity of its region. As example, Median(5) operates over

5×5 pixels to replace each pixel’s value with the median intensity of its region.

• Gaussian noise

Gaussian noise manipulates the variations of the intensity drawn from a Gaus-

sian normal distribution. The noise value is added to the pixels of the input

image. Its amount can be adjusted by a single parameter ranging from 0 to 100

where 0 means no noise and 100 means completely random image [51]. As ex-

ample, Noise(20) adds the noise value=20 to the pixels of the host image.

• Histogram equalization

Histogram equalization involves transforming the intensity values so that the

histogram of the output image approximately matches a specified histogram

(enhancing the contrast of image to cover all possible gray levels). The ideal

histogram flat same number of pixels at each gray-level. The ideal number (Id)

of pixels at each gray-level is calculated according to equation 9.

Id =
M×N

L
(9)
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where M×N is the size of image and L is the number of gray-levels.

The contrast of image is the difference between maximum and minimum pixel

intensities (pixel’s value) in an image, and it expresses the separation between

the darkest and the brightest areas of the image. Increasing contrast increases

the separation between dark and bright, making shadows darker and high-

lights brighter.

• Sharpening

Sharpening refers to an enhanced version of gray-scale or RGB image. Increas-

ing sharpness, increases the contrast only a long/near edges in the image

while other areas are left without any change.

• Blurring

Blurring attack is an opposite process of sharpening, the effect of blurring

attack is to attenuate the high spatial frequencies. Basically, blurring process

involves spreading out the information from each point into the surrounding

points. The high-frequency components of the image were removed after this

process. This process called convolution, where the mathematical operation

of convolution corresponds to multiply the Fourier transform of the image

with that of the convolution kernel. So convolution in ordinary space corre-

sponds to multiplying the various frequency components of the image by a

filter function (in frequency space).

2.7.2 Geometric Attacks

• Rotation

This attack rotates a set of pixels by an angle θ either counterclockwise or

clockwise about the origin. The function form of rotation is x’=xcosθ + ysinθ

and y’=-xsinθ + ycosθ. Theses functions can be written as a matrix form as

follows:











x ′

y ′

1










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









cosθ sinθ 0

−sinθ cosθ 0

0 0 1





















x

y

1











=











xcosθ+ ysinθ

−xsinθ+ ycosθ

1











where θ specifies the angle of rotation. As example, Rot(10) rotates a set of

pixels clockwise by an angle θ=10 about the origin.

• Translation

Translation moves a set of pixels as fixed distance in x and y directions. The

function form of translation is x’=x+a and y’=y+b, and written in a matrix form

as follows:
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
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
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
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where a specifies the displacement along the x-axis and b specifies the dis-

placement along the y-axis. As example, translation(5) moves a set of pixels at

fixed distance (5) in (y) direction.

• Scaling

This attack scales a set of pixels up or down in the x and y directions. The

function form of scaling is x=Sxx and y’=Syy, and written in a matrix form as

follows:











x ′

y ′

1










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








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
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


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=










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1











where Sx specifies the scale factor along the x-axis and Sy specifies the scale

factor along the y-axis. As example, scale(0.2) scales a set of pixels up and

down in the x and y directions by 0.2.

• Affine transformation

Affine transformation involves twisting the image vertically and horizontally,

where the transformations convert the pixels between the x and y directions.

The function form of Affine transformation is x’=a11x+a12y+a13 and y’=a21x+a23y+a23,

and written in matrix form as follows:
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




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


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
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where T is the transformation matrix, where a11, a12,a13, a21, a22, a23 are real

numbers.

An affine transformation ensures two principles: (1) the co-linearity, where all

pixels lying on a line initially still lie on a same line after the transformation

and (2) the relative amount of distances, where a midpoint of a line remains

the midpoint of same line after the transformation. In StirMark [80], the used

parameter configurations are from [1-8]. These parameters represent the lists

of the parameter configurations for the inverse transformation matrix used for

the StirMark test stretching in x-direction.
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• Cropping

This attack crops the image by defining four elements that represent the posi-

tion vector of the form [xmin, ymin, width, height] that specifies the size and

the position of the crop rectangle. The function of cropping includes row/col-

umn removal. As example, in Crop(50) the processed image is cropped to 50%

of the original size.

• Remove Lines (RML)

This attack removes lines in both vertical and/or horizontal directions. This

manipulation removes set of pixels in distinct rows/columns of the processed

image. The amount of removed rows/columns can be adjusted by a parame-

ter α ranged from 10 to 100, which corresponds to the frequency of removing

lines, where α means remove one line in the entire α lines and then the dimen-

sions of the output image are reduced [51]. As example, RML(10) removes one

line in the entire 10 lines horizontally and vertically.

• Latest Small Random Distortions (LATESTRNDDIST)

LATESTRNDDIST attack applied a bilinear transformation to the image by

moving its corners by a small random amount. Experiment transforms on

the host image can be achieved with different parameters. With the actual

version of StirMark, also here in Latest Small Random Distortions a single

parameter, representing a multiplier for the default parameters, is used to

adjust the intensity of the attack. The parameters can be chosen as the set

{0.6,1.0,1.4,1.8,2.2,2.6,3.0,3.4,3.8,4.2}.

2.7.3 Property Attacks

• Collusion

In this attack, the attacker uses several copies of one part of digital data, each

with a different watermark, to construct a copy of digital data with no water-

mark. This attack can be defined as unauthorized removal attack.

• Forgery

The attacker tries to embed a new watermark of their own rather than remove

the embedded one. This attack can be defined as unauthorized embedding

attack.

• False-positive

This attack involves that the attacker can extract the watermark without hav-

ing a full knowledge about the embedding algorithm. Indeed, the attacker can

detect watermark in digital data that is actually unmarked and has not actu-

ally belonged to the authorized owner. This problem encourages malicious
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owner in claiming other unauthorized data by generating his own watermark

easily. This attack can be defined as unauthorized extraction attack.

2.7.4 Cryptographic Attacks

One of the main cryptographic attacks that affects on digital watermarking

systems is the brute-force. This attack is trial-and-error method used to rec-

ognize some information related to the digital watermarking system. It gener-

ates all guesses as to the value of desired information until finding the correct

guess. Digital watermarking system fails if the attacker is able to guess the se-

cret or public key is used in embedding/extraction processes. The resistance

of watermark against brute-force attack depends on the length of used key or

other information. Longer key is more resistant.

2.8 digital image watermarking performance met-

rics

The performance of any image watermarking system in terms of impercepti-

bility, robustness and embedding rate is expressed using well-known metrics,

namely: Peak Signal-to-Noise Ratio (PSNR), Structure SIMilarity (SSIM), Nor-

malized Correlation coefficients (NC), Bit Error Rate (BER) and Embedding Rate

(ER) [106][133]. The description of these metrics are illustrated in this section.

2.8.1 Imperceptibility

The PSNR and SSIM are two common metrics used to express the performance

of an image watermarking approach in term of imperceptibility.

• PSNR measures the ratio between the maximum possible power of a signal

and the power of corrupting noise that affects the fidelity of its representation

using Mean Square Error (MSE). In image watermarking the PSNR expresses

the perceptual quality of the watermarked image with respect to the original

image. Higher PSNR proves that the embedded watermark is highly imper-

ceptible and cause less quality degradation in the original image. MSE is com-

puted according to equation 10 and the PSNR in decibels (dB) is calculated

according to equation 11.

MSE(I, Ī) =
1

M×N

M
∑

i=1

N
∑

j=1

(Iij − Īij)
2 (10)
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PSNR(I, Ī) = 10 log10

[

2552

MSE

]

dB (11)

Where Iij is the pixel (ij) in the original image I and Īij is the pixel (ij) in the

watermarked image Ī, M×N is the size of image.

• SSIM measures the similarity between two images in a perception-based model

that considers image degradation as perceived change in structural informa-

tion. The structural information is the carried information from the inter-

dependencies between the adjacent spatial pixels of image. These inter-dependencies

between adjacent spatial pixels have much information about the structure of

objects in the visual perception scene. SSIM is calculated by incorporating im-

portant perceptual characteristics including the luminance masking and the

contrast masking. Luminance masking whereby image distortions tend to be

less visible in bright regions in the image, while contrast masking whereby dis-

tortions become less visible in highly significant activity or textured regions

in the image. The SSIM is computed according to equation 12 and the mean

of SSIM also computed according to equation 13.

SSIM(I, Ī) =
(2µIµĪ +C1)(2σIĪ +C2)

(µ2
I + µ2

Ī
+C1)(σ

2
I + σ2

Ī
+C2)

(12)

mSSIM(I, Ī) =
1

M×N

M
∑

i=1

N
∑

j=1

SSIM(Iij, Īij) (13)

Where µI is the average of original image I, µĪ is the average of watermarked

image Ī, σIĪ is the covariance of I and Ī, σ2
I is the variance of I, σ2

Ī
is the vari-

ance of Ī; C1=(K1L)
2,C2 = (K2L)

2 are two variables to stabilize the division

with weak denominator (L the dynamic range of the pixel-values (typically is

2#bitsperpixel-1), K1=0.01 and K2=0.03) [120], M×N is the size of image.

The PSNR and the MSE present an inconsistency with the principles of HVS;

they only estimate absolute errors between two images. Using SSIM is more

useful to measure the imperceptibility performance of any image watermark-

ing approach.

2.8.2 Robustness

NC and BER are two common metrics used to express the performance of an

image watermarking approach in terms of robustness.

• NC measures the similarity (or distance) between the original watermark and

the extracted one. To compute the similarity between two images that varies in
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brightness and template, both images are initially normalized by subtracting

the mean value and then each one is divided on its variance. The NC ranges

between [1,-1]; if NC=1 this means that two images are absolutely identical,

if NC=0 this means that two images are completely dissimilar, if NC= -1 this

means that two images are completely anti-similar. NC is computed according

to equation 14.

NC(w, w̄) =

M
∑

i=1

N
∑

j=1

(wij − µw)× (w̄ij − µw̄)

√

√

√

√

M
∑

i=1

N
∑

j=1

(wij − µw)2

√

√

√

√(

M
∑

i=1

N
∑

j=1

(w̄ij− µw̄)2

(14)

Where wij is the (ij) pixel in the original watermark w, w̄ij is the (ij) pixel in

the extracted watermark w̄, µw is the mean of the original watermark w, and

µw̄ is the mean of the extracted watermark w̄, M×N is the size of watermark

image.

• BER: measures the percentage of erroneous extracted watermark bits to the

total number of original watermark bits. Lower BER expresses high robustness

of watermark against different attacks. BER is computed according to equation

15.

BER(w, w̄) =
1

M×N

[

M
∑

i=1

N
∑

j=1

(w(i, j)
⊕

w̄(i, j)

]

× 100 (15)

Where w(i,j) represents the pixel (i,j) in the original watermark w, w̄(i,j) rep-

resents the pixel (i,j) in the watermarked image (w̄) and M×N is the size of

watermark.

2.8.3 Embedding Rate Measures

• Embedding rate (ER), which is also called watermark payload, measures the

percentage of the embedded data (i.e. watermark bits or watermark coeffi-

cients) in the whole host image [133]. An ideal algorithm exhibits excellent

performance if it achieves higher watermark payload, higher imperceptibility

and higher robustness. Moreover, higher watermark payload usually result

in a better resolution of tamper localization. The embedding payload is com-

puted according to equation 16.

ER =
T

M×N
(16)
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In equation 16, T is the total number of embedded secret bits and M×N is the

size of the host image.

2.9 digital image watermarking benchmark

Stirmark Benchmark is a generic tool for simple robustness testing of image wa-

termarking algorithms [80]. It introduced removal and geometric distortions to

de-synchronize image watermarking algorithms. The first version of StirMark

was published in 1977, then several versions followed improving the original at-

tack by introducing a longer lists of tests. The goal of StirMark is introducing

automated independent public service with extended evaluation profiles to eval-

uate quickly watermarking libraries. StirMark Benchmark 4.0 is freely available

as binary and C/C++ source code. This program can easily be compiled using

the freely available Microsoft Visual Studio Express1.

2.10 conclusion

Three generic techniques are proposed to protect multimedia data: cryptogra-

phy, steganography and watermarking. Cryptography techniques cannot help

the owner of digital content to monitor how a legitimate user handles the con-

tent after decryption, where digital watermarking can protect content even after

it is decrypted. Steganography and watermarking are the main techniques in

information hiding field. Each involves hiding secret information called a wa-

termark into a digital data such that watermark can be detected or extracted

later. In watermarking, the important information is the digital data itself and

the watermark is used as an assertion about the digital data. Thus, any digital

watermarking approach must prevent an attacker from removing or modifying

or replacing watermark in the watermarked data. Whereas for steganography,

the watermark is the important information, thus any steganography approach

must hide the presence of watermark in the watermarked data.

Digital watermarking has much interest than other protection techniques due

to the increase in concern over authenticity, integrity and copyright protection of

digital content. The motivations toward digital watermarking, the requirements

of digital watermarking systems and the framework of digital watermarking

are illustrated in this chapter. As well, classification of digital watermarking,

the different digital image watermarking techniques, the principles of various

attacks on digital image watermarking systems, the set of metrics that are used

to evaluate the performance of digital image watermarking and the common

benchmark are also presented in this chapter.

1 Microsoft Visual Studio Express, https://www.visualstudio.com/
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3.1 introduction

We introduce through this chapter several image watermarking approaches that

are proposed in the literature aiming to provide images authentication and iden-

tification. The proposed watermarking approaches are designed either in spatial,

transform and hybrid domains.

Some of these approaches are especially designed to provide images authenti-

cation and identification in sensitive types of applications such as telemedicine

applications or remote sensing imaging systems. In these applications, image

authentication and identification require no significant change on the original

data for diagnosis purposes in case of telemedicine applications or for decision

making in case of remote sensing imaging systems. The destining of any of

the proposed zero-watermarking approaches is based on extracting robust and

unique features from host images to build a zero-watermark.

The other types of the proposed watermarking approaches are used to pro-

vide medical, natural gray-scale or color images authentication. Any of the pro-

posed approaches is based on analyzing various image characteristics that are

correlated to the HVS to define significant visual locations/coefficients in host

image for embedding watermark with high imperceptibility and robustness. As

well, different AI techniques are used in some of the proposed watermarking

approaches to optimize some parameters that are used to the watermark em-

bedding process and the related issues. These parameters have significance in
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identifying the best location/coefficients among many alternatives to hold wa-

termark, and to control the amount of watermark bits that can be embedded in

different locations/coefficients without causing noticeable image quality distor-

tion or fragility against different attacks.

The focus of each of the proposed approaches, the images features that can be

used either to build a zero-watermark or to define significant visual locations/-

coefficients in host image. The experiments result are discussed in this chapter.

At the end of each section, several aspects are considered to synthesize the speci-

fication of each approach. These aspects including the type of images tested, the

approach target, the domain based, the robustness ratio, the lossy/lossless, the

computational complexity and the execution time. For analyzing the computa-

tional complexity of each approach, the O-notation is mostly considered because

it gives an upper limit of the execution time (i.e. the execution time in the worst

case). The performance of each approach is tested on host images I of dimensions

M×N, where M is the height of image and N is the width of image.

This chapter is organized as follows. Section 3.2 presents several zero-watermarking

approaches and then section 3.3 presents many digital watermarking approaches

that aim to provide an authentication and an identification for medical images

and other kinds of images. Finally, we conclude this chapter in section 3.4.

3.2 zero-watermarking based approaches

Many zero-watermarking approaches have been proposed to address the is-

sues of identification, authentication and integrity control. Designing any zero-

watermarking approach is based on extracting robust and unique features from

host images to build a zero-watermark. These features are inferred from the

properties of spatial or frequency domains and most of them are correlated with

the principles of HVS. The texture property, the singular values in SVD trans-

form, the energy distribution of DWT low frequency and the importance of im-

age information expressed by means of DCT coefficients are examples of images

features that are used to generate a zero-watermark. Additionally, Polar Com-

plex Exponential Transform (PCET), Quaternion Exponent Moments (QEMs),

and Bessel-Fourier moments [123] are three transformation methods that pro-

vide some robust features that are exploited to build a zero-watermark for image

authentication.

In the following paragraphs, some of zero-watermarking approaches, the ex-

tracted features that are used to build a zero-watermark and the experiments

results are presented. At the end of this section, several aspects are considered

to synthesize the specificity of each approach.

Authors in [115] proposed a robust zero-watermarking based on Polar Com-

plex Exponential Transform (PCET) [83] and logistic mapping [119]. The pro-
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posed approach started by scrambling the watermark image W using Arnold

scrambling method [52] and seed S to improve the robustness, the result is WS.

Then, the PCET is applied on the original image I to obtain the PCET coefficients.

The logistic map is then used to select randomly a set of PCET coefficients to

construct a feature vector ~A. The vector ~A is converted into 1D-binary sequence,

and the resulted sequence is reshaped as 2D feature image IF. XOR operation be-

tween the feature image IF and the scrambled watermark image WS is applied to

generate a verification zero-watermark image WV . The hash value HVSK of the

WV , the seed S, and the secret key K that is used in the logistic mapping method,

is computed using Message-Digest 5 (MD5) algorithm [110]. Subsequently, the

timestamp T is added to HVSK to generate HVSKT . The HVSKT becomes a unique

identification for generating zero-watermark and is sent to a trusted third-party

via secure channel. The zero-watermark verification process starts by verifying

the validity of the security parameters: WV , seed S, and secret key K. If these

parameters are validated, then the feature vector ~A∗ from the attacked image

I∗ is constructed using PCET method and logistic map key K. The 1D-binary

sequence of the extracted feature vector A∗ is reshaped into 2D-feature image

I∗F. XOR operation between I∗F and WV is applied to generate a scrambled water-

mark image W∗

S, and a reverse Arnold transformation using seed S is applied to

obtain the verified watermark image W∗. The bit error rate between the original

watermark W and the extracted one W∗ is calculated to verify the robustness of

the zero-watermark. The BER is ranged between 6.9-10.2% against cropping and

rotation attacks, while it is ranged between 1.2-6.4% against scaling, compres-

sion, noise, sharpening and blurring attacks.

In [95], the authors proposed a zero-watermarking technique to provide unique

identification, authentication and integrity verification of medical images. The

proposed technique involves extracting robust features from DWT and SVD co-

efficients to generate a unique identification code from fundus images. The ap-

proximation sub-band LL of DWT process is more robust against image process-

ing attacks compared to the details sub-bands (LH, HL and HH). The coefficients

values of LL sub-band change less comparing with other sub-bands. As well, the

singular values of any matrix are unique and they are less affected by image

processing attacks. These unique features of DWT coefficients and singular val-

ues are used to build a unique identification code, which after is combined with

the patient ID strategically to produce the master share. The proposed technique

is implemented in three forms. In the first form, the host image is transformed

by 1-level DWT to generate (LL, LH, HL and HH) sub-bands. Then, the LL sub-

band is partitioned into set of non-overlapping blocks, and for each block the

first singular value is selected to build a matrix M. X-OR function is performed

between the encrypted form of matrix M and the binary watermark to generate

a new matrix, which will be encrypted using Arnold Cat Map [55] to generate
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a master share K. In the extraction process, a unique identification code is also

generated from unique features of the host image. The generated code and the

received master share are combined to obtain the patient’s details. The host im-

age is transformed using 1-level DWT, then the LL sub-band is partitioned into

set of non-overlapping blocks. For each block the singular values are extracted,

and the first singular value in each block is selected to build a matrix M*. X-OR

function is performed between the matrix M* and the decrypted master share

K* to extract the watermark, related to the patient’s details. The implementation

of the second form of the proposed technique is similar to the first form, the

difference is in the first step where the host image is initially divided into set of

non-overlapping blocks and for each block the DWT is applied. The third form

of the proposed technique partitioned the host image into set of non-overlapping

blocks and for each block the singular values are computed to build the matrix

M. The same implementation as in the first form of the proposed technique is

implemented. The proposed approach is tested to measure its performance in

terms of robustness against different attacks. In case of blurring attack, the NC

was 0.69 and the BER was 7.3%. In cases of sharpening, histogram equalization,

filtering and JPEG compression, the NC was ranged 0.85-1 and the BER did not

exceed 2.6%.

In [94], the authors proposed a zero-watermarking approach based on Non-

Uniform Rectangular Partition (NURP) [100]. In NURP domain, the host image

is partitioned into different rectangle grids and some bivariate polynomials over

partitioned grids are obtained to represent the pixels of host image. The NURP

is a useful technique to describe the image texture property, where the rectangle

number in each partitioned grid expresses image texture. In the proposed ap-

proach, a zero-watermark is constructed by performing NURP on the host image

to obtain the rectangles numbers of each 8×8 block. These numbers are stored

in a feature matrix, which is then used as a zero-watermark. The generated zero-

watermark and the original binary watermark are used in the extraction process.

To enhance the robustness, the Arnold scrambling method [52] is applied. In

the extraction process, the Speed-Up Robust Features (SURF) algorithm [10] is

applied on attacked host image to recover the host image. Then, the NURP is

applied on the recovered image to get the attacked feature matrix. This matrix

is scrambled inversely using the same Arnold key k and a comparison between

it and the original one is held to extract the scrambled binary watermark W’.

Finally, W’ is scrambled inversely using the same Arnold key k to recover the

attacked binary watermark. The proposed approach is tested in terms of robust-

ness against different attacks. The NC was ranged 0.86-0.98 and the BER did not

exceed 10.9%.

The authors in [114] proposed a color image zero-watermarking approach

based on Quaternion Exponent Moments (QEMs) algorithm [118]. The proposed
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approach aims to extract a set of robust features from the original color image I

to build a zero-watermark image. The proposed approach consists of two main

processes. The first process is zero-watermark generation and the second pro-

cess is zero-watermark verification. In the first process, the original watermark

W is scrambled using quasi-affine transform [136] and seed S1 to enhance the

robustness of the whole watermarking system, the result is WS. Then, the QEMs

of the original image is computed and a set of extracted moments are selected

randomly using a secret key S2. The magnitude of the selected moments are

represented as ~A. ~A is rearranged into two-dimensional feature image IA and a

binary feature image IF from IA is obtained based on a defined threshold using

Otsu’s method [126]. XOR operation between the feature image IF and the scram-

bled watermark image WS is applied to generate the zero-watermark image ZW .

For copyright protection, the digital signature for ZW , S1 and S2 is computed

using the digital signature function (SignOSK) [19] and it is sent to a trusted

third-party via secure channel. In the second process, zero-watermark verifica-

tion is started by verifying the digital signature and validating the security pa-

rameters ZW , S1 and S2. Once these parameters are validated, then the QEMs

for the attacked image I∗ is computed. After that, a set of robust QEMs are se-

lected randomly using the secret key S2. These moments are represented as ~A∗.
~A∗ is rearranged into two-dimensional feature image I∗A, then a binary feature

image I∗F is obtained. XOR operation between I∗F and ZW is applied to extract

the scrambled watermark image W∗

S. The retrieved watermark image W∗

S is in-

versely scrambled to obtain the attacked watermark image W∗ using seed S1.

The proposed approach resisted against various attacks and worked properly

with different geometric attacks except cropping large scale of original images.

The BER ranged 0-1.8% against non-geometric attacks, 1.2-7.5% against rotation

attack and 12.4% against cropping attack.

In [33], a new zero-watermarking copyright authentication approach based on

Bessel-Fourier moments [123] is proposed. In this approach, the host image I

is normalized for its translation and scaling, then the Bessel-Fourier moments

of the normalized image is computed. The magnitudes of the computed Bessel-

Fourier moments are used to construct a feature vector~F, which is then converted

into 1D-binary sequence F. The binary sequence F is reshaped into 2D-matrix to

generate the feature image IF. For security reason, IF is scrambled using com-

posite chaos method [32] and using seed S. XOR operation between IF and the

original watermark W is applied to generate the verification image IV . For copy-

right protection, the hash value of the generated verification image IV and the

seed S is computed using unidirectional hash function [71] and then combined

with the timestamp T. The result is HVST that is sent to a trusted third-party

via secure channel. In the verification process, the HVST is requested from the

trusted third-party to validate the security parameters: IV , S and T. Once these
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parameters are verified, then the magnitudes of the computed Bessel-Fourier

moments of the attacked image I∗ are used to construct a feature vector ~F∗. ~F∗

is converted into 1D-binary sequence F∗ and then is reshaped into 2D-matrix

to generate the scrambled feature image I∗SF. The I∗SF inversely scrambled using

composite chaos method [32] and using seed S to generate the feature image

I∗F. XOR operation between I∗F and IV is implemented to extract the attacked wa-

termark W∗. The consistency rate between the original watermark W and the

extracted one W∗ is computed in term BER against different attacks. The BER re-

sults are reported in [114], it ranged 1.3-8.9% against rotation attack and reached

21.1% against cropping attack. In case of scaling, noise, compression, blurring

and sharpening attacks the BER ranged 0-1.9%.

The authors in [86], proposed two zero-watermarking approaches based copy-

right protection using DWT and SVD. The rightful ownership using these ap-

proaches is proved mainly by generating two shares: the master share M and

the ownership share O. The first approach divides the host image I into over-

lapping blocks of size 8×8 and then the first level of DWT is applied for each

block. The LL sub-band of each transformed block is selected and followed by

SVD transform to extract a set of robust features of host image that are used to

construct the master share M. Indeed, the higher singular values of each trans-

formed block are used to form a matrix S. Afterward, four random numbers

are generated using Mersenne twister algorithm [67] to pick up two singular

values from matrix S and then the differential classification of randomly picked

singular values is used to build the master share M. If the difference between the

picked singular values is higher than 0 then 1 is placed in matrix M, otherwise

0 is placed. The ownership share O is generated by applying X-OR operation

between the matrix M and the watermark W. The rightful ownership is proved

by extracting the watermark Wa from the attacked image Ia. Wa is extracted

by applying X-OR operation between the extracted master share M from Ia and

the ownership share O provided by trusted third-party. The second approach is

almost similar to the first approach, except that it initially transforms the host

image by DWT and then SVD transform is applied on the partitioned 4×4 blocks

of LL sub-band. The SVD process is applied for each block to generate the master

share M in the same manner than the first approach. The proposed watermark-

ing approaches do not embed the watermark in the host image, but rather they

work as encrypting watermark in the host image without any addition or alter-

ation on the data of the original image. Additionally, the proposed approaches

based on the singular values of LL sub-band as robust features in the host image

to build the master share M, since these elements are least effected with various

attacks. The proposed approaches are tested for their performance in terms of

robustness against different attacks. The NC ranged 0.83-1 in the first approach

and ranged 0.50-0.99 in the second approach.
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The robust features used to build zero-watermark and its impact on the per-

formance of the illustrated zero-watermarking approaches are presented in ta-

ble 3. The specifications of the illustrated approaches are presented in table 4.

The computational complexity and the execution time of the illustrated zero-

watermarking approaches are presented in table 5. The presented execution time

in table 5 represents to the overall running time for each of the illustrated ap-

proaches, as well the presented overall computation complexity in table 5 is

computed after considering the computational complexities for the set of func-

tions or algorithms that are used in the given approach.

Proposed
approach

The robust feature that is used to build a
zero-watermark

The significance of the robust feature on the
performance of the proposed approach

Wang et al.,
2017 [115]

The PCET coefficients encompasses the features of
orthogonality and geometric invariance

These features helps to improve the robustness of the
zero-watermarking algorithm against geometric

attacks; the orthogonality allows for image
reconstruction, while the magnitude of PCET

coefficients are invariant to image rotation and
scaling

Shen et al.,
2017 [94]

The rectangles numbers of host image blocks after
NURP transformation

The rectangles of host image blocks numbers
describe the texture property for each block, this
property helps to improve the robustness of the
zero-watermarking algorithm against different

attacks

Chun-peng et
al., 2016 [114]

The quaternion exponent moments The stability of quaternion exponent moments
against rotation and scaling attacks; the QEMs are

invariant to image rotation and scaling

Gao et al.,
2015 [33]

The magnitude of Bessel-Fourier moments The magnitude of Bessel-Fourier moments have
rotation invariance, this help to improve the

robustness of zero-watermarking against rotation
attack

Singh et al.,
2017 [95] and

Rani et al.,
2015 [86]

The geometric properties of singular values and low
frequency sub-band of DWT of host image

The LL sub-band of DWT and the uniqueness
singular values of host image affect less with image
processing attacks; the singular values and the low
frequency sub-band of DWT do not get modified

after exposing to different kind of geometric image
processing attacks

Table 3: Robust features used in building zero-watermark and their impact on the per-
formance of the proposed zero-watermarking approaches.
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Proposed
approach

Types of images
tested

Objective Domain based Robust or
Fragile

Robustness ratio lossy or
lossless

Wang et al.,
2017 [115]

Natural and
medical (CT)

gray-scale
images

Copyright
verification

PCET Robust BER ranged
1.2-10.2%

Lossless

Singh et al.,
2017 [95]

Fundus (medical)
images

Image
identification

and
authentication

DWT and SVD Robust against
non-geometric

attacks

NC ranged
0.69-1 and
BER<7.3%

Lossless

Shen et al.,
2017 [94]

Natural
gray-scale

images

Copyright
verification

NURP Robust NC ranged
0.86-0.98 and
BER<10.9%

Lossless

Chun-peng et
al., 2016 [114]

Natural color
image

Copyright
verification

Pure
quaternion
numbers [6]

Robust BER<12.4% Lossless

Gao et al.,
2015 [33]

Natural and
medical

gray-scale
images

Copyright
verification

Bessel-Fourier
transform

Robust BER<21.1%
[114]

Lossless

Rani et al.,
2015 [86]

Natural
gray-scale

images

Copyright
verification

DWT and SVD Robust NC ranged
0.50-1

Lossless

Table 4: Specifications of several proposed zero-watermarking approaches.
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coefficients

Proposed
approach

Computational complexity Overall
computational

complexity

Execution time
(seconds)

Wang et al.,
2017 [115] • Complexity of Arnold scrambling method= O(M×N) [52]

• Complexity of PCET= the number of multiplications in the
computation of ω order PCET for I is O(M×N×ω2) [115]

• Complexity of logistic mapping = linear complexity [87]
• Complexity of one-way hash function (MD5)= for (k) bytes

the complexity is O(k) [110]

O(M×N×ω2) 21.84

Singh et al.,
2017 [95] • Complexity of DWT= O(M×N) [122]

• Complexity of SVD= O(min(M×N2,M2×N)) [65]
• Complexity of Arnold Cat Map= O((M×N)3log2M×N) [55]

O((M×N)3log2M×N) 3.5 in the first and
third algorithms

and 20 in the
second algorithm

Shen et al.,
2017 [94] • Complexity of NURP= O(log b): b is the number of parti-

tioned blocks of M×N [56][101]
• Complexity of SURF= O(M×N) [26]
• Complexity of Arnold scrambling method= O(M×N) [52]

O(M×N) Not mentioned

Chun-peng
et al., 2016

[114]

• Complexity of QEMs= O(M×N) [118]
• Complexity of Quasi-affine transform= O(M×N) [136]
• Complexity of Otsu’s method= O(M×N) [8]

O(M×N) 740.51

Gao et al.,
2015 [33] • Complexity of image normalization= O(1) [124]

• Complexity of composite chaos method= linear complexity
[137]

• Complexity of Bessel-Fourier transformation= O(M2×N2)

[33], if the maximum order of Bessel-Fourier moments re-
quired by the feature vector be N

• Complexity of unidirectional hash function= for (k) bytes the
complexity is O(k) [71]

O(M2×N2) 4345.64 [114]

Rani et al.,
2015 [86] • Complexity of Mersenne twister algorithm= O(p2): p is the

degree of the polynomial [67]
• Complexity of DWT= O(M×N) [122]
• Complexity of SVD= O(min(M×N2,M2×N)) [65]

O(min(M×N2,M2×N)) 900 using the first
approach and 90

using the second
approach

Table 5: Computational complexity and execution time of several proposed zero-
watermarking approaches.

3.3 image watermarking approaches using spatial

pixels/transformed coefficients

Several image watermarking approaches are illustrated in this section. These

approaches are presented through three categories; the first category presents a

set of medical image watermarking approaches. The second category presents

a set of natural gray-scale or color images watermarking approaches correlated

to the HVS. The third category presents intelligent natural gray-scale or color

images watermarking approaches correlated also to the HVS.
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coefficients

In each approach: the main idea, the image characteristics that are analyzed

to identify significant visual locations/coefficients in host image to embed the

watermark and the experiments results are presented in this section. At the end

of each category, several aspects are considered to synthesize the specification of

each approach. These aspects include: the type of images tested, the approach

target, the domain based, the robustness ratio, the lossy/looseness, the compu-

tational complexity and the execution time.

3.3.1 Medical Image Watermarking Approaches

In [106], the authors proposed a robust blind medical image watermarking based

on DWT and SVD. The proposed approach aims to provide image authentication

and identification by embedding two watermarks in Region of Interest (ROI) of

medical image. The first watermark is a logo image, while the second water-

mark is text that represents Electronic Patient Record (EPR). Initially, the 2-level

of DWT is applied on the ROI of medical image to generate LL, LH, HL and HH

sub-bands. The LL sub-band is partitioned into set of non-overlapping blocks

and each block is transformed by SVD to generate three matrices U, S and V.

A pair of elements with much closer value in the second and third rows of the

first column of the left singular matrix U are modified using certain threshold to

embed a bit of watermark. The watermarks are extracted blindly from the ROI of

watermarked medical image by comparing the values of elements in the second

and third rows of first column of the left singular matrix U. In this approach, the

hamming Error Correcting Code (ECC) is applied on EPR watermark to reduce

the BER and thus provides better recovery. As well, choosing appropriate thresh-

old is important to achieve high imperceptibility and robustness. The proposed

approach is tested on three types of medical images including X-ray, Computer-

ized Tomography (CT) and mammography. The performance of this approach

is evaluated in terms of imperceptibility and robustness against different attacks.

The perceptual quality of watermarked image in terms of PSNR and SSIM ex-

ceeded 43 dB and 0.95 respectively. The similarity between the extracted and the

original watermarks in terms of NC was ranged 0.89-1 and the BER did not ex-

ceed 4.6% against compression, filtering, noise, sharpening and scaling attacks.

In case of compression and cropping attacks the NC was ranged 0.35-0.71 and

the BER reached 36.0%.

In [108], the authors proposed a blind medical image watermarking approach

based on Fast Discrete Curvelet Transform (FDCuT) and DCT. FDCuT is used

to transform the medical image into low frequency, mid frequency and high fre-

quency sub-bands. The high frequency Curvelet sub-band is partitioned into 8×8

non-overlapped blocks and transformed using DCT. The mid-band frequency

coefficients of high frequency Curvelet sub-band are modified by inserting two
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White Gaussian Noise (WGN) sequences according to watermark bit to generate

a watermarked medical image. The two WGN sequences are generated using

noise generator, each of size equal to the size of mid band frequency coeffi-

cients. In the embedding process, if the watermark bit is zero, then the DCT

mid-band frequency coefficients are modified using WGN. Else, the DCT mid-

band frequency coefficients are modified using WGN sequence for watermark

bit 1. The inverse processes of DCT and FDCuT are applied to generate the wa-

termarked image. In the extraction process, the watermark is extracted blindly

using the correlation between the watermarked image and the two generated

WGN sequences. FDCuT provides high embedding capacity, where the size of

high frequency Curvelet sub-band that resulted after applying FDCuT is equal

to the size of the host image. As well, FDCuT provides better imperceptibility

compared to other transforms, since it represents the image in terms of edges.

Dividing the high frequency Curvelet sub-band into 8×8 non-overlapped blocks

and applying DCT process aim to enhance the robustness. The proposed ap-

proach is tested on four types of medical images including X-ray, Ultrasound

(US), Magnetic Resonant Imaging (MRI) and Computerized Tomography (CT).

The performance of this approach is evaluated in terms of imperceptibility and

robustness against different attacks. The PSNR is calculated to obtain the per-

ceptual quality of watermarked image, as well as NC to evaluate the similarity

between the extracted watermark and the original one. The PSNR reached 55.06

dB and the NC reached 0.99 against different attacks.

In [77], the authors proposed two blind medical image watermarking ap-

proaches based on DCT. In each approach, logo image and Electronic Patient

Record (EPR) watermarks are embedded in the host medical image to provide

copyright protection and image identification. In the first approach, the water-

marks are embedded in Region of Interest (ROI) and Region of Non Interest

(RONI). While, in the second approach the watermarks are embedded in RONI

only and the ROI is kept unmodified for tele-diagnosis purpose. In the proposed

approaches, the 8×8 block based DCT is used to transform the selected regions

and in each 8×8 transformed block two mid frequency coefficients are selected

to embed watermarks. The embedding process is carried out by comparing the

values of selected coefficients, and then modifying them by using a specific em-

bedding factor for embedding bit 0 or bit 1 of the watermarks. The proposed

approaches are tested for their performance in terms of imperceptibility and ro-

bustness against different attacks. The PSNR and SSIM are calculated to evaluate

the perceptual quality of watermarked image, as well the NC and BER are calcu-

lated to obtain the similarity between the extracted watermark and the original

one. The PSNR was ranged 36-48 dB and SSIM reached 0.99. While, the NC

reached 0.99 and BER did not exceed 19.8% against different attacks.
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In [68], the authors proposed a reversible fragile medical image watermark-

ing approach based on DWT and DCT. An adaptive watermarking approach is

employed to identify visual significant coefficients to embed the watermark into

medical images in such a way that it is imperceptible for the HVS. The HVS is

more sensitive to any change in the low frequency coefficients than the high fre-

quency coefficients, as they represent the most significant characteristics of the

host image. The high frequency coefficients give less significant characteristics of

host image and any changes in these coefficients are not easily noticeable by HVS.

In the proposed approach, the first level of DWT is applied on the medical im-

age, the result is the LL, LH, HL and HH sub-bands. The high frequency band

HH, which is the detailed sub-image, is transformed to DCT coefficients. The

average value of the DC coefficients in each DCT block of the host image is com-

puted and used as a scaling factor. The watermark is multiplied with this factor

to get a new watermark coefficients. The new watermark coefficients is added

to the DCT coefficients values to produce new coefficients values. The inverse

processes of DCT and DWT are applied to generate the watermarked image. In

the extraction process both the watermarked and the host images are required

to extract the watermark. The DWT is applied on the watermarked and the orig-

inal images, then the high frequency band of watermarked and original images

after applying DWT are transformed using DCT. As well, the average value of

the DC coefficients in each DCT block of host image is computed and used as

a scaling factor. Subtraction process between the DCT coefficients of host image

and the watermarked image are computed and multiplied by a scaling factor to

create the watermark. The PSNR and NC are calculated to obtain the perceptual

quality of watermarked image in comparison to the original image. The PSNR

was ranged 40-45 dB and the NC reached 1.

In [96], the authors proposed a robust medical images watermarking approach

based on DWT. Multiple watermarks are embedded in the DWT coefficients of

medical image to obtain high robustness. In the embedding process, the host

image is transformed using Haar wavelet transform to get the first and the sec-

ond sub-bands coefficients. Selective coefficients in LH and HL sub-bands of

each DWT level are embedded with Pseudo Noise (PN) bits depending on the

value of watermark bit. The PN sequences are generated according to each wa-

termark bit, and are embedded column wise into the selected DWT coefficients

in each sub-band. The inverse process of DWT is performed to generate the

watermarked image. The watermark extraction process is achieved by finding

the correlation between the coefficients of LH and HL sub-bands of DWT on

watermarked images and the generated PN sequences on each DWT level. The

proposed approach is tested on three types of medical images including Ultra-

sound (US), Magnetic Resonant Imaging (MRI) and Computerized Tomography

(CT). The performance of the approach is evaluated in terms of imperceptibility
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and robustness against different attacks. The perceptual quality of watermarked

image in terms of PSNR reached 37.75 dB, while the similarity between the ex-

tracted and the original watermarks in terms of NC reached 0.75 and the BER

did not exceed 6% against compression, filtering, noise, sharpening and scaling

attacks.

The set of image characteristics that are correlated to the HVS and their impact

on the performance of the discussed watermarking approaches are presented in

table 6 and the specifications of the illustrated watermarking approaches are

presented in table 7. As well, the computational complexity and execution time

of the illustrated approaches are presented in table 8. The presented execution

time in table 8 represents to the overall running time for each of the illustrated

approaches, as well the presented overall computation complexity in table 8 is

computed after considering the computational complexities for the set of func-

tions or algorithms that are used in the given approach.

Proposed
approach

Image characteristics
correlated to the HVS used

The significance of the image characteristics on the performance of
the proposed approach

Thakkar et al.,
2017 [106]

The geometric properties of
low frequency sub-band (LL)

of DWT of host image

The low frequency sub-band (LL) of DWT do not get modified after
exposing to different kinds of geometric image processing attacks.
Then, embedding watermark bits in left singular matrix U of SVD
transform of LL sub-band of DWT improves the robustness against

image processing attacks

Thanki et al.,
2017 [108]

The texture and the brightness
properties obtained from DCT

coefficients, as well the
capacity property of FDCuT

transformation

FDCuT provides high embedding capacity; the size of resulted high
frequency Curvelet sub-band after applying FDCuT is equal to the

actual size of the host image. As well, FDCuT provides better
imperceptibility compared to another transforms, because it

represents the image in terms of edges. Embedding watermark in
the mid coefficients of the high frequency Curvelet sub-band after

applying DCT process enhances the robustness against attacks

Parah et al.,
2017 [77]

The texture and brightness
properties obtained from DCT

coefficients

Embedding watermark in the mid coefficients of DCT of host image
helps to make a balance between the imperceptibility and

robustness rates

Mehto et al.,
2016 [68]

The sensitivity of human eye
to the representations of DWT
sub-bands and the brightness
property obtained from DC

coefficient

Embedding watermark in the DCT coefficients of high frequency
sub-band of DWT gains a balance between the imperceptibility and
robustness rates. The high frequency coefficients of DWT give less
significant characteristics of host image and any changes in these
coefficients are not easily noticeable by HVS, while the average
value of the DC coefficients in each DCT block of host image is

used as a scaling factor to control the robustness of watermarking
approach. The DC coefficient changes less with different attacks.

Singh et al.,
2015 [96]

The correlation between the
HVS and the parameters of the

multi-resolution
decomposition of the host

image using DWT

Since the human eye is more sensitive to the low frequency
coefficients (LL) sub-band of DWT, distributing the watermark on

high frequency coefficients (HL and LH) of DWT causes less visual
distortion in image.

Table 6: Image characteristics correlated to the HVS and their impact on the performance
of several proposed medical images watermarking approaches.
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Approach Types of
images tested

Objective Domain
based

Robust or
Fragile

Blindness Imperceptibility
rate

Robustness
rate

lossy or
lossless

Thakkar et
al., 2017 [106]

Medical
gray-scale
(x-ray, CT,

mammogra-
phy) and

natural color
images

Image au-
thentication

and
identification

DWT and
SVD

Robust Blind PSNR
exceeded 43.0
dB and SSIM
exceeded 0.95

BER<36%
and NC
ranged
0.35-1

Lossy

Thanki et al.,
2017 [108]

Medical
gray-scale
(x-ray, US,

MRI and CT)
images

Copyright
protection

FDCuT
and DCT

Robust Blind PSNR reached
45 dB in
average

NC
reached
0.94 in
average

Lossy
[92]

Parah et al.,
2017 [77]

Medical
gray-scale

(CT) images

Copyright
protection
and image

identification

DCT Robust Blind PSNR ranged
36-48 dB and
SSIM reached

0.99

BER
ranged
0-19.8%
and NC
ranged

0.44-0.99

Lossy

Mehto et al.,
2016 [68]

Medical
gray-scale

(x-ray, MRI
and CT)
images

Provides
patient’s
privacy

DCT and
DWT

Fragile Non-
blind

PSNR ranged
40-45 dB and
NC reached 1

Reversible
water-

marking

Lossless

Singh et al.,
2015 [96]

Medical
gray-scale (US,

MRI, CT)
images

Image au-
thentication

DWT Robust Blind PSNR reached
37.75 dB

BER<6%
and

NC<0.75

Lossy

Table 7: Specifications of several proposed medical images watermarking approaches.

Approach Computational complexity Overall
computational

complexity

Execution
time (seconds)

Thakkar et
al., 2017 [106] • Complexity of 2nd-level DWT= O(M×N) [122]

• Complexity of SVD= O(min(M×N2,M2×N)) [65]
• Complexity of Hamming coding= O(M×N)2 [70]

O(M×N)2 1.24

Thanki et al.,
2017 [108] • Complexity of FDCuT= O((M×N)2log2(M×N)) [15]

• Complexity of 2D-DCT= O((M×N)2log2(M×N)) [74]

O((M×N)2log2(M×N)) 29.95

Parah et al.,
2017 [77] • Complexity of 2D-DCT= O((M×N)2log2(M×N)) [74]

O((M×N)2log2(M×N)) Not
mentioned

Mehto et al.,
2016 [68] • Complexity of 2D-DCT= O((M×N)2log2(M×N)) [74]

• Complexity of 1st-level DWT= O(M×N) [122]

O((M×N)2log2(M×N)) Not
mentioned

Singh et al.,
2015 [96] • Complexity of 2nd-level DWT= O(M×N) [122]

• Complexity of pseudo-random sequences generation PN= O(1)

[46]

O(M×N) Not
mentioned

Table 8: Computational complexity and execution time of several medical images water-
marking approaches.
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3.3.2 Human Visual System Based Image Watermarking Approaches

In [62], the authors proposed a robust and secure image watermarking approach

based on logistic mapping and RSA algorithms. The proposed approach started

by scrambling the watermark using logistic mapping algorithm, and then en-

crypting the scrambling parameters using RSA algorithm to guarantee the secu-

rity of the hidden data. The host image is decomposed into four sub-bands (LL,

LH, HL and HH) using 1-level DWT, then the low-frequency sub-band (LL) is

transformed to SVD. The singular values of LL sub-band are modified by adding

the scrambled watermark bits and by using proper scaling factor to control the

embedding strength. The inverse DWT process is applied to generate the water-

marked image. The watermarked image, the encrypted scrambled parameters

and the original image are used in the extraction process (non-blind manner) to

extract the watermark. The proposed approach is tested both on gray-scale and

color images. In case of color image, the blue component is used for embedding

watermark. This scheme guarantees least noticeable image quality distortion,

since the human eye is less sensitive to any change in blue component rather

than other components. The experiments results showed good performance in

terms of imperceptibility and robustness. In case of gray-scale images, the PSNR

reached 50 dB and the NC was ranged 0.61-1 against different attacks. While, in

case of color images the PSNR reached 45.9 dB and the NC was ranged 0.60-0.97.

The authors in [131] proposed a blind image watermarking approach based

on the Dual Tree Complex Wavelet Transform (DTCWT). A new visual mask-

ing model is proposed in this approach. The visual masking is built using Just

Perceptual Weighting (JPW), which uses three HVS characteristics, namely: the

sensitivity of spatial frequency, the local brightness masking sensitivity and the

texture masking sensitivity. The Contrast Sensitivity Function (CSF) is used to

calculate the spatial frequency sensitivity of each image block, and the Noise

Visibility Function (NVF) is used to calculate the texture masking sensitivity of

each image block. The local brightness masking sensitivity of each block is calcu-

lated according to the magnitude of the low frequency sub-bands of the DTCWT.

Those functions are combined to compute a weight factor for each DTCWT coef-

ficient. This weight describes the acceptable amount of changes on the DTCWT

coefficients that corresponds to the sensitivity of the HVS. At the embedding

phase, the high frequency coefficients of the transformed watermark via DTCWT

are embedded in the high frequency coefficients of the transformed image via

DTCWT. The amount of watermark coefficients that could be inserted in the

host image coefficients with less quality distortion is maintained using the visual

masking model. At the watermark detection phase, the Rao-test based detector

[72] is used to verify the presence of the candidate watermark. Imperceptibility

in terms of PSNR and SSIM reached 45 dB and 1, respectively. The robustness
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ratio against different attacks is expressed through considering the probability

of watermark detection with the probability of false alarm. The probability of

watermark detection was ranged 0.80-1 with a false ratios ranged 10−4–1.

The authors in [43] utilized the correlation between DCT coefficients of nearby

blocks to propose a prediction based watermarking approach. The proposed

approach joint Partly Sign-Altered Mean modulation (PSAM) and mixed modu-

lation techniques for inter-block prediction. The embedding scheme adjusted a

set of low frequency band DCT coefficients relatively to its predicted DCT coeffi-

cients, which gives ability to extract watermark in blind manner. The impercep-

tibility ratio in terms of PSNR and SSIM reached 39.5 dB and 0.96, respectively.

While the BER reached 49.0% against cropping down attack and it did not exceed

12.8% against other attacks.

The authors in [44] proposed a blind image watermarking using the mixed

modulation on DCT coefficients. The mixed modulation is done by integrating

some favorable properties of Quantization Index Modulation (QIM) into relative

modulation scheme. The QIM maps the DCT selected coefficients into a desig-

nated range according to binary values like DC category or AC category, while

the relative modulation scheme modulates the DCT coefficient value by refer-

ring to its estimated one. The target of mixed modulation is to enable control

over the parameters required to provide high resistance against commonly en-

countered attacks while maintaining less noticeable quality degradation. In this

approach, the selected DCT coefficients are modified by watermark bits, which

are scrambled using Arnold scrambling method [52], according to predefined

boundaries given from QIM and low estimation differences between DCT coeffi-

cients from relative modulation scheme. These control parameters are intended

to maintain good levels of imperceptibility and robustness. The imperceptibility

ratio in terms of PSNR and SSIM reached 40.0 dB and 0.97, respectively. While,

the BER against various attacks did not exceed 12.8%.

In [98], the authors proposed a color image watermarking approach based on

Hessenberg transform. The largest coefficient in the upper Hessenberg matrix is

used for embedding watermark. This element represents the maximum energy

of a given transformed 4×4 block of the host image. In the process of watermark

embedding, each layer of the color host image (R, G and B) is partitioned into

non-overlapping 4×4 blocks and the Hessenberg transformation is applied on

set of randomly selected blocks in each layer to embed watermark. The Hash

pseudo-random replacement algorithm (i.e. based on MD5) is used to select the

random blocks in order to improve the robustness of anti-cropping. The largest

coefficients of the resulting upper Hessenberg matrices after applying Hessen-

berg transformation on the elected blocks are embedded with scrambled wa-

termark bits by quantization technique. The Arnold transformation is applied

on the watermark to ensure watermarking security. Inverse Hessenberg trans-
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form is applied after the embedding process to obtain the watermarked image.

The reverse processes are applied on the attacked watermarked image and the

anti-Arnold transformation is applied in a blind manner to obtain the extracted

watermark.

In [69], the authors proposed an image watermarking approach in YCoCg-R.

The three components of YCoCg-R color space have low dependence to each

other, then any change in one component has least impact on the other compo-

nents. The property of YCoCg-R color space helps to enhance the robustness.

In this approach, the RGB host image is converted into YCoCg-R color space.

The Y component is selected for embedding watermark, and it is transformed

to frequency domain using DCT in an 8×8 blocks. The complexity of each block

is calculated using the variance function. The image blocks are sorted and the

complex blocks are selected for embedding watermark. The complex blocks re-

sistant more against JPEG compression attack. As well, the energy of each block

is calculated using mean function in order to select proper embedding factor for

each block. A block with higher energy, lower embedding factor is selected and

for a block with lower energy, higher embedding factor is selected. The scram-

bled watermark bits using Arnold transformation (scrambling watermark helps

to improve security) are embedded in five low frequency DCT coefficients in

each selected block. The inverse DCT is applied to generate the watermarked.

The watermark is extracted from attacked watermarked image in blind manner.

The same processes that are applied on host image are applied on watermarked

image to extract the watermark.

The authors in [88] proposed a DCT based-color multiple watermarking ap-

proach using Error-Correcting Codes ECC (repetition code design) method [30].

The green and blue spaces of the host image are transformed using DCT and

then for each space the length (t) of a repetition code of watermark bits are used

to select t-pair of DCT coefficients from middle band frequency (AC band). Each

pair of DCT coefficients are swapped according to the value of watermark bit

(either 0 or 1). In the extraction process, the t-pair of DCT coefficients from mid-

dle band frequency are selected from the attacked watermarked image. Then,

by comparing the values of each pair of coefficients, the watermark is extracted

blindly. The experiments result showed an interesting ratio of perceptual quality

and robustness against common attacks. The PSNR reached 43 dB and BER was

ranged 0-26%.

In [97], a spatial domain based color image watermarking approach is pro-

posed. In the blue space of color image, the DC coefficient of a specific block is

computed and adjusted by quantity value, which is choosed based on the value

of watermark bit (either 0 or 1) and the quantization factor (∆). Indeed, the DC co-

efficients of DCT transform are modified in the spatial domain. The input value

for DC coefficients will be equal to the modified value of DC in DCT domain
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that is computed by ∆Mi,j/b; (∆Mi,j is the modified value (acceptable quantity

amount) of DC components and b is the size of processed block). To increase the

security, the watermark is permuted using Hash pseudo-random permutation

algorithm based on MD5. For the extraction process, the DC coefficients in spa-

tial domain of the attacked watermarked image and the quantization factor (∆)

are used to extract the watermark in blind manner.

In [2], the authors proposed a spatial domain based color image watermarking.

The proposed approach used Simple Image Region Detector (SIRD) method to

identify the most appropriate sub-regions within image blocks to embed water-

mark without degrading the quality of the image. The blue space of RGB color

image is used for embedding watermark due to insensitivity to the human eye

comparing with red and green spaces. Indeed, the Least Significant Bits (LSBs) of

blue space pixels are modified by watermark pixels and two embedding masks

are used to ensure that the original color distributions are least affected. The ex-

periment results showed good imperceptibility ratio; the PSNR was ranged 47.0-

53.0 and SSIM was ranged 0.97-0.99. While, the watermarking approach showed

worse robustness results against different attacks, the BER ranged 11.7-75.0 %

against cropping and resizing attacks and the NC ranged 0.25-1.

The authors of [78], proposed a blind image watermarking approach based on

DCT inter-block coefficient differencing. The approach utilizes the advantage of

correlation between the DCT coefficients of adjacent blocks. The difference be-

tween the DCT coefficients of a block and the DCT coefficients of its subsequent

block is computed to decide about the procedure for embedding watermark bits

in the DCT coefficients. The watermark is encrypted using a randomly generated

key to improve security. A scaling variable, embedding factor, DC coefficient and

the median of first 9 AC coefficients of a given block decide the amount of modi-

fication in the DCT coefficient. The embedding factor is chosen for experimental

purpose to obtain maximum robustness and least quality distortion of image.

The proposed approach achieved good levels of imperceptibility and robustness.

The PSNR reached 41.8 dB, while the BER did not exceed 16.0 %.

The set of image characteristics that are correlated to the HVS and their im-

pact on the performance of the discussed images watermarking approaches are

presented in table 9 and the specifications of the illustrated HVS based image

watermarking approaches are presented in table 10. As well, the computational

complexity and execution time of the illustrated approaches are also presented

in table 11. The overall computation complexity in table 11 for each of the illus-

trated approaches is computed after considering the computational complexities

for the set of functions or algorithms that are used in the given approach.
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Proposed
approach

Image characteristics correlated to
the HVS used

The significance of the image characteristics on the performance
of the proposed approach

Liu et al., 2018

[62]
The geometric properties of singular
values and low frequency sub-band

of DWT of host image

The LL sub-band of DWT and the uniqueness singular values of
host image do not get modified after exposing to different kind
of geometric image processing attacks, this property increases

the robustness

Zebbiche et al.,
2018 [131]

The sensitivity of spatial frequency,
the local brightness and texture

masking sensitivity properties that
are inferred from the low frequency

coefficients of the DTCWT

The functions of sensitivity of spatial frequency, the local
brightness and texture masking sensitivity properties help to

define the weight factor of each DTCWT coefficient. The weight
factors decide the amount the watermark bits could be inserted

in high frequency coefficients of the DTCWT with high
imperceptibility ratio

Su et al., 2017 [98] The properties of Hessenberg
transform coefficients

Embedding watermark in the largest coefficient in the upper
Hessenberg matrix of Hessenberg transform improves the

robustness ratio, where this element represents the maximum
energy of a given transformed block of the host image

Moosazadeh et al.,
2017 [69]

The property of low dependency of
the three components of YCoCg-R

color space to each other

Embedding watermark in the low frequency DCT coefficients of
one color space of YCoCg-R improve the robustness ratio. Any

change in one component has least impact on the other
components

Roy et al., 2017

[88]
The texture and brightness

properties obtained from DCT
coefficients and the sensitivity of the

HVS to the color spaces

Embedding watermark in the mid DCT coefficients of green and
blue components of host image helps to make a balance between

the imperceptibility and robustness rates. The HVS is less
sensitive to any change in the green and the blue components

rather comparing with red component

Su et al., 2017 [97] The sensitivity of the HVS to the
color spaces and the average

information of the overall magnitude
of the processed block that is carried

in DC coefficient of DCT

Embedding watermark in the low frequency coefficient (DC) of
DCT of blue component of host image helps to make a balance
between the imperceptibility and robustness rates. The HVS has
least sensitivity to any change in the blue component comparing

with the green and the red components

Abraham et al.,
2017 [2]

The sensitivity of the HVS to the
color spaces

Embedding watermark in LSB of blue space pixels helps to
improve the imperceptibility ratio and the computational

complexity

Hsu et al., 2017

[43], Hu et al.,
2016 [44] and

Parah et al., 2016

[78]

The correlation between the DCT
coefficients of adjacent blocks

expresses the texture

Embedding watermark in the low coefficients (LL) of DCT of
host image helps to improve the robustness rate

Table 9: Image characteristics correlated to the HVS and their impact on the performance
of several proposed images watermarking approaches.
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Proposed
approach

Types of
targeted
images

Objective Domain
based

Robust or
Fragile

Blindness Imperceptibility
rate

Robustness rate lossy or
lossless

Liu et al.,
2018 [62]

Natural color
and

gray-scale
images

Image au-
thentication

DWT and
SVD

Robust Non-
blind

PSNR equal 45.9
dB in average

NC ranged
0.60-0.97

Lossy

Zebbiche et
al., 2018 [131]

Natural color
and

gray-scale
images

Image au-
thentication

DTCWT Robust Blind PSNR and SSIM
reached 45 dB

and 1,
respectively

The probability
of watermark

detection
ranged 0.80-1

Lossy

Hsu et al.,
2017 [43]

Natural
gray-scale

images

Image au-
thentication

DCT Robust Blind PSNR and SSIM
reached 39.5 dB

and 0.96,
respectively

BER reached
49.0% against

cropping down
attack and it did

not exceed
12.8% against
other attacks

Lossy

Hu et al.,
2016 [44]

Natural
gray-scale

images

Image au-
thentication

DCT Robust Blind PSNR and SSIM
reached 40.0 dB

and 0.97,
respectively

BER did not
exceed 12.8%

Lossy

Su et al., 2017

[98]
Natural color

images
Image au-

thentication
Hessenberg
transform

Robust Blind PSNR reached
37.6 dB and

SSIM reached
0.94

NC ranged
0.63-1

Lossy

Moosazadeh
et al., 2017

[69]

Natural color
images

Image au-
thentication
(ownership
protection)

DCT Robust Blind PSNR reached
41.0 dB

BER did not
exceed 12.8 %

and NC ranged
0.42-1

Lossy

Roy et al.,
2017 [88]

Natural color
images

Image au-
thentication

DCT Robust Blind PSNR ranged
41-43 dB

BER ranged
0-26% ad NC
ranged 0.82-1

Lossy

Su et al., 2017

[97]
Natural color

images
Image au-

thentication
Spatial
domain

Robust Blind PSNR reached
50.0 dB and

SSIM reached
0.99

NC ranged
0.76-1

Lossy

Abraham et
al., 2017 [2]

Natural color
images

Image au-
thentication

Spatial
domain

Fragile to
geomet-

ric
attacks

Non-
blind

PSNR ranged
47.6-53.6 and
SSIM ranged

0.97-0.99

BER reached
75.0 against

cropping attack

Lossy

Parah et al.,
2016 [78]

Natural color
and

gray-scale
images

Image au-
thentication

DCT Robust Blind PSNR reached
41.8 dB

BER did not
exceed 16.7 %

and NC ranged
0.84-0.98

Lossy

Table 10: Specifications of several proposed HVS based image watermarking ap-
proaches.
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Proposed
approach

Computational complexity Overall
computational

complexity

Execution
time (seconds)

Liu et al.,
2018 [62] • Complexity of 1-level DWT= O(M×N) [122]

• Complexity of SVD= O(min(M×N2,M2×N)) [65]
• Complexity of logistic mapping = O(M×N) [87]
• Complexity of RSA algorithm= O(k3), k is the number of digits

in n :n = p×q (public key) [16]

O(min(M×N2,M2×N)) Not
mentioned

Zebbiche et
al., 2018 [131] • Complexity of DTCWT= O(M×N) [113]

• Complexity of CSF= O(M×N) [64]
• Complexity of NVF= O(M×N) [111]

O(M×N) 1.69

Hsu et al.,
2017 [43] • Complexity of 2D-DCT= O((M×N)2log2(M×N)) [74]

O((M×N)2log2(M×N)) Not
mentioned

Hu et al.,
2016 [44] • Complexity of 2D-DCT= O((M×N)2log2(M×N)) [74]

• Complexity of Arnold scrambling method= O(M×N) [52]

O((M×N)2log2(M×N)) Not
mentioned

Su et al., 2017

[98] • Complexity of Hessenberg transform= O(M×N) [17]
• Complexity of Arnold scrambling method= O(M×N) [52]
• Complexity of MD5-based Hash pseudo-random replacement

algorithm= O(k), k byte or bits [110]

O(M×N) 0.88

Moosazadeh
et al., 2017

[69]

• Complexity of 2D-DCT= O((M×N)2log2(M×N)) [74]
• Complexity of Arnold scrambling method= O(M×N) [52]

O((M×N)2log2(M×N)) Not
mentioned

Roy et al.,
2017 [88] • Complexity of 2D-DCT= O((M×N)2log2(M×N)) [74]

• Complexity of Arnold scrambling method= O(M×N) [52]

O((M×N)2log2(M×N)) Not
mentioned

Su et al., 2017

[97] • Complexity of DC coefficients= O((M×N)log2(M×N)) [74]
• Complexity of MD5-based Hash pseudo-random permutation

algorithm= O(k), k byte or bits [110]

O((M×N)log2(M×N)) 5.99

Abraham et
al., 2017 [2] • Complexity of SIRD= O(M×N) [3]

O(M×N) Not
mentioned

Parah et al.,
2016 [78] • Complexity of 2D-DCT= O((M×N)2log2(M×N)) [74]

• Complexity of randomly key generation = O(1) [46]

O((M×N)2log2(M×N)) Not
mentioned

Table 11: Computational complexity and execution time of several HVS based image
watermarking approaches.

3.3.3 Intelligent Techniques and Human Visual System Based Image Water-
marking Approaches

The authors in [58] proposed a robust image watermarking approach in fre-

quency domain based on HVS characteristics and rough set theory. The proposed

approach deals with two problems that are related to the boundary of gray-
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scale image’s pixels and the statistical redundancy due to the shift invariance in

DWT coefficients. These problems have a close relationship with the principles of

HVS in terms of robustness and imperceptibility. Embedding watermark in wide

range of gray-scale is uncertainty problem, since the optimal number of bits that

could be embedded in the variation of gray-scale values without adversely affect

the perceptual quality of image is imperfect perceptibility. In terms of HVS, this

uncertainty problem may adversely affect image’s contrast, then it may weaken

the perceptual image quality. Moreover, the statistical redundancy ambiguity oc-

curs due to the shift invariance problem symbolized in conventional DWT. The

shift invariant problem symbolizes the variance in the energy of wavelet coeffi-

cients whenever the incoming signal is shifted, even though it’s basically same

signals. The statistical redundancy indicates inability and unpredictability to the

actual sensitivity to the HVS. This in turn affects the perceptual quality of em-

bedded image in case of watermarking. The rough set theory is used in this

approach to deal with these problems and to design an efficient watermarking

system able to ensure the imperceptibility and robustness. The proposed water-

marking approach applied rough set theory on one sub-band of DWT, which is

used as a reference image, to approximate its coefficients into upper and lower

sets. The singular value of the watermark is embedded in the singular value

of reference image. The experiments results showed that the imperceptibility in

terms of PSNR reached 69.5 dB and the robustness in terms of BER and NC

against different geometric and non-geometric attacks did not exceed 13% and

0.87, respectively.

In [1], the authors proposed a blind image watermarking approach using the

Artificial Bee Colony (ABC) technique. The correlation between DCT coefficients

of adjacent blocks is exploited to define the visual significant locations in host im-

age. These locations are convenient for embedding watermark with maximum

robustness and less image quality distortion. Indeed, the difference value be-

tween the coefficients of adjacent blocks defines the texture property of host

image blocks. According to the watermark bit (either 0 or 1) and the difference

value between two coefficients of adjacent DCT blocks, a single watermark bit is

embedded by modifying the two coefficients of adjacent DCT blocks (one coeffi-

cient in each block). The ABC technique is used as a meta-heuristic optimization

method for optimizing watermark-embedding process. The goal of this optimiza-

tion is to achieve maximum level of robustness and lower level of noticeable im-

age distortion. A new fitness function is proposed to optimize the embedding

parameters in order to provide required convergence for the optimum values of

robustness and imperceptibility. The imperceptibility ratio in term of PSNR was

ranged 36.7-47.1 dB, while the BER was ranged 1-50%.

The authors in [75], proposed an adaptive image watermarking approach

based on Fuzzy Inference System (FIS) of Mamdani type IF-THEN. The FIS is ap-
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plied to calculate the orthogonal moments of the host image, and then the quan-

tization factor for each moment is calculated. The set of orthogonal moments are

embedded by watermark bits by dither modulation [18]. Indeed, the orthogo-

nal moments describe the fine image information and can be used as significant

visual moments to hold the watermark. Hence, the FIS uses the moments’ quanti-

zation factors and a set of fuzzy linguistic terms to define the fuzzy membership

functions, where the parameters of fuzzy membership functions are optimized

using IF-THEN rules and Genetic Algorithm GA to improve the robustness and

imperceptibility rates. The obtained optimized values of quantization factors are

used as basis to decide the amount of bits that can be embedded in each mo-

ment without causing noticeable visual difference. The Minimum Distance De-

coder (MDD) [31] is used to extract the watermark from the orthogonal moment

of the attacked watermarked image in blind manner. The imperceptibility ratio

reached 40.0 dB, while the BER was ranged 8-30%.

The authors in [48] proposed an optimized image watermarking approach

based on HVS characteristics and integration between Fuzzy Inference System

(FIS) and Back Propagation Artificial Neural Networks (BPANN). The approach

can be summarized in three phases; fuzzification phase, where the approach

calculates the texture and brightness sensitivity characteristics of the DCT coeffi-

cients of each image block. These characteristics are considered as an input to the

fuzzy inference system of Mamdani type AND logic. The inference engine phase,

where the input parameters are mapped into values between 0 and 1 based on

predefined fuzzy inference rules. The result of this phase is a basis used to select

some blocks, which are blocks with high texture and high luminance. After that,

the centroid method based BPANN is implemented in the Defuzzification phase,

where the center value and the eight neighbors elements for each image block

became as input to BPANN as a training set to search for optimum weight factor

to select approximately most appropriate coefficients to embed watermark bits

with good robustness and imperceptibility. The efficient integration between FIS

and BPANN in this approach provides the ability to optimize intensity factor

(α). This factor is used in the embedding equation to balance between the ratio

of robustness and imperceptibility. Additionally, the integration between FIS and

BPANN introduced a fuzzy crisp set for the value of DCT coefficients that are

more appropriate to embed watermark bit. The experiments result proved the

efficiency of the proposed approach. The PSNR reached 48.5 dB, while the NC

was ranged 0.73-1 against different attack scenarios.

The authors in [39] proposed an optimized image watermarking approach

based on Genetic Algorithm (GA). The proposed approach analyzed the pro-

cessed image with means of HVS characteristics to define texture regions in

image, which are more appropriate to embed watermark robustly. The singu-

lar values of SVD transform, which express the contrast of image intensity, are
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utilized to find the activity factor of each processed image block using a weight

parameter (α). The approach selects the high activity factor blocks, which involve

a good visual masking effect, to be as input in watermark embedding process.

The embedding process is carried out in the DC coefficients of the transformed

DCT image rather than AC coefficients, where the DC coefficients are more ap-

propriate to embed watermark robustly. The embedding process as well uses an

embedding intensity parameter (β), which controls the degree of image quality.

The GA cooperates in this approach to optimize α and β parameters, which re-

flect both the robustness and the perceptual quality of the watermarked image.

A fitness function of GA considers the PSNR, the NC and the SSIM parameters

under several attacking conditions for processed images to find approximately

the optimal value of α and β. The proposed watermarking approach was tested

against additive noise, median filtering and JPEG loss compression (quality fac-

tor=60) attacks. The PSNR of the proposed approach with means of different

capacity thresholds was ranged 31-46 dB in average and the experiments result

showed that the NC was ranged 0.83-0.93.

The authors in [47] proposed an optimized digital image watermarking ap-

proach based on HVS characteristics and Fuzzy Inference System (FIS). The ap-

proach intended to find approximately best weighting factors (S1,S2,S3), which

are used in the embedding watermark procedure to diminish the conflict be-

tween the imperceptibility and robustness requirements. The proposed approach

uses Matlab packages to compute the set of HVS characteristics from the DCT

coefficients of each processed image block. These characteristics include the lu-

minance, texture, edge and frequency sensitivities, to be as input vector for FIS.

The FIS uses three inference procedures to find three weighting factors used in

the embedding watermark equation. The embedding is done in the center coeffi-

cient of each image DCT block to build the watermarked image. The experiment

results showed that the PSNR reached 42.3 dB and the NC against different at-

tacks was ranged 64-100%.

In [42], the authors proposed a joint Backward-Propagation Neural Network

(BPNN) technique and Just-Noticeable Difference (JND) model to exploit the

inter-block prediction and visibility thresholds in DCT to achieve effective blind

image watermarking. The relative modulation scheme is used for embedding the

scrambled watermark (chaotic mapping [119] method is used to scramble water-

mark) by adjusting the intended DCT coefficients with their BPNN predictions,

and the JND value is used to decide the embedding strength. This approach

achieved a balance between robustness and imperceptibility. As well, the embed-

ded watermark was protected against several attacks. The experiment results

showed that the PSNR reached 40.1 dB and the BER against different attacks did

not exceed 15.3%.
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The authors in [59] proposed an optimized image watermarking approach

based on GA and SVD transform. Firstly, the singular matrix (S) of the trans-

formed image (USV) is embedded with watermark using a scalar factor (α)∈[0,1],

responsible to control robustness and the perceptual quality of watermarked im-

age. The approach introduced an optimized technique to find approximately

optimum value of scale factor using Tournament selection method [12], which

is one of the most widely used selection strategies in evolutionary algorithms.

The approach initially assigns scalar factor (α) to be equal 0.5 and then the fit-

ness value is computed by means of PSNR and NC such as fitness=robustness-

imperceptibility. The resulting fitness value is considered as reference in the opti-

mization process. Then, the Tournament selection method involves a random se-

lection of two individuals from a population of individuals, with values between

0 and 1, to be parent to produce four chromosomes according to Tournament se-

lection mechanisms. These four values are used in the embedding process to

find which one gains the minimum fitness value. The one with the minimum

fitness is selected for successive generations, till the population evolves towards

minimum fitness and then finds approximately the optimal scalar factor (α). The

experiments result proved that considering this approach to find scaling factor

is efficient to obtain high robustness and imperceptibility. In case of Lena im-

age, the PSNR reached 47.5 dB, and the NC reached 0.99 against different image

processing attacks.

The authors in [90] proposed a DWT-SVD-based image watermarking ap-

proach using Dynamic-Particle Swarm Optimization (DPSO) algorithm. The pro-

posed watermarking approach works to balance between imperceptibility and

robustness by controlling the scaling factor, which defines the amount of wa-

termark bits that could be embedded into host image with less image quality

degradation and high robustness. The DPSO algorithm is an efficient optimiza-

tion algorithm used to find the approximately optimal value of the scaling factor

for different combination of host and watermark images. Fractional principal

components of watermark, which are controlled by scaling factor, is inserted in

the singular values of low frequency DWT sub-band of each color space of host

image. The fractional principal components of watermark are computed after

applying Principal Components Analysis PCA. The experiments result showed

that the PSNR reached 36.87 dB and the robustness in terms of PSNR was ranged

21.9-27.3 dB against noise addition, rotation and blurring attacks.

The authors in [116] proposed a robust color image watermarking approach

that resist most against geometric attacks based on Fuzzy Least Squares Support

Vector Machine (FLS-SVM) and Bessel K Form distribution (BKF). The FLS-SVM

is a version of the LS-SVM enhanced by reducing the effect of outliers and noises

in data, while the BKF is one of the efficient geometric correction methods. The

idea can be organized through two phases; phase 1 involves the embedding
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watermark by finding the maximal center region of the host image, where this

region typically has least amount of lost data to resist more against the rota-

tion and cropping attacks. The scrambled watermark using affine transform

[52] is embedded in the low frequency coefficients of the Quaternion Discrete

Fourier Transform (QDFT) of selected region to obtain high robustness and im-

perceptibility, and the Inverse Quaternion Discrete Fourier Transform (IQDFT) is

achieved to build the watermarked image. In phase 2, the geometric correction

on attacked image is applied by BKF and FLS-SVM, where the attacked image

is initially converted into gray-scale image and the 2QWT (Quaternion Wavelet

Transform) is applied on it. The shape and scale parameters of BKF are used

to construct the feature vector. This vector is considered as training data to the

FLS-SVM to predict with approximation the best value for rotation angle, scaling

factor and horizontal or vertical distance. Hence, the model will be able to cor-

rect the color image. The proposed approach is tested against different attacks

scenarios on many color images. The experiments result proved the efficiency

of the proposed approach in terms of imperceptibility and robustness, where

the PSNR reached 40 dB, while the BER was ranged 0.3-2.0% against different

geometric and non-geometric attacks. In case of scaling 256×256 attack, the BER

was very high and reached 43.7%.

The set of image characteristics that are correlated to the HVS and their im-

pact on the performance of discussed images watermarking approaches using

AI techniques are presented in table 12 and the specifications of the illustrated

AI and HVS based image watermarking approaches are presented in table 13. As

well, the computational complexity of the illustrated approaches are presented

in table 14. The overall computation complexity in table 14 for each of the illus-

trated approaches is computed after considering the computational complexities

for the set of functions or algorithms that are used in the given approach. It

is worth to note that based on the available information in the illustrated ap-

proaches, the execution time aspect has not presented in table 14.
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Proposed
approach

Intelligent
technique

used

Image characteristics
correlated to the HVS used

The significance of the image characteristics and AI technique
on the performance of the proposed approach

Kumar et al.,
2017 [58]

Rough set
theory

The properties of singular
values and DWT bands

Rough set approximated one DWT band into upper and
lower sets. The upper and lower sets are used as weight
factors in embedding process to improve image quality.
Watermark is also embedded in the singular values to

improve the imperceptibility and robustness rates

Abdelhakim
et al., 2017 [1]

Artificial Bee
Colony

The texture property
obtained from the difference

value between the DCT
coefficients of adjacent

blocks

The difference value between the DCT coefficients of adjacent
blocks expresses texture characteristic. High difference value
expresses more texture than low difference value. Increasing

the value of a DCT coefficient according to the others
enhances the imperceptibility but may not enhance the

robustness. Then, optimizing two embedding parameters to
maintain the maximum number of watermark bits that could

be embedded in DCT coefficients led to obtain maximum
level of robustness and lower level of image distortion

Papakostas et
al., 2016 [75]

FIS and GA Orthogonal moments of the
spatial pixels of image that

represent the fine image
information

FIS generated the quantization factors of orthogonal moment
to control the embedding strength of the watermark, while

the GA optimized these factors to find the maximum number
of bits that can be added to the image without causing visual

distortion

Jagadeesh et
al., 2016 [48]

and Jagadeesh
et al., 2015

[47]

FIS and
BPANN

The texture and brightness
properties obtained from

DCT coefficients

FIS constructed a basis for selecting the high textured and
high luminance blocks for holding watermark. BPANN

optimized weight factor of embedding process to improve the
robustness and imperceptibility rates

Han et al.,
2016 [39] and
Lai et al., 2011

[59]

Genetic
algorithm

The singular values
represent the luminance

SVD provides many attractive properties correlated to HVS.
Singular values stand for the luminance of the image where
embedding a small data to an image, large variation of its

singular values does not occur. As well, singular values have
many properties that are particularly robust to geometric

attacks. Hence, optimizing the embedding factor to maintain
the maximum number of watermark bits that could be

embedded in singular values led to obtain maximum level of
robustness and lower level of image distortion

Hsu et al.,
2015 [42]

BPNN The correlation between the
DCT coefficients of adjacent
blocks expresses the texture

BPNN explored the correlation between the DCT coefficient
to increase the value of one DCT coefficient according to the
other to improve the imperceptibility and robustness rates

Saxena et al.,
2018 [90]

DPSO The properties of singular
values and DWT bands

Singular values stand for the luminance of the image where
embedding a small data to an image, large variation of its

singular values does not occur. As well, singular values have
many properties that are particularly robust to geometric

attacks. The energy distribution in DWT is concentrated in
low frequencies and since the human eye is more sensitive to
the low frequency coefficients, so embedding the watermark
on high frequency coefficients causes less visual distortion in

image. The DPSO algorithm is an efficient optimization
algorithm used to find the approximately optimal value of the

scaling factor for different host images. Controlling the
scaling factor defines the amount of watermark bits that could

be embedded into host image with less image quality
degradation and high robustness

Wang et al.,
2017 [116]

FLS-SVM and
BKF

The texture property
obtained from the low

frequency coefficients of the
QDFT transform

The property of low frequency coefficient of the QDFT allow
embedding watermark with high robustness against rotation
attack. The shape and scale parameters of BKF are used as an

input for training data in the FLS-SVM to predict with
approximation the best value for rotation angle, scaling factor

and horizontal or vertical distance. Hence, the approach is
able to correct the host image and be robust against rotation

attack

Table 12: Image characteristics correlated to the HVS and their impact on the perfor-
mance of several proposed images watermarking approaches using AI tech-
niques.
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Approach Types of
targeted
images

Objective Domain
based

Robust or
Fragile

Blindness Imperceptibility
rate

Robustness
rate

lossy or
lossless

Kumar et al.,
2017 [58]

Natural
gray-scale

images

Image au-
thentication

DWT and
SVD

Robust Semi-
blind

PSNR reached
69.5 dB

BER and NC
did not exceed
13% and 0.87,
respectively

Lossy

Abdelhakim
et al., 2017 [1]

Natural
gray-scale

images

Image au-
thentication

DCT Robust Blind PSNR ranged
36.7-47.1 dB

BER ranged
1-50%

Lossy

Papakostas et
al., 2016 [75]

Natural
gray-scale

images

Image au-
thentication

Orthogonal
moments

Robust Blind PSNR reached
40.0 dB

BER ranged
8-30%

Lossy

Jagadeesh et
al., 2016 [48]

Natural
gray-scale

images

Image au-
thentication

DCT Robust Blind PSNR reached
48.5 dB

NC ranged
0.73-1

Lossy

Han et al.,
2016 [39]

Natural
gray-scale

images

Image au-
thentication

DCT and
SVD

Robust Non-
blind

PSNR ranged
31-46 dB in

average

NC ranged
0.83-0.93

Lossy

Jagadeesh et
al., 2015 [47]

Natural
gray-scale

images

Image au-
thentication

DCT Robust Blind PSNR reached
42.3 dB

NC ranged
0.64-1

Lossy

Hsu et al.,
2015 [42]

Natural
gray-scale

images

Image au-
thentication

DCT Robust Blind PSNR reached
40.1 dB

BER did not
exceed 15.3%

Lossy

Lai et al.,
2011 [59]

Natural
gray-scale

images

Image au-
thentication

SVD Robust Semi-
blind

PSNR reached
47.5 dB

NC reached
0.99

Lossy

Saxena et al.,
2018 [90]

Natural color
images

Image au-
thentication

DWT and
SVD

Robust Non-
blind

PSNR reached
36.87 dB

PSNR ranged
21.9-27.3 dB

Lossy

Wang et al.,
2017 [116]

Natural color
images

Image au-
thentication

QWT and
QDFT

Fragile to
local geo-
metrical
distor-
tions

Blind PSNR reached
41.7 dB

BER reached
43.7%

(geometric
attacks) and

7.5%
(non-geometric

attacks)

Lossy

Table 13: Specifications of several AI and HVS based image watermarking approaches.
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Approach Computational complexity Overall
computational

complexity

Kumar et al.,
2017 [58] • Complexity of 1st-level DWT= O(M×N) [122]

• Complexity of SVD= O(min(M×N2,M2×N)) [65]
• Complexity of applying rough set theory= O(M×N)

O(min(M×N2,M2×N))

Abdelhakim et
al., 2017 [1] • Complexity of 2D-DCT= O((M×N)2log2(M×N)) [74]

• Complexity of ABC= O((M×N)2 × k× i), k is the number of attributes
and i is the number of iteration [23]

O((M×N)2log2(M×N))

Papakostas et
al., 2016 [75] • Complexity of Orthogonal moments calculation= O(M×N) [76]

• Complexity of Minimum Distance Decoder (MDD)= O(M×N) [75]
• Complexity of GA= O(P×G), where P is the population size and G is

the number of generations [29]
• Complexity of FIS= O(M×N×p), where p is the size of input variables

[37]

O(M×N×p)

Jagadeesh et al.,
2016 [48] • Complexity of 2D-DCT= O((M×N)2log2(M×N)) [74]

• Complexity of FIS= O(M×N×p), where p is the size of input variables
[37]

• Complexity of BPANN= O((M×N)×p×q+p×(M×N)×log(M×N)), p is
number of input feature vectors, q is number of output vectors [36]

O((M×N)2log2(M×N))

Han et al., 2016

[39] • Complexity of 2D-DCT= O((M×N)2log2(M×N)) [74]
• Complexity of SVD= O(min(M×N2,M2×N)) [65]
• Complexity of GA= O(P×G), where P is the population size and G is

the number of generations [29]

O((M×N)2log2(M×N))

Jagadeesh et al.,
2015 [47] • Complexity of 2D-DCT= O((M×N)2log2(M×N)) [74]

• Complexity of FIS= O(M×N×p), where p is the size of input variables
[37]

O((M×N)2log2(M×N))

Hsu et al., 2015

[42] • Complexity of 2D-DCT= O((M×N)2log2(M×N)) [74]
• Complexity of BPANN= O((M×N)×p×q+p×(M×N)×log(M×N)), p is

number of input feature vectors, q is number of output vectors [36]

O((M×N)2log2(M×N))

Lai et al., 2011

[59] • Complexity of SVD= O(min(M×N2,M2×N)) [65]
• Complexity of Tournament selection method= O(M×N) [12]
• Complexity of GA= O(P×G), where P is the population size and G is

the number of generations [29]

O(min(M×N2,M2×N))

Saxena et al.,
2018 [90] • Complexity of 1st-level DWT= O(M×N) [122]

• Complexity of SVD= O(min(M×N2,M2×N)) [65]
• Complexity of PCA= O(M×N× min(M,N)) [28]

O(min(M×N2,M2×N))

Wang et al.,
2017 [116] • Complexity of QDFT= O(M×N) [73]

• Complexity of 2nd-level QWT= O(M×N) [122]
• Complexity of Arnold scrambling method= O(M×N) [52]

O(M×N)

Table 14: Computational complexity of several AI and HVS based image watermarking
approaches.
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3.4 conclusion

Several image watermarking approaches are presented in this chapter. These

approaches are presented through four categories; the first category presents

set of image zero-watermarking approaches. The second category presents set

of medical image watermarking approaches, the third category presents set of

HVS based image watermarking approaches and the fourth category presents

intelligent images watermarking approaches that are correlated to the HVS.

Most of the proposed zero-watermarking approaches are based on extracting

some robust features to build zero-watermark from the transformed coefficients.

Each of the proposed approaches that extracts the robust feature from SVD, DCT,

Bessel-Fourier transform or PCET coefficients requires high computation com-

plexity comparing to other approaches that are based on DWT, QEMs or NURP.

In addition, most of the proposed zero-watermarking approaches require apply-

ing some encryption techniques to secure the generated zero-watermarks; this

consumes more execution time. The achieved robustness ratio in the proposed

zero-watermarking approach is acceptable against different attacks.

In case of the other AI and HVS based image watermarking approaches using

spatial/transformed domains, most of the analyzed image characteristics that

are used to identify the significant visual locations/coefficients for embedding

watermark are achieved in the frequency domains. This has a negative impact on

the computational complexity and execution time. In spite of their low complex-

ity, no much proposed approaches are based on the spatial pixels to analyze dif-

ferent image characteristics that help to identify the significant visual locations

for embedding watermark. The main explanations for embedding watermark in

the frequency coefficients rather than spatial pixels are the fragility against ge-

ometric attacks, and the degradation on the perceptual quality of host images.

These arguments can be refuted by dealing with some uncertainty problems that

are related to the spatial pixels like the uncertainty problem of embedding water-

mark in wide range pixels values and the effect of embedded watermark bits on

the correlations of adjacent pixels. Analyzing the relationships between image

pixels and HVS is an important point for designing efficient image watermark-

ing approach based on spatial domain. As well, assigning importance scales for

different features that are used in defining significant visual locations in host

images is also an important factor.

The various AI techniques have a vital role to solve these issues. Indeed, they

may be used to enhance watermarking approaches by (i) identifying the best

locations/coefficients among many alternatives to embed the watermark and (ii)

finding an optimized scaling factor to control the amount of watermark bits that

can be embedded in different location/coefficients in host image without causing

less image perceptual quality and less robustness against different attacks.
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Chapter 4

Z E R O - WAT E R M A R K I N G A P P R O A C H
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4.1 introduction

Sharing and archiving the patient’s medical images efficiently through diverse

e-healthcare applications has become an urgent requirement [106]. It needs to

ensure the authenticity when exchanging the patients’ images, alleviating fraud-

ulent activities and resisting against different illegal manipulations [25]. An au-

thentication scheme has to be developed and be convenient with limited re-

sources in an e-healthcare network, rather than those based on conventional

cryptographic and frequency/spatial digital watermarking approaches, which

embed the secret data within medical images [134][135]. A zero watermarking

scheme aims to construct the watermark from the relevant features of the host

image without any alteration [33][94]. The need for a zero watermarking system

in Telemedicine becomes essential to transmit the medical images through an

e-healthcare network authentically. This is due to many reasons that include: (i)

a zero-watermarking algorithm does not make any modification in the original
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image and keeps the same size of the original image [114]. (ii) The conflicting

requirements in the conventional cryptographic and frequency/spatial digital

watermarking (like capacity and perceptual similarity) are not taken into con-

sideration in the zero-watermarking [114]. (iii) Building a watermark in a zero-

watermarking approach is based on extracting the key features from the host

image. This does not provide any information that the attacker can use to affect

the watermark [114]. (iv) The medical images are not a subject to any degrada-

tion in term of visual quality and also help to avoid any risk of misdiagnosis

[106].

Generally, two aspects should be considered when designing a new zero-

watermarking approach. These aspects include proposing an approach with low

complexity and building a meaningful watermark from the original image rather

than frequency coefficients such as the DWT, the DCT and the SVD where the

complexity increase [86][95][96][68][77][106][108]. Furthermore, it is necessary to

secure the watermark when sending to the receiver.

This chapter proposes a new zero watermarking approach, which aims to en-

sure the authenticity of the transmitted medical images through an e-healthcare

network based on a specific parameter extracted from the host image. The zero

watermarking system that is implemented in this approach is based on partition-

ing the host image into 8×8 non-overlapping blocks, and accumulating a sub-

traction process between these blocks by exploring the JPEG file QM to generate

the final 8×8 matrix. An average value of this matrix is computed and used as

a key input to the Jacobian matrix model to construct a meaningful watermark.

The proposed approach explores the Jacobian matrix principle to construct a wa-

termark. The important parameter of the Jacobian matrix model is the average

value of the medical image blocks intensity. Two metrics are used to evaluate the

efficiency of the proposed approach in terms of robustness including: the mea-

sure of error’s probability explained by Bit Error Rate (BER) and the measure

of perceptual similarity between the original watermark and the extracted one

by a Normalized Correlation Coefficient (NC). The proposed approach achieves

the authentication of medical images and robustness against different geomet-

ric and non-geometric attacks. Furthermore, the proposed scheme may help the

researcher to develop a new approach to control access on patient data and the

relevant medical records [106]. The proposed approach is discussed in details in

this chapter.

The rest of the chapter is organized as follows. Section 4.2 introduces the Ja-

cobian matrix principle. Section 4.3 illustrates the system model including wa-

termark generation and the proposed Jacobian matrix model. The experiment’s

result is illustrated in section 4.4 and the computational complexity is presented

in section 4.5. The comparison study is tackled in section 4.6 and the system

analysis is discussed in section 4.7. Section 4.8 concludes the chapter.
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4.2 jacobian matrix

Suppose f: Rn → Rm is a function with inputs x1,x2,...,xn. Where the vector x

= (x1,x2,...,xn) ∈ Rn and outputs f1(x1,x2,...,xn), f2(x1,x2,...,xn),...,fm(x1,x2,...,xn)

such that the vector f(x) ∈ Rm. Let that (k1,k2,...,kn) is a point in the domain of f

such that f1 is differentiable at (k1,k2,...,kn).

The Jacobian matrix J of f at (k1,k2,...,kn) is a m×n matrix of numbers whose

(i,j)th entry is given by:

J =
∂fi

∂xj
(x1, x2, ..., xn)|(x1,x2,...,xn)=(k1,k2,...,kn) (17)

Here is how the matrix looks:

J =
∂f

∂x
=

[

∂f
∂x1

· · · ∂f
∂xn

]

=













∂f1
∂x1

(x1, x2, ..., xn)|(x1,x2,...,xn)=(k1,k2,...,kn) · · · ∂f1
∂xn

(x1, x2, ..., xn)|(x1,x2,...,xn)=(k1,k2,...,kn)

...
. . .

...
∂fm
∂x1

(x1, x2, ..., xn)|(x1,x2,...,xn)=(k1,k2,...,kn) · · · ∂fm
∂xn

(x1, x2, ..., xn)|(x1,x2,...,xn)=(k1,k2,...,kn)













4.3 proposed zero-watermarking approach

The proposed approach aims to build a robust watermark from the original (host)

image pixel values. The key value (k) is computed with means of pixels values

of the original image and the QM from the JPEG bitstream. This k is considered

as an input to the Jacobian matrix model to generate an 8×8 matrix. The given

matrix can be written as a meaningful image. A zero-watermarking approach

involves many processes that are described in detail throughout the following

sections. The framework of the proposed approach is illustrated in figure 15,

which combines all processes for both sender and receiver.
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Figure 15: The framework of the suggested model.

4.3.1 Extracting the quantization matrix from JPEG Bitstream

In the first step, the proposed approach is initiated by parsing the JPEG file of

the host image to extract the QM. The QM is one of the segments that represent

the JPEG file for a given image. Each of these segments defines a specified chunk

of JPEG file structure and starts by a specified flag [34]. The QM may differ from

one image to another based on its nature. The 64 bytes QM starts from FF DB

flags. Figure 16 shows the composed segments of the JPEG bitstream in terms of

their flags and their value. The QM segment is the concerned part in our work.

The extracted 8×8 QM is used as a fixed indicator to generate the watermark.

Algorithm 1 illustrates the pseudo-code of this process.
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Figure 16: Syntax of JPEG file structure.

Algorithm 1 The pseudo-code of extraction QM in zero-watermarking approach

for medical images based on Jacobian matrix.

1: Input: original image I

2: begin

3: open the JPEG bitstream file

4: parsing the JPEG bitstream file to find the Define Quantization Table (DQT)

significant by marker FFDB in hexadecimal

5: save the 64 bytes of DQT segment into QM as 8×8 matrix in zig-zag order

6: close the JPEG file

7: end

8: output: An 8×8 QM

4.3.2 Key (k) Extraction

In the process of watermark generation, the original image is partitioned into

8×8 non-overlapped blocks. All blocks are considered as an input to accumulate

subtraction process until outcome with a single 8×8 block. The subtraction pro-

cess starts by subtracting the first 8×8 block of the original image and the 8×8

QM. The average value of the resulted 8×8 block is utilized as a key k, and will

be an input to the Jacobian matrix model to generate a zero watermark. In prac-

tice, using the QM in the subtraction process avoids reaching a zero matrix. The

computation of the average value k and the use of the Jacobian matrix model in

the proposed approach are discussed in the system analysis section 4.7. Figure

17 below illustrates the watermark generation process based on k and its corre-

sponding Jacobian model. In addition, algorithm 2 presents the pseudo-code of

this process.
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Figure 17: The watermark generation framework.

Algorithm 2 The pseudo-code of key (k) extraction in zero-watermarking ap-

proach for medical images based on Jacobian matrix.

1: Initialization: Diff =QM and j=1

2: Input: original image I in square size M×N

3: begin

4: partitioning I into 8×8 blocks results with M×N/64 blocks (Bj:

j=1,2,...,M×N/64)

5: while j 6= M×N/64 do

6: read Bj value

7: Diff=Bj-Diff

8: j=j+1

9: end while

10: k=average value of 64 pixels of resulting Diff matrix

11: end

12: output: key k

Based on the Jacobian matrix model illustrated in section 4.2, we suggest eight

functions with eight parameters to generate an 8×8 matrix that can be exploited

as a meaningful image (i.e. zero-watermark). These functions are stated below

from y1 until y8. One of the parameters is equal to k, while the rests are equal

to zeros. By applying the Jacobian functions, we can conclude that k is the most

significant value, which is utilized in building a zero-watermark.
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The proposed Jacobian matrix model consists of eight functions f: R8 → R8

with these components:

y1= x1
y2= x2 × x1 + x5 × x1 + x7 × x1
y3= x2 × x1 + x5 × x1
y4= x2 × x1 + x3 × x1 + x4 × x1 + x5 × x1 + x7 × x1
y5= x2 × x1 + x5 × x1 + x7 × x1
y6= x2 × x1 + x5 × x1 + x7 × x1
y7= x2 × x1 + x5 × x1 + x7 × x1
y8= x6 × x8

The Jacobian matrix J of f is a 8×8 matrix given by:

Jf(x1, ..., x8) =









































∂y1

∂x1

∂y1

∂x2

∂y1

∂x3

∂y1

∂x4

∂y1

∂x5

∂y1

∂x6

∂y1

∂x7

∂y1

∂x8

∂y2

∂x1

∂y2

∂x2

∂y2

∂x3

∂y2

∂x4

∂y2

∂x5

∂y2

∂x6

∂y2

∂x7

∂y2

∂x8

∂y3

∂x1

∂y3

∂x2

∂y3

∂x3

∂y3

∂x4

∂y3

∂x5

∂y3

∂x6

∂y3

∂x7

∂y3

∂x8

∂y4

∂x1

∂y4

∂x2

∂y4

∂x3

∂y4

∂x4

∂y4

∂x5

∂y4

∂x6

∂y4

∂x7

∂y4

∂x8

∂y5

∂x1

∂y5

∂x2

∂y5

∂x3

∂y5

∂x4

∂y5

∂x5

∂y5

∂x6

∂y5

∂x7

∂y5

∂x8

∂y6

∂x1

∂y6

∂x2

∂y6

∂x3

∂y6

∂x4

∂y6

∂x5

∂y6

∂x6

∂y6

∂x7

∂y6

∂x8

∂y7

∂x1

∂y7

∂x2

∂y7

∂x3

∂y7

∂x4

∂y7

∂x5

∂y7

∂x6

∂y7

∂x7

∂y7

∂x8

∂y8

∂x1

∂y8

∂x2

∂y8

∂x3

∂y8

∂x4

∂y8

∂x5

∂y8

∂x6

∂y8

∂x7

∂y8

∂x8









































As example: Let the computed k is equal to 255. This value is assigned to x1
and the other parameters (x2,x3,x4,x5,x6,x7,x8) are equal to zeros. The Jacobian

matrix model with such inputs starts its calculations to obtain the following

matrix:

Jf(x1, ..., x8) =









































1 0 0 0 0 0 0 0

0 255 0 0 255 0 255 0

0 255 0 0 255 0 0 0

0 255 255 255 255 0 255 0

0 255 0 0 255 0 255 0

0 255 0 0 255 0 255 0

0 255 0 0 255 0 255 0

0 0 0 0 0 0 0 0









































This 8×8 Jacobian matrix can be written as an image of size 8×8 to generate

a robust zero-watermark as illustrated in figure 18. Algorithm 3 illustrates the

pseudo-code of the zero-watermark generation.
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Figure 18: Watermark (w) as 8×8 block.

Algorithm 3 The pseudo-code of zero-watermark generation in zero-

watermarking approach for medical images based on Jacobian matrix.

1: Initialization: x1=k and {x2,x3,...,x8}=0

2: Input: the extracted key (k), the seven zeros parameters

3: begin

4: apply the proposed Jacobian matrix Jf(x1...x8) using the parameters of

{x1,x2,...,x8}

5: zero-watermark← 8×8 Jacobian matrix (JM)

6: output: zero-watermark

4.3.3 Sending Process

Once the zero-watermark is generated, the sending process takes place by send-

ing the original image and the extracted k to the receiver. In this stage, there is no

need to send the generated zero-watermark, while the receiver can generate it by

inputting the value k into the Jacobian matrix model. This reduces the amount

of data sent on the network. Figure 19 illustrates the sending operation.

Figure 19: The sending operation.
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4.3.4 Receiving Process

By considering that the sending process is achieved via a public network, the

original image can be the target to different kind of attacks. The receiver has

to extract the key k from the attacked image to input it to the Jacobian matrix

model in order to extract the attacked watermark (wa). As well, to reconstruct

the original watermark (w), the receiver needs to use the received k. By compar-

ing the extracted attacked watermark (wa) with original one (w), the similarity

and the error probability between wa and w are measured. In addition, we can

also measure the proposed approach robustness against different kind of attacks.

Figure 20 presents the receiving task.

Figure 20: The receiving operation.
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4.4 experiment results

To evaluate the efficiency of the proposed approach, three parameters have been

used to judge the efficiency of the watermarking approach. These parameters

are NC, BER and the execution time. The efficiency of the proposed approach

may be interpreted based on the ability to rebuild the original watermark from

the attacked original image in terms of an acceptable NC and BER.

The experiments are conducted on medical gray-scale and natural gray-scale

images of dimensions 512×512 pixels, where each pixel has a value between

0 and 255, expressed by 8-bits. The sample of medical gray-scale images are

collected from radiology image database1, and the sample of natural gray-scale

images are collected from USC-SIPI database2. Figure 21 presents the sample

of medical gray-scale images besides the computed key (k) and its generated

watermark. As well, figure 22 presents the sample of natural gray-scale images

besides the computed key (k) and its generated watermark.

Figure 21: Medical gray-scale host images: (a) CT-head, (b) X-ray1, (c) MRI, (d) X-ray2,
(e) X-ray3, corresponding generated watermark (w) and the key.

1 Radiology Image Database, https://lifeinthefastlane.com/table/radiology-database/
2 USC-SIPI database, http://sipi.usc.edu/database/
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Figure 22: Natural gray-scale host images: (a) Lena, (b) Peppers, (c) Airplane, (d) Cam-
eraman, (e) Sailboat, (f) Couple, (g) Stream, (h) Home, (i) Man, (j) Baboon, (k)
Tiffany, (l) Women, (m) Splash, (n) Truck, (o) Aerial, corresponding generated
watermark (w) and the key.

To evaluate the robustness of the proposed approach, the experiments are con-

ducted with a particular focus on noise corruption, filtering, image compression

and geometric correction. The ID, the name and the factor of the fourteen dif-

ferent attacks (i.e. a1-a14) are illustrated in table 15. StirMark Benchmark v.4

[80] and Matlab (v.R2016a) are used to apply these attacks on the watermarked

image. The principles of the main attacks are illustrated in section 2.7.
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Attack’s id Attack’s name and factor

a1. JPEG compression (quality factor (QF)=20)

a2. Gaussian noise (variance=20,mean=0)

a3. salt&pepper (noise density=0.01)

a4. median filtering (3×3)

a5. histogram equalization

a6. rotation (counterclockwise 45°)

a7. scaling (0.5) shrink image from 512×512 to 256×256

a8. crop (25%) left up corner (black)

a9. crop down (78×111) center (black)

a10. crop (25%) surround (black)

a11. affine transformation (2)

a12. RML (10)

a13. translation vertically (10)

a14. LATESTRNDDIST (1)

Table 15: The ID, the name and the factor of the fourteen different attacks (a1-a14)

4.4.1 Robustness results

In this subsection, the robustness results in terms of BER and NC of the pro-

cessed medical and natural gray-scale images are presented. The generated key

and the extracted watermark from each attacked watermarked image are also

presented.

a Robustness results on medical gray-scale images

The achieved robustness ratios of the proposed watermarking approach on med-

ical gray-scale images against the attacks (a1-a14) are presented in figure 23 and

figure 24. Figure 23 presents the robustness results against attacks (a1-a7), while

figure 24 presents the robustness results against attacks (a8-a14).
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Figure 23: Robustness results of medical gray-scale images against attacks a1-a7.

The obtained results in figure 23 show that the proposed watermarking ap-

proach achieves good robustness against salt&pepper noise (a3), median filter-

ing (a4) and scaling attacks (a7). The NC between the original watermark and

extracted one against attacks (a3,a4,a7) ranges 0.96-1, and the BER ranges 0-

21.3%. The best NC and BER ratios are presented in case of median filtering

attack (a4), the NC ranges 0.99-1 and BER ranges 0-3.7%. As well, the results

in figure 23 show that the proposed watermarking approach achieve moderate
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robustness against compression (a1), Gaussian noise with high variance (a2), his-

togram equalization (a5) and rotation (a6) attacks. The NC between the original

watermark and extracted one against attacks (a1,a2,a5,a6) ranges 0.75-1, and the

BER ranges 3.7-28%. The worst NC and BER ratios are presented in case of his-

togram equalization (a5), the NC ranges 0.86-0.92 and BER ranges 11.1-28.0%.

However, the robustness results in case of CT image are better than the robust-

ness results in cases of x-ray and MRI images. The BER in case of CT image did

not exceed 18.5%, and the NC ranges 0.87-0.99. In cases of x-ray and MRI images

the BER reaches 28% and the NC ranges 0.75-1.
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Figure 24: Robustness results of medical gray-scale images against attacks a8-a14.

The results in figure 24 show that the proposed watermarking approach achieves

good robustness against cropping left corner (a8), cropping surrounding (a10)

and LATESTRNDDIST attacks (a14). The NC between the original watermark

and extracted watermark against attacks (a8, a10, a14) ranges 0.80-1 (for a14

with X-ray3), and the BER ranges 0-28.1%. The best NC and BER ratios are pre-

sented in case of cropping left corner (a8), the NC ranges 0.99-1 and BER ranges

0-3.7%. As well, the results in figure 24 show that the proposed watermarking ap-
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proach achieve moderate robustness against cropping down (a9), Affine transfor-

mation (a11), RML (a12) and translation vertically (a13) attacks. The NC between

the original watermark and extracted watermark against attacks (a9,a11,a12,a13)

ranges -0.04-0.99, and the BER ranges 11.1-28.3%. The worst NC and BER ratios

are presented in case of cropping down (a9), the NC ranges -0.04-0.96 and BER

ranges 14.8-28.3%. However, the robustness results in cases of CT and x-ray1 im-

ages are better than the robustness results in cases of x-ray2, x-ray3 and MRI

images against (a8-a14) attacks. The BER in case of CT and x-ray1 images did

not exceed 22.2% and the NC ranges 0.87-1. In cases of x-ray2, x-ray3 and MRI

images the BER reaches 28.3% and the NC ranges -0.04-1.

Accordingly, the mentioned robustness results of figure 23 and figure 24 show

that the proposed watermarking approach is more robust against median fil-

tering and cropping left corner than other kinds of attacks. The BER ranges

0-7.4 and the NC ranges 0.99-1. On the other hand, the proposed watermarking

approach achieves less robustness against compression, histogram equalization,

cropping down and affine transformation attacks. The BER ranges 11.1-28.3%

and the NC ranges -0.04-0.99.

b Robustness results on natural gray-scale images

The achieved robustness ratios of the proposed approach on natural gray-scale

images against the attacks (a1-a14) are presented in figures 25, 26, 27, 28, 29 and

30 also in terms of BER and NC. Figures 25, 26 and 27 present the robustness

results of natural gray-scale images against attacks (a1-a7), while figures 28, 29

and 30 present the robustness results against attacks (a8-a14).
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Figure 25: Robustness results of natural gray-scale images (a-e) against attacks a1-a7.
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Figure 26: Robustness results of natural gray-scale images (f-j) against attacks a1-a7.
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Figure 27: Robustness results of natural gray-scale images (k-o) against attacks a1-a7.

The results in figures 25, 26 and 27 show that the proposed watermarking

approach achieves good robustness against salt&pepper noise (a3), median fil-

tering (a4) and scaling attacks (a7). The NC between the original watermark

and extracted watermark against attacks (a3,a4,a7) ranges 0.95-1 and the BER

ranges 0-25.9%. The best NC and BER ratios are presented in case of median

filtering attack (a4), the NC ranges 0.98-1 and BER ranges 0-18.9% respectively.

On the other hand, the results in figures 25, 26 and 27 show that the proposed

watermarking approach achieve moderate robustness against compression (a1),

Gaussian noise with high variance (a2), histogram equalization (a5) and rotation

(a6) attacks. The NC between the original watermark and extracted watermark
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against attacks (a1,a2,a5,a6) ranges 0.83-1 and the BER ranges 0-30.6%. The worst

NC and BER ratios are presented in case of Gaussian noise with high variance

(a2), the NC ranges 0.84-0.98 and BER ranges 9.96-28.32%.

Figure 28: Robustness results of natural gray-scale images (a-e) against attacks a8-a14.
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Figure 29: Robustness results of natural gray-scale images (f-j) against attacks a8-a14.
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Figure 30: Robustness results of natural gray-scale images (k-o) against attacks a8-a14.

The results in figures 28, 29 and 30 show that the proposed approach achieves

good robustness against cropping left corner (a8) and LATESTRNDDIST attacks

(a14). The NC between the original watermark and extracted watermark against

attacks (a8,a14) ranges 0.74-1 and the BER ranges 0-26.17%. The best NC and

BER ratios are presented in case of cropping left corner (a8). The NC ranges 0.98-

1 and BER ranges 0-25.98%. As well, the results in figures 28, 29 and 30 show

that the proposed watermarking approach achieve moderate robustness against

cropping down (a9), cropping surrounding (a10), Affine transformation (a11),

RML (a12) and translation vertically (a13) attacks. The NC between the original
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watermark and extracted watermark against attacks (a9,a10,a11,a12,a13) ranges

0.80-1 and the BER ranges 0-30.86%. The worst NC and BER ratios are presented

in case of cropping down (a9), the NC ranges 0.84-1 and BER ranges 0-30.86%.

Accordingly, the mentioned robustness results of figures 25, 26, 27, 28, 29 and

30 show that the proposed watermarking approach is more robust against me-

dian filtering (a4), scaling (a7), cropping left corner (a8) and LATESTRNDDIST

(a14) than other kinds of attacks. The BER ranges 0-26.17 (for a14 with Peppers

image) and the NC ranges 0.74-1 (for a14 with Stream_Bridg image). On the other

hand, the proposed watermarking approach achieves less robustness against

compression, histogram equalization, cropping down, cropping surround and

affine transformation attacks. The BER ranges 0-30.8% and the NC ranges 0.80-1.

4.4.2 Execution Time

In this subsection, the required execution time to generate the watermark and its

extraction from each attacked medical or natural gray-scale image is presented.

All executions were achieved on HP machine 3.4 GHz Intel(R)/core(TM) i7 CPU

with 8.0 GB RAM.

a Execution time on medical gray-scale images

Table 16 presents the execution time in seconds to generate a zero-watermark

from each host medical gray-scale image, and table 17 presents the execution

time in seconds to extract a zero-watermark from each attacked medical gray-

scale image.

Image name Execution time/seconds

CT-head 2.79

Lungs 2.81

MRI 2.88

Hands 2.75

Legs 2.91

Table 16: The execution time in seconds to generate a zero-watermark from the host
medical gray-scale images.
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Image name Execution time/seconds

CT-head 2.93

Lungs 2.84

MRI 2.97

Hands 2.78

Legs 2.81

Table 17: The execution time in seconds to extract a zero-watermark from the attacked
medical gray-scale images.

The execution time results in tables 16 and 17 show that the execution time

to generate the zero-watermark and to extract it from different attacked medical

gray-scale images did not exceed 6 seconds.

b Execution time on natural gray-scale images

Table 18 presents the execution time in seconds to generate a zero-watermark

from the host natural gray-scale images, and table 19 presents the execution

time in seconds to extract a zero-watermark from the attacked natural gray-scale

images.

Image

name

Execution time/sec-

onds

Image

name

Execution time/sec-

onds

Image

name

Execution time/sec-

onds

Lena 2.74 Couple 2.88 Tiffany 2.80

Peppers 2.95 Stream 2.99 Women 2.81

Airplane 2.93 Home 2.87 Splash 2.98

Cameraman 2.94 Man 2.96 Truck 2.90

Sailboat 2.90 Baboon 2.97 Aerial 2.73

Table 18: The execution time in seconds to generate a zero-watermark from the host
natural gray-scale images.

Image

name

Execution time/sec-

onds

Image

name

Execution time/sec-

onds

Image

name

Execution time/sec-

onds

Lena 2.78 Couple 2.97 Tiffany 2.84

Peppers 2.96 Stream 2.77 Women 2.93

Airplane 2.90 Home 2.68 Splash 2.81

Cameraman 2.90 Man 2.89 Truck 2.82

Sailboat 2.79 Baboon 2.88 Aerial 2.72

Table 19: The execution time in seconds to generate a zero-watermark from the attacked
natural gray-scale images.

The results in tables 18 and 19 show that the execution time to generate the

zero-watermark and to extract it from attacked natural gray-scale images did not

exceed 6 seconds.
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The mentioned results in tables 16, 17, 18 and 19 prove the applicability of

proposed zero-watermarking approach for real-time applications.

4.5 computational complexity analysis

The proposed zero-watermarking approach is implemented with low computa-

tional complexity and execution time. The overall computational complexity is

O(M×N). The low complexities in the computation and execution time present

the proposed approach as practical for real time applications.

4.6 comparative study

This section presents comparative studies between the performance of the pro-

posed zero-watermarking approach with other related watermarking approaches.

The performance of the proposed approach and other related watermarking ap-

proaches is evaluated by considering many aspects either on medical or natural

gray-scale images results. The robustness against different attacks, the domain

based, the type of generated watermark, the computational complexity and the

execution time are set of aspects that are considered in the evaluation process.

Table 20 presents NC value comparison between the proposed approach and

the related approach in [108] for x-ray, MRI and CT medical gray-scale images

under various geometric and non-geometric attacks.
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NC for Watermark Logo

Test image X-ray MRI CT X-ray MRI CT

Attack Thanki et al., 2017 [108] Proposed approach

JPEG compression (Q=90) 0.97 0.98 0.98 0.97 0.93 0.88

JPEG compression (Q=80) 0.93 0.74 0.96 0.98 0.94 0.88

JPEG compression (Q=70) 0.95 0.71 0.74 0.98 0.94 0.88

JPEG compression (Q=60) 0.76 0.59 0.79 0.98 0.94 0.88

JPEG compression (Q=50) 0.71 0.59 0.64 0.98 0.94 0.88

Speckle noise
(variance=0.004)

0.87 0.95 0.94 1 0.99 0.99

Salt&Pepper noise
(variance=0.005)

0.87 0.90 0.91 1 1 0.98

Gaussian noise
(mean=1,variance=0.001)

0.93 0.81 0.86 0.99 0.91 0.89

Median filtering (2×2) 0.95 0.97 0.96 1 1 0.99

Average filtering (2×2) 0.87 0.85 0.88 1 1 0.99

Blurring 0.70 0.96 0.91 0.99 0.98 0.92

Sharpening 0.94 0.97 0.97 1 1 0.99

Histogram equalization 0.97 0.96 0.97 0.86 0.92 0.88

Flipping 0.87 0.73 0.89 0.95 1 1

Rotation(90◦) 0.79 0.90 0.94 0.99 0.92 0.99

Cropping (20%) 0.97 0.97 0.96 0.99 0.92 0.97

Table 20: NC value comparison of proposed approach and related approach [108] for
X-ray, MRI and CT medical gray-scale images under various attacks.

The mentioned NC results between the original watermark and the extracted

ones under different attacks in table 20 show that the proposed watermarking

approach achieves higher ratios than the related approach of [108] for X-ray, MRI

and CT medical gray-scale images. The achieved ratio of NC against compres-

sion, adding noise, filtering, blurring, sharpening, flipping, rotation and crop-

ping attacks ranges 0.88-1 in the proposed approach, while it ranges 0.59-0.97 in

the related approach [108]. In case of JPEG compression (Q=90) and histogram

equalization attacks, the related approach of [108] achieves higher NC than the

proposed approach. The achieved ratio of NC against JPEG compression (Q=90)

and histogram equalization ranges 0.96-0.98 in the related approach of [108],

while it ranges 0.86-0.97 in the proposed approach.

However, the results in table 20 show that the proposed zero-watermarking

approaches provides higher robustness for x-ray and MRI images than CT image.

While, the related approach [108] provides higher robustness for x-ray and CT

images than MRI image.

Table 21 presents NC value comparison between the proposed approach and

other related approaches such in [96][77][106][108] for x-ray medical gray-scale

image under various geometric and non-geometric attacks.
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NC for Watermark Logo

Attack Singh et al.,
2015 [96]

Parah et al.,
2017 [77]

Thakkar et al.,
2017 [106]

Thanki et al.,
2017 [108]

Proposed
approach

JPEG compression
(Q=90)

0.74 0.99 1 0.97 0.97

JPEG compression
(Q=20)

0.72 0.96 0.68 <0.69 0.97

Sharpening 0.74 0.95 1 0.97 1

Median filtering
(2×2)

0.67 0.94 1 0.96 1

Gaussian noise
(µ=0, σ=0.01)

0.74 0.92 0.88 0.64 0.99

Salt&Pepper noise
(µ=0.1)

0.71 × 1 0.75 0.93

Histogram
equalization

0.74 0.98 1 0.97 0.86

Scaling (0.5) × 0.78 [106] 0.91 × 1

Scaling (2) 0.74 1 [106] 1 1 1

Cropping 25% left
up corner

× 0.67 [106] 0.71 × 1

Cropping 25%
center

× 0.44 [106] 0.51 × 1

Table 21: NC value comparison of proposed approach with existing approaches
[96][77][106][108] for X-ray medical image under various watermarking at-
tacks.

The mentioned NC results for x-ray image under different attacks in table

21 show that the proposed approach achieves higher NC ratios against JPEG

compression (Q=20), sharpening, median filtering (2×2) and Gaussian noise

(µ=0, σ=0.01) comparing to other related approaches in [96][77][108]. The NC

ratio ranges 0.97-1 in the proposed approach against JPEG compression (Q=20),

sharpening, median filtering (2×2) and Gaussian noise (µ=0, σ=0.01), while it

ranges 0.64-0.97 in the related approaches [96][77][108]. Additionally, the pro-

posed approach achieves higher NC ratio against scaling (0.5), cropping 25%

left up corner and cropping 25% center attacks than other related approaches in

[77][106]. The NC in the proposed approach equals 1, while it ranges 0.44-0.91

in the related approaches [77][106]. In case of salt&pepper noise (µ=0.1) attack

the proposed approach achieves higher NC ratios than the related approaches of

[96][108], and in case of scaling (2) the proposed approach achieves similar NC

value to the related approaches in [77][106][108].

In contrary, the related approaches in [77][106][108] achieved higher NC ratios

against histogram equalization than the proposed approach. The difference in

NC value between the related approaches in [77][106][108] and the proposed ap-

proach did not exceed 14%. As well, the related approaches of [77][106] achieved

higher NC ratios against JPEG compression (Q=90) and histogram equalization

than the proposed approach. The difference in NC value between them did not

exceed 2%.
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However, the related approach in [106] achieved higher robustness than the re-

lated approaches in [96][77][108] against most mentioned attacks. Furthermore,

the proposed approach achieves interesting robustness results in terms of NC

against most mentioned attacks over the other related approaches in [96][77][106][108].

To evaluate the performance of the proposed approach over other related wa-

termarking approaches, table 22 presents a comparison between the proposed

approach and other related approaches in [96][68][77][106][108] with various as-

pects. The domain based, the types of tested images, the type of generated wa-

termark, the robustness against different attacks, the computational complexity

and the execution time are set of aspects used in the comparison process.

approach Singh et al.,
2015 [96]

Mehto et al.,
2016 [68]

Parah et al.,
2017 [77]

Thakkar et al.,
2017 [106]

Thanki et al.,
2017 [108]

Proposed
approach

Domain based DWT DCT and
DWT

DCT DWT and
SVD

FDCuT and
DCT

Spatial
domain

Types of images
tested

Medical
gray-scale (US,
MRI and CT)

Medical
gray-scale

(X-ray, MRI
and CT)

Medical
gray-scale

(CT)

Medical
gray-scale

(X-ray, CT and
mammogra-

phy)

Medical
gray-scale
(X-ray, US,

MRI and CT)

Medical
gray-scale

(X-ray, MRI
and CT)

Type of
watermarking

Robust Fragile Robust Robust Robust Robust

Type of
watermark

1-bit binary
image (0 or 1)

8-bit
Gray-scale

image (0-255)

1-bit binary
image (0 or 1)

1-bit binary
image (0 or 1)

8-bit binary
image (0 or

255)

8-bit
Gray-scale

image (0-255)

Maximum PSNR
(dB)

37.75 45.0 48.0 46.9 55.06 Infinity

Maximum/
Average/ Range

NC

0.75 as
maximum

Reversible
watermarking

0.44-1 0.51-1 0.94 in
average

0.86-1

Maximum BER 5.5% Reversible
watermarking

19.8 26.3% Not
mentioned

18.5%

Execution time
(second)

Not
mentioned

Not
mentioned

Not
mentioned

1.24 29.95 5.96

Computational
complexity

O(M×N) O
((

M
×

N
)2

lo
g 2

(M
×

N
))

O
((

M
×

N
)2

lo
g 2

(M
×

N
))

O(M×N)2 O
((

M
×

N
)2

lo
g 2

(M
×

N
))

O(M×N)

Table 22: Comparison of proposed approach with related approaches
[96][68][77][106][108] with various features.

Table 22 shows several watermarking approaches that are proposed in the

literature to achieve medical images authentication. The values of the evaluat-

ing aspects in table 22 show that all related approaches in [96][68][77][106][108]

are designed in frequency domain, while the proposed approach is designed

in spatial domain. As well as, the type of generated watermark in the related

approaches in [96][77][106][108] was binary watermark, while it is a gray-scale
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image in the proposed approach. In spite of these two properties and their ef-

fect on the robustness, the proposed approach provides better NC values than

other related approaches in [96][77][106][108]. The NC in the proposed approach

ranges 0.86-1, while it is ranged 0.44-1 in [96][77][106][108]. The BER in the pro-

posed approach did not exceed 18.5% and it outperforms the BERs in the related

approaches in [77][106]. It is worth to note that the mentioned values of NC

and BER in this table are against attacks that are considered in table 21, and the

approach of [68] introduced a reversible watermarking approach.

However, the BER in approach [96] outperforms the BER in the proposed ap-

proach due to the domain based and the difference in the type of generated or

used watermark. The approach in [96] exploited the DWT coefficients to embed

a binary watermark where each bit in the watermark has a value either 0 or 1,

while the proposed approach based on spatial domain generates a gray-scale wa-

termark where each bit has a value between 0 and 255. Thus, the probability to

get erroneous bits after extracting gray-scale watermark from attacked image be-

comes higher than the probability to get erroneous bits after extracting a binary

watermark from attacked image.

For the aspect of perceptual image quality in terms of PSNR, our proposed

approach achieves an infinity dB because no data is added to the host image.

The other related watermarking approaches require embedding watermark in

the original image, which then causes noticeable image quality distortion.

In terms of computational complexity, the proposed approach has lower com-

putational complexity comparing to [68][77][106][108] approaches. The computa-

tional complexity in the proposed approach is O(M×N), while it is an O((M×N)2log2(M×N))

in [68][77][108] approaches and O(M×N)2 in [106]. However, the proposed ap-

proach and the approach in [96] has the same computational complexity. For the

execution time complexity, the proposed approach is executed in less time com-

paring to [108] approach. The execution time in the proposed approach equals

5.96 seconds and in [108] was 29.95 seconds. However, the execution time of

the related approach in [106] outperforms the execution time of the proposed

approach, it was 1.24 second. The difference in the execution time between the

mentioned approaches could be due to the machines used in the experiments ex-

ecution. In most mentioned approaches, the specifications of the machines that

are used in the testing are not available.

Table 23 presents NC value comparison between the proposed approach and

the related zero-watermarking approach [86] for natural gray-scale images under

various geometric and non-geometric attacks.
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NC for Watermark Logo

Test image Peppers Lena Baboon Cameraman Peppers Lena Baboon Cameraman

Attack Rani et al., 2015 [86] Proposed approach

Gaussian noise addition
(5%)

0.97 0.98 0.96 0.95 0.99 0.99 0.95 0.99

Average filtering (7×7) 0.98 0.98 0.98 0.96 0.99 0.98 1 0.99

Median filtering (7×7) 0.98 0.98 0.98 0.97 0.99 0.98 1 1

Scaling (0.5) 0.99 0.99 0.99 0.99 1 0.99 0.95 1

Rotation (50◦) 0.86 0.87 0.86 0.85 0.98 0.96 0.94 0.98

Cropping(50%) 1 1 1 1 0.99 0.98 1 0.92

Cropping (75%) 1 1 1 1 0.99 0.98 0.94 0.90

Histogram equalization 0.98 0.98 0.99 0.96 0.99 0.90 0.84 0.97

JPEG compression
(Q=40)

0.99 0.99 0.99 0.99 0.99 0.97 0.94 0.97

Table 23: NC value comparison of proposed approach and existing zero-watermarking
approach [86] for natural gray-scale images under various attacks.

The results in table 23 show that the proposed approach achieves higher NC

ratios comparing to approach in [86] for the natural gray-scale images against

Gaussian noise addition (5%), average filtering (7×7), median filtering (7×7),

scaling (0.5) and rotation (50◦). The NC in the proposed approach ranges 0.94-

1, while it ranges 0.85-0.99 in the approach in [86]. In case of cropping(50%),

cropping (75%), histogram equalization and JPEG compression (Q=40) NC ratios

in the proposed approach and the related approach in [86] are convergent with

slight overcome of the related approach of [86] by 10% in the worst case.

However, the results in table 23 show that the proposed zero-watermarking

approach achieves good robustness for Peppers, Lena and Cameraman images

over than Baboon image and in general the proposed approach and the related

approach [86] show good robustness against the mentioned attacks.

To evaluate the performance of the proposed approach over other related zero-

watermarking approaches, table 24 presents a comparison between our proposed

approach and other related zero-watermarking approaches in [86][33][114][94][95][115]

with various aspects. The domain based, the types of images tested, the type of

generated watermark, the robustness against different attacks, the computational

complexity and the execution time are set of aspects used in the evaluation pro-

cess.

114



comparative study

approach Rani et al.,
2015 [86]

Gao et al.,
2015 [33]

Chun-peng
et al., 2016

[114]

Shen et al.,
2017 [94]

Singh et al.,
2017 [95]

Wang et al.,
2017 [115]

Proposed
approach

Domain
based

DWT and
SVD

Bessel-
Fourier

transform

Pure
quaternion
numbers [6]

NURP DWT and
SVD

PCET Spatial
domain

Types of
images
tested

Natural
gray-scale

Natural and
medical

gray-scale

Natural color Natural
gray-scale

Fundus color
(medical)

Natural
and

medical
gray-scale

Natural and
medical

gray-scale

Type of
generated
watermark

8-bit binary
image (0 or

255)

8-bit binary
image (0 or

255)

8-bit binary
image (0 or

255)

8-bit binary
image (0 or

255)

1-bit binary
image (0 or 1)

8-bit binary
image (0 or

255)

8-bit
Gray-scale

image (0-255)

Robust or
fragile

Robust Robust Robust Robust Robust
against

non-geometric
attacks

Robust Robust

Robustness NC ranged
0.50-1

BER<21.1%
[114]

BER<12.4% NC ranged
0.86-0.98 and
BER<10.9%

NC ranged
0.69-1 and
BER<7.3%

BER
ranged

1.2-10.2%

NC ranged
0.86-1 and

BER<18.5%

Computation
complexity

O
(m

in
(M
×

N
2

,M
2
×

N
))

O(M2×N2) O(M×N) O(M×N) O
((

M
×
N
)3
lo
g
2
M
×

N
)

O
(M
×
N
×
ω

2
)

O(M×N)

Execution
time

(seconds)

90 4345.64 [114] 740.51 Not
mentioned

3.5 21.84 5.96

Table 24: Comparison of proposed approach with related zero-watermarking ap-
proaches [86][33][114][94][95][115] with various features.

Table 24 shows several zero-watermarking approaches that are proposed in

the literature to achieve medical and natural images authentication. All of the

related approaches in [86][33][114][94][95][115] are designed in frequency do-

main, while the proposed zero-watermarking approach is designed in spatial do-

main. Moreover, the type of the generated watermark in the related approaches

of [86][33][114][94][95][115] was a binary watermark, while its gray-scale water-

mark in the proposed approach. In spite of the proposed approach is designed

in spatial domain and the generated watermark is gray-scale image, it still pro-

vides good robustness ratios comparing with other related approaches in terms

of NC and BER. The NC in the proposed approach ranges 0.86-1, while it ranged

0.50-1, 0.86-0.98 and 0.69-1 in [86][94][95] respectively. The BER in the proposed

approach did not exceed 18.5%, while it did not exceed 21.1%, 12.4%, 10.9%,

7.3 and 10.2% in [33][114][94][95][115] respectively. The BER in the related ap-

proaches in [114][94][95][115] outperforms the BER in the proposed approach

due to the difference in the type of generated watermarks. In case of gray-scale

watermark each pixel has by a value between 0 and 255, while in case of bi-
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nary watermark each pixel has a value either 0 or 1. Then, the probability to

get erroneous bits after extracting gray-scale watermark from attacked image be-

comes higher than the probability to get erroneous bits after extracting binary

watermark from attacked image.

In terms of computational complexity, the proposed approach implements

with low computational complexity comparing to [86][33][95][115] approaches.

The computational complexity in the proposed approach is O(M×N), while

it was O(min(M×N2,M2×N)), O(M2×N2), O((M×N)3log2M×N) and O(M×N×
ω2) in [86][33] [95][115] respectively. The computational complexity in [114][94]

was similar to the complexity of the proposed approach. For the execution time,

the proposed approach is executed in less time comparing to [86][33][114][115]

approaches. However, the execution time of the approach in [95] outperforms

the execution time of the proposed approach, it was 3.5 second. The difference

in the execution time between the mentioned approaches could be due to differ-

ence of performance of the machines used in the experiments execution. In most

mentioned approaches, the specifications of the machines that are used in the

testing are not available.

4.7 system analysis

This section introduces a discussion of the most important aspects that distin-

guish the proposed approach from the other addressed related approaches and

explains the reasons for this improvement. The main aspects and reasons are

discussed in the following.

4.7.1 Selecting the Key k

Some attacks such as cropping and translation have an effect on a specific part

of the image rather than the whole image. Hence, in the proposed approach,

selecting a specific value (such as the first pixel, the last pixel, or the center pixel)

from the resulted block after accumulation subtraction process could not resist

efficiently to the impact of attack on the overall image [117]. Thus, selecting the

key k as an average value of the accumulated subtraction of all 8×8 blocks is

more efficient to cover the impact of attacks.

4.7.2 Using the Jacobian Matrix

Several zero-watermarking approaches such as those proposed in [115][95][94][33][86]

are based on a key value obtained by xor-ing the extracted feature from the host

image and the pre-defined watermark. This key is sent to the receiver as well
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to xor with the extracted feature from the attacked image to extract the attacked

watermark. This technique involves several limitations including increasing the

complexity, where the sender should send the watermark and the extracted fea-

ture to the receiver. As well they do not give a fair indication to the impact of the

attack (i.e. variation in the pixel’s value due to attacks). Jacobian matrix model

helps to address these limitations by building a meaningful watermark image

from the average value k, which gives a true indication to the impact of the

attack. Moreover, the proposed approach presents less complexity since it uses

pixel values to extract k rather than the frequency techniques.

4.7.3 Security Requirement

Many related approaches require securing the image features or the pre-defined

watermark image before embedding process. This task aims to reduce the chance

on detecting any information that could be used by the illegal user to remove or

alter the watermark. The proposed approach does not need to send the generated

watermark, but needs only to send the extracted k. Therefore, there is no need to

any security strategy.

4.7.4 Imperceptibility

For any zero-watermarking approach, the host images are not subject to any

degradation in term of visual quality because no embedding procedure takes

place. Thus, the imperceptibility ratio in terms of PSNR equals infinity and the

SSIM equals 1.

4.7.5 Robustness

The essential need of zero-watermarking system in Telemedicine by transmit-

ting the medical images through an e-healthcare network has been realized

through this work. The proposed zero-watermarking approach achieves the med-

ical images authentication and robustness against different geometric and non-

geometric attacks. The watermark is regenerated from the attacked image with

high acceptable robustness rate. The NC is ranged 0.86-1 and the BER did not ex-

ceed 28.3% against various geometric and non-geometric attacks. These results

ensure the efficiency of the proposed approach to achieve the authenticity of

the transmitted medical images through an e-healthcare network. Furthermore,

the proposed approach may help the researchers to develop a new approach

to control access on patient data and relevant medical records in Telemedicine

environments.
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4.7.6 Computational Complexity and Execution Time

The proposed zero-watermarking approach is implemented with low computa-

tional complexity and execution time. The overall computational complexity is

O(M×N) and the execution time of the proposed algorithm requires 6 seconds.

The low complexities in the computation and execution time present the pro-

posed approach as practical for real time applications.

4.8 conclusion

An efficient and robust zero-watermarking of medical images approach is pro-

posed. The proposed approach is characterized by building a meaningful wa-

termark image by computing the average value of accumulated subtraction of

all 8×8 blocks, and then exploiting it as a main parameter input to a proposed

Jacobian matrix. The proposed approach sends the block average value to the

receiver, rather than the generated watermark, which usually needed a security

strategy. This design has many advantages including: giving a fair indication

of the attack impact proportion on processed image; decreasing the complexity

by exploiting the pixels values rather than frequency coefficients. The proposed

approach is also tested on natural images to ensure its efficiency with different

kinds of images. The experiments result through NC and BER metrics, proves

that the proposed approach enhances the robustness against several scenarios of

attacks. The NC ratio in average reaches 93%, and the probability to recover the

watermark image is higher than 71%. Besides that, the proposed approach has

been implemented with low computational complexity and execution time. It is

implemented with overall computational complexity of O(M×N) and execution

time equals 6 seconds. These results are very encouraging comparing to other

related zero-watermarking approaches and ensure that the proposed approach

would be highly practical for real time processes.
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5.1 introduction

Establishing procedures to preserve digital images security and authentication

are significant issues. Many sensitive applications require transmitting a huge

amount of digital images in secure way such as medical and remote sensing

imaging systems. Designing image security and authentication models require

considering the major constraints including computational complexity and ro-

bustness against different attacks [35].

Managing these constraints requires an intensive work to deal with image

characteristics including the texture/smooth nature, the relationships between

the pixels or coefficients in transform spaces and the structure of image’s sur-

face/background. These characteristics, which have significant correlation with

the Human Visual System (HVS), are vague and uncertain, since there is no

precise meaning or real standard of these characteristics [93].

The fuzzy theory is a heuristic-based approach aiming to introduce efficient

solutions based on a set of rules and fuzzy membership function. The fuzzy rules
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deal with incomplete and inexact knowledge such as the concepts of bigger,

taller or faster. Fuzzy set, fuzzy logic, and rough sets are the most important

techniques in the CI, and they can be combined to give a definition for vagueness

and imprecise knowledge in different fields [79][128][132]. Extracting hidden

patterns from data, medical diagnosis, pattern recognition, image classification

and intelligent dispatching are set of application whose design can be based on

fuzzy sets, fuzzy logic and rough sets techniques.

The key features of rough set theory including the ability to characterize and

deal with uncertainty and vague image data, as well as no need to any prelim-

inary or additional information about data like probability in statistics or value

of possibility, has encouraged us to investigate it uses for enhancement of water-

marking.

This chapter is organized as follows. Background related to the principles of

classical set and rough set is presented in section 5.2. Section 5.3 introduces wa-

termarking approach in spatial domain based on HVS characteristics and rough

set theory. The experiment results are presented in section 5.4 and the computa-

tional complexity analysis is presented in section 5.5. The comparative study is

presented in section 5.6 and the system analysis is presented in section 5.7. This

chapter ends with conclusion in section 5.8.

5.2 classical set and rough set principles

The classical set is a primitive notion in mathematics and natural sciences. The

set can be defined in such a way that all elements in the universal set are classi-

fied definitely into members or nonmembers based on predefined characteristic

function. The characteristic function assigns either 0 or 1 for each element in the

universe set.

Let U denote the universe set and u denote the general elements, then the

characteristic function FS(u) maps all members in universal set U into set {0,1}.

The mapping process classified the universe elements into crisp sets [130], where

the principle of crisp set is defined in such a way that the boundary region of U

is empty, this means that all universe set elements are classified definitely either

as member or non-member.

The general syntax of characteristic function is mentioned below. FS(u):U→{0,1}

Mathematically, the classical sets can be denoted by one of the following expres-

sions:

• List, denoted as: S={x1, x2,..., xn}

• Formula, denoted as: S={X | X satisfies a given property, for example (X is

an even number)}
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• Membership function, denoted as

FS(u) =











1 if u belongs to S

0 if u does not belong to S

In contrast of crisp set principle, which deals with precise information and

knowledge [130], the fuzzy set theory is a mathematical approach to solve the

vagueness and uncertainty information about the problem’s knowledge. The

fuzzy set principle was introduced by Lotfi Zadeh [130] to define a set of ele-

ments that is formulated by employing a fuzzy membership function. Any set

that is defined by membership function is defined as a fuzzy (imprecise) set and

not as a crisp (precise) set [130].

For fuzzy sets, the membership function expresses the relationship between

the value of an element and its degree of membership in a set. The membership

function of a fuzzy set S is denoted by FS, where FS:U→ [0,1]. If an element u in

the universe set U is a member of the fuzzy set S, then it become member of S

with a degree of membership given by FS (U)→ [0,1].

Figure 31 shows the difference between the crisp and fuzzy sets. The crisp

set principle is presented by figure 31 –i, where each element of the set {A,B,C}

has a crisp value by the characteristic function. While, the fuzzy set principle is

presented in figure 31 –ii in such a way that element B is located on the boundary

of crisp set with a partial membership.

Figure 31: An example presents the difference between crisp and fuzzy sets

As well, the rough set that was proposed by Zdzislaw Pawlak [79] is used effi-

ciently to provide a solution to uncertainty and vagueness knowledge problem.

As introduced in [79], the vagueness problem in rough set can be formulated

by employing the concept of boundary region of a set rather than partial mem-

bership function such used in fuzzy set theory [79]. If the boundary region of

a set is empty, then it means that the set is crisp (precise), otherwise, the set is

rough (imprecise). Non-empty boundary region of a set gives indication that our

information and knowledge about the problem is vague and uncertain [79].
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Table 25: An example of information system

Objects a1 a2 a3 a4

x1 yes no yes no

x2 yes no no yes

x3 no yes no no

x4 no no yes yes

x5 no no no yes

To describe the rough set problem more precisely, suppose that we have an

information system (IS), as presented in table 25. The IS is expressed by a finite

set of objects (U) called (universe) described by a finite set of attributes (R). In

the sample IS, U={x1,x2,x3,x4,x5} and R={a1,a2,a3,a4}.

The representing of lack of knowledge about objects of U, can be defined

through equivalence relation given by a subset of attributes P, P⊆R. Let x and y

be arbitrary objects in U, and P an arbitrary non empty subset of R, P⊆R. Then,

objects x and y are denoted to be indiscernible by P, if and only if x and y have

the same vectors of attributes values on all elements in P [132]. The indiscernible

relation can denoted as below.

ind(P)={(x,y)∈ U2 | ∀ a∈ P, a(x)=a(y)}

The equivalence relation between x and y is an indiscernible relation by at-

tributes of P, where (x,y)∈ ind(P). The equivalence class of an object x with

respect to P is denoted by [x]ind(P) or [x]P, where x∈ U [132][58]. Based on the

IS in table 25, if P={a1, a3}, then objects x3 and x5 are indiscernible.

For a subset X⊆ U, X with respect to P can be characterized by upper and

lower approximation sets such as the following:

• The upper approximation of a set X with respect to P is the set of all

objects which can be possibly classified as X with respect to P (are possibly

member of X in view of P).

AP(X)={x∈U|[x]ind(P)

⋂

X 6=φ}

• The lower approximation of a set X with respect to P is the set of all ob-

jects, which can certainty be classified as X with respect to P (are certainly

member of X with respect to P).

AP(X)={x∈U|[x]ind(P)⊆ X}

• The boundary region of a set X with respect to P is the set of all objects,

which cannot be classified with respect to P neither as certainly member of

X nor as certainly non member of X with respect to P.
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BNP(X)=AP(X)-AP(X)

Based on these definitions, the set X is crisp, if the boundary region of X is

empty; otherwise the set X is rough. The first case indicates that set X is exact

with respect to P, whereas the second case indicates that set X is inexact with

respect to P.

The information granules is another denotation to the equivalence classes of

the indiscernibility relation generated by P. The granule represents the elemen-

tary portion of knowledge that can be recognized due to indiscernibility relation

P. Then, approximation sets can also be described in terms of granules informa-

tion [132].

• The upper approximation of set X (AP(X)) is a union of all granules that

have non-empty intersection with the set X.

• The lower approximation of a set X (AP(X)) is a union of all granules that

are completely included in the set X.

• The boundary region of a set X is the difference between the upper and

lower approximation sets.

Figure 32 represents the upper and lower approximation sets and the bound-

ary region with means to the information granule.

Figure 32: The elements of rough set theory in terms of approximation sets

The roughness metric is usually used to measure the amount of uncertainty

of the extracted rough set [132]. For any information system (IS) involving set

of objects (U) and set of attributes (R), and for any non-empty subset X⊆U and

attributes P⊆R, the roughness metric of set X with respect to P is denoted in

equation 18.

RP(X) = 1−
|AP(X)|

|AP(X)|
(18)

Where X6=φ, |S| denoted the cardinality of the finite set S, and RP(X)∈[0,1].

123



watermarking approach in spatial domain based on hvs

characteristics and rough set theory

5.3 watermarking approach in spatial domain based

on hvs characteristics and rough set theory

A robust image watermarking approach based on HVS characteristics and rough

set theory is proposed. The proposed approach deals with the vague and uncer-

tainty definition of the textured regions of host image in aims to identify more

appropriate regions for embedding watermark with reasonable imperceptibility

and robustness ratios. The approach took into account two indiscernible HVS

characteristics and processed them by rough set theory.

5.3.1 Problem statement

The proposed watermarking approach deals with two problems that are related

to the sensitivity of color representations of the processed image for the human

eyes and the indiscernible effects of DCT coefficients on the perceptual quality of

the processed image. These problems in watermarking system have a close rela-

tionship with the principles of HVS in terms of robustness and imperceptibility.

The color representation problem deals with the degree of sensitivity of each

color space of the host image for the human eyes. Many studies confirmed that

analyzing RGB image in means of HVS requires to convert it into another color

spaces like YCbCr, which defined three components: luminance (Y), chrominance

blue (Cb) and chrominance red (Cr) [53]. The luminance component means the

gray-scale of the original RGB image, it expresses the most information in the

image. The chrominance components refers to the color components and they

express the details of host image. In means of HVS characteristics, the human

eyes are more sensitive to the luminance component and are less sensitive to

the Cb component. For designing watermarking system, hiding watermark in Cb

component will be more appropriate in terms of imperceptibility and robustness,

since the human eye will not be able to easily note the modification or change

in the watermarked image. The difficulty here is deciding the amount of bits

that can be embedded in the Cb component without degrade significantly the

perceptual quality of watermarked image.

The DCT coefficients ambiguity deals with the DC and AC coefficients of the

transformed image based on DCT. The literature mentions that the DC coeffi-

cient of each image’s block expresses the most magnitude information of that

block and to describe the nature of the block (smooth or texture) [47]. These

perspectives can be analyzed in terms of HVS and for designing watermarking

system. In terms of HVS, the changes in DC coefficients are more sensitive to

the human eyes rather than changes in AC coefficients, which define the de-

tails of image’s information. For designing watermarking system, it is proved
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that embedding watermark bits in DC coefficients is more appropriate in terms

of robustness than embedding them in AC coefficients [47][39]. The vague and

uncertainty in this case can be described by the amount of bits that can be em-

bedded in the DC coefficients by preserving the robustness and the perceptual

quality of the watermarked image.

5.3.2 System model

In order to solve these two ambiguity problems, the proposed watermarking

approach exploits the capability of rough set theory. Initially, the approach builds

two information systems related to the nature of host images, which are based

on the amount of image content. Then, rough set theory is applied to define the

upper and lower approximation sets and subsequently to extract the rough set,

which defines approximately most appropriate blocks to embed watermark in

terms of robustness and imperceptibility.

5.3.3 Initialization

The proposed approach considers two types of color images: semi-textured and

textured images to construct two information systems. Any color image, which

is represented by RGB bitmap is converted to YCbCr components to display lu-

minance component(Y), chrominance blue (Cb), and chrominance red (Cr) com-

ponents. The approach is designed only by considering the Cb matrix, that is

partitioned into non-overlapping 64×64 blocks. Based on rough set theory each

one is a granule. The approach does the analysis of each 64×64 block to define

two attributes: attribute (1) defines the average value of pixels in every block in

Cb matrix, where each pixel’s value is ranged between [0-255], attribute (2) rep-

resents the category value of DC coefficient for each block in Cb matrix. Indeed,

each 64×64 block is partitioned into 8×8 non-overlapping sub-blocks, then the

DC coefficient for each 8×8 sub-block is computed in spatial domain according

to equation 7 (see subsection 2.6.2) [97]. The average value of all DC coefficients

of all 8×8 sub-blocks is calculated and it mapped into a category value according

to Huffman coding table presented in [104]. The categories of DC coefficients are

ranged [0-11]. The structure of the system initialization is presented in figure 33.
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Figure 33: The structure of system initialization

5.3.4 Construction of an Information System for Digital Images

a Construct an information system for both semi-textured and textured images

The Cb matrix can be represented as an information system I(U,R) that involves

a set of objects U and a set of attributes R. The proposed system defines two in-

formation systems, which are theoretically well-matched with the watermarking

process, and are efficient in terms of robustness and imperceptibility of water-

marked image.

Each one of these information systems consists of 12 objects, and three at-

tributes. The attributes include the average value of 64×64 pixels corresponding

to Cb attribute, the category of DC coefficient of the 64×64 processed block,

and the decision attribute. Defining 12 objects in the information system is ar-

bitrary, the average value of Cb pixels is ranged between [0-255], the category

of encoded DC coefficient is ranged [0-11]. The decision attributes express the

126



watermarking approach in spatial domain based on hvs

characteristics and rough set theory

possibility of the object to hold watermark efficiently (achieve good robustness

against different image processing attacks and preserving a perceptual quality

of watermarked image).

Table 26, illustrates the information system for semi-textured images. The de-

cision of the information system is based on threshold T that corresponds to the

class number. By demonstrating the information system in table 26, the decision

for embedding watermark in semi-textured image blocks depends on T65. This

can be explained theoretically by noting that all blocks in any semi-textured im-

ages are flat and most significant information content is characterized with low

Cb values and low DC categories. Then, embedding watermark in these blocks

will become more appropriate to preserve perceptual image quality and achiev-

ing high robustness. In case that some image blocks have DC category in [4-5],

this means that these blocks have much information content but it would be sig-

nificantly low. Therefore, increasing these information by embedding watermark

bits will become noticeable by human eyes, and the watermark becomes fragile

against attacks.

Table 26: Information system of semi-textured images

Class No. Average value
of Cb pixels

Category of DC
coefficients

Decision

1 X6 127 0 Yes

2 X>127 0 Yes

3 X6 127 [1-3] Yes

4 X>127 [1-3] Yes

5 X6 127 [4-5] Yes

6 X>127 [4-5] No

7 X6 127 [6-7] No

8 X>127 [6-7] No

9 X6 127 [8-9] No

10 X>127 [8-9] No

11 X6 127 [10-11] No

12 X>127 [10-11] No

On the other hand, table 27 illustrates the information system for textured

images. The decision depends on T>4. This can be explained theoretically by

noting that all blocks in any textured images are represented by high Cb values

and high DC categories, where all blocks have significant information content.

Embedding watermark through these blocks will become more appropriate to
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preserve perceptual image quality and achieving high robustness. In case that

some image blocks have DC category in [1-3], this means that these blocks have

low information content. Therefore, increasing this information by embedding

watermark bits will become noticeable by human eyes, and the watermark be-

comes fragile against attacks.

Table 27: Information system of textured images

Class No. Average value
of Cb pixels

Category of DC
coefficients

Decision

1 X6 127 0 No

2 X>127 0 No

3 X6 127 [1-3] No

4 X>127 [1-3] Yes

5 X6 127 [4-5] Yes

6 X>127 [4-5] Yes

7 X6 127 [6-7] Yes

8 X>127 [6-7] Yes

9 X6 127 [8-9] Yes

10 X>127 [8-9] Yes

11 X6 127 [10-11] Yes

12 X>127 [10-11] Yes

5.3.5 Rough Set Implementation

From the information systems illustrated in table 26 and table 27, a unified infor-

mation system that deals with any image regardless its nature can be built.

The unified information system is illustrated in table 28, where it expresses the

ambiguity in the decision of watermarking process due to the indiscernibility in

defining an appropriate ranges of Cb and DC category for each candidate block

to embed watermark in term of the HVS.
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Table 28: Unified information system for semi-textured and textured images

Class No. Average value
of Cb pixels

Category of DC
coefficients

Decision

1 X6 127 0 Yes

2 X6 127 0 No

3 X>127 0 Yes

4 X>127 0 No

5 X6 127 [1-3] Yes

6 X6 127 [1-3] No

7 X>127 [1-3] Yes

8 X>127 [1-3] Yes

9 X6 127 [4-5] Yes

10 X6 127 [4-5] Yes

11 X>127 [4-5] No

12 X>127 [4-5] Yes

13 X6 127 [6-7] No

14 X6 127 [6-7] Yes

15 X>127 [6-7] No

16 X>127 [6-7] Yes

17 X6 127 [8-9] No

18 X6 127 [8-9] Yes

19 X>127 [8-9] No

20 X>127 [8-9] Yes

21 X6 127 [10-11] No

22 X6 127 [10-11] Yes

23 X>127 [10-11] No

24 X>127 [10-11] Yes

Based on table 28, the unified information system is expressed by the universe

U={1,2,...,23,24} that described by subset P={average value of Cb pixels, category

of DC coefficients}, then the set X={1,3,5,7,8,9,10,12,14,16,18,20,22,24} is the set

of blocks with decision yes. By rough set theory, the upper approximation set

(AP(X)) and lower approximation set (AP(X)) are extracted. Then, AP(X) and

AP(X) are used to extract the boundary region (BN) set.

(AP(X))→{1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24}.

(AP(X))→{7,8,9,10}.
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(BN)→{1,2,3,4,5,6,11,12,13,14,15,16,17,18,19,20,21,22,23,24}.

The representation of upper, lower and boundary sets for a given problem, are

described in figure 34.

Figure 34: The representation of upper, lower and boundary sets for a given problem

The proposed approach concerns all of those blocks that are matching the

condition for any boundary set element (BN). Based on the results of rough set

theory, the selected image’s blocks would be defined as the most appropriate

blocks to embed watermark by taking into consideration the robustness and

perceptual quality of embedded image.

5.3.6 Embedding Process

The proposed approach used the linear interpolation equation for embedding

watermark in host image. This equation gives the ability to control the imper-

ceptibility of watermarked image by using a proper interpolation factor t. The

pseudo-code of the embedding process is illustrated by algorithm 4 and the

structure of embedding process is presented in figure 35.
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Algorithm 4 The pseudo-code of embedding watermark

1: Initialization: Converting the host image I from RGB bitmap into YCbCr

bitmap

2: Input: The Cb matrix of host image I, the watermark image w and t=0.99

3: Partitioning Cb matrix into 64×64 blocks (B) where B={1,2,...,N}, N is the total

number of 64×64 blocks

4: Each 64×64 block is partitioned into 8×8 non-overlapping sub-blocks, and

the DC coefficient for each 8×8 sub-block is computed according to equation

7

5: Calcualting the average value of all DC coefficients of all 8×8 sub-blocks

6: for i ← 1 to N do

7: Cbi ← Avg value of Cb pixels of Bi block

8: DCi ← Category of the average DC of Bi block

9: if Cbi and DCi are matched with the condition of any element in the

boundary (BN) set then

10: B∗

i ← (1-t)×w + t×Bi ; 0<t<1

11: end if

12: end for

13: Cb∗ ← combining all B∗

i

14: IwYCb∗Cr ← combining (Y,Cb∗,Cr)

15: IwRGB ← converting (IwYCb∗Cr)
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Figure 35: Watermark embedding process

5.3.7 Extraction Process

The proposed approach used the inverse linear interpolation equation to extract

watermark from attacked watermarked image Iw∗

RGB, where the watermarked

image IwRGB is usually exposed to different kinds of attacks. The pseudo-code

of the watermark extraction is illustrated by algorithm 5 and the structure of

watermark extraction is presented in figure 36.
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Algorithm 5 The pseudo-code of extraction watermark

1: Initialization: Converting the attacked watermarked image Iw∗

RGB from RGB

bitmap into YCbCr bitmap, the result is Iw∗

YCbCr

2: Input: The Iw∗

Cb matrix of attacked watermarked image Iw∗

YCbCr, the origi-

nal watermark image w, the elements of the boundary (BN) set and t=0.99

3: Partitioning Iw∗

Cb matrix into 64×64 blocks (B∗) where B={1,2,...,N}, N is the

total number of 64×64 blocks

4: for i ← 1 to N do

5: if Bi
∗ is one block of the boundary (BN) set then

6: wi ← (1/t)×w -((1-t)/t)×B∗

i ; 0<t<1

7: end if

8: end for

9: w← set of all wi

Figure 36: Watermark extraction process

133



experiment results

5.4 experiment results

This section presents the imperceptibility and the robustness results after testing

the proposed approach on set of color images. The proposed approach is tested

on natural color images sized 512×512 and using 64×64 gray-scale image as

watermark.

5.4.1 Watermark imperceptibility

Figure 37 presents the imperceptibility results of the proposed approach on set

of host color images that are collected from CVG-UGR database1. The PSNR and

the mSSIM are computed for each original image with two watermarks.

Figure 37: The imperceptibility results on set of color images.

The results in figure 37 show that the proposed approach achieves a good

imperceptibility. The PSNR ranges 39.1-41.9 dB, while the mSSIM reaches 0.99 in

all tested images except in case of F16 image where mSSIM reaches 0.92. Visually,

F16 image has high luminance masking and low chrominance values whereby

distortion becomes more visible with any change in the chrominance spaces.

5.4.2 Watermarking robustness

To evaluate the robustness of the proposed approach, the experiments are con-

ducted with a particular focus on noise corruption, filtering, image compression

and geometric correction. The consequence of applying various attacks on color

Lena image is illustrated in figure 38. All watermarked images are exposed to

1 CVG-UGR database, http://decsai.ugr.es/cvg/dbimagenes/
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a variety of geometric and non-geometric attacks using StirMark Benchmark v.4

[80] and Matlab.

Figure 38: The consequences of applying different attacks on watermarked color Lena
image.

Due to the large number of blocks that satisfy the boundary rough set, the

experiments result is displayed in average as showed in table 29 and table 30. The

BER and NC are calculated between the original watermark and the extracted

watermark for each attacks scenario.

In all experiments using the two watermarks logos, the NC ranges 0.99-1. This

means that the proposed approach is able to recover the embedded watermark

from attacked watermarked image with high similarity. The original watermark

and the extracted one are absolutely identical.

Table 29 shows BER results for host color images using watermark logo 1 un-

der various attacks. As well, table 30 presents BER results for host color images

using watermark logo 2 under various attacks.
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BER for Watermark Logo 1

Attack Lena Baboon Peppers Barbara Sailboat F16 Splash

JPEG compression (QF=20) 6.84 6.84 6.80 6.86 6.85 11.41 6.84

Median filtering (3×3) 6.84 6.84 6.80 6.84 6.85 11.41 6.84

Average filtering (3×3) 6.84 6.84 6.80 6.84 6.85 11.41 6.84

Gaussian low pass filtering
(3×3)

6.84 6.84 6.80 6.84 6.85 11.41 6.84

Motion Blure 6.84 6.84 6.79 6.84 6.85 11.41 6.84

Gaussian noise
(mean=0,variance=0.05)

6.84 6.84 6.79 6.84 6.85 10.34 6.84

Salt&Pepper noise (noise
density=0.01)

6.84 6.83 6.79 6.84 6.85 10.34 6.84

Histogram equalization 6.84 6.83 6.79 6.84 6.85 8.16 6.84

Sharpening 6.84 6.83 6.79 6.84 6.85 8.16 6.84

Scaling (0.5)
512×512→ 256×256

6.84 6.83 6.79 6.84 6.85 8.16 6.84

Cropping left up corner (25%) 6.84 6.83 6.79 6.84 6.85 8.16 6.84

Cropping down from center
(78×111)

6.84 6.83 6.79 6.84 6.85 8.16 6.84

Translation vertically (10%) 6.84 6.83 6.79 6.84 6.85 8.16 6.84

Rotation(45◦) 6.84 6.83 6.79 6.84 6.85 8.16 6.83

Affine transformation (2) 6.84 6.83 6.79 6.84 6.85 8.16 6.83

RML (10) 6.84 6.83 6.79 6.84 6.85 8.16 6.83

Table 29: BER results for natural color images using watermark logo 1 under various
attacks.

The BER results in table 29 show the robustness of the proposed approach

against various attacks when using watermark logo 1. The BER for all images

did not exceed 7% except in case of F16 image, where it ranges 8.16-11.41%. The

lower robustness in case of F16 image comparing with other images could be

explained due to the large pixels values of F16 image. Visually the predominant

color in F16 image is the white color, which has value equal or close to 255.

Thus, the extraction process using interpolation technique leads to loss more

watermark data when it is subtracted from high value of watermarked image.
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BER for Watermark Logo 2

Attack Lena Baboon Peppers Barbara Sailboat F16 Splash

JPEG compression (QF=20) 3.80 3.80 3.79 3.80 3.82 6.39 3.80

Median filtering (3×3) 3.80 3.80 3.79 3.80 3.80 6.35 3.80

Average filtering (3×3) 3.80 3.80 3.79 3.80 3.80 6.35 3.80

Gaussian low pass filtering
(3×3)

3.80 3.80 3.79 3.80 3.80 6.35 3.80

Motion Blure 3.80 3.80 3.79 3.80 3.80 6.35 3.80

Gaussian noise
(mean=0,variance=0.05)

3.80 3.80 3.79 3.80 3.80 5.70 3.80

Salt&Pepper noise (noise
density=0.01)

3.80 3.80 3.79 3.80 3.80 5.70 3.80

Histogram equalization 3.80 3.80 3.79 3.80 3.80 3.97 3.80

Sharpening 3.80 3.80 3.79 3.80 3.80 3.97 3.80

Scaling (0.5)
512×512→ 256×256

3.80 3.80 3.79 3.80 3.80 3.97 3.80

Cropping left up corner (25%) 3.80 3.80 3.79 3.80 3.80 3.97 3.80

Cropping down from center
(78×111)

3.80 3.80 3.79 3.80 3.80 3.97 3.80

Translation vertically (10%) 3.80 3.80 3.79 3.80 3.80 3.97 3.79

Rotation (45◦) 3.80 3.80 3.79 3.80 3.80 3.97 3.79

Affine transformation (2) 3.80 3.80 3.79 3.80 3.80 3.97 3.79

RML (10) 3.80 3.80 3.79 3.80 3.80 3.97 3.79

Table 30: BER results for natural color images using watermark logo 2 under various
attacks.

As well as, the BER results in table 30 show the robustness of proposed ap-

proach against various attacks where using watermark logo 2. The BER for all

images did not exceed 4% except in case of F16 image, where it ranges 3.97-6.39%.

The lower robustness in case of F16 image comparing with other images is also

explained due to the same reason as that mentioned in the previous paragraph.

The mentioned experiments result in terms of PSNR, mSSIM, BER and NC

prove the efficiency of the proposed approach and its capability to deal with

the color representation and DCT coefficients problems in terms of HVS. This

gives a sense that the proposed rough set-based watermarking technique is very

interesting to ensure high robustness and imperceptibility ratios.

5.4.3 Embedding rate analysis

In the proposed approach, the watermark of size 64×64 8-bits gray-scale image is

embedded in many locations of the 512×512 24-bits color image. The minimum
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embedding rate is obtained when only one location of blue color space is used for

embedding watermark, while the maximum embedding rate is obtained when

all locations of blue color space are used to embed watermark. The minimum

number of location (of size 64×64) is 1, and the maximum number of locations

(each of size 64×64) in blue color space is equal 64. Hence, the minimum em-

bedding rate ER is equal (64×64×8)/512×512×3= 32768/786432= 0.04166 (bpp)

while the maximum embedding rate ER is equal (64×64×8×64)/(512×512×3)=

2097152/786432= 2.66 (bpp).

5.4.4 Execution time result

In the experiments, HP machine 3.4 GHz Intel(R)/core(TM) i7 CPU with 8.0

GB RAM is used as the computing platform. The overall execution time on any

host images and under various attacks using the proposed approach is equal 6.5

seconds. The extraction process requires a little bit more execution time than the

embedding process due to writing many watermarks images on a specific file.

However, the proposed approach presents an efficient performance in terms

of execution time.

5.5 computational complexity analysis

The proposed approach is implemented through several tasks on color host im-

age of size M×N. These tasks including building the information systems, parti-

tioning the host image, computing the average of Cb pixels of each partitioned

block, computing the DC coefficient of each partitioned blocks and finally build-

ing the decision table based on rough set principle have the purpose to define

the significant visual blocks concerned to be embedded.

The information systems in the proposed approach are built based on theoret-

ical thresholds without machine processing. Computationally this task requires

O(1). Afterward, the tasks of partitioning host image of size M×N into set of

non-overlapping blocks and computing the average value of Cb pixels of each

partitioned block each requires O(M×N) computationally. Computing the DC

coefficient of each partitioned blocks requires O(M×N), while building the deci-

sion table based on rough set is achieved without any machine processing while

its computationally requires O(1). For identifying the significant visual blocks

in host image, the values of average Cb and DC coefficients are compared with

the average Cb and DC coefficient in each decision table class. This task requires

O(M×N×k) where k is the decision length table. Thus, the overall computational

complexity (T) of the proposed approach equals O(M×N×k).
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5.6 comparative study

This section presents a comparative study in term of performance between the

proposed watermarking approach with other watermarking approaches. Various

aspects are considered including: the imperceptibility and the robustness ratios

against different attacks, the domain based, the embedding rate, the execution

time, and the computational complexity.

According to these aspects, table 31 presents a general comparison between the

proposed approach and some proposed color image watermarking approaches

in [78][98][69][88][97][2][116][90][62].

Approach Parah et
al., 2016

[78]

Su et al.,
2017 [98]

Moosazadeh
et al., 2017

[69]

Roy et
al., 2017

[88]

Su et al.,
2017

[97]

Abraham
et al.,

2017 [2]

Wang et
al., 2017

[116]

Saxena
et al.,
2018

[90]

Liu et
al., 2018

[62]

Proposed

Domain based DCT Hessenberg
transform

DCT DCT Spatial
domain

Spatial
domain

QWT and
QDFT

DWT
and
SVD

DWT
and
SVD

Spatial
domain

Embedding
space(s)

Red,
Green
and

Blue of
RGB

Red,
Green and

Blue of
RGB

Y of YCoCg Green
and

Blue of
RGB

Blue of
RGB

Blue of
RGB

low
frequency
of QDFT
of RGB
image

Singular
Values
of RGB

Blue of
RGB

Cb of
YCbCr

Type of
watermarking

Robust Robust Robust Robust Robust Fragile
to geo-
metric
attacks

Fragile to
local geo-
metrical

distortions

Robust Robust Robust

Type of
watermark

1-bit
binary

image (0
or 1)

24-bit
color

image
(0-255)

1-bit binary
image (0 or

1)

1-bit
binary

image (0
or 1)

1-bit
binary

image (0
or 1)

1-bit
binary

image (0
or 1)

1-bit
binary

image (0
or 1)

24-bit
color

image
(0-255)

8-bit
gray-
scale

image
(0-255)

8-bit
gray-
scale

image
(0-255)

Maximum
PSNR (dB)

41.8 37.6 41.03 43.03 50.08 53.6 41.77 36.87 48.03 41.89

Maximum/
Average/

Range NC

Ranged
0.84-0.98

0.63-1 0.42-1 0.82-1 0.76-1 0.25-1 × × 0.60-0.97 0.99

Maximum
BER

16.7 × 12.8 26.0 × 75.0 43.7 × × 11.4

Execution
time (second)

× 0.88 × × 5.99 × × × × 6.5

Computational
complexity

O
((

M
×

N
)2

lo
g 2

(M
×

N
))

O(M×N) O
((

M
×

N
)2

lo
g 2

(M
×

N
))

O
((

M
×

N
)2

lo
g 2

(M
×

N
))

O(M×N) O(M×N) O(M×N) O
(m

in
(M
×

N
2

,M
2
×

N
))

O
(m

in
(M
×

N
2

,M
2
×

N
))

O(M×N×k)

Embedding
rate (ER) (bpp)

0.0156 0.0312 0.0039 0.0078 0.0013 0.0052 0.0052 8 6.065 2.66

Table 31: Comparison the proposed approach with some color image watermarking ap-
proaches under various aspects.
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Table 31 shows several watermarking approaches that are proposed in the liter-

ature for image authentication. From the domain based aspect, the proposed ap-

proaches in [78][98][69][88][116][90][62] have used the transformed coefficients

for embedding watermark while the others have used the spatial domain. Since

the HVS is less sensitive to any change in the blue color space, most of the pro-

posed approaches based on this significance, embed the watermark in the blue

space to maintain less noticeable image quality distortion. Some of the proposed

approaches such in [78][98] have used all RGB spaces for embedding watermark

to increase the embedding rate.

From the robustness point of view, most of the proposed approaches are robust

against geometric and non-geometric attacks except the proposed approaches in

[2][116], where they did not withstand to some kind of attacks.

Most watermarking approaches used 1-bit binary watermark to ensure image

authentication, while the proposed approach uses 8-bit gray-scale logo as water-

mark comparing to other approaches in [98][90][62] in which use a 24-bit color

logo as watermarks. The amount of embedded watermark bits into host image

has a significant impact on the imperceptibility and robustness ratios. Inserting

more watermark bits, gain more noticeable change on the host image, but could

lead to good robustness against different attacks.

The proposed approach achieved an acceptable PSNR comparing to the other

proposed approach; some of them achieved high PSNR than the proposed ap-

proach. Indeed, the proposed approaches in [97][2][62][88] achieved high PSNR

than the proposed approach, the difference in PSNR is ranged 1-12%. In ad-

dition to the different representation of watermark image (1-bit or 8-bit), the

approaches in [97][2] have embedded the watermark in the spatial domain by

changing the LSBs, where the embedding process will impact less noticeable

image quality distortion.

The proposed approach and the approach in [62] are similar by embedding

8-bit gray-scale watermark, while the approach in [62] has embedded the water-

mark in the LSBs of the singular values of DWT LL sub-band of the host image.

This preserves less noticeable image quality distortion.

In term of robustness, the proposed approach achieved high NC and low

BER ratios against various kind of attacks comparing with other proposed ap-

proaches. As well, the proposed approach and the approach in [90] achieved the

maximum embedding rate comparing to the other approaches. The embedding

rate in [90] reached 8 (bpp), while it reaches 2.66 (bpp) in the proposed approach.

From the execution time point of view, the proposed approach was executed

in 6.5 seconds, while the proposed approaches in [98][97] are executed in 0.88

and 5.99, respectively. The difference in execution time between the proposed

approach and the proposed approach in [98] is high, the announced execution

time in [98] could represent the abstract time required for implementing em-

140



comparative study

bedding and extraction procedures without consideration to the initialization or

finalizing procedures.

For the computational complexity, the proposed approach is executed with

lower computational complexity comparing to the proposed approaches in [78][69][88][90][62]

but with high computational complexity comparing to the proposed approaches

in [97][98][2][116] by k value. The approaches in [97][2] were designed in spa-

tial domain and they did not implement any complicated function in their ap-

proaches, while the proposed approaches in [98][116] were based on low com-

plexity transformation algorithms.

5.6.1 Comparing the imperceptibility results

Table 32 presents imperceptibility results comparison between the proposed ap-

proach and the some proposed approaches in [98][69][88][97][2][78][116][90][62]

on color Lena image.

Approach PSNR SSIM

Su et al., 2017 [98] 36.4 0.94

Moosazadeh et al., 2017 [69] 40.3 ×
Roy et al., 2017 [88] 42.2 ×
Su et al., 2017 [97] 49.9 0.98

Abraham et al., 2017 [2] 47.6 0.97

Parah et al., 2016 [78] 41.2 ×
Wang et al., 2017 [116] 40.4 ×
Saxena et al., 2018 [90] 36.9 ×

Liu et al., 2018 [62] 48.03 ×
Proposed 41.3 0.99

Table 32: Imperceptibility results comparison in terms of PSNR and SSIM on color Lena
image.

The results in table 32 show that the proposed approach achieves acceptable

imperceptibility results in terms of PSNR and SSIM comparing to other proposed

approaches. The PSNR in the proposed approach is higher than the achieved

ones in the other proposed approaches in [98][69][78][116][90], while it is lower

than the achieved PSNR in the proposed approaches in [88][97][2][62]. All of

the proposed approaches in [88][97][2][62] have embedded the watermark in the

LSBs, which get least noticeable image quality distortion.

For the SSIM results, the proposed approach achieved higher value comparing

with other proposed approaches that used this metric. The SSIM reached 0.99 in

the proposed approach, and was 0.94, 0.98 and 0.97 in [98][97][2], respectively.
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5.6.2 Comparing the robustness results

Tables 33 and 34 present the robustness results comparison between the pro-

posed approach and the other proposed approaches in [78][98][69][88][2][116]

on color Lena image.

Attack Parah et al.,
2016 [78]

Moosazadeh
et al., 2017

[69]

Roy et al.,
2017 [88]

Abraham
et al., 2017

[2]

Wang et al.,
2017 [116]

Proposed

Median filtering
(3×3)

9.95 0.19 0.44 × 2.05 3.8

Average filtering
(3×3)

× 1.36 16.8 7.71 2.96 3.8

Gaussian filtering
(3×3)

× 0 0 0.10 0.27 3.8

Histogram
equalization

3.87 0 7.1 × × 3.8

Sharpening 2.98 0 0 7.8 × 3.8

Gaussian noise
(variance=0.001)

8.66 0.03 11.0 × 0.78 3.8

Salt&pepper noise
(noise

density=0.01)

15.6 2.53 6.7 3.9 0.37 3.8

Rotation (1◦) 0.39 1.46 × × 0 3.8

Rotation (5◦) 2.12 × 3.9 × 0 3.8

Rotation (45◦) 7.9 × × × 0.71 3.8

Cropping left up
corner (25%)

3.5 8.3 13.9 25.0 × 3.8

Scaling (0.5)
512×512→

256×256

7.25 0.68 0 5.18 43.7 3.8

JPEG (QF=30) 5.57 0 3.5 24.2 7.5 3.8

Table 33: BER results comparison between the proposed approach and some related ap-
proaches on color Lena image.

The BER results in table 33 show that the proposed approach achieved low

BER against different attacks comparing to the other proposed approaches, espe-

cially against cropping, scaling and JPEG compression attacks. The BER in the

proposed approach against cropping attack was 3.8%, while it reached 8.3% in

[69], 13.9% in [88] and 25.0% in [2]. For scaling attack the achieved BER in the pro-

posed approach was 3.8%, while it was 7.25 % in [78] and 43.7% in [116]. In case

of JPEG compression attack, the achieved BER in the proposed approach was

3.8%, and was 5.57%, 24.2% and 7.5% in [78][2][116], respectively. For average

filtering attack the proposed approach achieved lower BER than the proposed

approaches in [2][88] and approximately the proposed approaches in [78][88]

achieved the worst BER against median filtering, average filtering, histogram

equalization, noise corruption and rotation attacks comparing with the other ap-
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proaches. The proposed approach in [69] achieved the lowest BER against the

most attacks except for cropping attack.

Attack Parah et al.,
2016 [78]

Moosazadeh
et al., 2017

[69]

Roy et al.,
2017 [88]

Abraham
et al., 2017

[2]

Liu et al.,
2018 [62]

Proposed

Median filtering
(3×3)

0.94 0.99 0.99 × 0.95 0.99

Average filtering
(3×3)

× 0.97 0.88 0.94 0.76 0.99

Gaussian filtering
(3×3)

× 1 0.99 0.99 × 0.99

Histogram
equalization

0.97 1 0.93 × × 0.99

Sharpening 0.97 1 1 0.94 × 0.99

Gaussian noise
(variance=0.001)

0.94 0.99 0.90 × 0.94 0.99

Salt&pepper noise
(noise

density=0.01)

0.86 0.95 0.95 0.97 0.92 0.99

Rotation (1◦) 0.99 0.97 × × × 0.99

Rotation (5◦) 0.98 × 0.97 × × 0.99

Rotation (45◦) 0.96 × × × 0.76 0.99

Cropping left up
corner (25%)

0.99 0.84 0.86 0.75 × 0.99

Scaling (0.5)
512×512→

256×256

0.97 0.98 0.99 0.96 × 0.99

JPEG (QF=30) 0.98 1 0.97 0.82 0.93 0.99

Table 34: NC results comparison between the proposed approach and other related ap-
proaches on color Lena image.

The NC results in table 34 show that the proposed approach achieved high

NC against different attacks comparing with the other proposed approaches in

[78][69][88][2][62], especially against cropping attack. In the proposed approach,

the NC was 0.99 against all kind of attacks. In case of cropping attack, the NC in

[69] was 0.84, in [88] was 0.86 and was 0.75 in [2]. Against JPEG attack, the pro-

posed approach outperformed the other approaches and the approach in [2] had

the lowest NC; the NC was 0.82. In case of average filtering and rotation (45◦) at-

tacks the approach in [62] achieved the lowest NC ratio comparing with the other

proposed approaches, the NC was 0.76. As well, the proposed approach in [78]

achieved the lowest NC comparing with the other proposed approaches against

salt&peppers attack. It was 0.86. For other kinds of attacks all the approaches

achieved convergent NC ratios. They ranged 0.90-1.
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5.7 system analysis

This section introduces a discussion of the most important aspects that distin-

guish the proposed approach from the other addressed approaches.

5.7.1 Using rough set theory

The correlations between image characteristics and the HVS are investigated in

this chapter using rough set theory to introduce efficient image watermarking

approach. Rough set theory is applied to examine the sensitivity of human eye

to the color representations and to the brightness obtained from DC coefficient.

It approximate the image blocks into upper and lower sets using two theoretical

based thresholds which are related to the values of blue color and DC coefficient.

This technique helps to identify the visual significant locations in host image for

holding watermark. Inserting watermark in host image through these locations

is more acceptable with less vulnerability to attacks and causing less noticeable

visual distortion on watermarked image. In the proposed approach, all blocks in

the boundary region are used as visual significant blocks for adding watermark

data.

5.7.2 Imperceptibility and robustness

In the proposed approach, the spatial pixels of boundary region blocks are in-

creased in a level that guarantees less visual distortion and withstands to var-

ious attacks. The interpolation factor (t) in linear interpolation equation that is

presented in algorithm 4 is used to maintain the amount of bits that could be em-

bedded in the host image without causing noticeable image quality distortion,

while selecting the visual significant blocks using rough set has as good pre-

serve robustness. The PSNR reached 41.89 dB and mSSIM reached 0.99, while

the NC reached 0.99 and the maximum BER did not exceed 11.4 against various

geometric and non-geometric attacks. These results ensure the efficiency of the

proposed approach to reach authenticity.

5.7.3 Computational complexity and execution time

The proposed watermarking approach is implemented in moderate computa-

tional complexity and execution time. The overall computational complexity is

O(M×N×k) and the execution time of the proposed algorithm requires 6.5 sec-

onds. The moderate computational complexity and execution time make the pro-

posed approach practical for real time applications.
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5.7.4 Embedding rate

The proposed watermarking approach embedded watermark of size 64×64 8-

bits gray-scale image in many locations of 512×512 24-bits color image. The

minimum embedding rate ER is obtained when one block of blue color space is

used for embedding watermark, in this case the ER equal 0.04166 (bpp) while the

maximum embedding rate ER is obtained when all block of the blue color spaces

are used for embedding watermark. Hence the ER equal 2.66 (bpp). The range of

embedding rate in the proposed algorithm exhibited excellent performance and

help for a better resolution of tamper localization and for validating watermark

robustness.

5.8 conclusion

The rough set theory represents one of the important computational intelligence

systems that has a significant role in extracting rough information from vague

and uncertain knowledge. It is efficient to solve vague problems linked to image

processing and intelligent support decision making. This chapter illustrated the

capability of rough set theory to deal with some ambiguity problems in digital

images. These problems are associated with image characteristics, and have a

close relation with HVS principles in case of designing an efficient image au-

thentication system. The approximation principle based on rough set theory has

been utilized to extract rough information from the vague image characteristics

to suggest an efficient watermarking approach in terms of perceptual quality of

watermarked image, watermark robustness against different image processing

attacks, embedding rate and computational complexity.

The PSNR reached 41.89 dB and mSSIM reached 0.99, while the NC reached

0.99 and the maximum BER did not exceed 11.4 against various attacks. The em-

bedding rate ranged 0.041-2.66 (bpp), while the overall computational complexity

is O(M×N×k) and the execution time requires 6.5 seconds. These results ensure

the efficiency of the proposed approach to achieve color images authenticity and

to be practical for real time applications.
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Chapter 6

I M A G E WAT E R M A R K I N G

A P P R O A C H E S B A S E D O N T E X T U R E

A N A LY S I S
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6.1 introduction

Preserving high perceptual quality of the watermarked image and high robust-

ness of the embedded watermark are the basic dilemmas in designing any wa-

termarking system. Image characteristics such as texture, color, and brightness/-

darkness can help to reach an efficient watermarking solution. The importance

of these properties emerged from the principles of HVS. The human eye is highly

sensitive to these characteristics. Analyzing these characteristics according to the

HVS can be done with the help of different intelligent techniques. These tech-

niques manipulate image characteristics to identify visual significant locations
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or coefficients in host image for holding watermark. Inserting watermark in host

image in these locations or coefficients would be acceptable with less vulnerabil-

ity to attacks and causing less noticeable visual distortion on image.

In this chapter, five image watermarking approaches exploiting the correlation

between texture characteristic and HVS are presented. These approaches use

different intelligence and knowledge discovery methods for analyzing texture

characteristics. The goal is to identify visual significant locations within host

image to hold the watermark with high level of imperceptibility and robustness.

The Multi-Criteria Decision Making (MCDM), the Formal Concept Analysis

(FCA), the Frequent Pattern Mining (FPM), and the Association Rule Mining

(ARM) methods are used to analyze texture characteristic by offering many ben-

efits to improve the performance of watermarking in terms of robustness and

imperceptibility.

This chapter is organized as follows. The problem statement is presented in

section 6.2. Texture analysis of digital images is addressed in section 6.3. Section

6.4 presents image watermarking approaches based on texture analysis using

MCDM. Section 6.5 presents image watermarking approach based on texture

analysis using FCA. Image watermarking approach based on texture analysis us-

ing FPM is presented in section 6.6 while image watermarking approach based

on texture analysis using ARM is presented in section 6.7. A comparative study

is presented in section 6.8, and the system analysis to evaluate the overall per-

formance of the proposed approaches is presented in section 6.9. Finally, section

6.10 concludes this chapter.

6.2 problem statement

Texture property is one of the important spatial characteristics of host image

that has high significant relation with HVS. Analyzing this property can help to

identify visual significant (i.e. highly textured) blocks within host image to hold

the watermark with least noticeable image quality distortion and high robust-

ness. The various features that are often used to analyze the texture property

are intangible and uncertain because there is no formal, mathematical definition

of texture and there is no precise level for each feature to distinguish between

textured and untextured block within host image.

For the design of watermarking systems, the principles of HVS confirm that

embedding watermark in strongly textured locations leads to high impercepti-

bility and robustness. Indeed, modifications in highly textured blocks in host

image due to embedding of watermark are less sensitive to the human eye [61].

Intelligent and knowledge discovery methods are used to solve the impreci-

sion of the image characteristics and exploit them to achieve image authentica-

tion, through the identification of significant visual locations for embedding the
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watermark. In this context, Multi-Criteria Decision Making (MCDM), Formal

Concept Analysis (FCA), Frequent Pattern Mining (FPM) and Association Rule

Mining (ARM) methods are used to identify highly significant visual locations

in host image.

MCDM is an example of intelligent method, while FCA, FPM and ARM are

examples of knowledge discovery methods.

6.3 texture analysis of digital images

Two main approaches are used for analyzing texture of image: structural ap-

proach and statistical approach [66]. A structural approach builds a hierarchy

structure of spatial pixels in order to find a set of repetitive texture elements

called texel occurring in some regular or repeated pattern, while a statistical ap-

proach characterizes the texture through non-deterministic features that govern

the distributions and relationships between the gray-scale intensities of an im-

age based on one of the following techniques: first-order histogram measures,

co-occurrence metrics, variograms, Fourier analysis, wavelets, fractal geometry

and Markov random fields [66].

Histogram-based features such as DC, skewness, kurtosis, and entropy are

used for texture analysis for a given image [66]. All of these features are calcu-

lated according to the values or the intensities of pixels of a given image. The

analysis of the relationships between these features helps to define the strongly

textured blocks to embed watermark and to enhance the robustness and imper-

ceptibility ratios. To accomplish the analysis process, a transaction matrix is built

by computing the values of the texture features and a Boolean matrix is built by

identifying some thresholds that represent the texture level corresponding to

each feature. The principle for each texture features, and the pseudo-codes that

are used to compute the values of texture features and to build the transaction

and Boolean matrices are described below.

6.3.1 DC coefficient

The 2D-DCT process transforms the pixels of an image block sized 8×8 into

frequency domain coefficients. The result is 8×8 coefficients matrix consisting in

one coefficient called DC and 63 coefficients called ACs. Figure 14 presents the

location of DC coefficient and the locations of ACs coefficients in the resulted

matrix. From the perspectives of texture analysis and HVS, the DC coefficient

expresses the average information of the overall magnitude in the processed

block and used as a fine property to define the energy [97]. A high-energy block

is more textured than a low-energy one.
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The DC coefficient of a given block of size N×N is directly obtained in spa-

tial domain without needing 2D-DCT process (this point gives an advantage by

decreasing the computational complexity). The value of DC coefficient in 8-bit

depth image depends on the size of the processed block. For a 8×8 block, the

DC coefficient ranges [-1024-1016] after shifting the pixels values by 128. The DC

of N×N block is computed according to equation (7).

Algorithm 6 defines textured blocks based on the DC value. The average value

of all DC coefficients of all blocks is selected as a threshold. The blocks having a

DC value greater than a threshold are considered as textured where the others

are considered as untextured. As well, algorithm 6 is used to set the DC values in

the transaction matrix and to set the corresponding values in the Boolean matrix.

Algorithm 6 The pseudo-code of defining texture blocks based on DC value

1: input: host image I of size M×N

2: partitioning I into L×L, the result is B blocks: B={B1,B2,...,BM/L×N/L}

3: for each Bi: i=1:M/L×N/L do

4: compute the DC value of Bi as DCBi

5: store the value in the transaction matrix

6: end for

7: compute the average value of the DC values of all blocks as AvgDC

8: for each Bi: i=1:M/L×N/L do

9: if DCBi
> AvgDC then

10: the block Bi is textured (value set to 1 in Boolean matrix)

11: else

12: the block Bi is untextured (value set to 0 in Boolean matrix)

13: end if

14: end for

15: output: set of textured blocks based on DC value analysis

6.3.2 Skewness

Skewness measures the degree of the distribution asymmetry of gray-level in-

tensities around the mean. It is used to indicate if the block is dense toward

the black or toward the white [22][127]. In the context of texture analysis, the

skewness describes three cases of gray-level intensities histogram distribution

[22].

1. Normal distribution: is a symmetrical distribution case, where the block is

not dense toward neither the black nor the white. As illustrated in figure

39(a), the mean of gray-level intensities is equal to the median, and the

skewness value is zero.
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2. Negative distribution: the histogram distribution presents high gray-level

intensities (the block is dense toward the white). In this case, the median of

gray-level intensities is greater than the mean and the values of skewness

are usually negative.

3. Positive distribution: the histogram distribution presents low gray-level in-

tensities (the block is dense toward the black). In this case, the median of

gray-level intensities is less than the mean and the values of skewness are

usually positive.

Based on the mentioned cases, the host image block is textured if it is dense

towards the white (in case of negative distribution) or towards the black (in

case of positive distribution). The case of normal distribution expresses no

texture. The textured zone in cases of negatively and positively skewed can

be defined as illustrated in figures 39(b) and 39(c), respectively.

Figure 39: Diagram of (a) normal distribution, (b) negatively skewed distribution and (c)
positively skewed distribution of gray-scale intensities.

The skewness feature of a given block of size N×N is obtained by computing

the intensity-level of all pixels in that block h(i) (i=0,1,...,255) and computing

the density of occurrence of the intensity levels P(i) (i=0,1,...,255). The skewness

value is calculated using equation (19).

skewness = σ−3
255
∑

i=0

(i− µ)3 × P(i) (19)
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where P(i)=h(i)/(N×N), µ=
255
∑

i=0

i× P(i) is the mean value of block pixels, and

σ=

√

√

√

√

255
∑

i=0

(i− µ)2P(i) is the square root of the variance.

Algorithm 7 defines textured blocks based on skewness feature. The algorithm

discriminates between textured and untextured blocks by defining two thresh-

olds; the first one is the average skewness for all blocks that have positive skew-

ness values called (AvgpositiveSkew), while the second one is the average skew-

ness of all blocks that have negative skewness values called (AvgnegativeSkew).

As well, algorithm 7 is used to set the skewness values in the transaction matrix

and to set the corresponding values in the Boolean matrix.

Algorithm 7 The pseudo-code of defining texture blocks based on skewness

value
1: input: host image I of size M×N

2: partitioning I into L×L, the result is B blocks: B={B1,B2,...,BM/L×N/L}

3: for each Bi: i=1:M/L×N/L do

4: compute the skewness value of Bi as skewnessBi
and store it in the trans-

action matrix

5: end for

6: compute the average value of all positive skewness values of all blocks as

AvgpositiveSkew
7: compute the average value of all negative skewness values of all blocks as

AvgnegativeSkew

8: for each Bi: i=1:M/L×N/L do

9: if (skewnessBi
>0 and skewnessBi

>AvgpositiveSkew) or (skewnessBi
<0

and skewnessBi
>AvgnegativeSkew) then

10: the block Bi is textured (value set to 1 in Boolean matrix)

11: else

12: the block Bi is untextured (value set to 0 in Boolean matrix)

13: end if

14: end for

15: output: set of textured blocks based on skewness feature analysis

6.3.3 Kurtosis

It measures the flatness of gray-level intensities around the mean [22], and ex-

presses the amount of image’s information through two cases as follows.

1. If the distribution of gray-level intensities is peaky around the mean as

illustrated in figure 40(a), then the kurtosis value of the processed block
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is high and its surface follows the dense gray-scale value. In this case, the

information content is significantly low and the block is untextured.

2. If the distribution of the gray-level intensities is flat around the mean as

illustrated in figure 40(b), then the kurtosis value of the processed block is

low and the block is textured [22].

Based on the analysis of case (1) and case (2), it is clear that the kurtosis value

of host image zones is related to the nature of the host image. Low kurtosis value

expresses the case of textured image, which has much information, while high

kurtosis value expresses the case of untextured image, which has little informa-

tion.

Figure 40: Diagram of (a) peaky distribution and (b) flat distribution in case of kurtosis
property.

The kurtosis feature of a given block of size N×N is obtained using equation

(20).

kurtosis = σ−4
255
∑

i=0

(i− µ)4 × P(i) − 3 (20)

Algorithm 8 defines textured blocks based on the kurtosis value. The average

value of all kurtosis values of all blocks is selected as a threshold used to separate

textured blocks from untextured ones. As well, algorithm 8 is used to set the

kurtosis values in the transaction matrix and to set the corresponding values in

the Boolean matrix.
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Algorithm 8 The pseudo-code of defining texture blocks based on kurtosis value

1: input: host image I of size M×N

2: partitioning I into L×L, the result is B blocks: B={B1,B2,...,BM/L×N/L}

3: for each Bi: i=1:M/L×N/L do

4: compute the kurtosis value of Bi as kurtosisBi
and store it in the transac-

tion matrix

5: end for

6: compute the average value of the kurtosis values of all blocks as Avgkurtosis

7: for each Bi: i=1:M/L×N/L do

8: if (kurtosisBi
6 Avgkurtosis then

9: the block Bi is textured (value set to 1 in Boolean matrix)

10: else

11: the block Bi is untextured (value set to 0 in Boolean matrix)

12: end if

13: end for

14: output: set of textured blocks based on kurtosis feature analysis

6.3.4 Entropy

Entropy measures the uniformity/randomness of the distribution of gray-level

intensities along the image. This property is considered as an indicator to the

magnitude of image’s information. High entropy value means that the gray-level

intensities are distributed randomly along the image, and the image combines

dispersant pixels’ values. This case indicates that the image has much informa-

tion and well textured.

Low entropy value means that the distribution of gray-level intensities is uni-

form along the image, and the image combines similar pixels’ values. This case

indicates that the image has little information and considered as less textured

[112].

The entropy feature of a given block of size N×N is obtained using equation

(21).

entropy = −

255
∑

i=0

P(i) log2[P(i)] (21)

Algorithm 9 defines textured blocks based on entropy property, using the av-

erage value of all entropies of all blocks as a threshold for discrimination be-

tween textured and untextured blocks. As well, algorithm 9 is used to set the

entropy values in the transaction matrix and to set the corresponding values in

the Boolean matrix.
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Algorithm 9 The pseudo-code of defining texture blocks based on entropy value

1: input: host image I of size M×N

2: partitioning I into L×L, the result is B blocks: B={B1,B2,...,BM/L×N/L}

3: for each Bi: i=1:M/L×N/L do

4: compute the entropy value of Bi as entropyBi
and store it in the transac-

tion matrix

5: end for

6: compute the average value of the entopy values of all blocks as Avgentropy

7: for each Bi: i=1:M/L×N/L do

8: if (entropyBi
> Avgentropy then

9: the block Bi is textured (value set to 1 in Boolean matrix)

10: else

11: the block Bi is untextured (value set to 0 in Boolean matrix)

12: end if

13: end for

14: output: set of textured blocks based on entropy feature analysis
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6.4 image watermarking approaches based on tex-

ture analysis using multi-criteria decision

making

This section presents how the texture problem can be analyzed using one of

MCDM methods in order to identify highly textured blocks within host image to

hold the watermark with high imperceptibility, high robustness, high embedding

rate and low computational complexity. The problem of the textured regions

identification in an image can be considered as a decision-making problem. A

set of partitioned blocks of host image is a set of possible alternatives to be

evaluated using a set of criteria (texture features) to select which of them are

more appropriate to hold the watermark. The first order histogram features can

be used as set of criteria to achieve the evaluation process. Hence, a decision

matrix can be built and the Technique for Order Preference by Similarity to

Ideal Solution (TOPSIS) method can be applied to rank all alternatives and select

the best alternative for embedding watermark. Two new image watermarking

approaches based on texture analysis using TOPSIS method are presented.

We introduce a general overview of multi-criteria decision making problem in

subsection 6.4.1; the main principles, the general steps of MCDM methods and

specifically TOPSIS method. Then, two image watermarking approaches based

on analyzing texture features using TOPSIS method are presented in subsection

6.4.2. The experiment results on set of gray-scale images in terms of impercep-

tibility, robustness, embedding rate and execution time are presented in subsec-

tion 6.4.3. Finally, the computational complexity is presented in subsection 6.4.4.

6.4.1 Multi-Criteria Decision Making Problem

A general overview of decision-making problem and the main steps for solv-

ing such type of problems using various MCDM methods are presented below.

Among these methods, the Technique for Order of Preference by Similarity to

Ideal Solution (TOPSIS) method that has been used in the proposed approach is

presented in more depth.

a General overview of decision-making problem

Decision-making is the study of solving problems that are characterized as a

choice among many alternatives to find the best one based on different criteria

and decision-maker’s preferences. Many problems in our life involve multiple

objectives and criteria. These problems are related to the fields of engineering,

industry, commercial, and human resource management.
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MCDM is a branch of Operational Research field (OR) whose aim is to pro-

vide solutions for many complex decision-making problems. Some of these prob-

lems are related to high imprecise/uncertainty information and conflicting ob-

jectives. MCDM is divided into two categories: Multi-Objective Decision Making

(MODM) and Multi-Attribute Decision Making (MADM). MODM relates to an

infinite or numerous number of alternatives. It assumes a simultaneous evalua-

tion with regard to a set of objectives that are optimized to a set of criteria in

order to find the best alternative. In contrast, MADM is based on evaluation of

a relative predetermined number of alternatives characterized by criteria. The

evaluation process searches for how well the alternatives satisfy the objectives.

Weighting the importance of selected criteria and assigning preference for alter-

natives are taken into account in MADM [21]. In this section, MCDM methods

refer to MADM category. Any MCDM problem has three main elements:

1. Decision: is choosing one solution as the best among many conflicting so-

lutions due to multiplicity of the criteria.

2. Alternatives: represent the different choices of solutions available to the

decision-maker. The decision-maker evaluates these solutions based on

some criteria.

3. Criteria: a set of attributes or guidelines used as basis for decision-making

and for selecting the best solution. These attributes represent the different

dimensions from which the solutions can be viewed. Since multi-criteria

represent different dimensions of solutions, then they may conflict with

each other. Two criteria conflict if the solution which is the best in one

criterion is not the best with the other criterion.

b General steps of MCDM methods

There are many MCDM methods proposed in the literature to solve problems

that are characterized as a choice among alternatives. All of these methods im-

plement same steps to solve the decision-making problem [21]. These main steps

of any MCDM method are illustrated in the following:

Step 1. Defining the problem, the alternatives and the criteria

This step involves the analysis of the decision-making problem to define the

multiple conflicting criteria, different measurement among the criteria and the

possible alternatives.

Step 2. Assigning criteria weights

Most of MCDM methods require that attributes be assigned weights of impor-

tance. Usually, these weights are normalized so that their sum equals 1. This step

manages the priorities of the criteria by assigning them proper weights. These

weights show the relative importance of the selected criteria. The weights of the
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different criteria may be assigned by mutual consultation, pair wise compari-

son between criteria or by establishing a hierarchy of priorities using Analytical

Hierarchy Process (AHP) [89].

Several normalized equations are used to normalize the values. Some of often

used equations are presented in (22), (23) and (24).

rij =
xij

√

√

√

√

m,n
∑

i=1,j=1

x2ij

, i = 1, ...,m; j = 1, ...,n (22)

rij =
xij −minj

maxj −minj
, i = 1, ...,m; j = 1, ...,n (23)

rij =
xij

maxj
, i = 1, ...,m; j = 1, ...,n (24)

where m is the number of alternatives, n is the number of criteria and xij is

the score of alternative Ai when it is evaluated in terms of decision criterion Cj.

Step 3. Construction of the evaluation matrix

An MCDM problem can be expressed in a matrix format. A decision matrix A

is an (m×n) matrix in which the element xij indicates the score of alternative Ai

when it is evaluated in terms of decision criterion Cj, i=1,2,...,m and j=1,2,...,n.

It is also assumed that the decision-maker has determined the weights of relative

performance of the decision criteria (denoted as Wj, for j=1,2,...,n). This informa-

tion is summarized in the following matrix.

A=













Attributes/Criteria C1 C2 ··· Cn

A1 x11 x12 · · · x1n

A2 x21 x22 · · · x2n
...

...
...

. . .
...

Am xm1 x12 · · · xmn













Step 4. Selecting the appropriate method

In this step, the decision-maker is responsible to select a proper MCDM method

for selecting the preferred alternative. Based on the matrix illustrated in step 3,

the MCDM method is used to determine the suitable alternative A∗ with the

highest degree of desirability with respect to all relevant criteria.

Step 5. Ranking the alternatives

In the final step, the set of alternatives are ranked and the first ranked alterna-

tive with the highest value based on user’s preferences is selected as an optimal

solution.

158



image watermarking approaches based on texture analysis using

multi-criteria decision making

c Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) method

TOPSIS method is a simple ranking method to solve the problems of large num-

ber of discrete alternatives [45]. It has the ability to allocate the scores to each

alternative based on its geometric distance from the positive and negative ideal

solutions. The closest alternative (the shortest geometric distance) to the positive

ideal solution and the farthest (the longest geometric distance) to the negative

ideal alternative is the best alternative among all alternatives.

TOPSIS method assumes that we have m alternatives and n attributes/criteria,

as well as the score of each alternative with respect to each criterion. Let xij the

score of alternative i with respect to criterion j and X=(xij)(m×n) the decision

matrix. The TOPSIS method uses the following steps to find best alternative:

Step 1. Constructing the normalized decision matrix

This step transforms various dimensional attributes into non-dimensional at-

tributes to allow comparisons across criteria. Different normalization methods

are proposed in the literature to transform decision matrix X=(xij)(m×n) into a

normalized matrix R=(rij)(m×n), where each attribute value in decision matrix

is transformed into a value between [0-1] according to one of equations 22, 23

and 24.

Step 2. Constructing the weighted normalized decision matrix

The TOPSIS method assumes a weight value wj for each criterion j, where
n
∑

j=1

wj =1. Then, each column of the normalized decision matrix R is multiplied by

its associated weight wj. This step results in a new matrix V, where each element

rij in matrix R is transformed using equation (25).

Vij = wj × rij, i = 1, ...,m; j = 1, ...,n (25)

Step 3. Determining the positive ideal and negative ideal solutions

In this step, two alternatives A+ (the positive ideal alternative) and A− (the

negative ideal alternative) are defined. The choice of positive ideal solution is

presented in equation (26) and the choice of negative ideal solution is presented

in equation (27).

A+ = {v+1 , ..., v+n},

v+j =







max(vij), if j ∈ J

min(vij), if j ∈ J−

(i = 1, ...,m; j = 1, ...,n)}

(26)
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A− = {v−1 , ..., v−n},

v−j =







min(vij), if j ∈ J

max(vij), if j ∈ J−

(i = 1, ...,m; j = 1, ...,n)}

(27)

where J is associated with benefit attribute, which offers an increasing utility

with its higher values, and J− is associated with cost criteria.

Step 4. Calculating the separation measures for each alternative

In this step, the separation measurement relative to the positive ideal alter-

native is performed by calculating the distance between each alternative in V

and the positive ideal alternative A+ using Euclidean distance as illustrated in

equation (28).

S+i =

√

√

√

√

n
∑

j=1

(v+j − vij)2, i = 1, ...,m; j = 1, ...,n (28)

Similarly, the separation measurement relative to the negative ideal alternative

is performed by calculating the distance between each alternative in V and the

negative ideal alternative A− using Euclidean distance as illustrated in equation

(29).

S−i =

√

√

√

√

n
∑

j=1

(v−j − vij)
2, i = 1, ...,m; j = 1, ...,n (29)

Step 5. Calculating the relative closeness to the ideal solution C+
i

In this step, the closeness of Ai to the positive ideal solution A+ is calculated

using equation (30).

C+
i =

S−i
S+i + S−i

, i = 1, ...,m; 0 < C+
i < 1 (30)

In this case, C+
i =1 if Vi=A+ and C+

i =0 if Vi=A−. Afterward, a set of alterna-

tives can be ranked in preference order according to the descending order of

C+
i . Then, the alternative with C+

i closest to 1 indicates the best alternative with

highest performance.

6.4.2 Proposed Approaches

Two robust image watermarking approaches based on TOPSIS method are pre-

sented. The first approach is semi-blind and the second one is blind. These

approaches use four image features/criteria (skewness, kurtosis, entropy, and
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DC coefficient) to analyze the texture nature of each partitioned block (alterna-

tives) in the host image. Then, the TOPSIS method is used to rank all partitioned

blocks based on their texture magnitude. Afterward, the proposed approaches

select 10% of highly textured blocks to embed the watermark. This procedure en-

hances the ability to prove the origins of host image even with geometric attacks

(such cropping, rotation, affine transformation, and translation).

The two approaches share the texture analysis phase, but they differ in the

implementation of embedding and extraction procedures. The texture analy-

sis of an image is based mainly on TOPSIS method to identify the highly tex-

tured blocks, which are more appropriate for embedding watermark. Applying

TOPSIS method for texture analysis phase is presented in next subsection and

followed by the proposed embedding and extraction procedures.

The pseudo-code of the the proposed TOPSIS method based image watermark-

ing approaches is presented in algorithm 10.

Algorithm 10 The pseudo-code of the proposed image watermarking approaches

based on texture analysis using TOPSIS method

1: preliminary: defining the set k={k1,..., kn} as texture features (the criteria)

and defining the weight vector (WV)

2: input: watermark image w sized L×L, and host image I of size M×N (assum-

ing M and N is multiple of L)

3: partitioning host image I into L×L blocks, results by m blocks, m=M/L×N/L

4: for each feature kj, j=1,...,n do

5: for each block(bi), i=1,...,m do

6: define xij score of alternative bi with respect to criterion kj
7: end for

8: end for

9: constructing the decision matrix X=(xij)m×n

10: applying TOPSIS method to rank all blocks based on closeness value (texture

amount)

11: selecting top 10% of highest ranked blocks as preferable to hold the water-

mark

12: embedding watermark (I,w)

13: extracting watermark (Iwa,w)

a Applying TOPSIS Method for Texture Analysis

In aims to solve the problem of detection of highly textured locations in host

image, TOPSIS method is applied to evaluate all possible alternatives based on

defined criteria and to rank them based on the closeness to ideal solution. This

approach also provides a practical way to measure the importance and the effect

of each of the used features on the results of texture analysis by using diverse
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Weight Vectors (WVs). The texture analysis using TOPSIS method follows fol-

lowing steps.

Step 1. Initially, the gray-scale host image of size M×N (8-bit depth) is parti-

tioned into a set of non-overlapping L×L blocks (alternatives) based on the size

of watermark.

Step 2. The texture features including DC, skewness, kurtosis, and entropy

are calculated for each partitioned block using the equations presented in (7)

(see subsection 2.6.2), (19), (20) and (21) (see section 6.3).

Step 3. Building the decision matrix X, where the blocks (b1,...,b(M/L×N/L)) of

host image represent the set of alternatives and the texture features (DC, skew-

ness, kurtosis, and entropy) represent the set of attributes (criteria). The entries

of this matrix are the numerical values of intangible attributes of all alternatives.

An example of decision matrix is illustrated as follows.

X=













alternatives/criteria DC skewness kurtosis entropy

b1 271.3 −1.86 3.18 4.81

b2 −45.69 −0.12 −0.60 4.80
...

...
...

...
...

bM/L×N/L −131.2 1.36 4.61 6.2













Step 4. Applying TOPSIS method on decision matrix to rank all blocks based

on closeness to the ideal solution C+
i . Through this step, the proposed approach

uses equation (23) as a normalization method rather than equations (22) or (24).

Because the numerical scales of DC, skewness and kurtosis features could be

either negative or positive, and the goal of normalization step is to normalize

all numerical values into positive values in range [0-1]. This in fact, allows a

comparison of the given attributes.

On the other hand, the proposed approach suggests to assign multiple Weight

Vectors (WVs) to evaluate the performance of the proposed approaches through

different cases.

Five WVs are defined as follows: the first vector assigns same weight to all

features, while each of the other vectors assigns high weight value to one of the

used features, such as following:

• WV1 =< 1/4, 1/4, 1/4, 1/4 > assigns the same weight values for all features.

• WV2 =< 3/4, 1/12, 1/12, 1/12 > assigns high weight value for DC coefficient and

others have same weight value.

• WV3 =< 1/12, 3/4, 1/12, 1/12 > assigns high weight value for skewness feature

and others have same weight value.

• WV4 =< 1/12, 1/12, 3/4, 1/12 > assigns high weight value for kurtosis feature

and others have same weight value.
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• WV5 =< 1/12, 1/12, 1/12, 3/4 > assigns high weight value for entropy feature

and others have same weight value.

Analyzing the performance of the proposed approaches using different WVs

makes it possible to measure the significance of each feature by comparing the

obtained results through all cases. In addition, this suggestion introduces a way

to define which WV is more preferable for texture analysis and may be recom-

mended to other researchers.

Step 5. Selecting the top 10% of highest closeness blocks as the preferred

blocks for embedding watermark with high imperceptibility and high robust-

ness. Embedding watermark in many locations within host image gives more

possibility to prove the origin of host image against geometric attacks.

As an example, figure 41 presents the locations of highly textured blocks cor-

responding to the WVs. The distribution of those blocks within host image in-

creases the opportunity of the proposed approaches to prove the origin of image

even after different attacks and especially after cropping attack.

Figure 41: Locations of highly textured blocks corresponding to different weight vectors.

Table 35 illustrates the index of top 10% of highly textured blocks that are more

close to the ideal solution using five WVs. These blocks are arranged descending

from the closest to the ideal solution towards the farthest from the ideal solution.

Table 35: Indexes of top 10% of highly textured blocks selected using five WVs.

WV no. ←−−−−−−−−−−−−−−−−−−−
goes to the closest block

WV 1 26 24 11 10 1 19

WV 2 47 48 22 24 13 21

WV 3 5 26 18 11 3 10

WV 4 2 39 6 1 24 8

WV 5 36 30 43 54 51 38
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Table 35 shows the set of blocks that are frequently selected with different

WVs which can exactly define which block is frequently selected with most WVs.

The blocks which have indexes {26,24,11,10,1} are frequently selected as highly

textured blocks with five WVs, and the block which has index 24 is the most

textured block among all other alternatives. Thus, the block which has index 24

is the highest textured block among all other blocks. As well, the weight vectors

WV1 and WV3 worked well by identifying most or even all of frequently textured

blocks mentioned above. This, in turn, gives a way to define the importance of

each of the used criteria.

Figure 42 presents a partitioning of Lena image into 64×64 non-overlapping

blocks, and figure 43 presents the nature of the blocks that are frequently selected

in the proposed approach as the most textured.

Figure 42: Partitioning Lena image into non-overlapping 64×64 blocks.

Figure 43: Texture nature of the selected frequent blocks in the proposed approach.

Based on visual nature analysis of the selected textured blocks in figure 43, the

blocks are trend to either high brightness or high darkness. Visually, blocks 1 and

24 have high luminance masking while blocks 10, 11 and 26 have high contrast

masking. Luminance masking whereby image distortions tend to be less visible

in bright regions in the image, and contrast masking whereby distortions become

less visible in highly significant activity or texture regions in the image.
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b Approach 1: Semi-blind image watermarking approach in spatial domain

The first image watermarking approach starts by applying texture analysis phase

to identify the top 10% of highly textured blocks for the watermark embedding

process. Then, it uses the linear interpolation technique to achieve watermark

embedding in the original image I and uses the inverse form of linear interpola-

tion to extract the attacked watermark wa from the attacked watermarked image

Iwa. This approach is semi-blind watermarking since it requires the original wa-

termark for the watermark extraction procedure.

The general framework of the first approach is illustrated in figure 44 and the

embedding/extraction procedures are presented below.

Figure 44: General framework of semi-blind image watermarking approach based on
texture analysis using TOPSIS method.

Figure 44 shows that the original image I is partitioned into a set of non-

overlapping blocks and the decision matrix is built and processed by TOPSIS

method to identify the top 10% of highly textured blocks for embedding wa-

termark. The embedding procedure takes place using linear interpolation and

the given result is a watermarked image Iw. The Iw and the indexes of textured

blocks are transmitted via communication medium to the receiver side. The re-

ceiver extracts the embedded watermark to verify the image origins. The extrac-

tion process using inverse form of linear interpolation takes place to extract the
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attacked watermark. Measuring the similarity between the original watermark

and the extracted one proves image authenticity.

• Watermark embedding process

The watermark is embedded in the selected blocks using linear interpola-

tion technique. This technique is useful because it provides the ability to

manage a trade-off between imperceptibility and robustness by selecting

proper interpolation factor. Equation (31) presents the linear interpolation

technique, and algorithm 11 presents the pseudo-code of the watermark

embedding process.

Algorithm 11 The pseudo-code of embedding watermark in semi-blind image

watermarking approach based on texture analysis using TOPSIS method.

1: input: watermark image w sized L×L, host image I of size M×N (assuming

M and N is multiple of L), the selected textured blocks by TOPSIS method B,

and interpolation factor t=0.99

2: partitioning I into L×L, the result is n blocksI
3: for k← 1 to n do

4: if blockI(k) ∈ the set of textured blocks B, blockI(k) ∈ I then

blockIw(k)← (1− t)×w+ t× blockI(k) (31)

5: end if

6: end for

7: output: watermarked image (Iw)

• Watermark extraction process

After the embedding process, the obtained watermarked image Iw will be sent to

the receiver via public networks and it could be exposed to different kind of at-

tacks. Therefore, the received image is an attacked watermarked image Iwa and

the extraction process must be applied to prove the origin of image by extracting

the set of attacked watermarks wa from Iwa. The inverse form of linear inter-

polation, presented in equation (32), is applied and the pseudo-code of attacked

watermark extraction process is illustrated in algorithm 12.
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Algorithm 12 The pseudo-code of extraction watermark in semi-blind image

watermarking approach based on texture analysis using TOPSIS method.

1: input: attacked watermarked image Iwa of size M×N, original watermark

image w of size L×L, the selected textured blocks by TOPSIS method B, and

interpolation factor t=0.99

2: partitioning Iwa into L×L, the result is n blocksIwa

3: for k← 1 to n do

4: if blockIwa(k) ∈ the set of textured blocks B then

wa ←
1

t
×w−

1− t

t
× blockIwa(k) : t ∈]0− 1[ (32)

5: end if

6: end for

7: output: set of attacked watermarks (wa)

c Approach 2: Blind image watermarking in spatial domain

The second image watermarking approach also starts by applying texture analy-

sis phase to identify the top 10% of highly textured blocks for the watermark em-

bedding process. Then, it uses the closeness value of each of the selected blocks

to achieve embedding and extraction procedures. As well, it uses the maximum

closeness value to define a public key (α) for a blind watermarking. The value

of the public key (α) is calculated according to equation (33). The general frame-

work of approach 2 is illustrated in figure 45 and the embedding and extraction

procedures are presented below.

α← max(closeness)

100
×w (33)

where w is the original watermark.
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Figure 45: General framework of blind image watermarking approach based on texture
analysis using TOPSIS method.

Figure 45 shows that the original image I is partitioned into set of non-overlapping

blocks and the decision matrix is built and processed by TOPSIS method to iden-

tify the top 10% of highly textured blocks for embedding watermark. The maxi-

mum closeness and the original watermark are used to generate the public key

(α) and then the embedding procedure takes place using closeness value of each

of selected blocks and the original watermark. The result is the watermarked

image Iw. Iw, α, and the indexes of textured blocks are transmitted via commu-

nication medium to the receiver to extract the embedded watermark.

• Watermark embedding process

A new embedding technique is proposed in this approach using the closeness co-

efficients of the selected textured blocks. Equation (34) presents the embedding

equation, and algorithm 13 presents the pseudo-code of the watermark embed-

ding process.
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Algorithm 13 The pseudo-code of embedding watermark in blind image water-

marking approach based on texture analysis using TOPSIS method.

1: input: watermark image w of size L×L, host image I of size M×N (assuming

M and N is multiple of L), the indexes of selected textured blocks B, and the

closeness values of B

2: partitioning I into L×L, the result is n blocksI
3: for s← 1 to n do

4: if blockI(s) ∈ the set of textured blocks B then

blockIw(s)← blockI(s) +
closeness(blockI(s))

100
×w (34)

5: end if

6: end for

7: output: watermarked image (Iw)

• Watermark extraction process

Once watermark embedding is achived, the extraction equation in (35) is ap-

plied to extract the watermarks from the attacked watermarked image. Initially,

the receiver runs the texture analysis phase to find the closeness values of the

attacked textured blocks and the extraction process uses these closeness values

and the public key alpha (α) to extract the attacked watermark. The pseudo-code

of attacked watermarks extraction process is illustrated in algorithm 14.
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Algorithm 14 The pseudo-code of extraction watermark in blind image water-

marking approach based on texture analysis using TOPSIS method.

1: preliminary: defining the set k={k1,..., kn} as texture features and defining

the weight vector (WV)

2: input: attacked watermarked image Iwa of size M×N, the indexes of selected

textured blocks B, and alpha (α)

3: partitioning Iwa into L×L blocks, results are m blocksIwa, m=M/L×N/L

4: for each feature kt, t=1,...,n do

5: for each blockIwa(s), s=1,...,m do

6: define xs,t score of alternative blockIwa(s) with respect to criterion kt
7: end for

8: end for

9: constructing the decision matrix X=(xs,t)m×n

10: applying TOPSIS method to find the closeness values of all partitioned blocks

11: for each blockIwa(s), s=1,...,m do

12: if blockIwa(s) ∈ the set of textured blocks B then

wa ←
100

closeness(blockIwa(s))
×α (35)

13: end if

14: end for

15: output: set of attacked watermarks (wa)

As illustrated in equation (35), the extraction procedure is blind. Indeed, the

receiver uses only the public key alpha (α) to extract the attacked watermarks

without any knowledge about the original watermark or the original image. As

well, the public key alpha (α) used in the extraction process is not fixed. For any

host image, a different key is generated depending on the host image nature.

This increases the robustness of the watermarking process against brute-force

attacks.

6.4.3 Experiment Results

This section presents the experiment results of the proposed approaches on set

of gray-scale images sized 512×512 using 64×64 gray-scale image as watermark.

The imperceptibility, robustness, embedding rate and execution time results are

discussed in the following.

a Watermark imperceptibility

Figures 46 and 47 present the imperceptibility results of the proposed approaches

1 and 2 on set of host gray-scale images that are collected from CVG-UGR
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database1. The PSNR and the mSSIM are computed for each original image with

two used watermarks.

Figure 46: Imperceptibility results of semi-blind image watermarking approach based
on texture analysis using TOPSIS method on set of gray-scale images.

The results in figure 46 show that the proposed approach 1 achieves a good

level of imperceptibility. The PSNR ranges 54.37-57.38 dB, while the mSSIM

ranges 0.98-0.99 in all tested images.

Figure 47: Imperceptibility results of blind image watermarking approach based on tex-
ture analysis using TOPSIS method on set of gray-scale images.

The results in figure 47 show that the second proposed approach achieves a

good level of imperceptibility. The PSNR ranges 53.80-56.63 dB, while the mSSIM

reaches 0.99 in all tested images.

1 CVG-UGR database, http://decsai.ugr.es/cvg/dbimagenes/
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b Watermarking robustness

To evaluate the robustness of the proposed approaches, experiments are con-

ducted with a particular focus on noise corruption, filtering, image compression,

and geometric correction. The consequence of applying various attacks on gray-

scale Lena image is illustrated in figure 48. All watermarked images are exposed

to a variety of geometric and non-geometric attacks using StirMark Benchmark

v.4 [80] and Matlab (v.R2016a).

Figure 48: Some attacks on watermarked gray-scale Lena image.

In all experiments using the two watermarks logos, the NC ranges 0.99-1. This

means that the proposed approaches are able to recover the embedded water-

mark from attacked watermarked image with high similarity. The original wa-

termark and the extracted ones are visually absolutely identical.

Tables 36 and 37 show BER results after testing the first approach on the host

images using watermarks logo 1 and logo 2, respectively. While, tables 38 and 39

show BER results after applying the second approach on the host images using

watermarks logo 1 and logo 2, respectively.
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BER for Watermark Logo 1

Attack Lena Baboon Peppers Barbara Sailboat F16 Splash

JPEG compression (QF=20) 5.5 7.4 7.2 6.9 6.9 6.8 7.8

Median filtering (3×3) 6.9 7.5 7.4 7.1 6.2 6.8 7.6

Average filtering (3×3) 6.9 7.5 7.4 7.1 6.3 6.8 7.6

Gaussian low pass filtering
(3×3)

6.9 7.5 7.4 7.1 6.2 6.8 7.6

Motion Blure 6.9 7.5 7.4 7.1 6.7 6.8 7.6

Gaussian noise
(mean=0,variance=0.05)

6.5 5.9 5.4 6.0 6.7 7.9 4.9

Salt&Pepper noise (noise
density=0.01)

6.9 7.5 7.4 7.1 6.2 6.8 7.4

Histogram equalization 6.1 2.8 5.5 6.6 5.9 7.0 6.5

Sharpening 6.9 7.5 7.4 7.1 6.1 6.8 7.6

Scaling (0.5)
512×512→ 256×256

6.9 7.5 7.4 7.1 6.3 6.8 7.6

Cropping left up corner (25%) 7.1 7.5 7.4 7.3 6.2 6.8 7.6

Cropping down from center
(78×111)

12.2 12.2 9.9 9.1 12.2 12.2 9.5

Translation vertically (10%) 1.4 7.2 7.0 6.8 1.5 1.4 7.5

Rotation(45◦) 0 0 0 0 0 0 0

Affine transformation (2) 4.0 4.8 7.1 6.9 4.4 5.4 7.8

RML (10) 5.6 7.1 7.2 6.9 6.9 6.9 7.8

Table 36: BER results of semi-blind image watermarking approach based on texture anal-
ysis using TOPSIS method on set of natural gray-scale images using watermark
logo 1 under various attacks.

In table 36, the BER for all images did not exceed 8% except in case of cropping

down (78×111) attack, where the BER ranges 9.1-12.2%. The lower robustness in

case of cropping down attack for all images is explained due to loss of large

amount of pixels by cropping. The first approach achieves zero BER against

rotation attack for all images, this indicates that some blocks where not affected

by the rotation attack. As well as, the first approach introduces lower BER against

translation vertically attack in case of Lena, Sailboat, and F16 images. The BER

did not exceed 1.5%.
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BER for Watermark Logo 2

Attack Lena Baboon Peppers Barbara Sailboat F16 Splash

JPEG compression (QF=20) 3.8 4.0 3.9 3.7 3.8 3.8 4.0

Median filtering (3×3) 3.8 4.1 4.1 3.1 3.6 3.8 3.9

Average filtering (3×3) 3.8 4.1 4.1 3.3 3.7 3.8 3.9

Gaussian low pass filtering
(3×3)

3.8 4.1 4.1 3.2 3.7 3.8 3.9

Motion Blure 3.8 4.1 4.1 3.8 3.7 3.7 4.0

Gaussian noise
(mean=0,variance=0.05)

3.4 3.1 2.7 3.1 3.7 4.2 2.4

Salt&Pepper noise (noise
density=0.01)

3.8 4.1 4.1 3.1 3.6 3.7 3.8

Histogram equalization 3.7 1.2 2.6 2.6 3.5 3.6 3.1

Sharpening 3.8 4.1 4.1 3.0 3.5 3.7 3.9

Scaling (0.5)
512×512→ 256×256

3.8 4.1 4.1 3.2 3.7 3.7 3.9

Cropping left up corner (25%) 3.8 4.1 4.1 3.4 3.6 3.7 3.9

Cropping down from center
(78×111)

6.6 6.6 5.7 5.5 6.6 6.6 4.3

Translation vertically (10%) 0.7 3.9 3.3 3.6 0.6 0.6 4.1

Rotation(45◦) 0 0 0 0 0 0 0

Affine transformation (2) 3.1 2.3 3.8 3.7 2.2 3.1 4.0

RML (10) 3.8 3.8 3.8 3.7 3.7 3.7 4.0

Table 37: BER results of semi-blind image watermarking approach based on texture anal-
ysis using TOPSIS method on set of natural gray-scale images using watermark
logo 2 under various attacks.

In table 37, the BER for all images did not exceed 5% except in case of cropping

down (78×111) attack, the BER reaches 6.6%. Similarly to the first approach,

the second approach achieves zero BER against rotation attack for all images

and introduces lower BER against translation vertically attack in case of Lena,

Sailboat, and F16 images. The BER did not exceed 0.7%.
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BER for Watermark Logo 1

Attack Lena Baboon Peppers Barbara Sailboat F16 Splash

JPEG compression (QF=20) 0 0 0 0 0 0 0

Median filtering (3×3) 0 0 0 0 0 1.08 0

Average filtering (3×3) 0 0.19 0 0 0.13 0.20 0.02

Gaussian low pass filtering
(3×3)

0 0 0 0 0.19 0.57 0.006

Motion Blure 0 1.38 0 0 0 0 0

Gaussian noise
(mean=0,variance=0.05)

0 1.80 0 0 0 0 0.10

Salt&Pepper noise (noise
density=0.01)

0 0.027 0.11 0 0.048 0.13 0

Histogram equalization 0 1.83 0 0 0 1.37 0

Sharpening 0 0 0 0 0 0 0

Scaling (0.5)
512×512→ 256×256

0 0 0 0 0 0 0

Cropping left up corner (25%) 0.006 2.03 1.36 1.80 0.01 0.02 0.57

Cropping down from center
(78×111)

2.3 2.6 2.31 2.26 2.1 2.2 2.10

Translation vertically (10%) 0.115 1.38 0 0 1.8 0.20 0.10

Rotation(45◦) 0.024 2.09 1.38 0.73 0.73 1.69 0.26

Affine transformation (2) 0 2.14 0 0 0 0.19 0.02

RML (10) 0 0 0 0 0 0 0

Table 38: BER results of blind image watermarking approach based on texture analysis
using TOPSIS method on set of natural gray-scale images using watermark
logo 1 under various attacks.

In table 38, the BER for all images are close to zero and did not exceed 3%

against all attacks. The second approach achieves zero BER against JPEG com-

pression, filtering, adding noise, sharpening, scaling, and RML attacks.
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BER for Watermark Logo 2

Attack Lena Baboon Peppers Barbara Sailboat F16 Splash

JPEG compression (QF=20) 0 0 0 0 0 0.003 0

Median filtering (3×3) 0 0 0 0 0 0.62 0

Average filtering (3×3) 0 0.05 0 0 0.07 0.09 0.003

Gaussian low pass filtering
(3×3)

0 0.003 0 0 0.07 0.20 0.003

Motion Blure 0 0.80 0 0 0 0 0

Gaussian noise
(mean=0,variance=0.05)

0 1.19 0 0 0 0 0.051

Salt&Pepper noise (noise
density=0.01)

0 0.25 0.12 0 0.25 0.33 0

Histogram equalization 0 1.1 0 0 0 0.83 0

Sharpening 0 0.01 0 0 0 0 0

Scaling (0.5)
512×512→ 256×256

0 0 0 0 0 0 0

Cropping left up corner (25%) 0 1.3 0.81 1.17 0.003 0.003 0.14

Cropping down from center
(78×111)

66.3 66.3 1.57 1.51 66.3 66.3 1.42

Translation vertically (10%) 0.052 0.81 0.003 0 1.17 0.12 0.09

Rotation(45◦) 0.003 1.41 0.81 0.33 0.33 1.1 0.12

Affine transformation (2) 0 1.44 0 0 0 0.08 0.003

RML (10) 0 0 0 0.01 0 0 0

Table 39: BER results of blind image watermarking approach based on texture analysis
using TOPSIS method on set of natural gray-scale images using watermark
logo 2 under various attacks.

As well as, the BER results in table 39 show that the BER for all images did not

exceed 2% against all attacks. The BER results of second approach using water-

mark logo 2 are more interesting than the BER results of second approach using

watermark logo 1. Logo 2 has less information than logo 1 and it is recovered

from attacked images with less error rate.

From the mentioned BER results in tables 36, 37, 38, and 39 it could be con-

cluded that the second approach achieves higher robustness than the first ap-

proach. The extraction procedure in the second approach is more efficient to re-

cover the watermark from attacked watermarked images than the first approach.

This result is based on the closeness value of textured blocks in the attacked wa-

termarked image, which is ranged between 0-1, and on the key (α). Through ex-

periments, the closeness values of textured blocks have not significantly changed

over the original closeness. This could be explained due to less effect of different

attacks on highly textured blocks.
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In the first approach, the extraction procedure depends on the pixels values of

the textured blocks in the attacked watermarked image. From experiments, the

pixels values of these blocks have significantly changed even with a slight attack.

c Embedding rate

In the proposed approach, the watermark of size 64×64 8-bits gray-scale image

is embedded in many locations of 512×512 8-bits gray-scale image. The mini-

mum embedding rate is obtained when only one location is used for embedding

watermark, while the maximum embedding rate is obtained when all locations

are used for embedding watermark. The minimum number of location (of size

64×64) is 1, and the maximum number of locations (each of size 64×64) is equal

64.

In the proposed approaches, 10% (approximately 6 blocks) of all partitioned

blocks are embedded with watermark. Hence, the minimum embedding rate ER

is equal ((64×64× 8)/(512× 512))×6= 32768/262144×6= 0.75 (bpp). While, the

maximum embedding rate ER is equal ((64×64×8×64)/(512×512))= 2097152/262144=

8 (bpp).

d Execution time

In the experiments, HP machine 3.4 GHz Intel(R)/core(TM) i7 CPU with 8.0 GB

RAM is used as a computing platform. The overall execution time on any host

images and under various attacks using the first approach is equal to 8 seconds

and using the second approach is equal to 10 seconds. The extraction process

requires a little bit more execution time than the embedding process due to

writing many watermarks images on a specific file.

6.4.4 Computational complexity

The efficiency of using TOPSIS method in designing image watermarking is mea-

sured from the computational complexity.

In TOPSIS method, the size of decision matrix is M×N. The complexity value

resulting from the calculation of score values normalization and weighting is

O(M×N). The complexity of calculation of positive and negative ideal solutions

is O(M×N), and the complexity of calculation of geometric distance to ideal so-

lutions is O(Mlog(N). The algorithmic complexity of calculation of the closeness

values is O(M) and that of the ranking of results is O(Mlog(M)). Therefore, the

total time complexity of the proposed approach is O(M×N).
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6.5 image watermarking approach based on tex-

ture analysis using formal concept analysis

In this section, an image watermarking approach based on texture analysis us-

ing Formal Concept Analysis (FCA) method is presented. FCA is used to find a

meaningful knowledge that helps to embed watermark efficiently, to obtain high

imperceptibility and robustness. The formal concepts resulting from the appli-

cation of the FCA method are exploited to extract highly textured blocks in the

targeted image that are convenient with HVS and more preferable to embed the

watermark with least image quality distortion and high robustness.

This section starts by presenting the principle of FCA method in subsection

6.5.1 and then the proposed image watermarking approach based on texture

analysis using FCA is presented in subsection 6.5.2. The experiment results on

set of gray-scale images in terms of imperceptibility, robustness, embedding rate

and execution time are introduced in subsection 6.5.3. Finally, the computational

complexity is presented in subsection 6.5.4.

6.5.1 Principle of Formal Concept Analysis

FCA is a technique used to investigate and analyze image characteristics, in

order to find meaningful and comprehensive knowledge [81]. It was developed

in the field of data mining, knowledge representation, and knowledge discovery

in databases [5].

FCA manipulates a data matrix, which combines set of objects and set of at-

tributes, to find the set of all objects that share a common subset of attributes

and the set of all attributes that are shared by one of the objects.

FCA theory relies on different notions. The basic notion in FCA is a formal

context defined as a triple β=(G,M,I), where G is a set of formal objects, M is a

set of formal attributes, and I is a binary relation called incidence such as I ⊆
G×M. The notation gIm stands for (g,m)∈I, which is read as: the object g has the

attribute m [81].

A pair (X,Y) is a Formal Concept (FC) of (G,M,I) if and only if: X ⊆ G (X is a

subset of objects of G), Y ⊆ M (Y is a subset of attributes of M), X’=Y (X’ is the

set of attributes in M such that all objects in X have all attributes in X’), and X=Y’

(Y’ is the set of objects in G such that all attributes in Y fall under all objects in

Y’). X and Y are respectively called the Extent and the Intent of the FC.
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6.5.2 Proposed Approach

The proposed approach proposes a semi-blind image watermarking based on

texture analysis using FCA method. The FCA is used to deduce the texture

features of targeted image (based on DC, skewness, kurtosis, and entropy), and

then to discover a meaningful knowledge that helps to identify highly textured

blocks for embedding the watermark. The principle of embedding watermark

in highly textured regions is correlated with HVS principles, where the attacker

eye becomes less sensitive to any change in highly textured regions rather than

smooth regions [127]. This, in fact, may lead to preserve perceptual image quality

and to achieve high robustness. The pseudo-code of the proposed approach is

presented in algorithm 15.

Algorithm 15 The pseudo-code of image watermarking approach based on tex-

ture analysis using FCA method

1: preliminary: defining the set x={x1, x2,..., xn} as texture features

2: input: watermark image w sized L×L and host image I sized M×N (assum-

ing M and N is multiple of L)

3: partitioning host image I into L×L blocks, results by T blocks, T=M/L×N/L

and computing the corresponding features, where T={T1,T2,...,T(M/L×N/L)},

is the set of transaction matrix and each transaction Ti={x1,x2,...,xn} is a set

of items x:Ti ⊆ x

4: building the transactions matrix and Boolean matrix

5: applying FCA to extract the set of formal concepts

6: computing the frequency of each object in formal concepts, as well as com-

puting the mean and the median of all frequencies to assign maximum one

as a threshold (T)

7: identifying a set of highly textured blocks based on (T)

8: embedding watermark (I,w)

9: extracting watermark (Iwa,w)

According to algorithm 15, the proposed approach operates mainly through

six phases that are illustrated in the following subsections.

a Building the transactions and Boolean matrices

In this phase, the targeted image is partitioned into L×L non-overlapping blocks

and the values of the texture features for every block are computed using the

equations presented in (7), (19), (20), and (21) to build the transactions ma-

trix. Subsequently, the transactions matrix is transformed into a Boolean matrix

based on the thresholds that are presented in algorithms 6, 7, 8, and 9. Figure 49

presents the structure of this step.
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Figure 49: Structure of transactions and Boolean matrices.

b Applying FCA to extract the formal concepts

In this phase, FCA processes the Boolean matrix to extract the set of formal

concepts. The resulting formal concepts present the relationships between the

objects (blocks) and the attributes (texture features). As example, figure 50 shows

a structure of formal concepts for a given Boolean matrix in (a), which consists

of eight objects and four attributes. (b) presents the concept lattice for 6 formal

concepts. Table 40 presents the 6 formal concepts that combines set of objects as

Extent and set of attributes as Intent.
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Figure 50: Structure of formal concepts.

Formal
Concept no.

Extent Intent

1 {obj4} {Skewness, Kurtosis, Entropy }

2 {obj2, obj6, obj8} {DC, Skewness, Entropy}

3 {obj1, obj4, obj5} {Kurtosis, Entropy }

4 {obj2, obj4, obj6, obj8} {Skewness, Entropy }

5 {obj2, obj3, obj6, obj8} {DC, Entropy}

6 {obj1, obj2, obj3, obj4, obj5, obj6, obj7, obj8} {Entropy }

Table 40: Six formal concepts of a given Boolean matrix in figure 50 (a).

c Computing the frequency of each object in the formal concepts and identifying a set

of highly textured blocks based on threshold (T)

The frequency of each object through all formal concepts is computed, then the

average and the median values of these frequencies are computed. The maxi-

mum between the average and median defines the threshold (T).

Any object (block) whose frequency is greater than the threshold (T) is consid-

ered highly textured. An object whose frequency is high in all formal concepts

has a high ratio of attributes falling under it. Table 41 presents this step.

181



image watermarking approach based on texture analysis using formal

concept analysis

Object no. Frequency

Obj1 2

Obj2 4

Obj3 2

Obj4 4

Obj5 2

Obj6 4

Obj7 1

Obj8 4

Average of
frequencies

3.83

Median of
frequencies

3

Threshold (T) 3.83

Table 41: Frequency of each object in the formal concepts and the identified threshold.

d Watermark Embedding Process

All blocks identified as highly textured are considered in the embedding process.

This process is achieved by applying the linear interpolation technique presented

in equation (31) (see subsection 6.4.2). Algorithm 16 illustrates the watermark

embedding process.

Algorithm 16 The pseudo-code of embedding watermark in image watermark-

ing approach based on texture analysis using FCA

1: Input: watermark image w sized L×L, host image I of size M×N (assuming

M and N is multiple of L), the selected textured blocks by FCA method B,

and interpolation factor t=0.99

2: partitioning I into L×L, the result is n blocksI
3: for k← 1 to n do

4: if blockI(k) ∈ the set of textured blocks B, blockI(k) ∈ I then

5: applying equation (31)

6: end if

7: end for

8: output: watermarked image (Iw)

e Watermark extraction process

The resulting watermarked image Iw, which holds the watermark data, is subject

to channel errors and attacks due to the transmission across a public network.

The extraction process in the receiver side is achieved to verify the authenticity

of transmitted images. Algorithm 17 presents the watermark extraction process
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using the inverse form of linear interpolation technique presented in equation

(32) (see subsection 6.4.2). It uses the same interpolation factor t as that used in

the embedding process.

Algorithm 17 The pseudo-code of extraction of watermark in image watermark-

ing approach based on texture analysis using FCA

1: input: attacked watermarked image Iwa of size M×N, watermark image w of

size L×L, the selected textured blocks by FCA method B, and interpolation

factor t=0.99

2: partitioning Iwa into L×L, the result is n blocksIwa

3: for k← 1 to n do

4: if blockIwa(k) ∈ the set of textured blocks B then

5: applying equation (32)

6: end if

7: end for

8: output: set of attacked watermarks (wa)

6.5.3 Experiment Results

This section presents the experiment results of the proposed approach on set of

natural gray-scale images of size 512×512 and using 64×64 gray-scale image as

watermark.

Initially, the targeted image is partitioned into 64×64 non-overlapping blocks,

and the texture features for each block are analyzed to build the Boolean matrix.

The Boolean matrix is used as input of Concept Explorer (ConExp) tool v1.3 [129],

which provides basic functionality needed to extract the set of formal concepts.

The high frequency objects (blocks), which frequently appear with most formal

concepts, express the most textured blocks within the targeted image. These

textured blocks are used as input in the watermark embedding process. The

performance of the proposed watermarking approach is evaluated in terms of

imperceptibility, robustness, embedding rate and execution time.

a Watermark imperceptibility

Figure 51 presents the imperceptibility results of the proposed approach on set of

host gray-scale images that are collected from CVG-UGR database2. The PSNR

and the mSSIM are computed for each original image by considering its water-

marking with two watermarks.

2 CVG-UGR database, http://decsai.ugr.es/cvg/dbimagenes/
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Figure 51: Imperceptibility results of semi-blind image watermarking approach based
on texture analysis using FCA method on set of gray-scale images.

The results in figure 51 show that the proposed approach achieves a good

level of imperceptibility. The PSNR ranges 47.7-49.8 dB, while the mSSIM ranges

0.94-0.99 in all tested images.

b Watermarking robustness

To evaluate the robustness of the proposed approach, the experiments are con-

ducted with a particular focus on noise corruption, filtering, image compression

and geometric correction. All watermarked images are exposed to a variety of

geometric and non-geometric attacks using StirMark Benchmark v.4 [80] and

Matlab (v.R2016a).

In all experiments and using the two watermarks logos, the NC ranges 0.99-1.

This means that the proposed approach is able to recover the embedded water-

mark from attacked watermarked image with high similarity.

Table 42 shows BER results for host gray-scale images using watermark logo

1 and under various attacks. As well, table 43 presents BER results for host gray-

scale images using watermark logo 2 under also various attacks.
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BER for Watermark Logo 1

Attack Lena Baboon Peppers Barbara Sailboat F16 Splash

JPEG compression (QF=20) 6.8 7.1 3.6 5.3 4.9 6.1 2.3

Median filtering (3×3) 6.8 6.9 3.1 4.5 3.0 6.0 0.5

Average filtering (3×3) 6.8 7.0 3.1 4.6 3.0 6.1 0.5

Gaussian low pass filtering
(3×3)

6.8 6.9 3.1 4.6 3.0 6.1 0.5

Motion Blure 6.8 7.2 3.3 5.1 3.4 6.1 0.5

Gaussian noise
(mean=0,variance=0.05)

5.6 5.3 4.1 4.5 3.9 6.5 2.7

Salt&Pepper noise (noise
density=0.01)

6.8 6.8 3.1 4.4 3.1 6.0 0.6

Histogram equalization 2.3 2.1 1.9 3.2 2.2 2.2 0

Sharpening 6.8 6.8 3.1 4.3 2.9 5.9 0.5

Scaling (0.5)
512×512→ 256×256

6.8 6.9 3.1 4.6 3.0 6.0 0.5

Cropping left up corner (25%) 6.8 7.2 3.1 4.8 3.0 6.0 0.5

Cropping down from center
(78×111)

9.2 9.5 9.3 8.3 8.5 9.1 9.5

Translation vertically (10%) 1.5 1.6 1.5 1.5 1.1 1.4 0.02

Rotation(45◦) 0 0 0 0 0 0 0

Affine transformation (2) 5.0 4.9 2.7 3.9 4.6 4.4 2.4

RML (10) 6.8 7.0 3.5 5.5 4.9 6.0 2.5

Table 42: BER results of semi-blind image watermarking approach based on texture anal-
ysis using FCA method on set of natural gray-scale images using watermark
logo 1 under various attacks.

In table 42, the BER for all images did not exceed 9.5%. The lowest BER is ob-

tained against histogram equalization, translation vertically (10%), and rotation(45◦)

attacks; the BER did not exceed 3.2%. In case of cropping down (78×111) attack

the proposed approach achieves the lowest robustness comparing with other

attacks; the BER reaches 9.5%.
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BER for Watermark Logo 2

Attack Lena Baboon Peppers Barbara Sailboat F16 Splash

JPEG compression (QF=20) 3.8 3.8 1.7 2.9 2.4 1.4 2.2

Median filtering (3×3) 3.8 3.5 1.5 1.9 1.4 2.7 0.02

Average filtering (3×3) 3.8 3.6 1.5 1.9 1.4 2.7 0.03

Gaussian low pass filtering
(3×3)

3.8 3.5 1.5 1.9 1.4 2.7 0.03

Motion Blure 3.8 3.7 1.5 2.2 1.5 2.8 0.03

Gaussian noise
(mean=0,variance=0.05)

2.7 2.7 1.9 2.1 1.9 3.0 1.5

Salt&Pepper noise (noise
density=0.01)

3.7 3.5 1.5 1.8 1.4 2.7 0.34

Histogram equalization 0.12 1.1 1.1 0.8 0.9 0.7 0

Sharpening 3.7 3.5 1.5 1.6 1.4 2.7 0.02

Scaling (0.5)
512×512→ 256×256

3.8 3.5 1.5 1.9 1.4 2.7 0.03

Cropping left up corner (25%) 3.8 3.9 1.5 1.8 1.4 2.7 0.02

Cropping down from center
(78×111)

4.3 4.3 5.6 4.2 3.2 4.1 4.3

Translation vertically (10%) 0.67 0.8 0.7 0.8 0.5 0.68 0.01

Rotation(45◦) 0 0 0 0 0 0 0

Affine transformation (2) 2.9 2.8 1.8 1.8 2.5 1.2 2.1

RML (10) 3.79 3.8 1.7 1.7 2.4 1.3 2.2

Table 43: BER results of semi-blind image watermarking approach based on texture anal-
ysis using FCA method on set of natural gray-scale images using watermark
logo 2 under various attacks.

As well, the BER results in table 43 show that the BER for all images did

not exceed 6%. Similarly to the BER results in table 42, the proposed approach

achieves higher robustness against histogram equalization, translation vertically

(10%), and rotation(45◦) attacks. The proposed approach achieves the lowest ro-

bustness against cropping down (78×111) attack.

However, the BER results in table 43 are lower than the BER results in table 42.

This is due to the difference in data amount between logo 1 and logo 2.

c Embedding rate

In the proposed approach, the watermark of size 64×64 8-bits gray-scale image

is embedded in many locations of 512×512 8-bits gray-scale image. The mini-

mum embedding rate is obtained when only one location is used for embedding

watermark, while the maximum embedding rate is obtained when all locations

are used for embedding watermark image. The minimum number of location (of
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size 64×64) is 1, and the maximum number of locations (each of size 64×64) is

equal to 64.

Through experiments on the proposed approach, at least 30% (approximately

19 blocks) of all partitioned blocks are included in the embedding watermark

process. Hence, the embedding rate ER is equal ((64×64× 8× 19)/(512×512))=

622592/262144= 2.375 (bpp). While, the maximum embedding rate ER is equal

((64×64× 8× 64)/(512×512))= 2097152/262144= 8 (bpp).

d Execution time

In the experiments, HP machine 3.4 GHz Intel(R)/core(TM) i7 CPU with 8.0

GB RAM is used as computing platform. The overall execution time on any

host images under various attacks using the proposed approach is equal to 15

seconds. The extraction process requires a little bit more execution time than the

embedding process due to writing of many watermarks images on a specific file.

6.5.4 Computational complexity

The efficiency of using FCA method in designing image watermarking is mea-

sured from the computational complexity.

In FCA method, the size of host image is M×N. The complexity of partition-

ing the host image is O(M×N) and the complexity value resulting from the cal-

culation of transaction and Boolean matrices is O(M×d), where d is the number

of features. The complexity of applying FCA to extract the formal concepts is

O(M×d×2k), where k=min(M,d) and 2k is the maximum number of formal con-

cepts of a given Boolean matrix. The complexity of calculation of the frequency

of each object is O(M×2k). Therefore, the total time complexity of the proposed

approach is O((M×N)×d×2k).
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6.6 image watermarking approach based on tex-

ture analysis and using frequent pattern min-

ing

This section explore the use of Frequent Pattern Mining (FPM) method to achieve

the image authentication based on texture analysis. The proposed approach ex-

ploits some texture features to extract the maximum frequent patterns in the im-

age’s data, that satisfy the minimum support. The maximal relevant patterns are

exploited to infer knowledge about textured blocks and smooth blocks within

the host image. The textured blocks are convenient with HVS and more prefer-

able to embed the watermark with high imperceptibility and robustness.

This section starts by introducing the principles of frequent pattern mining

and Apriori algorithm in subsections 6.6.1 and 6.6.2, respectively. Then, the pro-

posed semi-blind image watermarking approach based on texture analysis using

FPM is presented in subsection 6.6.3. The experiment results on set of gray-scale

images in terms of imperceptibility, robustness, embedding rate and execution

time are introduced in subsection 6.6.4. This chapter ends by the presentation of

the computational complexity in subsection 6.6.5.

6.6.1 Principle of Frequent Patterns Mining

Frequent pattern mining is one of the most important search issues in computa-

tional and algorithmic development. It deals with finding the maximal relevant

items that are frequently occurring together within a transaction database. One

of the popular examples that uses the frequent pattern mining is the basket data

analysis, where the mining method is normally used to analyze the regularities

of shopping behavior of the customers and then to find sets of relevant prod-

ucts that are often purchased together. The extracted frequent patterns may then

be expressed as an association rule, which has a valuable role to improve the

arrangement of products in the shelves, and helps decision makers in advan-

tageous actions regarding shelf stoking or any recommendations to add other

products [4].

Different frameworks for frequent pattern mining problem have been pro-

posed such as constraint-based mining, where an item-set must satisfy a set of

the user-defined constraints [85], redundancy-aware top-k mining, where top-k

patterns with similar or redundant patterns are excluded [125], and the support-

based framework [109]. The most common framework is the support-based frame-

work, where an item-set is considered frequently if satisfying the minimum sup-

port [4]. With note that the support of item-set is defined as a fraction of how

frequently the item-set appears over all transaction.
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Basic notions of frequent item set mining are denoted below:

• Let I={i1,i2,..., in}, represent a set of items, where the items depend on the

processed application. In the image-mining, the items may represent set of

features, regions or other attributes of the image. Any subset i ∈ I, is called

an item-set.

• Let T={t1,t2,...,tn}, be a transaction database. ∀ tx:16 x 6 n, tx⊆ I.

A pattern P is defined as frequent pattern, if it satisfies the minimum support.

Many techniques are developed in literature to solve the support based frequent

pattern mining such as Apriori, Eclat, and FP-growth algorithms [4]. Each of

these techniques has some advantages over the others. Regardless this issue, the

proposed approach is based on the Apriori algorithm, because it is practical with

large transactions and it is easy to implement [57]. The proposed approach is

also based on support parameter to extract the maximal pattern via the Apriori

algorithm. Using support parameter in the proposed approach is an arbitrary

choice, but many literatures proved that using the support parameter was a

good indicator of how frequently pattern appears in the transaction database,

and it was useful to prune irrelevant patterns [4].

6.6.2 Principle of Apriori Algorithm

Apriori algorithm is one of the well-known algorithms for mining frequent item-

sets in a database, where the most relevant frequent pattern is used to generate

association rules. It is a simple search method that requires less computation

time than sequential analysis to mine frequent itemsets [63]; it does not require

any additional parameter except the minimum support [24].

Apriori algorithm deals with a digital image as a database that consists of a set

of objects (the partitioned image’s blocks) and a set of items (image’s attributes).

It passes over the database’s objects to find the most relevant sets of attributes

based on predefined user’s preferences (minimum support). The support of an

item-set denotes the frequency of transactions that contain this item-set along all

transactions. An item-set is considered frequently if it is satisfying the minimum

support [4].

Let us have a set of items I={i1,...,in}, a transactions matrix T={T1,...,Tn} and

each transaction Ti is a set of items I, where Ti={i1,...,ik} and Ti ⊆ I. Then,

the function (T,S)={p ⊆ I | support(p)> S} denotes those items whose support is

greater than or equal to the minimum support (S) are only turned to be frequent

[4].

In general, Apriori algorithm is presented as a join-based algorithm [4], and it

is run in three phases [4]:
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1. creates the k-candidate sets using k-itemset.

2. pruning irrelevant k-candidate sets to generate large k-itemsets using the

minimum support, where the large k-itemsets is initially represented as

k-frequent pattern.

3. using the join operator to generate (k+1) candidates from the frequent k-

patterns.

Apriori algorithm is terminated when the set of frequent k-pattern in a given

iteration is empty [4]. The pseudo-code of Apriori algorithm is illustrated in

algorithm 18.

Algorithm 18 The pseudo-code of Apriori algorithm.

1: input: Boolean matrix and minimum support ratio

2: generate the candidate item-sets denoted by C1

3: prune irrelevant C1 using minimum support ratio

4: generate the frequent item-sets denoted by f1
5: k=2

6: while fk−1 6= ∅ do

7: generate Ck-candidate item-sets by using joins on fk−1

8: prune irrelevant Ck using minimum support ratio

9: generate fk+1 frequent item-sets

10: k= k+1.

11: end while

12: output: fk−1

Figure 52 presents the mining process on a simple transaction matrix, which

consists of four transactions {T1,T2,T3,T4} and five items {1,2,3,4,5}, using Apriori

algorithm.
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Figure 52: Apriori algorithm working.

The transaction matrix in figure 52 is mined using Apriori algorithm to find

the frequent pattern, where the user’s preference in terms of minimum support

equals 50%.

The Apriori algorithm combines two recursive steps; finding the candidates

(C) and the frequent itemset (L). For each step i, the potential candidates used

to build Ci are the set of all itemsets of size (i). The final candidates of Ci(i>1)

are obtained after pruning using Li−1. Therefore, each item in the database is a

candidate in the set C1. Then, any candidate in C1 that satisfies the minimum

support is frequent candidate in L1.

Level 2 potential candidates for C2 are {{1,2}, {1,3}, {1,4}, {1,5}, {2,3}, {2,4}, {2,5},

{3,4}, {3,5}, {4,5}}. As mentioned previously, these candidates are pruned using L1,

which leads to the following values for C2. These steps are recursively executed

until the set of candidate is empty, then eventually the most frequent pattern is

the itemset that appears in last L.

6.6.3 Proposed Approach

The proposed approach proposes an image watermarking based on texture anal-

ysis using FPM method. The FPM method is used to deduce the relationships

between texture features of host image, and then to extract the maximal fre-

quent pattern among all frequent patterns. The maximal frequent pattern is a

meaningful knowledge that helps to identify highly textured blocks considered

for embedding the watermark with high imperceptibility and robustness. The

pseudo-code of the proposed approach is illustrated in algorithm 19.
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Algorithm 19 The pseudo-code of image watermarking approach based on tex-

ture analysis using FPM method

1: preliminary: defining the set x={x1, x2,..., xn} as texture features

2: input: watermark image w sized L×L, host image I sized M×N (assuming M

and N are multiple of L), and minimum support=10%

3: partitioning host image I into L×L blocks, results by T blocks, T=M/L×N/L

and computing the corresponding features, where T={T1,T2,...,T(M/L×N/L)},

is the set of transaction matrix and each transaction Ti is a set of items of x:

Ti ⊆ x

4: building the transactions matrix and the Boolean matrix

5: applying Apriori algorithm (Boolean matrix and min support ratio) to extract

the maximal frequent patterns, which satisfy the minimum support ratio

6: identifying set of blocks matching maximal frequent pattern

7: embedding watermark (I,w)

8: extracting watermark (Iwa,w)

According to algorithm 19, the proposed approach operates mainly through

four phases that are detailed in the following subsections. In the proposed ap-

proach, 10% has been chosen as the minimum support ratio. This choice is based

on two arguments: (i) several examples in the literature show the effectiveness of

this ratio with most databases [49][54]. (ii) by experiments, 10% is approximately

the best choice to obtain a reasonable set of frequent patterns and to prevent the

producing of large candidate sets via Apriori algorithm.

a Building the transactions and Boolean matrices

Initially, the host image is partitioned into L×L non-overlapping blocks and the

values of the texture features for every block are computed using the equations

presented in (7) (see subsection 2.6.2), (19), (20) and (21) (see section 6.3) to build

the transactions matrix. Subsequently, the transactions matrix is transformed into

a Boolean matrix based on the thresholds that are presented in algorithms 6, 7,

8 and 9 (see section 6.3). Figure 49 presents the structure of this phase.

b Applying Apriori algorithm to extract the maximal frequent pattern

Once the Boolean database is constructed, the Apriori algorithm is applied to

extract the maximal pattern. Normally, the maximal pattern among all patterns

has a certain user-defined minimum support, where this leads to define the most

robust blocks from all blocks to be concerned in embedding watermark. The

algorithm combines many steps that are illustrated in the following.

To simulate these steps, suppose that the proposed approach is tested on im-

ages of size 512×512 and partitioned into 64×64 non-overlapping blocks. Then,
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there are totally 64 transactions in the transactions matrix. As well, suppose that

the texture features are occurring in the Boolean matrix as follows: the DC fea-

ture occurs 52 times, the skewness feature occurs 41 times, the kurtosis feature

occurs 37 times, and the entropy feature occurs 49 times.

• Step 1: Finding the item-sets

Counts the number of features that are used in mining frequent patterns. In

the proposed approach, the number of items is 4 (DC, skewness, kurtosis, and

entropy).

• Step 2: 1st level candidates

This step based on the Boolean matrix consists to computes how many times

each item is appearing through all transactions. The 1st level candidate (C1)

is illustrated in table 44.

Itemset Count Support=Count/number of

transactions

{DC} 52 81.25%

{skewness} 41 64.0%

{kurtosis} 37 57.8%

{entropy} 49 76.5%

Table 44: 1st level candidates (C1) with minimum support of 10%.

• Step 3: 1st level frequent pattern

Extract all candidate’s itemset that satisfy the minimum support using algo-

rithm 20, and the selected patterns are illustrated in table 45.

Algorithm 20 The pseudo-code of 1st level frequent pattern

1: input: 1st level candidates (C1)

2: for each item-set ⊆ C1 do

3: if the count in C1/number of transactions > minimum support then

4: add it to the 1st level frequent pattern (L1)

5: prune it

6: end if

7: end for

8: output: 1st level frequent pattern (L1)
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item-set (L1)

{DC}

{skewness}

{kurtosis}

{entropy}

Table 45: 1st level frequent patterns (L1).

• Step 4: Build the 2nd level candidates (C2)

C2 is the set of itemsets of size 2 pruned using L1. It is shown in table 46.

• Step 5: Compute the support of 2nd level candidates

Computes how many times each item-set in C2 is appearing through all trans-

actions. Suppose the count values in table 46 are those obtained for the (C2)

level candidates. Then, the support values are those given in the last column.

C2 Count Support=Count/number of

transactions

{DC, skewness} 31 48.4%

{DC, kurtosis} 20 31.25%

{DC, entropy} 24 37.5%

{skewness, kurtosis} 6 9.3%

{skewness, entropy} 16 25.0%

{kurtosis, entropy} 27 42.1%

Table 46: 2nd level candidates and corresponding count and support values.

• Step 6: 2nd level frequent patterns (L2)

Extract all candidate’s itemset in C2 satisfying the minimum support. The

selected patterns are shown in table 47. The candidate {skewness, kurtosis}

has been pruned, because it does not satisfy the minimum support.
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Item-sets (L2)

{DC, skewness}

{DC, kurtosis}

{DC, entropy}

{skewness, entropy}

{kurtosis, entropy}

Table 47: 2nd level frequent patterns.

• Step 7: 3rd level frequent patterns (L3)

Applying a process similar to that of the 2nd level candidates leads to the 3rd

level candidates and corresponding support as illustrated in table 48, as well

as to the 3rd level frequent patterns shown in table 49.

C3 Count Support=Count/number of

transactions

{DC,skewness,kurtosis} 6 9.3%

{DC,skewness,entropy} 18 28.1%

{DC,kurtosis,entropy} 6 9.3%

{skewness,kurtosis,entropy} 4 6.25%

Table 48: 3rd level candidates and corresponding count and support values.

Item-sets(L3)

{DC, skewness,

entropy}

Table 49: 3rd level frequent pattern.

• Step 8: 4th level frequent patterns (L4)

The potential candidates of level 4 are a single set {DC, skewness, entropy,

kurtosis}, but this candidate is pruned using L3. So, after pruning, C4= ∅.
• Step 9: Extract the maximal frequent pattern

Since C4 is empty, the resulting maximal frequent pattern that satisfying the

minimum support are those obtained in at level 3 (the itemset {DC, skewness,

entropy}). By returning to the Boolean matrix, those blocks which are match-

ing with the maximal pattern, are identified to be concerned in embedding

watermark. These blocks are supposed to be the suitable blocks to embed the
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watermark with least image quality distortion and robustness against different

attacks.

c Embedding Process

This phase involves the embedding process of watermark w in the robust blocks

that satisfy the maximal frequent pattern, as explained in algorithm 21. A linear

interpolation technique (equation 31) (see subsection 6.4.2) is applied to obtain

the watermarked image. Once the watermarked image Iw is obtained, it is sent

to the receiver via a public network.

Algorithm 21 The pseudo-code of watermark embedding in semi-blind image

watermarking approach based on texture analysis using FPM method.

1: Input: host image I, watermark image w of size L×L, selected textured blocks

by FPM method B, and interpolation factor t=0.99

2: partitioning I into L×L, the result is n blocksI
3: for k← 1 to n do

4: if blockI(k) ∈ the set of textured blocks B, blockI(k) ∈ I then

5: applying equation (31)

6: end if

7: end for

8: output: watermarked image (Iw)

d Extraction Process

The resulting watermarked image Iw, which holds the watermark data, is subject

to channel errors and attacks due to the transmission across a public network.

The extraction process at the receiver side is achieved to verify the authenticity

of transmitted images. Algorithm 22 presents the watermark extraction process

using the inverse form of linear interpolation technique (equation 32) (see sub-

section 6.4.2). It uses the same interpolation factor t as used in the embedding

process.
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Algorithm 22 The pseudo-code of watermark extraction in semi-blind image

watermarking approach based on texture analysis using FPM method.

1: input: attacked watermarked image Iwa of size M×N, original watermark

image w of size L×L, selected textured blocks by FPM mining method B, and

interpolation factor t=0.99

2: partitioning Iwa into L×L, the result is n blocksIwa

3: for k← 1 to n do

4: if blockIwa(k) ∈ the set of textured blocks B then

5: applying equation (32)

6: end if

7: end for

8: output: set of attacked watermarks (wa)

6.6.4 Experiment Results

This section presents the experiment results of the proposed approach on a set

of gray-scale images sized 512×512 using 64×64 gray-scale image as watermark.

The imperceptibility, robustness, embedding rate and execution time results are

presented in the following.

a Watermark imperceptibility

Figure 53 presents the imperceptibility results of the proposed approach on a set

of host gray-scale images that are collected from CVG-UGR database3. The PSNR

and the mSSIM are computed for each original image with two watermarks.

Figure 53: Imperceptibility results of semi-blind image watermarking approach based
on texture analysis using FPM method on set of gray-scale images.

3 CVG-UGR database, http://decsai.ugr.es/cvg/dbimagenes/
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The results in figure 53 show that the proposed approach achieves a good

level of imperceptibility. The PSNR ranges 48.5-50.7 dB, while the mSSIM ranges

0.95-0.99 in all tested images. The results of imperceptibility using the two wa-

termarks are convergent for all host images.

b Watermarking robustness

To evaluate the robustness of the proposed approach, the experiments are con-

ducted with a particular focus on noise corruption, filtering, image compression

and geometric correction. All watermarked images are exposed to a variety of

geometric, and non-geometric attacks using StirMark Benchmark v.4 [80] and

Matlab (v.R2016a).

In all experiments using the two watermarks logos, the NC ranges 0.99-1. This

means that the proposed approach is able to recover the embedded watermark

from attacked watermarked image with high similarity.

Table 50 shows BER results for host gray-scale images using watermark logo

1 and under various attacks. As well, table 51 presents BER results for host gray-

scale images using watermark logo 2 also under various attacks.
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BER for Watermark Logo 1

Attack Lena Baboon Peppers Barbara Sailboat F16 Splash

JPEG compression (QF=20) 6.8 7.1 3.6 5.3 4.9 6.1 4.3

Median filtering (3×3) 6.8 6.9 3.1 4.5 3.0 6.0 2.4

Average filtering (3×3) 6.8 7.0 3.1 4.6 3.0 6.1 2.3

Gaussian low pass filtering
(3×3)

6.8 6.9 3.1 4.6 3.0 6.1 2.3

Motion Blure 6.8 7.2 3.3 5.1 3.4 6.1 2.2

Gaussian noise
(mean=0,variance=0.05)

5.7 5.4 4.1 4.5 3.9 6.5 3.4

Salt&Pepper noise (noise
density=0.01)

6.8 6.8 3.1 4.4 3.1 6.0 2.5

Histogram equalization 2.9 2.5 1.9 3.2 2.2 2.2 1.2

Sharpening 6.8 6.8 3.1 4.3 2.9 5.9 2.4

Scaling (0.5)
512×512→ 256×256

6.8 6.9 3.1 4.6 3.0 6.0 2.4

Cropping left up corner (25%) 6.8 7.2 3.1 4.8 3.0 6.0 2.4

Cropping down from center
(78×111)

9.2 9.9 9.3 8.3 8.5 9.1 9.5

Translation vertically (10%) 1.5 1.6 1.5 1.5 1.1 1.4 0.41

Rotation(45◦) 0 0 0 0 0 0 0

Affine transformation (2) 5.0 4.9 2.7 4.5 4.6 4.4 3.8

RML (10) 6.8 7.0 3.5 5.5 4.9 6.1 4.5

Table 50: BER results of semi-blind image watermarking approach based on texture anal-
ysis using FPM method on set of natural gray-scale images using watermark
logo 1 under various attacks.

In table 50 the BER for all images did not exceed 9.9%. The lowest BER is

achieved against histogram equalization, translation vertically (10%), and rotation(45◦)

attacks; the BER did not exceed 2.9%. In case of cropping down (78×111) attack,

the proposed approach achieves the lowest robustness comparing with other

attacks; the BER reaches 9.9%.
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BER for Watermark Logo 2

Attack Lena Baboon Peppers Barbara Sailboat F16 Splash

JPEG compression (QF=20) 3.8 3.8 1.7 2.9 2.9 2.8 2.4

Median filtering (3×3) 3.8 3.5 1.5 1.9 1.7 2.7 1.9

Average filtering (3×3) 3.8 3.6 1.5 1.9 1.7 2.7 1.9

Gaussian low pass filtering
(3×3)

3.8 3.5 1.5 1.9 1.7 2.7 1.9

Motion Blure 3.8 3.7 1.5 2.2 1.9 2.8 2.1

Gaussian noise
(mean=0,variance=0.05)

2.7 2.7 1.9 2.1 2.03 3.0 2.2

Salt&Pepper noise (noise
density=0.01)

3.8 3.5 1.5 1.8 1.8 2.7 1.9

Histogram equalization 0.12 1.1 1.1 0.83 1.3 0.78 0.38

Sharpening 3.7 3.5 1.5 1.6 1.7 2.7 1.9

Scaling (0.5)
512×512→ 256×256

3.8 3.5 1.5 1.9 1.8 2.7 1.9

Cropping left up corner (25%) 3.8 3.9 1.5 1.8 1.7 2.7 2.1

Cropping down from center
(78×111)

5.7 4.3 5.6 4.2 3.2 4.1 4.3

Translation vertically (10%) 0.67 0.79 0.81 0.78 0.49 0.68 0.12

Rotation(45◦) 0 0 0 0 0 0 0

Affine transformation (2) 2.9 2.8 1.8 2.1 2.7 2.3 2.1

RML (10) 3.7 3.8 1.7 2.9 2.8 2.7 2.3

Table 51: BER results of semi-blind image watermarking approach based on texture anal-
ysis using FPM method on set of natural gray-scale images using watermark
logo 2 under various attacks.

As well, in table 51, the BER for all images did not exceed 6%. Similarly to

the BER results in table 50, the proposed approach achieves higher robustness

against histogram equalization, translation vertically (10%), and rotation (45◦)

attacks; the BER did not exceed 1.1%. While, the proposed approach achieves

the lowest robustness against cropping down (78×111) attack comparing with

other attacks; the BER reaches 5.7%.

However, the BER results in table 51 are lower than the BER results in table 50.

This is due to the difference in data amount between logo 1 and logo 2.

c Embedding rate

In the proposed approach, the watermark of size 64×64 8-bits gray-scale image

is embedded in many locations in 512×512 8-bits gray-scale image. The mini-

mum embedding rate is obtained when only one location is used for embedding

watermark, while the maximum embedding rate is obtained when all locations
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are used for embedding watermark image. The minimum number of location (of

size 64×64) is 1, and the maximum number of locations (each of size 64×64) is

equal 64.

In the proposed approach and based on the minimum support ratio, at min-

imum 10% (approximately 6 blocks) of all partitioned blocks are included in

the minimum embedding watermark process. Hence, the embedding rate ER is

equal ((64×64× 8)/(512× 512))×6= 32768/262144×6= 0.75 (bpp). While, the max-

imum embedding rate ER is equal ((64×64×8×64)/(512×512))= 2097152/262144=

8 (bpp).

d Execution time

In the experiments, HP machine 3.4 GHz Intel(R)/core(TM) i7 CPU with 8.0 GB

RAM is used as a computing platform. The overall execution time on any host

images and under various attacks using the proposed approach is equal to 8

seconds. The extraction process requires a little bit more execution time than the

embedding process due to writing many watermarks images on a specific file.

6.6.5 Computational complexity

The efficiency of using FPM method in designing image watermarking is mea-

sured from the computational complexity.

In the proposed approach, the size of host image is M×N. The complex-

ity value resulting from the calculation of transaction and Boolean matrices is

O(M×N). The complexity of Apriori algorithm calculation is O((M×N) × d2),

where d is the number of features [41]. Therefore, the total time complexity of

the proposed approach is O((M×N)× d2).

201



image watermarking approach based on texture analysis using

association rule mining

6.7 image watermarking approach based on tex-

ture analysis using association rule mining

This section presents a blind image watermarking approach based on texture

analysis using Association Rule Mining (ARM) method. The principle is to iden-

tify the strongly textured locations in the host image to insert watermark. Indeed,

texture is correlated to HVS. It can be considered in designing a watermarking

approach to enhance the imperceptibility and the robustness. In the proposed so-

lution, four gray-scale histogram based-image features (DC, skewness, kurtosis,

and entropy) are chosen as input data to design association rules. Subsequently,

Apriori algorithm is applied to mine the relationships between the selected fea-

tures. The higher significant relationships between the selected features are used

to identify the strongly textured blocks for embedding watermark. Two strong

parameters (lift and confidence) calculated using association rule mining are

used to design a blind watermarking.

This section starts by presenting the principles of image mining and associ-

ation rules in subsection 6.7.1. Then, the mining process metrics are presented

in subsection 6.7.2. The proposed blind image watermarking approach based

on texture analysis using ARM is presented in subsection 6.7.3. The experiment

results on set of gray-scale images in terms of imperceptibility, robustness, em-

bedding rate and execution time are introduced in subsection 6.7.4. Finally, the

computational complexity is presented in subsection 6.7.5 .

6.7.1 Image mining and association rules

Automated image acquisition and storage technology have led to tremendous

amount of images stored in databases. Image mining is an interdisciplinary field

that draws its basic principles from concepts in databases, statistics, soft comput-

ing, and machine learning. Image mining aims to discover nontrivial and useful

information from large collections of images that helps to understand certain

characteristics of a specific image. The obtained information describes implicit

image data relationships and significant patterns of image. The basic compo-

nents in image mining are identifying the frequent patterns and generating as-

sociation rules from the low-level image information. These components in fact

require many preprocessing steps including feature extraction, object identifying

and applying one of image mining algorithms.

The association rules is a well-known data mining technique that aims to

discover implicit knowledge and hidden relations between data items in large

databases. It is an important data-mining model studied extensively by the

database and data mining researchers community. Primarily, the association
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rules were used in the marketing field to discover set of hidden frequent patterns

of products that are purchased together by customers. The extracted hidden pat-

terns support the decision-makers to enhance the marketing process through

useful actions for shelf stocking and recommendations to add other products

[102].

Association rule is very interesting and useful to users in different applications

such object tracking, remote sensing images, and medical treatments [99].

Mining association rules can be used to improve the watermarking process by

extracting useful information from the host image. This information could be

a strong relationship between specific image features that enhances the robust-

ness and the imperceptibility ratios. Typically, mining association rules initiates

by partitioning the image into a set of non-overlapping blocks, defining some

features and applying one of the mining algorithms such Eclat, Apriori, and

FP-growth [24].

The general syntax of association rules can be defined formally as follows:

• Let I={i1,i2,. . . ,il,. . . ,im}, 16l6m, a set of items that defines the features of

the processed database.

• Let T={t1,t2,. . . ,tj,. . . ,tn}, 16j6n, a transaction matrix for a specific system,

tj⊆I.

• Let X,Y be independent item-sets from I. The rule is an implication in the

form X→Y, where X⊆I, Y⊆I, X∩Y=∅. Then, the association rule of form

X→Y implies that any transaction within the transaction matrix containing

the itemset X must also contain itemset Y.

6.7.2 Mining process metrics

Many descriptive and statistical metrics are often used to evaluate the effective-

ness and usefulness of the candidates association rules for different applications.

These metrics are categorized into descriptive and statistical metrics. Three de-

scriptive metrics including support, confidence, and lift are usually used to ex-

tract the frequent data patterns and then to filter or sort the association rules

[38].

Using association rules for mining frequent itemsets generated with algorithm

such as Apriori, is based mainly on three quality metrics: support, confidence

and lift. These metrics reflect the user’s preferences and determine the strength

of relationships between the elements of an itemset in database. These metrics

are described below.

1. Support metric
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The support of the association rule (X→Y) denotes the frequency of transac-

tions that contain both X and Y itemsets. Its value ranges between 0-1. High

support ratio means that the association rule (X→Y) occurs frequently in

the database and involves a great part of database’s transactions. The sup-

port ratio is computed according to equation (36).

support(X→ Y) =
N(X∪Y)

N
(36)

Where N is the number of transactions, and N(X∪Y) is the number of trans-

actions covering both X and Y.

2. Confidence metric

The confidence of the association rule (X→Y) denotes how often each item

in Y appears in the transactions that contain item/s X, its value ranges

between 0-1. High confidence ratio means that the rule is more useful to

the user. The confidence ratio is computed according to equation (37).

confidence(X→ Y) =
support(X∪ Y)
support(X)

=
N(X∪Y)

NX
(37)

Where NX is the number of transactions covering X.

3. Lift metric

The lift of the association rule (X→Y) denotes the importance of the rule,

and checks the randomness of selecting the rule. The lift value is ranged be-

tween zero and positive infinity. High lift value presents high significance

of the rule, and high correlation between X and Y itemsets. The lift ratio is

computed according to equation (38).

lift(X→ Y) =
confidence(X→ Y)

support(Y)
=

N(X∪Y) ×N

NX ×NY
(38)

Where NY is the number of transactions covering Y.

The resulted lift value, which expresses the importance of association rule,

can be presented through three cases [11][103]:

Case 1. lift (X→Y)>1 indicates that itemsets X and Y appear more often

together; this means that the occurrences of X have a positive effect on the

occurrences of Y, and it expresses a high correlation between items X and

Y.

Case 2. lift (X→Y)<1 indicates that the itemsets X and Y appear less often

together; this means that the occurrences of X have a negative effect on

the occurrences of Y, and it expresses negative correlation between items

X and Y.
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Case 3. lift (X→Y) ≈ 1 indicates that itemsets X and Y are independent; this

means that the occurrences of X has almost no effect on the occurrences of

Y, and it expresses a no correlation between items X and Y.

6.7.3 Proposed approach

The proposed approach introduces image watermarking approach based on tex-

ture analysis using association rules mining method. Four gray-scale histogram

based-image features (DC, skewness, kurtosis, and entropy) are chosen as input

data for designing association rules. The Apriori algorithm is used to mine the

association rules between the selected features. The highly significant associa-

tion rules between the selected features are used to identify the strongly tex-

tured blocks for embedding watermark. The general structure of the proposed

approach is illustrated in figure 54.

The proposed approach initiates by partitioning the host image into set of

non-overlapping blocks, then the values of the four features in each block are

calculated using the equations presented in (7), (19), (20), and (21) to construct

a transactions matrix. In the transactions matrix, the blocks are the objects and

the four features are the attributes. The transactions matrix is then transformed

into a Boolean matrix based on the thresholds that are presented in algorithms

6, 7, 8, and 9. Apriori algorithm manipulates the resulting Boolean matrix based

on a predefined minimum support to extract the most frequent patterns of the

attributes over all objects. Then, the set of non-trivial subsets of frequent patterns

are extracted and given in the form of association rules. The association rules,

which describe the relationships between the features of frequent patterns, are

mined using the lift and confidence values.

The proposed approach exploits the most relevant association rules based on

support, confidence, and lift criteria to provide an authentication based water-

marking.

When only one rule has the maximum confidence value, it is chosen as the

most relevant association rule. If several rules have the maximum confidence

value and only one has the maximum lift and confidence values, it is chosen as

the most relevant one. When several rules have the maximum lift and confidence

values, those among them with the maximum support value are considered as

the most relevant rules. The most relevant association rules characterize strongly

textured blocks in the host image. These textured blocks are more suitable to

hold the watermark in terms of imperceptibility and robustness.
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Figure 54: Structure of the proposed approach.
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As illustrated in figure 54, the proposed approach implements mainly four

phases:

1. Computing the values of texture features and building the Boolean matrix

2. Applying Apriori algorithm to mine association rules

3. Watermark embedding process

4. Watermark extraction process

These phases are presented in following subsections.

a Computing the values of texture features and building the Boolean matrix

In this step, the host image is partitioned into L×L non-overlapping blocks and

the values of the texture features for every block are computed using the equa-

tions presented in (7), (19), (20), and (21) to build the transactions matrix. Subse-

quently, the transactions matrix is transformed into a Boolean matrix based on

the thresholds that are presented in algorithms 6, 7, 8, and 9. Figure 49 presents

the structure of this phase.

b Applying Apriori algorithm to mine association rules

The pseudo-code of this phase is given in algorithm 23. In this phase, Apriori

algorithm explores the extracted Boolean matrix to generate all frequent itemsets

z for which Nz/N>minimum support (Nz is the number of transactions covering

itemset z and N is the total number of transactions in the transactions matrix) and

|z|>2, since the goal is to interpret association rules. Then, for each frequent

itemset z consider all ways in which z can be partitioned into two non-empty

subsets X and Y-X such that (X→Y-X). Each frequent itemset z can produce up

to 2k-2 association rules, where k is the number of attributes in each frequent

itemset.

The set of candidates association rules (candidatesARs) can be pruned based

on anti-monotone property of confidence of rules generated from the same item-

set [99]. The anti-monotone property mentioned that if X’ is a subset of X, then

the confidence of (X’→Y-X’) cannot have higher confidence than (X→Y-X).

This property ensures that the lowest confidence rule extracted from a frequent

itemset contains only one item on its left-hand side and the highest confidence

rule extracted from a frequent itemset contains only one item on its right-hand

side.

The proposed approach concludes in finding the most relevant association

rule. It starts by selecting all rules that have one item on the right hand side as

initialARs, and subsequently selects as results the rules that have the maximum
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confidence or the maximum lift when several rules have the maximum confi-

dence value; or the maximum support when several rules have the maximum

confidence value and the maximum lift value. The most relevant association rule

is used to define strongly textured blocks.

In the proposed approach, 10% has been chosen as the minimum support ratio.

The arguments of this choice have been presented in subsection 6.6.3.
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Algorithm 23 The pseudo-code of the association rule mining process

1: Preliminary: Defining the itemset x={x1,...,xn} as texture features
2: Input: Boolean matrix and minimum support ratio
3: apply the Apriori algorithm (Boolean matrix, minimum support) to extract the fre-

quent itemsets Z

4: if Z is empty then

5: select another minimum support less than the predefined one
6: redo step 3

7: end if

8: generate the association rules (ARs) from the non-trivial subset of frequent pat-
tern/s

9: candidatesARs← non-trivial subset of frequent pattern/s
10: from candidatesARs select all rules that have one item on the right hand side as

initialARs
11: initialARs ⊆ candidatesARs
12: for each item xi in x do

13: find in initialARs the rule that has the maximum confidence among those having
14: item xi on the right hand side
15: end for

16: sortedRules← sort rules by confidence value in descending order tempARs← rules
from sorted rules with maximum confidence value interestingAR← tempARs

17: if two rules or more have the same confidence value then

18: from tempARs, select all association rules that have liftvalue>1

19: tempARs← {R ∈ tempARs | lift(R)>1}
20: if tempARs is empty then

21: tempARs← {R ∈ tempARs | lift(R)=1}
22: end if

23: if tempARs is empty then

24: tempARs← interestingAR
25: end if

26: if tempARs has only one rule then

27: interestingAR← tempARs
28: else

29: interestingAR← {R|R ∈ tempARs and R has maximum lift value}
30: if interestingAR has two or more rules then

31: interestingAR← {R|R ∈ interestingAR and R has maximum support}
32: end if

33: end if

34: end if

35: output: the most relevant association rule (interestingAR)

c Embedding Process

All blocks that satisfy the most relevant association rule are among the most

textured blocks, and are consequently more suitable for embedding watermark

from imperceptibility and robustness points of views. A new embedding tech-
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nique is proposed. It uses confidence and lift values of the relevant association

rule (ARi), which is extracted from the host image. Initially, the public key alpha

(α) is computed according to equation (39).

α =
confidence(ARi)/lift(ARi)

100
×watermark (39)

This key is used in the embedding procedure. It can be used efficiently in

the extraction procedure to extract the watermark from attacked image without

needing neither the original image nor the original watermark. The watermarked

image is calculated by adding the value of public key (α) to the pixels values

of the host image. Algorithm (24) presents the pseudo-code of the watermark-

embedding phase.

Algorithm 24 The pseudo-code of embedding watermark in image watermark-

ing approach based on texture analysis using ARM

1: Input: host image I of size M×N, public key (α) of size L×L, and set of

textured blocks selected by ARM method B

2: partitioning I into L×L, the result is n blocksI
3: for k← 1 to n do

4: if blockI(k) ∈ the set of textured blocks B, blockI(k) ∈ I then

5: blockIw(k)← blockI(k) + α

6: else

7: blockIw(k)← blockI(k)

8: end if

9: end for

10: output: watermarked image (Iw)

d Extraction Process

The watermarked image Iw, which holds the watermark, is subject to channel

errors and attacks due to the transmission across public networks. The extrac-

tion procedure is achieved to verify the authenticity of the transmitted image.

Initially, the most relevant association rule of the attacked watermarked image

is extracted, and then the confidence and the lift values of the relevant rule are

used to extract the attacked watermark as illustrated in algorithm (25).
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Algorithm 25 The pseudo-code of extraction watermark in image watermarking

approach based on texture analysis using ARM
1: input: attacked watermarked image Iwa of size M×N, public key (α) of size L×L, and set of

textured blocks by ARM method B

2: partitioning Iwa into L×L, the result is n blocksIwa

3: for k← 1 to n do

4: if blockIwa(k) ∈ the set of textured blocks B then

5: wa(blockiwa)← liftiwa×100
confidenceiwa

×α− confidenceiwa

liftiwa×100−confidenceiwa
× blockiwa

6: end if

7: end for

8: output: set of attacked watermarks (wa)

The proposed extraction process is blind. Indeed, the receiver uses only the

public key alpha (α) to extract the attacked watermark without any knowledge

about the original watermark or the original image.

6.7.4 Experiment Results

The proposed approach is analyzed for its performance against image process-

ing attacks. These attacks are geometric, non-geometric, and hybrid attacks. The

performance of the proposed approach in terms of imperceptibility, robustness,

embedding rate, execution time, and computational complexity are presented in

the following subsections.

a Watermark imperceptibility

Figure 55 presents the imperceptibility results of the proposed approach on set of

host gray-scale images that are collected from CVG-UGR database4. The PSNR

and the mSSIM are computed for each original image with two watermarks.

Figure 55: Imperceptibility results of semi-blind image watermarking approach based
on texture analysis using ARM method on set of gray-scale images.

4 CVG-UGR database, http://decsai.ugr.es/cvg/dbimagenes/
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The results in figure 55 show that the proposed approach achieves a good level

of imperceptibility. The PSNR ranges 47.48-50.38 dB, while the mSSIM ranges

0.97-1 in all tested images. The results of imperceptibility using the two water-

marks are convergent for all host images.

b Watermarking robustness

To evaluate the robustness of the proposed approach, the experiments are con-

ducted with a particular focus on noise corruption, filtering, image compression,

and geometric correction. All watermarked images are exposed to these attacks

using StirMark Benchmark v.4 [80] and Matlab (v.R2016a).

In all experiments using the two watermarks logos, the NC ranges 0.99-1, ex-

cept in case of crop down (78×111) attack where the NC ranges 0.83-0.95. This

kind of attack has high impact on watermarked image, it leads to loss of much

image data and this generates different confidence and lift values in comparison

to the original values.

However, these ratios ensures the ability of the proposed approach to recover

the embedded watermark from attacked watermarked image with high similar-

ity. The original watermark and the extracted one are absolutely identical against

different attacks.

Table 52 shows BER results for host gray-scale images using watermark logo 1

under various attacks. As well, table 53 presents BER results for host gray-scale

images using watermark logo 2 under various attacks.

212



image watermarking approach based on texture analysis using

association rule mining

BER for Watermark Logo 1

Attack Lena Baboon Peppers Barbara Sailboat F16 Splash

JPEG compression (QF=20) 7.3 7.0 4.8 4.4 3.3 6.3 2.0

Median filtering (3×3) 7.2 3.5 3.8 4.4 3.2 6.2 0.18

Average filtering (3×3) 7.4 2.9 3.8 2.5 2.5 6.6 1.4

Gaussian low pass filtering
(3×3)

7.4 2.9 3.8 3.4 2.5 6.6 1.1

Motion Blure 7.1 3.1 3.1 4.7 2.8 6.3 0.02

Gaussian noise
(mean=0,variance=0.05)

4.2 3.4 4.1 4.8 3.7 5.8 5.0

Salt&Pepper noise (noise
density=0.01)

7.1 6.1 4.0 4.3 6.2 5.1 4.4

Histogram equalization 3.1 3.2 3.4 2.1 2.9 3.1 2.3

Sharpening 6.2 3.5 3.9 4.1 2.6 5.5 0.18

Scaling (0.5)
512×512→ 256×256

6.5 4.8 3.9 2.3 2.6 6.0 0.06

Cropping left up corner (25%) 4.8 7.4 4.9 5.3 5.4 5.6 3.9

Cropping down from center
(78×111)

10.9 9.4 8.8 10.2 10.3 8.9 9.4

Translation vertically (10%) 4.3 1.8 1.4 2.5 2.8 3.6 1.7

Rotation(45◦) 2.3 1.1 2.3 2.2 0.13 1.0 4.0

Affine transformation (2) 5.2 5.9 4.1 2.7 2.7 5.7 1.3

RML (10) 7.3 6.5 5.1 3.3 3.4 5.2 2.0

Table 52: BER results of blind image watermarking approach based on texture analysis
using ARM method on set of natural gray-scale images using watermark logo
1 under various attacks.

In table 52 the BER for all images did not exceed 7.4% except in case of

cropping down (78×111) attack where the BER ranges 8.8-10.9%. The lowest

BERis achieved against histogram equalization, translation vertically (10%), and

rotation(45◦) attacks; the BER did not exceed 4.3%. In case of cropping down

(78×111) attack the proposed approach achieves the lowest robustness compar-

ing to other attacks, due to the same reason as explained previously.

213



image watermarking approach based on texture analysis using

association rule mining

BER for Watermark Logo 2

Attack Lena Baboon Peppers Barbara Sailboat F16 Splash

JPEG compression (QF=20) 3.8 2.2 2.9 1.6 1.5 2.9 1.7

Median filtering (3×3) 3.5 1.6 2.8 1.3 0.33 2.7 0

Average filtering (3×3) 4.0 1.4 2.8 0.44 0.98 3.0 0.78

Gaussian low pass filtering
(3×3)

3.8 1.3 2.8 0.61 0.98 3.0 0.52

Motion Blure 3.4 1.7 2.1 1.6 1.4 2.6 0.003

Gaussian noise
(mean=0,variance=0.05)

2.2 2.3 2.4 2.6 1.7 2.8 2.6

Salt&Pepper noise (noise
density=0.01)

3.7 3.0 2.9 1.5 2.7 2.2 2.1

Histogram equalization 0.98 1.8 2.2 0.20 0.48 1.8 1.4

Sharpening 2.4 1.6 2.8 1.9 0.36 1.9 0

Scaling (0.5)
512×512→ 256×256

2.4 2.3 2.8 0.50 0.31 2.0 0.003

Cropping left up corner (25%) 1.5 4.0 2.9 2.1 2.0 2.9 2.1

Cropping down from center
(78×111)

5.3 4.6 4.4 4.9 4.9 4.7 4.6

Translation vertically (10%) 1.9 0.8 1.0 1.8 1.6 1.9 0.91

Rotation(45◦) 1.5 0.62 1.5 1.3 0.07 0.62 2.0

Affine transformation (2) 2.4 3.4 2.7 0.48 1.4 3.2 0.53

RML (10) 3.8 3.0 2.9 1.1 1.5 1.7 1.6

Table 53: BER results of blind image watermarking approach based on texture analysis
using ARM method on set of natural gray-scale images using watermark logo
2 under various attacks.

In table 53 the BER for all images did not exceed 4.0% except in case of crop-

ping down (78×111) attack the BER ranges 4.4-5.3%. The lowest BER is achieved

against histogram equalization, translation vertically (10%), and rotation(45◦) at-

tacks; the BER did not exceed 1.9%. In case of cropping down (78×111) attack the

proposed approach achieves the lowest robustness comparing to other attacks.

However, the BER results in table 53 are lower than the BER results in table 52.

This is due to the difference in data amount between logo 1 and logo 2.

c Embedding rate analysis

In the proposed approach, the watermark of size 64×64 8-bits gray-scale image

is embedded in many locations of 512×512 8-bits gray-scale image. The mini-

mum embedding rate is obtained when only one location is used for embedding

watermark, while the maximum embedding rate is obtained when all locations

are used for embedding watermark. The minimum number of location (of size
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64×64) is 1, and the maximum number of locations (each of size 64×64) is equal

64.

In the proposed approach and based on the minimum support ratio, a mini-

mum of 10% (approximately 6 blocks) of all partitioned blocks are included in

the embedding watermark process. Hence, the minimum embedding rate ER is

equal ((64×64× 8)/(512× 512))×6= 32768/262144×6= 0.75 (bpp). While, the max-

imum embedding rate ER is equal ((64×64×8×64)/(512×512))= 2097152/262144=

8 (bpp).

d Execution time result

In the experiments, HP machine 3.4 GHz Intel(R)/core(TM) i7 CPU with 8.0

GB RAM is used as computing platform. The overall execution time on any

host image under various attacks using the proposed approach is equal to 10

seconds. The extraction process requires a little bit more execution time than the

embedding process due to writing many watermarks images on a specific file.

6.7.5 Computational complexity

The efficiency of using ARM method in designing image watermarking is mea-

sured from the computational complexity.

In the proposed approach, the size of host image is M×N and the complex-

ity value resulting from the calculation of transaction and Boolean matrices is

O(M×N). The complexity of Apriori algorithm calculation is O((M×N) × d2),

where d is the number of features. The complexity of association rules genera-

tion is O(2d). Therefore, the total time complexity of the proposed approach is

O((M×N)× d2).

215



comparative study

6.8 comparative study

This section presents a comparative study between the performance of MCDM,

FCA, FPM, and ARM based approaches and other related watermarking ap-

proaches proposed in [58][1][75][48][39][47][42][59]. All of these approaches are

based on HVS characteristics and use different intelligent or knowledge discov-

ery techniques. As well, all of these approaches are tested on set of natural gray-

scale images.

Four tables synthesize a comparative study between these approaches; table 54

presents a summary description of each of the proposed approaches. The image

characteristics that are correlated to the HVS and analyzed using one of the in-

telligent or knowledge discovery technique are also presented. Table 55 presents

a comparative study between these approaches according to various aspects in-

cluding: the domain based, the type of watermark, the maximum imperceptibil-

ity ratio, the maximum robustness ratio, the computational complexity, and the

embedding rate. Table 56 shows an imperceptibility comparison between these

approaches in case of gray-scale Lena image and in terms of PSNR. Lastly, tables

57 and 58 present a robustness comparison between these approaches in terms

of BER and NC against different attacks.
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Approach Intelligent or
knowledge
discovery

technique used

Image characteristics
correlated to HVS

Benefits of using intelligent or knowledge discovery
technique(s)

Kumar et al.,
2017 [58]

Rough set theory The properties of singular
values and DWT bands

Rough set approximated one DWT band into upper
and lower sets. The upper and lower sets are used as

weight factors in embedding process to improve
image quality. Watermark is also embedded in the

singular values to improve the imperceptibility and
robustness rates

Abdelhakim
et al., 2017 [1]

Artificial Bee
Colony (ABC)

The texture property
obtained from the difference

value between the DCT
coefficients of adjacent

blocks

Optimizing two embedding parameters led to obtain
maximum level of robustness and lower level of

image distortion

Papakostas et
al., 2016 [75]

FIS and GA Orthogonal moments of the
spatial pixels of image that

represent the fine image
information

FIS generated the quantization factors of orthogonal
moment to control the embedding strength of the

watermark, while the GA optimized these factors to
find the maximum number of bits that can be added

to the image without causing visual distortion

Jagadeesh et
al., 2016 [48]

FIS and BPANN The texture and brightness
properties obtained from

DCT coefficients

FIS constructed a basis for selecting the high textured
and high luminance blocks for holding watermark.

BPANN optimized weight factor of embedding
process to improve the robustness and

imperceptibility rates

Han et al.,
2016 [39]

GA The singular values
represent the luminance

Optimizing the values of embedding parameters
improved the robustness and the imperceptibility

rates

Jagadeesh et
al., 2015 [47]

FIS HVS characteristics
including the luminance,

texture, edge, and frequency
sensitivities

FIS helped to identify approximately the best
weighing factors that are used in the embedding

watermark procedure to improve the imperceptibility
and robustness rates

Hsu et al.,
2015 [42]

BPANN The correlation between the
DCT coefficients of adjacent
blocks expresses the texture

BPANN explored the correlation between the DCT
coefficients to increase the value of one DCT

coefficient according to the other to improve the
imperceptibility and robustness rates

Lai et al., 2011

[59]
GA The singular values

represent the luminance
Optimizing the values of embedding parameters
improved the robustness and the imperceptibility

rates

MCDM based
approaches

(6.4.2)

MCDM The sensitivity of human eye
to the texture property

(brightness, darkness, image
surface and background)

TOPSIS examined the relationships between the
texture features to identify the significant visual
locations for watermark embedding with high

imperceptibility and robustness rates

FCA based
approach

(6.5.2)

FCA The sensitivity of human eye
to the texture property

(brightness, darkness, image
surface and background)

FCA helped to identify significant visual blocks for
embedding watermark with high imperceptibility

and robustness rates

FPM based
approach

(6.6.3)

FPM The sensitivity of human eye
to the texture property

(brightness, darkness, image
surface and background)

FPM process identified highly correlated features
that defined visual significant locations in host image
for embedding watermark with low image distortion

and high robustness

ARM based
approach

(6.7.3)

ARM The sensitivity of human eye
to the texture property

(brightness, darkness, image
surface and background)

ARM process identified highly significant association
rule between the texture features to define visual
significant locations in host image for embedding

watermark with low image distortion and high
robustness

Table 54: A summary description of several image watermarking approaches.

The summary in table 54 shows that various image characteristics are ana-

lyzed using different intelligent and knowledge discovery techniques to achieve

image authentication based watermarking. Texture, luminance, edge sensitivity,
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brightness and darkness are set of the main image characteristics that are ana-

lyzed in the proposed approaches. These characteristics are hidden knowledge

in any given image and can be carried either in pixels or frequency coefficients.

The DCT coefficients carry many characteristics that are in relationship with

the HVS, due to the high correlation between DCT coefficients of adjacent blocks.

The DC coefficient for any image block expresses the brightness and the dark-

ness characteristics of that region, while the difference value between the DCT

coefficients of adjacent blocks expresses texture characteristic. These properties

are exploited in [1][48][42] to design efficient image watermarking approaches.

Increasing the value of a DCT coefficient according to the others enhances the

imperceptibility but may not enhance the robustness. As well, adjusting slightly

the values of high DC coefficients which correspond to the significant visual lo-

cations will not cause noticeable visual distortion of the image. Also, embedding

watermark in these locations enhances robustness against different attacks.

SVD provides many properties correlated to HVS. Singular values, which are

obtained from SVD process, stand for the luminance of the image while variance

measures the relative contrast and smoothness of the intensity in the image. If

a small data is added to an image, large variation of its singular values does

not occur [59]. This property is exploited in [58][39][59] to design efficient image

watermarking approaches.

Some parameters of the multi-resolution decomposition of the image using

DWT are correlated to the HVS. DWT provides a proper spatial localization

and decomposes an image into horizontal, vertical, and diagonal dimensions

representing low and high frequencies. The energy distribution is concentrated

in low frequencies, while the high frequencies cover the missing details. Since the

human eye is more sensitive to the low frequency coefficients, then distributing

the watermark on high frequency coefficients causes less visual distortion in

image. This property is exploited in [58].

As well, the pixels carry many hidden knowledge; the texture is one of them.

Many spatial features, which are correlated to HVS, are used to measure the

texture of any image. MCDM, FCA, FPM, and ARM are knowledge discovery

techniques used to examine the relationships between a set of spatial features

to define highly textured regions of the host image for embedding watermark.

Inserting watermark in visual significant regions in host image leads to high

imperceptibility and robustness ratios.

Different intelligent techniques (such as ABC, GA, FIS, and BPANN) are used

in the approaches proposed in [1][75][48][39][47][42][59] to optimize some em-

bedding parameters to improve the imperceptibility and robustness ratios. Select-

ing highly visual significant locations or coefficients for embedding watermark

or optimizing the embedding parameters leads to design an efficient image wa-

termarking approaches in terms of imperceptibility and robustness.
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Approach Domain
based

Type of watermark Maximum
PSNR
(dB)

Maximum/
Average/

Range NC

Maximum
BER

Computational
complexity

Embedding
rate (ER)

(bpp)

Kumar et al.,
2017 [58]

DWT and
SVD

8-bits gray-scale
image (0-255)

69.5 0.87 13% O(min(M×N2,M2×N)) 0.015

Abdelhakim
et al., 2017 [1]

DCT 1-bit binary image
(0 or 1)

47.1 × 50% O((M×N)2log2(M×N)) 0.004

Papakostas et
al., 2016 [75]

Orthogonal
moments

binary message (0
or 1)

40.0 × 30% O((M×N)×p) 0.008

Jagadeesh et
al., 2016 [48]

DCT 1-bit binary image
(0 or 1)

48.5 0.73-1 × O((M×N)2log2(M×N)) 0.0039

Han et al.,
2016 [39]

DCT and
SVD

1-bit binary image
(0 or 1)

46.0 0.83-0.93 × O((M×N)2log2(M×N)) 0.8

Jagadeesh et
al., 2015 [47]

DCT 1-bit binary image
(0 or 1)

42.3 0.64-1 × O((M×N)2log2(M×N)) 0.015

Hsu et al.,
2015 [42]

DCT 1-bit binary image
(0 or 1)

40.1 × 15.3% O((M×N)2log2(M×N)) 0.015

Lai et al., 2011

[59]
SVD 8-bits gray-scale

image (0-255)
47.5 0.99 × O(min(M×N2,M2×N)) 0.5

MCDM based
approach 1 in

(6.4.2)

Spatial
domain

8-bits gray-scale
image (0-255)

56.8 0.99 6.6 O(M×N) 0.75

MCDM based
approach 2 in

(6.4.2)

Spatial
domain

8-bits gray-scale
image (0-255)

56.6 0.99 1.6 O(M×N) 0.75

FCA based
approach in

(6.5.2)

Spatial
domain

8-bits gray-scale
image (0-255)

49.7 0.99 5.6 O((M×N)× d× 2k) 2.37

FPM based
approach in

(6.6.3)

Spatial
domain

8-bits gray-scale
image (0-255)

50.7 0.99 5.7 O((M×N)× d2) 0.75

ARM based
approach in

(6.7.3)

Spatial
domain

8-bits gray-scale
image (0-255)

50.3 0.83-0.99 5.3 O((M×N)× d2) 0.75

Table 55: Comparison of MCDM, FCA, FPM, and ARM based approaches with other
gray-scale image watermarking approaches in terms of various aspects.

Table 55 shows several watermarking approaches that are proposed to achieve

gray-scale image authentication. From the domain based aspect, the proposed ap-

proaches in [58][1][75][48][39][47][42][59] have used the transformed coefficients

for embedding watermark while the other approaches have used the spatial do-

main.

The proposed approaches in [1][75][48][39][47][42] have used 1-bit binary wa-

termark to ensure the authenticity of the transmitted images, while the other

approaches have used 8-bits gray-scale image as watermark. This aspect have

impact on the the embedding rate; embedding a gray-scale watermark usually

achieves higher embedding rate than embedding a binary watermark. However,

the amount of embedded watermark bits into host image has a significant im-

pact on the imperceptibility and robustness ratios. Inserting more watermark

bits, lead to more noticeable change on the host image, but could lead to good

robustness against different attacks.
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All of the proposed approaches achieved an acceptable PSNR. The PSNR ra-

tios of the proposed approaches in this chapter outperform the obtained PSNR

in other approaches. The proposed approach in [58] achieved the maximum

PSNR comparing with all other approaches, it embedded the singular values

of watermark in the singular values of one band of DWT; this preserves less no-

ticeable image quality distortion. The MCDM based approaches showed higher

PSNR comparing with FCA, FPM, and ARM based approaches. This leads to

say that TOPSIS method works efficiently to examine the relationships between

texture features and results by identifying more significant visual locations for

embedding watermark than using FCA, FPM, and ARM methods. However, the

achieved PSNR in MCDM based approaches outperforms the obtained PSNR in

FCA, FPM, and ARM based approaches by 6%.

From the watermarking robustness aspect, most of the proposed approaches

are robust against geometric and non-geometric attacks, except the proposed

approaches in [1][75]. They did not withstand some geometric attacks.

For the computational complexity, our proposed approaches are executed with

lower computational complexity comparing with the proposed approaches in

[58][1][48][39][47][42][59]. The proposed approach in [75] achieved lower com-

putational complexity than FCA, FPM, and ARM based approaches, but with

a constant value. The lowest computational complexity is achieved in MCDM

based approaches, where computational complexity is O(M×N).

For the embedding rate aspect, MCDM, FCA, FPM, and ARM based approaches

present higher embedding rate comparing to other proposed approaches except

approach [39]; the ER equals 0.8 (bpp). The FCA based approach achieves the

highest ER, because 30% of the partitioned blocks are selected for embedding

watermark. The ER in [58][1][75][48][47][42] approaches did not exceed 0.015

(bpp).

6.8.1 Comparing the imperceptibility results

Table 56 presents imperceptibility results comparison between the proposed ap-

proaches and approaches in [58][1][75][48][39][47][42][59] on gray-scale Lena im-

age.
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Approach PSNR

Kumar et al., 2017 [58] 52.69

Abdelhakim et al., 2017 [1] 46.89

Papakostas et al., 2016 [75] 40.0

Jagadeesh et al., 2016 [48] 47.0

Han et al., 2016 [39] 42.52

Jagadeesh et al., 2015 [47] 42.32

Hsu et al., 2015 [42] 40.50

Lai et al., 2011 [59] 47.5

MCDM based approach 1 56.8

MCDM based approach 2 56.6

FCA based approach 49.7

FPM based approach 50.5

ARM based approach 50.38

Table 56: Imperceptibility results comparison in terms of PSNR on gray-scale Lena im-
age.

In table 56 the PSNR in MCDM, FCA, FPM and ARM based approaches is

higher than the PSNR in [1][75][48][39][47][42][59]. The proposed approach in

[58] achieved higher PSNR than FCA, FPM, and ARM based approaches by 2%,

but it achieved lower PSNR comparing with MCDM based approaches by 4%.

The proposed approach in [58] have embedded the singular values of water-

mark in the singular values of one DWT band, which then get least noticeable

image quality distortion.

6.8.2 Comparing the robustness results

Tables 57 present the BER results comparison between the proposed approaches

and approaches in [58][1][42] on gray-scale Lena image.
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Attack Kumar et
al., 2017

[58]

Abdelhakim
et al., 2017

[1]

Hsu et
al., 2015

[42]

MCDM
based

approach
1

MCDM
based

approach
2

FCA
based

approach

FPM
based

approach

ARM
based

approach

JPEG (QF=60) 6.0 2.0 0 3.8 0 3.8 3.8 3.8

Median filtering
(3×3)

10.0 8.0 4.0 3.8 0.6 3.8 3.8 3.5

Average filtering
(3×3)

6.0 6.0 × 3.8 0.05 3.8 3.8 4.0

Histogram
equalization

× 2.0 4.5 3.7 1.2 1.1 1.3 2.2

Motion blur 11.0 × × 3.8 0.8 3.8 3.8 3.4

Gaussian noise
(variance=0.1)

13.0 × 9.25 3.18 1.1 3.0 3.0 2.8

Salt&pepper noise
(noise

density=0.01)

× 10.0 16.5 3.8 0.3 3.7 3.8 3.7

Rotation (10◦) 11.0 × × 0 0 0 0 2.0

Rotation (45◦) 11.0 42.0 8.01 0 1.4 0 0 1.5

Cropping left up
corner (25%)

× 1.0 12.6 3.8 1.3 3.9 3.8 4.0

Scaling (0.5)
512×512→256×256

× 1.0 2.10 3.8 0 3.8 3.8 2.4

Table 57: BER results comparison between MCDM, FCA, FPM, and ARM based ap-
proaches and other related approaches on gray-scale Lena image.

The BER results in table 57 show that the proposed approaches achieved lower

BER against different attacks comparing with the other proposed approaches,

especially against rotation, additive noise, filtering and blurring attacks. The BER

in the proposed approaches against rotation attack did not exceed 2.0%, while it

exceeded 8.0% in [58][42] and reached 42.0% in [1].

For additive noise, filtering blurring and histogram equalization attacks the

BER in MCDM, FCA, FPM and ARM based approaches ranges 0.05-4%, while it

ranged 2.0-16.5% in [58][1][42].

Against JPEG (QF=60) the proposed approaches in [1][42] achieved lower BER

than FCA, FPM, and ARM based approaches. However, MCDM based approach

2 the BER equals zero. As well, MCDM, FCA, FPM, and ARM based approaches

achieve lower BER than the proposed approach in [58] by 2.2%.

For the cropping left up corner (25%) attack the MCDM, FCA, FPM, and ARM

based approaches achieve lower BER than the proposed approach in [42], but

the proposed approach in [1] achieved lower BER than all other proposed ap-

proaches.

In case of scaling (0.5) attack the proposed approaches in [1][42] achieved

lower BER than MCDM approach 1, FCA, FPM, and ARM based approaches by

2%, but the MCDM based approach 2 achieves zero BER.

However, the MCDM based approach 2 achieves the highest robustness against

the mentioned attacks comparing with all other proposed approaches.
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Tables 58 present the NC results comparison between the proposed approaches

and the other proposed approaches in [58][48][47][59] on gray-scale Lena image.

Attack Kumar et
al., 2017

[58]

Jagadeesh
et al.,

2016 [48]

Jagadeesh
et al.,

2015 [47]

Lai et al.,
2011 [59]

MCDM
based

approach
1

MCDM
based

approach
2

FCA
based

approach

FPM
based

approach

ARM
based

approach

JPEG (QF=60) 0.80 × 0.89 0.99 0.99 0.99 0.99 0.99 0.99

Median filtering
(3×3)

0.80 0.93 0.78 × 0.99 0.99 0.99 0.99 0.99

Average filtering
(3×3)

0.90 × × 0.98 0.99 0.99 0.99 0.99 0.99

Histogram
equalization

× 0.98 0.98 0.99 0.99 0.99 0.99 0.99 0.99

Motion blur 0.90 1 0.90 × 0.99 0.99 0.99 0.99 0.99

Gaussian noise
(variance=0.1)

0.70 × × 0.97 0.99 0.99 0.99 0.99 0.99

Salt&pepper noise
(noise

density=0.01)

× 0.96 0.65 × 0.99 0.99 0.99 0.99 0.99

Rotation (10◦) 0.75 0.94 0.75 0.99 0.99 0.99 0.99 0.99 0.99

Rotation (45◦) 0.74 × × × 0.99 0.99 0.99 0.99 0.99

Cropping left up
corner (25%)

× 0.88 0.64 0.99 0.99 0.99 0.99 0.99 0.99

Scaling (0.5)
512×512→256×256

× 1 1 × 0.99 0.99 0.99 0.99 0.99

Table 58: NC results comparison between MCDM, FCA, FPM, and ARM based ap-
proaches and other related approaches on gray-scale Lena image.

The NC results in table 58 show that MCDM, FCA, FPM, and ARM based

approaches achieve higher NC against different attacks comparing with the other

proposed approaches in [58][48][47][59].

The NC ratios against cropping, rotation, salt&pepper noise, blurring, filter-

ing, and JPEG compression attacks in MCDM, FCA, FPM, and ARM based ap-

proaches are more attractive comparing with [58][48][47][59] approaches. For the

scaling (0.5) attack the proposed approach in [48][47] achieved higher NC than

other proposed approach; the NC equals 1. For histogram equalization attack the

achieved NC ratios are convergent in all proposed approaches; the NC ranged

0.98-0.99. The NC ratios in MCDM, FCA, FPM, and ARM based approaches are

convergent to the NC ratios in the approach proposed in [59]; the NC ranged

0.97-0.99.

However, MCDM, FCA, FPM, and ARM based approaches and the approach

proposed in [59] achieved higher NC ratios comparing with the proposed ap-

proaches in [58][48][47].
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6.9 system analysis

This section introduces a discussion about some important points to validate the

performance of MCDM, FCA, FPM, and ARM based solutions for the enhance-

ment of watermarking. These points include: the performance of MCDM, FCA,

FPM and ARM methods in the proposed watermarking approaches, the security

of key (α) in MCDM and ARM based approaches, and finally the note of for

false positive detection.

a Performance of MCDM, FCA, FPM, and ARM methods in the proposed watermark-

ing approaches

There are several advantages of using the MCDM, FCA, FPM, and ARM meth-

ods in building image watermarking approaches. The main advantage of TOPSIS

method is ranking all blocks in a preference order using the resulted closeness

values to the highest texture level. The highest ranked blocks are referenced as

the significant textured blocks that are selected in embedding watermark with

high imperceptibility and high robustness rates. In the context of texture analy-

sis, TOPSIS method using different WVs makes it possible to measure the sig-

nificance of each texture feature by comparing the obtained results through all

cases of WVs. In addition, this suggestion introduces a way to define which

WV is more preferable for texture analysis process and may be recommended to

other researchers. The last benefit of TOPSIS method is that it makes it possible

to generate a strong key (α), which allow blind watermarking. The calculation of

this key is based on the closeness values of textured blocks, and these values are

not significantly changed even when the watermarked image is exposed to dif-

ferent attacks. This benefit ensures the efficiency of the MCDM based approach

2 to recover the watermark.

FCA introduces an advantage by examining the relationships between the im-

age features and image blocks. FCA manipulates the features and the image

blocks to find the set of all blocks that share a common subset of features and

the set of all features that are shared by one of the blocks. The result of this

manipulation is set of formal concepts that give an indication about the set of

blocks that satisfy the maximum number of texture features. These blocks are

considered as the most visual significant blocks and are used for embedding

watermark. By the experiments, FCA method achieved high embedding rate by

identifying approximately 30% of partitioned blocks as textured blocks for wa-

termark embedding.

The advantage of using FPM method is finding the most relevant features that

frequently occur together within the host image. The highly correlated features

compose a frequent pattern, which is a meaningful knowledge giving an indi-

cation about the set of blocks that satisfy the highly correlated texture features.
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All blocks that satisfy this pattern are considered as the strongly textured blocks

and are used for embedding watermark. The resulted frequent patterns after ap-

plying FPM are used as itemsets to generate the association rules, which help to

realize a blind watermarking.

ARM method has some advantages over the FPM in building image water-

marking approach. Actually, the relevant association rules result after a second

level of mining process. Indeed, the first mining level involves extracting the

most frequent patterns of features in terms of support ratio. The second mining

level involves finding the relevant association rules that are built from the most

frequent patterns in terms of confidence and lift ratios. The main advantage of

extracting the relationships between the selected features using association rules

mining is that it enhances the robustness, due to the accuracy in defining the

strongly textured blocks. Another benefit of ARM is that it makes it possible to

generate two secret parameters (lift and confidence), which allow blind water-

marking.

High imperceptibility, high robustness, low execution time, low computational

complexity, and high embedding rate results of MCDM, FCA, FPM, and ARM

based image watermarking approaches ensures the efficiency and the benefits of

these approaches over other proposed approaches in the literature.

b Security of the key (α)

In both blind image watermarking approaches using MCDM and ARM, the pub-

lic key (α) is used in the extraction process as a reference to the original water-

mark. The key (α) is a matrix of 64×64 entries and it is not fixed; for any host

image a different key is generated.

The value of each entry can be integer or float number between 0-255. When

the entries of the key (α) are integer numbers, then the probability of determin-

ing one right number is 1/256. Thus, the probability to extract right watermark

of 64×64=4096 entries is equal ( 1
256

4096
)=(7.06−9865). The probability is very low,

because it is close to zero.

When the entries of the key (α) are float numbers, guessing the values of the

key (α) becomes more hard. Thus, the probability of extracting right watermark

is also close to zero.

c False positive test

To evaluate the security requirements of MCDM and ARM based approaches,

false positive problem is tackled. A false positive is the fact of extracting the

watermark from non-watermarked image, which has not actually belonged to

the authorized owner. A false positive detection in any watermarking system is

disturbing equally as any malfunctions that cause system failure. As well, this
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problem encourages malicious owner in claiming other unauthorized image by

generating his watermark easily. This problem should be avoided.

Let us consider three non-watermarked images and suppose that the attacker

has three watermarks as illustrated in figure 56. The proposed extraction pro-

cesses are applied on each non-watermarked image to extract the watermark.

Any experiment starts by applying the embedding process using the host image

and the watermark of the authorized owner, then the extraction process starts

by using the non-watermarked image and the attacker’s watermark. The false

positive detection is occurring, if an extracted watermark is visually similar to

the owner’s watermark.

Figure 56 shows the NC results between the attacker’s watermark and the

extracted one in each non-watermarked image in blind image watermarking

approach using MCDM method and blind image watermarking approach using

ARM method.

Figure 56: Sample false positive test results for the proposed approaches.

The similarity results in figure 56 prove that the proposed approaches meet the

security requirements, where the value of NC did not exceed 0.60. The false pos-

itive has been tested on 100 gray-scale images available on CVG-UGR database5,

and the rate of false positive was zero. According to [107] the false positive arises

if the NC value between the extracted watermark and the owner’s watermark

exceeds 0.60. Additionally, any proposed watermarking system can meet the se-

curity requirements if the false positive rate is less than 10−6 [20].

5 CVG-UGR database, http://decsai.ugr.es/cvg/dbimagenes/
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6.10 conclusion

This chapter introduces five image watermarking approaches based on texture

analysis using knowledge discovery techniques. These five approaches exploit

the correlation between texture characteristics and HVS to identify visual signif-

icant locations in host image to hold the watermark with high level of impercep-

tibility and robustness.

The Multi-Criteria Decision Making (MCDM), the Formal Concept Analysis

(FCA), the Frequent Pattern Mining (FPM), and the Association Rule Mining

(ARM) approaches are used to analyze texture characteristics by examining the

relationships between set of texture features offering many advantages.

MCDM method worked to rank all blocks in a preference order using the re-

sulted closeness values to the highest texture level. The highest ranked blocks

are referenced as the significant textured blocks and are selected for embedding

watermark. As well as, MCDM method makes it possible to measure the signifi-

cance of each texture feature by comparing the obtained results through all cases

of WVs. In addition, MCDM method makes it possible to generate a strong key

(α), which allows blind watermarking.

FCA method worked to examine the relationships between the image features

and image blocks. It manipulates texture features and the image blocks to find

the set of all blocks that share a common subset of features and the set of all

features that are shared by one of the blocks. The result of this manipulation is

a set of visual significant blocks that are used for embedding watermark. FPM

method finds the most relevant features that frequently occur together within

a host image. The highly correlated features compose a frequent pattern. All

blocks that satisfy this pattern are considered as the strongly textured blocks

and are used for embedding watermark.

ARM method worked as a second mining level over FPM. It involves finding

the relevant association rules that are built from the most frequent patterns in

terms of confidence and lift ratios. The advantage of extracting the relationships

between the selected features using association rules mining is that it enhances

the robustness, due to the accuracy in defining the strongly textured blocks. Ad-

ditionally, ARM method makes it possible to generate two secret parameters (lift

and confidence), which allow blind watermarking.

The experiment results showed a higher performance of the proposed ap-

proaches over other related image watermarking approaches proposed in the

literature in terms of imperceptibility, robustness, execution time, computational

complexity, and embedding rate.

The security of the public key used in the embedding and the extraction steps

in some of the proposed approaches has been analyzed against brute-force at-

tack. The analysis showed high resistance of this key against brute-force attack.
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Additionally, false positive problem has been addressed to evaluate the security

requirements of the proposed blind approaches. The tests have shown that the

proposed solutions satisfy the security requirements as far as false positive is

concerned.
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C O N C L U S I O N
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The work presented in this thesis contributed to preserve images authentica-

tion based watermarking with high imperceptibility, high robustness and low

computational complexity in spatial domain. It was done with two main ideas.

The first one is that extracting a robust feature of host image allows designing

zero-watermarking approach. The second one is that analyzing various image

characteristics that are correlated to HVS helps to identify some hidden knowl-

edge that could be used to identify the most relevant visual locations for embed-

ding watermark. Indeed, embedding watermark in such locations of host image

using spatial domain has beneficial impact on imperceptibility, robustness and

computational complexity rates.

In this thesis, we studied the JPEG file structure and the images characteristics.

We extracted a robust feature from the JPEG image and we used it to generate

a verification watermark in zero-watermarking approach. We also investigated

the use of image characteristics related to HVS in order to propose watermark-

ing solutions providing more robustness and imperceptibility than existing ones,

and meeting timing constraints of real-time applications. Color representations,

texture nature and structure of image’s surface/background are set of image

characteristics correlated to the HVS. The color, the texture and the structure of

image’s surface/background characteristics have many different dimensions and

there is no standard method for their representation. Hence, several intangible

image features (color, texture,...) played an important role in describing (regions

of interest) in an image based on these characteristics. Then, solving the intangi-

bility of these characteristics and identifying the significance of each of the used

image features are two concerned issues.
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7.1 contribution summary

The work in this thesis contributed in two ranges of image watermarking by

taking into account the imperceptibility, the robustness and the computational

complexity: zero-image watermarking and spatial domain based image water-

marking.

7.1.1 Zero-watermarking approach for medical images based on Jacobian matrix

Chapter 4 presented a zero-watermarking algorithm to assure the authenticity

of the transmitted medical images through an e-healthcare network. The process

consists in partitioning the targeted image into 8×8 non-overlapping blocks, ac-

cumulating a subtraction process between these blocks, and exploring the JPEG

file quantization matrix to obtain the final 8×8 matrix. An average value of this

matrix is computed to be an input to the Jacobian matrix in order to construct

a meaningful watermark. In order to decrease the complexity of the process,

our model does not need to encrypt the watermark image. The average value is

only sent to the receiver. The importance of the proposed approach comes from

many features of zero-watermarking including: (i) the fact that the zero water-

marking algorithm does not make any modification in the original image and

keeps the same size of the original image. (ii) the conflicting requirements in

the conventional cryptographic techniques and frequency/spatial digital water-

marking (i.e imperceptibility, robustness and embedding rate) are not taken into

consideration in the zero-watermarking design. (iii) building a watermark in a

zero-watermarking approach is based on extracting the key features from the tar-

geted image; this does not provide any information that the attacker can use to

affect the watermark. (iv) the medical images are not subject to any degradation

in term of visual quality and this also helps to avoid any risk of misdiagnosis.

The main advantages of the proposed approach are presented as follows:

• The Jacobian matrix helped to build a meaningful watermark image from the

average value, which gave a true indication to the impact of the attack.

• The proposed model presented less complexity since it used pixel values to

extract the key rather than the frequency techniques.

• Many related works require securing image features or the predefined wa-

termark image to use in the extraction process. This task aims to reduce the

chance on detecting any information that could be used by the illegal user to

remove or alter the watermark. The proposed model did not need to send the

generated watermark, it needs only to send the extracted key. Therefore, there

is no need to any security strategy.
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On the other hand, the proposed approach has one limitation, where the ob-

tained robustness is low.

7.1.2 Spatial domain based image watermarking

We employ our understanding to address the intangibility problems of color, tex-

ture and structure of image’s surface/background, which help to design efficient

image watermarking. The solution proposed in this range is the result of work

that leads to the following contributions.

a Color representations based image watermarking in spatial domain

Chapter 5 presented an image watermarking approach exploiting the correlation

between color representations and HVS. The approach dealt with two problems:

the sensitivity of color representations of processed image to the human eyes

and the indiscernible effects of DCT coefficients on the perceptual quality of the

processed image.

These problems in case of watermarking system have a close relationship with

the principles of HVS in terms of robustness and imperceptibility. The color rep-

resentation problem deals with the degree of sensitivity of each color space of

host image to the human eyes. In means of HVS principles, the human eyes are

more sensitive to the red and green colors and are less sensitive to the blue color.

For designing watermarking system, hiding watermark in blue space will be

more appropriate in terms of imperceptibility and robustness, since the human

will not be able easily to detect the modification or change in the embedded im-

age. But, the difficulty is for deciding the amount of bits that can be embedded

in the blue space without extreme deficiency in perceptual quality of the original

image. The DCT coefficients ambiguity deals with the DC and AC coefficients

of the transformed image by DCT. The literature mentions that the DC coeffi-

cient of each image’s block expresses the most magnitude information of that

block and is used as good measure to describe the nature of the block (smooth

or texture). These perspectives can be analyzed in terms of HVS and for design-

ing watermarking system. In terms of HVS, any change in DC coefficients are

more sensitive to the human eyes rather than changes in AC coefficients, which

define the details of image’s information. For designing watermarking system,

the literature proved that embedding watermark bits in DC coefficients is more

appropriate in terms of robustness than embedding them in AC coefficients. The

vague and uncertainty in this case can be described by the amount of bits that

can be embedded in the DC coefficients with preservation of the robustness and

perceptual quality of the original image.

In order to solve these two ambiguity problems, the proposed watermarking

system exploits the capability of rough sets theory. Initially, the model built two
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information systems related to the nature of original images, which are based

on the amount of image’s content. Then, rough sets theory is applied to define

the upper and lower approximation sets and subsequently to extract the rough

set, which defines most appropriate blocks to embed watermark in terms of

robustness and imperceptibility.

The main advantages of the proposed approach are presented as follows:

• The capability of rough sets theory used efficiently to extract hidden pattern

that help to build a color image watermarking approach with high impercep-

tibility, high robustness and low complexity.

• The locations chosen for watermark embedding are not fixed (i.e. new choice

for every image) and the embedding is done in many blocks; this enhances

withstand of watermark to geometric attacks.

• Embedding watermark is done in spatial domain rather than in frequency

domain, which guarantees low computational complexity.

The proposed approach has one main limitation: it preserved authentication

for color images only; it can not offer authentication for gray-scale.

b Texture analysis based image watermarking in spatial domain

Chapter 6 presented five image watermarking approaches exploiting the correla-

tion between texture characteristics and HVS.

The texture is a complex visual pattern consisting of mutually related pixels

that give an information about the color, brightness, darkness and image surface

and background. All of these characteristics are correlated to the HVS and can be

represented by calculating some statistical features like entropy, skewness, and

kurtosis. Examining the relationships between these features helped to define

highly textured regions in host image, which are more suitable for embedding

watermark. Inserting watermark in visual significant regions in host image leads

to high imperceptibility and robustness against various attacks [39][61].

Intelligent and knowledge discovery methods are used to solve the impreci-

sion of the texture property and exploit them to achieve image authentication,

through the identification of significant visual locations for embedding water-

mark. In this context, Multi-Criteria Decision Making (MCDM), Formal Concept

Analysis (FCA), Frequent Pattern Mining (FPM), and Association Rule Mining

(ARM) methods are used to identify highly significant visual locations in host

image.

Section 6.4 presented how the texture problem can be analyzed using one of

MCDM methods in order to identify highly textured blocks within host image to

embed watermark with high imperceptibility, high robustness, high embedding

rate and low computational complexity. The problem of the textured regions

identification in an image is considered as a decision-making problem. A set of
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partitioned blocks of host image is a set of possible alternatives to be evaluated

using a set of criteria (texture features) to select which of them are more appro-

priate to hold the watermark. The first order histogram features is used as set

of criteria to achieve the evaluation process. Hence, a decision matrix is built

and the Technique for Order Preference by Similarity to Ideal Solution (TOPSIS)

method is applied to rank all alternatives and select the best alternative for em-

bedding watermark.

Section 6.5 presented an image watermarking approach based on texture anal-

ysis using Formal Concept Analysis (FCA) method. FCA is used to find a mean-

ingful knowledge that helps to embed watermark efficiently, to obtain high im-

perceptibility and robustness. The formal concepts resulting from the application

of the FCA method are exploited to extract highly textured blocks in the targeted

image that are convenient with HVS and more preferable to embed watermark

with least image quality distortion and high robustness.

Section 6.6 presented an image watermarking approach based on texture anal-

ysis using Frequent Pattern Mining (FPM) method. The proposed approach ex-

ploited some texture features to extract the maximum frequent patterns in the

image data, which satisfy the minimum support. The maximal relevant patterns

are exploited to infer knowledge about textured blocks and smooth blocks within

host image. The textured blocks are convenient with HVS and more preferable

to embed watermark with high imperceptibility and robustness.

Section 6.7 presented a blind image watermarking approach based on texture

analysis using Association Rule Mining (ARM) method. The principle is to iden-

tify the strongly textured locations in host image to insert watermark. In the

proposed solution, four gray-scale histogram based-image features (DC, skew-

ness, kurtosis and entropy) are chosen as input data to design association rules.

Subsequently, Apriori algorithm is applied to mine the relationships between

the selected features. The higher significant relationships between the selected

features are used to identify the strongly textured blocks for embedding water-

mark. Two calculated strong parameters (lift and confidence) using association

rule mining are used to design a blind watermarking.

The main advantages of the proposed approaches are presented as follows:

• The proposed approaches introduced a solution for the uncertainty problem

of texture analysis by dealing with intangible features, which in turns helped

to identify visual significant regions in host image for embedding watermark

with high imperceptibility and robustness ratios.

• The proposed approaches embed watermark in many blocks; the watermark

data may spread on 20% of image size. This enhanced withstand of watermark

against geometric attacks.
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• The proposed approaches embed watermark in spatial domain rather than in

frequency domain, which guaranteed low computational complexity.

• TOPSIS method provides a practical way to measure the importance and the

effect of each of the used features on the results of texture analysis by using

diverse weight vectors.

• TOPSIS method helped to generate a strong parameter for a blind watermark-

ing.

• The relevant association rule improved the way of selecting more suitable

blocks for inserting watermark from the point of view of texture, rather than

using only the extracted frequent pattern. (applying association rule repre-

sented the second level of mining after applying the frequent patterns).

• The relevant association rule gave a way to define a strong parameter for a

blind watermarking.

• The relevant association rule gave a way to define two parameters (the confi-

dence and the lift), which can be used in the embedding and the extraction

procedures in order to make a balance between imperceptibility and robust-

ness of watermark. The values of these parameters are not much affected with

attacks.

7.2 future work

The work presented in this thesis has addressed issues regarding preserve im-

ages authentication based watermarking with high imperceptibility, high robust-

ness and low computational complexity. Our plan is to utilize the knowledge

and experience learned to address the identified limitations of our work in these

subjects.

Regarding the work presented in chapter 4, our next objective is to employ the

two parameters (the confidence and the lift) of relevant association rule to gen-

erate the verification watermark. The idea is to decrease the negative impact of

used key in generating watermark on the robustness ratio. Indeed, the generated

watermark from Jacobian matrix is sensitive to the value of extracted key from

the host image.

In addition, in chapter 5 fuzzy equivalence relation and investigating informa-

tion holding in preference order are two major issues that need to be analyzed

from the perspective of rough sets theory. The fuzziness in rough set and multi-

criteria sorting based on rough sets theory are open issues that deal directly with

the ambiguity and uncertainty in image knowledge. In case of watermarking sys-

tem design, these issues could be analyzed to find other possibilities to minimize

the effect of image ambiguity and uncertainty on the perceptual image quality

and the robustness against different attacks.
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For future directions related to the work presented in chapter 6, one proposal

is to investigate other intelligent or knowledge discovery methods for solving the

problem of texture property in order to evaluate the possible benefits in the wa-

termarking process. Another perspective is the implementation of the proposed

approaches through real experiments on wireless networks.
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R É S U M É E N F R A N Ç A I S

Le travail présenté dans cette thèse contribue à l’authentification de l’image.

L’idée de base est d’assurer l’authentification par le tatouage de l’image avec un

haut degré d’imperceptibilité et de robustesse et un faible niveau de complexité

computationnelle. L’authentification de l’image digitale comprend deux aspects

principaux : la preuve de l’origine de l’image et son identification. Le processus

de tatouage associe aux données de l’image hôte une marque qui doit être pro-

tégée de telle sorte qu’un attaquant ne puisse pas modifier, enlever ou remplacer

la marque de tatouage de l’image hôte. Le tatouage peut être appliqué soit dans

le domaine spatial sur les pixels de l’image, soit dans le domaine fréquentiel sur

les coefficients de sa transformation (la Transformée en Cosinus Discrète - DCT,

la Transformée Discrète en Ondelettes - DWT ou la Décomposition en Valeurs

Singulières - SVD).

Pour tout processus de tatouage, l’imperceptibilité et la robustesse font partie

des propriétés les plus importantes. A cause des ressources limitées dans certains

systèmes, la complexité computationnelle est aussi un paramètre très important

du tatouage.

Le tatouage-zéro ne modifie pas l’image originale (i.e. la qualité perceptuelle

de l’image originale ne se dégrade pas) et sa la complexité computationnelle

est faible. En analysant les caractéristiques spatiales de l’image et en extrayant

quelques informations cachées corrélées avec le Système Visuel Humain (HVS)

nous avons réussi à identifier des zones les plus adaptées pour l’insertion de

la marque. L’insertion de la marque dans de telles zones de l’image hôte a un

impact positif sur l’imperceptibilité, la robustesse et la complexité computation-

nelle.

La couleur, la texture et la nature de l’avant plan et de l’arrière-plan font partie

des caractéristiques structurelles les plus importantes de l’image en corrélation

avec le système visuel humain (HVS). Elles peuvent être analysées par des tech-

niques de découverte de la connaissance à faible complexité computationnelle

relevant du domaine de l’intelligence artificielle.
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Cette thèse aborde trois problèmes.

1. Le premier problème est de construire un système de tatouage robuste

avec une complexité computationnelle faible dans le domaine spatial. En

effet, les travaux existants sur le tatouage prennent en compte surtout

l’imperceptibilité et la robustesse et se préoccupent beaucoup moins de

la complexité computationnelle qui est d’une importance capitale pour les

applications à contraintes temporelles.

2. Le deuxième problème abordé est celui posé par l’imprécision de la no-

tion de texture en tant que propriété de l’image, dans le cadre du tatouage

de l’image. Les approches utilisées pour la caractérisation de la texture

sont les approches statistiques, les approches structurelles et la transfor-

mée en ondelettes. Nous avons proposé des solutions pour la résolution

de l’imprécision susmentionnée en nous basant sur des approches statis-

tiques de caractérisation de la texture et sur des approches de l’intelligence

artificielle.

3. Le troisième problème abordé est la mesure de l’importance de l’effet de

chaque caractéristique de la texture pour le processus de tatouage. En effet,

cette mesure permet une meilleure identification des paramètres à priv-

ilégier pour la sélection des zones de l’image qui sont les plus adaptées

pour l’insertion de la marque. Dans cette perspective, nous avons pro-

posé une approche basée sur la méthode de décision multicritère pour

l’identification des paramètres les plus significatifs pour la caractérisation

de la texture.

Nous présentons ci-après nos propositions en réponse aux problèmes susmen-

tionnés.

Pour le problème 1, nous proposons une approche de tatouage zéro et six

approches de tatouages dans le domaine spatial. Le tatouage zéro a été utilisé

pour vérifier que l’authenticité de l’image est maintenue au cours de sa trans-

mission. Sa complexité computationnelle est basse. Les autres approches sont

basées sur l’analyse de la texture. Elles ont toutes un degré d’imperceptibilité

élevé, une grande robustesse et une faible complexité computationnelle. Le sys-

tème de tatouage zéro a été testé sur des images médicales et sur des images en

niveaux de gris. Les autres systèmes ont été évalués pour des images RGB et des

images en niveaux de gris.
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Pour aborder le problème 2, nous utilisons des techniques de l’intelligence

artificielle, de la découverte des connaissances et de fouille de données pour

résoudre le problème lié à l’imprécision de la texture en tant que propriété de

l’image. Ensuite nous exploitons les approches de modélisation de la texture

pour identifier les zones les plus significatives visuellement, susceptibles de re-

cevoir la marque de tatouage.

Les techniques susmentionnées nous permettent d’analyser les relations entre

les caractéristiques primaires de la texture et, ensuite, de définir avec plus de

précision, les blocs de pixels les plus appropriés pour recevoir la marque de

tatouage. L’insertion de la marque de tatouage dans ces blocs permet d’améliorer

les taux d’imperceptibilité et de robustesse.

Pour réaliser le processus d’analyse, les techniques utilisent une matrice con-

struite à partir des valeurs des paramètres caractéristiques de la texture et une

matrice booléenne construite à partir de cette dernière en utilisant des seuils

permettant, pour chacun des paramètres de texture, de classer chaque zone de

l’image en zone texturée ou non texturée.

Pour aborder le problème 3, nous avons choisi la méthode des vecteurs poids

(Weighting Vectors – WV) consistant à faire varier les poids des différents paramètres

caractéristiques de l’image et d’analyser leur impact sur la décision relative à la

nature texturée ou non des images.

La thèse est organisée comme suit.

Le Chapitre 1 présente les fondements du traitement de l’image numérique.

Le Chapitre 2 présente les motivations, les exigences, le cadre et la classifica-

tion des systèmes de tatouage de l’image. Les différentes techniques de tatouage,

les principes des différentes attaques des systèmes de tatouage de l’image et les

métriques utilisées dans l’évaluation d’un système de tatouage sont aussi présen-

tés dans ce chapitre.

Le Chapitre 3 passe en revue plusieurs approches de tatouage existantes dans

la littérature de spécialité qui ont comme principal objectif l’authentification et

l’identification. Les contributions de cette thèse sont présentées dans les chapitres

4, 5 et 6.

Le Chapitre 4 propose une approche de tatouage zéro qui a comme objectif

l’authentification des images médicales transmises à travers des réseaux privés

ou publics. L’approche est basée sur une caractéristique robuste extraite de l’image

hôte.
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Le Chapitre 5 propose une approche de tatouage robuste basée sur les carac-

téristiques du système visuel humain et la théorie des ensembles approximatifs

(rough sets) pour l’authentification des images RGB.

Le Chapitre 6 présente cinq approches de tatouage basées chacune sur la

corrélation entre les caractéristiques de la texture et le système visuel humain.

L’objectif est l’authentification des images en niveaux de gris. Ces approches

utilisent certains modèles de fouille de données, de la découverte des connais-

sances et de l’intelligence artificielle pour l’analyse de la texture.

Le Chapitre 7 contient les conclusions et présente quelques directions pour les

recherches futures.

Le sommaire par chapitre est présenté ci-après.

244



Chapitre 1 : Les fondements de l’analyse de l’image numérique

Le traitement de l’image pour son stockage, sa transmission et sa représenta-

tion pour une perception autonome par la machine est essentiel. L’analyse de

l’image comprend plusieurs étapes structurées en trois niveaux : le niveau du

traitement de base, le traitement de niveau intermédiaire et le traitement de

haut niveau (la vision machine). Chaque niveau fournit un ensemble de tâches

en relation chacune avec les propriétés élémentaires de l’image et ses représenta-

tions.

En même temps, chaque niveau fournit un ensemble de connaissances fon-

damentales sur l’image. Le niveau de base contient les tâches d’acquisition, de

représentation, de compression et d’amélioration de l’image. Le niveau intermé-

diaire contient les tâches de reconnaissance des formes, de segmentation et de

classification de l’image. Le niveau supérieur contient les tâches destinées à la

compréhension de l’image et à la sémantique de l’image assistée par la machine.

La compréhension de tous ces niveaux nécessite la compréhension des con-

cepts fondamentaux de l’image numérique, de ses formes de représentation, de

ses modèles et leurs caractéristiques et des approches du traitement de l’image.

Le codage de l’image (compression-décompression), l’amélioration de l’image,

la restauration, la classification, la segmentation, les corrections géométriques et

le tatouage de l’image représentent des fonctions liées aux tâches du traitement

de l’image.

Ce chapitre introduit une discussion sur ces aspects. Dans la section 1.2, la

notion fondamentale d’image numérique (digitale) est présentée. La section 1.3

contient différentes représentations de l’image numérique. Les principales car-

actéristiques de l’image numérique sont exposées dans la section 1.4. La sec-

tion 1.5 présente des méthodes d’intelligence artificielle et de découverte de con-

naissances qui peuvent être utilisées pour résoudre certains problèmes soulevés

par l’analyse de l’image. La section 1.6 présente quelques outils de traitement

d’image et la section 1.7 les conclusions du chapitre.
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Chapitre 2: Le tatouage de l’image numérique

Trois grandes familles de solutions ont été développées pour la protection

des données numériques : la cryptographie, la stéganographie et le tatouage. La

cryptographie est la plus connue et étudiée. Il s’agit de transformer les données

initiales D en d’autres données Dc de telle sorte que seul l’utilisateur autorisé

puisse obtenir D à partir de Dc. La stéganographie et le tatouage sont deux

méthodes basées sur des techniques qui cachent certaines données.

La stéganographie cache les données importantes appelées « marque » dans

un signal transporteur de telle sorte que personne, à l’exception du destinataire

autorisé, ne connaisse l’existence de cette information (l’existence de la marque).

Dans le tatouage, la marque peut être visible et l’information de transport est

importante.

Les techniques basées sur la dissimulation de l’information comprennent la

tâche de cacher la marque w dans les données originales D (le résultat est

représenté par les données tatouées Dw) de telle sorte qu’un attaquant ne puisse

ni enlever, ni modifier, ni remplacer la marque dans les données tatouées. Elles

permettent de résoudre deux grands problèmes : la protection des données mul-

timédia contre les attaques malencontreuses et leur protection contre une utilisa-

tion non désirée.

Par rapport aux autres techniques de protection, le tatouage présente des

atouts du point de vue de l’amélioration de l’authentification des données, de

l’intégrité des données et de la protection des droits d’auteurs. Dans le tatouage,

les données initiales sont visibles et lisibles pour tout utilisateur, tandis que

l’information secrète est n’est lisible et modifiable que par les utilisateurs au-

torisés.

La cryptographie ne peut pas aider le possesseur du contenu des données à

contrôler comment un utilisateur légitime manipule les données après le décryptage.

Le tatouage permet quant à lui de protéger les données même après le décryptage.

Ce chapitre introduit une discussion sur les objectifs du tatouage de l’image

en section 2.2 et sur les exigences des systèmes de tatouage en section 2.3. La

section 2.4 présente le cadre de base du tatouage et la section 2.5 la classification

des systèmes de tatouage. La section 2.6 présente quelques systèmes de tatouage.

La section 2.7 introduit les principes des différentes attaques sur les systèmes de

tatouage. La section 2.8 présente les métriques d’évaluation du tatouage et la

section 2.9 présente la plateforme Stirmark permettant de tester la robustesse

des approches de tatouage d’image. Le chapitre se termine par des conclusions

en section 2.10.
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Chapitre 3 : Etat de l’art

Dans ce chapitre sont présentées et analysées plusieurs approches de tatouage

proposées par différents auteurs. Elles sont regroupées en quatre catégories :

les approches de tatouage zéro présentées en section 3.2 ; les approches de

tatouage d’images médicales abordées en sous-section 3.3.1 ; les approches de

tatouage d’images basées sur le Système Visuel Humain (HVS) présentées en

sous-section 3.3.2 et les approches de tatouage reposant sur l’utilisation de tech-

niques d’intelligence artificielle abordées en sous-section 3.3.3.

Pour chaque catégorie, une synthèse des approches a été effectuée en rele-

vant les aspects suivants pour chacune d’entre elles : le type de l’image testée,

l’objectif de l’approche, le domaine de représentation de l’image (spatial ou

fréquentiel), le taux de robustesse, le taux de perte d’information, la complex-

ité computationnelle.

En ce qui concerne la complexité computationnelle, nous avons considéré la

limite supérieure du temps d’exécution (i.e. le pire temps d’exécution). La per-

formance de chaque approche est testée sur des images hôtes I de dimension

M×N, où M est la hauteur de l’image et N est la largeur de l’image.

La plupart des approches de zéro tatouage proposées dans la littérature sont

basées sur l’extraction de quelques caractéristiques robustes pour construire le

tatouage zéro à partir de coefficients de transformation. Chaque approche de

zéro tatouage proposée extrait des caractéristiques robustes de SVD, DCT, de

la transformée Bessel-Fourier ou PCET (Polar Complex Exponential Transform).

Mais le calcul des coefficients dans ces cas conduit à une complexité computa-

tionnelle élevée par rapport au calcul réalisé par les approches basées sur DWT,

QEMs (Quaternion Exponent Moments) ou NURP (Non-Uniform Rectangular

Partition).

En plus, la plupart des approches de zéro tatouage proposées nécessitent

quelques techniques de cryptage pour sécuriser la zéro-marque engendrée, ce

qui consomme plus de temps d’exécution. Le taux de robustesse de ces ap-

proches contre différentes attaques est acceptable.

Le tableau 3 présente l’ensemble des caractéristiques robustes utilisées dans la

construction des approches de tatouage zéro. Le tableau 4 présente les spécifica-

tions de plusieurs approches de tatouage zéro. Le tableau 5 fournit la complexité

computationnelle et le temps d’exécution de ces approches.

Dans le cas des approches de tatouage basées sur l’intelligence artificielle et

sur le Système Visuel Humain, la plupart des caractéristiques de l’image utilisées

pour identifier les zones visuelles ou les coefficients susceptibles de recevoir

la marque de tatouage sont obtenues en utilisant le domaine fréquentiel. Ce

choix a un impact négatif sur la complexité computationnelle et sur le temps

d’exécution.
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Parmi les approches existantes qui analysent les caractéristiques de l’image

pour identifier les zones les plus significatives visuellement pour l’insertion de

la marque, peu sont basées sur le domaine spatial qui réduit considérablement

la complexité. Ces approches font le choix du domaine fréquentiel en se basant

sur le fait que le tatouage dans le domaine spatial soit en général plus fragile

face aux attaques géométriques et qu’il conduise en général à une dégradation

plus importante de la qualité visuelle de l’image.

Toutefois, les problèmes pointés par ces approches quant au domaine spatial

peuvent être résolus en trouvant une solution à certains problèmes d’incertitude

liés aux pixels tels que celui relatif à l’insertion de la marque dans une plage

importante de valeurs de pixels et celui relatif à l’effet de l’insertion des bits de

la marque sur la corrélation des pixels adjacents. L’analyse des relations entre

les pixels de l’image et le Système Visuel Humain est très importante pour la

construction d’un système de tatouage efficace dans le domaine spatial. Un autre

facteur aussi important est d’attribuer des degrés d’importance appropriés aux

différentes caractéristiques utilisées pour identifier les zones de l’image hôte les

plus significatives pour l’insertion de la marque.

Différentes techniques d’intelligence artificielle ou connexes peuvent permet-

tre de résoudre partiellement ce problème. En fait, elles peuvent être utilisées

pour améliorer les approches de tatouages par (i) l’identification des meilleures

zones ou des meilleurs coefficients parmi plusieurs alternatives pour l’insertion

de la marque et (ii) l’obtention d’un facteur optimal de contrôle de la quantité des

bits qui peuvent être insérés dans les différentes zones ou coefficients de l’image

hôte sans sa dégradation et avec une robustesse élevée contre les attaques.

Le tableau 6 présente les caractéristiques de l’image corrélées avec le Système

Visuel Humain et leur impact sur la performance des approches de tatouage

des images médicales. Le tableau 7 présente les spécifications de plusieurs ap-

proches de tatouage d’images médicales. Le tableau 8 présente la complexité

computationnelle et le temps d’exécution de plusieurs approches de tatouage

d’images médicales. Le tableau 9 présente les caractéristiques de l’image liées au

Système Visuel Humain et leur impact sur la performance d’un certain nombre

d’approches de tatouage. Le tableau 10 présente les spécifications de quelques

approches de tatouage basées sur le Système Visuel Humain. Le tableau 11

présente la complexité computationnelle et le temps d’exécution de quelques ap-

proches de tatouage basées sur le Système Visuel Humain. Le tableau 12 présente

les caractéristiques liées au Système Visuel Humain et leur impact sur la per-

formance de quelques approches de tatouage basées sur l’intelligence artificielle

(IA) et le Système Visuel Humain (HVS). Le tableau 13 présente les spécifications

de plusieurs approches basées IA et HVS. Le tableau 14 présente la complexité

computationnelle et le temps d’exécution de ces approches. Les conclusions de

ce chapitre sont présentées en section 3.4.
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Chapitre 4 : Une approche de tatouage zéro pour les images médicales basée

sur la matrice Jacobienne

Le chapitre 4 présente une nouvelle approche de tatouage qui assure l’authenticité

des images transmises via des réseaux médicaux. Le système consiste en trois

étapes : (i) la partition de l’image à tatouer en blocs de taille 8×8 qui ne se

chevauchent pas, (ii) un processus cumulant les résultats de soustractions entre

ces blocs et (iii) l’exploitation de la matrice JPEG de quantification (compres-

sion) pour obtenir la matrice finale de dimension 8×8. Une valeur moyenne de

la matrice finale obtenue est calculée ensuite et cette valeur représente la donnée

d’entrée pour la matrice jacobienne pour la construction de la marque.

De cette manière, on obtient une marque qui a un sens. Le schéma illustrant

le fonctionnement de ce modèle est présenté dans la figure 15 et le principe de

la matrice jacobienne est présenté en section 4.2.

Pour diminuer la complexité computationnelle, notre modèle ne crypte pas la

marque de tatouage. Seule la valeur moyenne est transmise au destinataire. Cette

approche tient ses principaux atouts de plusieurs caractéristiques du tatouage

zéro : (i) le tatouage zéro ne doit pas modifier l’image originale et doit conserver

sa taille. (ii) les exigences conflictuelles classiques entre la cryptographie et le

tatouage (i.e. l’imperceptibilité, la robustesse et le taux d’insertion) ne sont pas

prises en compte par le tatouage zéro. (iii) la construction de la marque dans le

tatouage zéro est basée sur l’extraction des caractéristiques clé de l’image hôte,

ce qui fait qu’aucune information n’est fournie au pirate en cas d’attaque. (iv)

l’image médicale n’est soumise à aucune dégradation visuelle, ce qui aide le

médecin à établir le bon diagnostic.

Des expérimentations ont été effectuées et les valeurs obtenues suite à l’application

des métriques NC et BER sur les résultats expérimentaux montrent que l’approche

proposée améliore la robustesse contre plusieurs attaques. Le taux de NC obtenu

est de 93% et la probabilité de récupérer l’image de marque initiale est de 71%.

En plus, cette approche a été implémentée avec une complexité computationnelle

réduite et un temps d’exécution réduit. La complexité totale est de O(M×N) et

le temps d’exécution de 6 secondes.

Ces résultats sont très encourageants en comparaison à ceux obtenus avec

d’autres approches de tatouage zéro. Ils montrent que l’approche proposée peut

répondre convenablement aux besoins des applications à contrainte temporelle.

Le tableau 24 présente la comparaison entre cette approche et d’autres approches

de tatouage zéro.
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Les principaux avantages de l’approche de tatouage zéro proposée sont les

suivants:

• La matrice jacobienne aide à construire une image de tatouage significative

à partir de la valeur moyenne, ce qui donne une vraie indication de l’impact

de l’attaque.

• Le modèle a une complexité computationnelle et un temps d’exécution

réduits à cause de l’utilisation des valeurs des pixels et non de techniques

fréquentielles.

• Plusieurs travaux de tatouage zéro imposent la protection des caractéris-

tiques de l’image ou de l’image tatouée prédéfinie utilisées dans le pro-

cessus d’extraction. Cette tâche est nécessaire pour réduire les chances de

détection de l’information qui peut être utilisée illégalement. Quant à notre

approche, elle ne nécessite pas la transmission de la marque générée au des-

tinataire, mais uniquement l’envoi de la clé d’extraction. Il n’y a donc pas

besoin de stratégie de protection de caractéristiques de l’image puisque la

marque générée n’est pas transmise.

La limite du modèle proposé est sa faible robustesse.
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Chapitre 5 : Une approche de tatouage dans le domaine spatial, basée sur

les représentations des couleurs

Le chapitre 5 présente une approche de tatouage qui utilise la corrélation entre

la représentation couleur et le HVS. L’approche vise principalement la résolution

de deux problèmes à savoir la sensibilité de la représentation couleur de l’image

à tatouer à l’œil humain et les effets de l’indiscernabilité des coefficients DCT

sur la qualité perceptuelle de l’image traitée.

Ces deux problèmes, dans le cas d’un système de tatouage, ont une relation

étroite avec les principes du HVS en terme de robustesse et d’imperceptibilité. Le

problème de la représentation couleur est d’analyser le degré de sensibilité à l’œil

humain de chaque espace de couleur de l’image hôte. En termes des principes

du HVS, l’œil humain est plus sensible aux couleurs rouge et verte et moins sen-

sible au bleu. Pour les systèmes de tatouage, cacher la marque de tatouage dans

la composante bleue de l’image est plus approprié en termes d’imperceptibilité

et de robustesse. Le but est de rendre invisible à l’œil les modifications apportées

dans l’image par l’insertion de la marque. La difficulté est de décider de la quan-

tité de bits qui peut être insérée dans l’espace du bleu sans trop détériorer la

qualité perceptuelle de l’image originale.

L’ambiguïté dite « des coefficients DCT » est liée aux coefficients DC et AC

obtenus suite à la transformée en DCT de l’image. Les études menées jusqu’ici

montrent que le coefficient DC d’un bloc exprime la quantité d’information de

ce bloc et ce coefficient est utilisé comme une bonne mesure pour la description

de la nature de la texture du bloc (lisse ou texturé). Ces considérations peuvent

être analysées du point de vue de l’impact sur le Système Visuel Humain dans

le cadre de la réalisation d’un système de tatouage.

En ce qui concerne le HVS, les changements dans les coefficients DC sont plus

perceptibles à l’œil humain que les changements dans les coefficients AC, ces

derniers définissant des détails de l’information. Pour les systèmes de tatouage,

les travaux existants montrent que l’insertion de la marque de tatouage dans les

coefficients DC est plus appropriée en termes de robustesse que l’insertion dans

les coefficients AC.

Le flou et l’incertitude dans ce cas peut être mesuré par la quantité de bits

qui peuvent être insérés dans les coefficients DC avec une conservation de la

robustesse et de la qualité perceptuelle de l’image originale.

Pour résoudre les deux problèmes susmentionnés, le système de tatouage que

nous proposons exploite la puissance de la théorie des ensembles approximat-

ifs (rough sets). Les notions de base de la théorie des ensembles approximatifs

(rough sets) sont présentées en section 5.2 de ce chapitre.

Le fonctionnement de l’approche proposée est le suivant. En début, le modèle

construit deux systèmes d’information liés à la nature de l’image originale et
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basés sur le contenu de cette image. Ensuite, la théorie des ensembles approx-

imatifs est utilisée pour définir l’approximation supérieure et l’approximation

inférieure de l’image pour extraire des caractéristiques de l’image permettant la

mise en œuvre d’une approche de tatouage efficace en termes de qualité per-

ceptuelle de l’image tatouée, de robustesse contre différentes attaques, de taux

d’insertion et de complexité computationnelle.

Le PSNR obtenu avec l’approche proposée atteint 41.89 dB, le mSSIM atteint

0.99, le NC atteint 0.99 et le BER obtenu suite à différentes attaques ne dépasse

pas 11.4. Le taux d’insertion est compris entre 0.041 et 2.66 bpp. La complexité

computationnelle de l’approche est O(M×N×k) et le temps d’exécution de 6.5

secondes.

Ces résultats prouvent l’efficacité du système proposé pour l’authentification

des images couleur dans les applications à contraintes temporelles. Le tableau 31

présente la comparaison entre notre approche et quelques approches de tatouage

d’images couleurs sous plusieurs aspects. Le tableau 32 présente la comparaison

des résultats de mesures d’imperceptibilité en terme de PSNR et de mSSIM entre

notre approche et d’autres approches sur l’image Lena en couleur. Le tableau 33

présente la comparaison des valeurs des BER entre notre approche et d’autres

approches sur l’image Lena en couleur.

Le tableau 34 présente la comparaison de la métrique NC entre notre approche

et d’autres approches en utilisant l’image Lena en couleur.

Les avantages de l’approche présentée sont:

• La puissance de la théorie des ensembles approximatifs dans l’extraction

des motifs cachés de l’image pour construire un système de tatouage de

l’image couleur avec une haute imperceptibilité, une grande robustesse et

une complexité computationnelle réduite.

• Les blocs de l’image choisis pour l’insertion de la marque ne sont pas fixes

(le choix est variable en fonction de l’image).

• L’insertion se fait dans plusieurs blocs, ce qui donne une plus grande ro-

bustesse.

• Le tatouage de l’image est réalisé dans le domaine spatial, ce qui donne

une complexité computationnelle réduite.

La limitation de cette approche est qu’elle ne s’applique qu’aux images couleurs.
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Chapitre 6 : Tatouage dans le domaine spatial basé sur l’analyse de la texture

La texture est une propriété importante de l’image représentée dans le do-

maine spatial ayant une relation significative avec le HVS. En analysant cette pro-

priété, nous pouvons identifier des blocs significatifs visuellement dans l’image

hôte susceptibles de recevoir la marque de tatouage avec moins de distorsions de

la qualité visuelle et avec une grande robustesse. Les différentes caractéristiques

qui sont habituellement utilisées pour analyser la texture ne permettent pas à

elles seules d’affirmer si un bloc est texturé ou non texturé, parce qu’il n’existe

pas une définition formelle précise de la texture. Il est difficile de préciser pour

chaque caractéristique de la texture un niveau qui distingue les blocs texturés

des blocs non-texturés de l’image hôte.

Pour la réalisation des systèmes de tatouage, le principe du HVS confirme

que l’insertion de la marque dans les zones les plus texturées permet d’assurer

une haute imperceptibilité et une haute robustesse. En effet, si la marque est

insérée dans les blocs les plus texturés de l’image hôte, la modification provo-

quée par l’insertion de la marque est moins perceptible par l’œil humain qu’en

cas d’insertion dans un bloc peu texturé. Les approches de découverte de con-

naissances et de l’intelligence artificielle peuvent être utilisées pour résoudre

l’imprécision dans la définition des caractéristiques de l’image et les exploiter

pour aboutir à un tatouage qui assure une bonne authentification de l’image.

La texture est un motif visuel complexe consistant en des pixels mutuellement

liés qui donnent de l’information sur la couleur, la luminosité/obscurité, la sur-

face de l’image et l’arrière plan de l’image. Toutes ces caractéristiques sont cor-

rélées avec le HVS et peuvent être représentées en calculant certains paramètres

statistiques de l’image tels que le coefficient DC, l’entropie, l’asymétrie de la

fonction de distribution des pixels et l’aplatissement de cette fonction. L’étude

de ces paramètres et des relations entre eux a aidé dans l’identification des zones

les plus texturées de l’image hôte.

La méthode de décision multicritère (MCDM), l’analyse des concepts formels

(FCA), l’analyse des motifs fréquents (Frequent Pattern Mining - FPM) et les rè-

gles d’association (Association Rules Mining-ARM) ont été utilisées pour l’analyse

des paramètres de texture, dans le but d’améliorer les processus de tatouage.

L’approche MCDM réalise une classification de tous les blocs de pixels suiv-

ant le niveau de texture. Dans notre cas, la méthode TOPSIS associée à cette

approche est utilisée pour la classification. A partir des valeurs obtenues pour

chacune des caractéristiques de texture, elle définit un maximum idéal de tex-

ture et un minimum idéal de texture puis calcule la distance entre les différentes

données à classer (vecteur donnant pour chaque bloc les valeurs des paramètres

de texture) et le maximum idéal, ainsi que la distance entre ces données et le
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minimum idéal, puis en déduit un coefficient de proximité par rapport au maxi-

mum idéal. Plus un bloc a un coefficient de proximité (du maximum idéal) élevé,

plus il est considéré texturé. Les blocs les plus hauts dans cette hiérarchie sont

significatifs pour recevoir la marque de tatouage.

La méthode MCDM peut aussi mesurer le degré d’importance de chaque

caractéristique de la texture par rapport aux autres en comparant les résultats

obtenus pour un certain nombre de jeux de données, en faisant varier le vecteur

des poids (WV) qui affecte à chaque caractéristique un poids donné. Elle peut

également être utilisée pour générer une clé (α) permettant le tatouage aveugle.

L’analyse des concepts formels est utilisée pour examiner la relation entre les

caractéristiques de l’image et les blocs de pixels de l’image. Elle est utilisée pour

trouver les blocs qui partagent un sous-ensemble commun de caractéristiques et

pour trouver toutes les caractéristiques commune d’un ensemble quelconque de

blocs. Le but est d’obtenir un ensemble de blocs significatifs visuellement qui

sera, à son tour, utilisé pour l’insertion de la marque.

La méthode FPM détermine les caractéristiques les plus importantes qui ap-

paraissent plus fréquemment (au dessus d’un seuil de fréquence fixé) ensemble

dans l’image hôte. Ces caractéristiques forment un sous-modèle fréquent. Tous

les blocs qui satisfont ce sous-modèle sont considérés comme fortement texturés

et sont utilisés pour l’insertion de la marque.

La méthode ARM agit comme un niveau secondaire de FPM. Elle consiste

à trouver les règles d’association les plus pertinentes construites à partir des

sous-modèles les plus fréquents, en s’appuyant sur les mesures communément

utilisées dans le domaine des règles d’associations, à savoir l’indice de sup-

port, l’indice de confiance et l’indice « lift ». L’avantage de l’extraction des re-

lations entre les caractéristiques sélectionnées par les règles d’associations est

l’amélioration de la robustesse grâce à une meilleure précision de la définition

des blocs fortement texturés. En plus, la méthode ARM permet de générer deux

paramètres secrets (l’indice de support et l’indice « lift ») qui permettent la mise

en place d’un tatouage aveugle.

Le chapitre 6 introduit cinq approches de tatouage basées sur l’analyse de la

texture par des techniques de l’intelligence artificielle.

La problématique de ce chapitre est présentée dans la section 6.2. Les notions

d’analyse de la texture sont présentées dans la section 6.3. La section 6.4 mon-

tre comment le problème de la texture peut être analysé par l’approche MCDM

de telle sorte que l’on obtienne les blocs les plus texturés de l’image hôte sus-

ceptibles de recevoir la marque avec une grande imperceptibilité, une grande

robustesse, un grand taux d’insertion et une complexité computationnelle ré-

duite. Le problème de l’identification des régions les plus texturées de l’image

hôte est traité comme un problème de décision multicritères. Une partition en

blocs de l’image hôte représente un ensemble d’alternatives à évaluer en utilisant
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un ensemble de critères qui sont les caractéristiques de la texture. On construit

une matrice de décision avec ces éléments et la méthode TOPSIS (Technique for

Order Preference by Similarity to Ideal Solution) est appliquée pour hiérarchiser

toutes les alternatives et sélectionner la meilleure pour l’insertion de la marque.

Nous présentons deux approches de tatouage basées sur TOPSIS. La pre-

mière est semi aveugle et la deuxième est aveugle. Les tests avec les métriques

PSNR, mSSIM, NC et BER montrent que les approches proposées améliorent

l’imperceptibilité et la robustesse. Le PSNR a atteint 56.8 dB et le mSSIM 0.99,

tandis que le NC a atteint de 0.99 et la probabilité de restauration de l’image

tatouée est supérieure à 93.4%. Le taux d’insertion est compris entre 0.75 et

8 (bpp). La complexité computationnelle globale est de O(M×N) et le temps

d’exécution pour la première approche est de 8 secondes et pour la deuxième de

10 secondes.

La section 6.5 présente un modèle de tatouage basé sur l’analyse de la texture

en utilisant l’analyse des concepts formels (FCA). La FCA est utilisée pour trou-

ver une connaissance significative qui aide à une insertion efficace de la marque

de tatouage. L’efficacité se mesure en termes d’imperceptibilité et de robustesse.

Les concepts formels au sens de la FCA sont exploités pour extraire les blocs

texturés en accord avec le HVS et susceptibles de recevoir la marque avec une

faible dégradation de l’image originale et une grande robustesse.

Pour cette approche, les résultats obtenus au niveau des métriques PSNR,

mSSIM, NC et BER montrent que l’approche améliore elle aussi l’imperceptibilité

et la robustesse du processus. Le PSNR est compris entre 47.7 et 49.8 dB, la

mSSIM entre 0.94 et 0.99, la NC atteint 0.99 et la probabilité de restauration de

la marque originale est supérieure à 94.4%. Le taux d’insertion est compris entre

2.375 et 8 (bpp). La complexité computationnelle globale est de O(M×N×d×2k)

et le temps d’exécution de 15 secondes.

La section 6.6 présente une approche de tatouage basée sur l’analyse de la

texture en utilisant la méthode de la fouille des modèles fréquents (Frequent

Pattern Mining - FPM). L’approche utilise quelques caractéristiques de l’image

pour extraire les motifs les plus fréquents qui satisfont le support minimum. Les

motifs les plus pertinents sont utilisés pour inférer de l’information sur les blocs

texturés et les blocs lisses de l’image hôte. Les blocs texturés sont utilisés pour

l’insertion de la marque.

Les résultats obtenus prouvent une amélioration de l’imperceptibilité et de

la robustesse. Le PSNR est compris entre 48.5 et 50.7 dB et le mSSIM entre

0.95 et 0.99. Le NC atteint 0.99 et la probabilité de restauration de la marque

est supérieure à 94.3%. Le taux d’insertion est compris entre 0.75 et 8 (bpp), la

complexité computationnelle est de O((M×N)×d2) et le temps d’exécution de 8

secondes.
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Dans la section 6.7, est présentée une approche de tatouage basée sur l’analyse

de la texture utilisant les règles d’association (Association Rule Mining - ARM).

Il s’agit toujours de l’identification des blocs les plus texturées de l’image hôte

pour l’insertion de la marque de tatouage. Dans la solution proposée, les carac-

téristiques de la texture (DC, asymétrie, aplatissement et entropie) sont choisies

comme données d’entrée pour construire les règles d’association. Ensuite, on ap-

plique l’algorithme Apriori pour fouiller les relations entre ces caractéristiques.

La relation la plus significative entre les caractéristiques sélectionnées est utilisée

pour identifier les blocs les plus texturés dans lesquels sera insérée la marque

de tatouage. Deux paramètres appartenant au modèle des règles d’association,

l’indice « lift » et l’indice de confiance sont utilisés pour construire un système

de tatouage aveugle.

Les résultats des expérimentations ont montré que le PSNR est compris en-

tre 47.48 et 50.38 dB, le mSSIM entre 0,97 et 1, le NC entre 0.83 et 0.99 et

que la probabilité de restauration de la marque est supérieure à 94,7%. Le taux

d’insertion est compris entre 0.75 et 8 (bpp), la complexité computationnelle est

de O((M×N)×d2) et le temps d’exécution de 10 secondes.

Les résultats des approches présentées au chapitre 6 montrent qu’elles sont

meilleures que d’autres présentées dans la littérature de spécialité en ce qui con-

cerne l’imperceptibilité, la robustesse le temps d’exécution, la complexité com-

putationnelle et le taux d’insertion.

Le tableau 54 présente une description sommaire comparative de plusieurs

approches de tatouage.

La comparaison des approches basées sur MCDM, FCA, FPM et ARM avec

d’autres approches de tatouage pour les images à plusieurs niveaux de gris est

présentée dans le tableau 55.

Le tableau 56 présente les résultats comparatifs sur l’imperceptibilité en termes

de PSNR sur l’image Lena en niveaux de gris.

Le tableau 57 présente les résultats de la métrique BER par comparaison entre

nos approches MCDM, FCA, FMP, et ARM et d’autres approches sur l’image

Lena en niveau de gris.

Finalement, le tableau 58 présente les résultats de la métrique NC par com-

paraison entre nos approches MCDM, FCA, FMP et ARM et d’autres approches

sur l’image Lena en niveau de gris.

Nous avons testé aussi la sécurité de la clé publique utilisée dans les étapes

d’insertion et d’extraction de certaines des approches que nous avons proposées

et sa résistance contre l’attaque force brute. Les résultats montrent une résistance

élevée de cette clé. Le problème des faux positifs a également été étudié pour

évaluer si les solutions proposées satisfont les exigences de sécurité en matière

de faux positifs. Les tests ont montré que les solutions proposées satisfont bien

ces exigences.
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La figure 56 présente quelques exemples de résultats de tests de faux positifs

sur les approches proposées.

Les conclusions du chapitre se trouvent en section 6.10.

Les principaux avantages des approches proposées dans ce chapitre sont les

suivants:

• Les approches proposées donnent une solution au problème d’imprécision

de la texture, et permettent d’identifier les régions significatives dans l’image

hôte pour l’insertion de la marque avec une imperceptibilité et une ro-

bustesse élevées.

• Les approches proposées insèrent la marque dans plusieurs blocs; la mar-

que s’étend sur 20% de l’image hôte. Cela améliore la tenue de la marque

contre les attaques géométriques.

• Les approches proposées insèrent la marque en utilisant le domaine spatial

ce qui garantit une complexité computationnelle faible.

• La méthode TOPSIS fournit une solution pratique pour la mesure de l’importance

de chaque caractéristique de la texture par l’utilisation de vecteurs poids.

• La méthode TOPSIS aide à générer un paramètre important pour le tatouage

aveugle.

• L’application de la méthode de « règle d’association la plus significative

» offre plusieurs avantages: Elle produit une meilleure sélection des blocs

pour l’insertion de la marque après l’extraction des motifs les plus fréquents

(l’application des règles d’association représente le deuxième niveau de

fouille après l’application de la méthode de recherche des motifs les plus

fréquents).

Elle permet de définir un paramètre pour le tatouage aveugle. Elle permet

de définir deux paramètres (l’indice « lift » et l’indice de confiance) qui

peuvent être utilisés pour l’insertion et l’extraction avec comme objectif

d’établir un équilibre entre l’imperceptibilité et la robustesse de la marque.

Les valeurs de ces paramètres sont peu modifiées par les attaques.
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Chapitre 7 : Conclusion et travaux futurs

Le travail présenté dans cette thèse contribue à assurer l’authentification de

l’image en utilisant le tatouage dans le domaine spatial avec une haute impercep-

tibilité, une haute robustesse et une faible complexité computationnelle. Il a été

réalisé suivant deux idées principales. La première idée est que l’extraction d’une

caractéristique robuste de l’image hôte permet un tatouage zéro. La deuxième

idée est que l’analyse des caractéristiques de l’image en corrélation avec le sys-

tème visuel humain (HSV) permet d’identifier certaines connaissances cachées

qui peuvent être utilisées pour l’identification des régions visuelles pertinentes

pour l’insertion de la marque. L’insertion de la marque dans ces régions a un

impact positif sur l’imperceptibilité, la robustesse et la complexité computation-

nelle.

Dans cette thèse, nous avons étudié la structure du fichier JPEG en rapport

avec les caractéristiques de l’image. Nous avons extrait une caractéristique ro-

buste de l’image JPEG et nous l’avons utilisée pour générer une marque de véri-

fication dans le tatouage zéro. Nous avons aussi procédé à une étude des car-

actéristiques de l’image liées au Système Visuel Humain (HVS) pour construire

des solutions de tatouage qui donnent plus de robustesse et d’imperceptibilité

que les solutions existantes et qui prennent en compte les contraintes de temps

indispensables au bon fonctionnement de certaines applications. La représenta-

tion couleur, la texture, la structure de la surface/arrière plan de l’image sont

un ensemble de caractéristiques liées au HVS. Il n’y a pas de représentation

standard précise de ces caractéristiques. Pourtant, elles jouent un rôle important

dans la description des régions d’intérêt de l’image utilisées dans différentes ap-

plications. Par conséquent, la résolution de l’imprécision de ces caractéristiques

et l’identification de l’importance de chacune d’entre elles, sont deux problèmes

requérant une attention particulière.

Nous avons proposé plusieurs approches de tatouage basées sur l’analyse de

caractéristiques visuelles de l’image et sur des techniques d’intelligence artifi-

cielles ou connexes. Ces dernières fournissent des moyens permettant de répon-

dre aux deux problèmes susmentionnés.

Les solutions proposées ont été analysées du point de vue de l’imperceptibilité,

de la robustesse et de la performance temporelle et les résultats d’analyses ont

montré qu’elles apportent des améliorations significatives par rapport aux ap-

proches existantes.

Travail futur

Le travail présenté dans cette thèse a abordé des problèmes portant sur l’authentification

de l’image basée sur le tatouage avec une haute imperceptibilité, une grande ro-

bustesse et une faible complexité computationnelle. Nous envisageons de pour-
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suivre ces travaux par l’étude de solutions permettant de s’affranchir de certaines

limitations rencontrées.

En ce qui concerne le travail présenté au chapitre 4, notre objectif suivant est

d’utiliser deux paramètres (l’indice de « lift » et l’indice de confiance) de la règle

d’association la plus pertinente pour générer la marque de vérification. L’idée est

de diminuer l’impact négatif de la clé utilisée dans la construction de la marque

afin d’obtenir une meilleure robustesse. En effet, la marque générée à partir de

la matrice jacobienne dépend de la valeur de la clé extraite de l’image hôte.

Nous envisageons également l’étude de deux problèmes majeurs en relation

avec les aspects abordés au chapitre 5. Il s’agit de: La prise en compte des re-

lations d’équivalences floues et, L’étude de la relation d’ordre de préférence de

l’information.

Ces 2 problèmes seront étudiés dans le cadre de la théorie des ensembles flous

(fuzzy) et des ensembles approximatifs (rough sets). Le flou dans les ensembles

approximatifs et le classement multicritère basé sur la théorie des ensembles

approximatifs sont des problèmes ouverts qui sont en relation directe avec les

problématiques relatives à modélisation de l’ambiguïté et de l’incertitude des

données et paramètres caractéristiques de l’image. Dans le cadre de la conception

des systèmes de tatouage, ces problèmes peuvent être étudiés afin de trouver

d’autres moyens permettant de réduire significativement l’effet de l’ambiguïté et

de l’incertitude sur la qualité perceptuelle de l’image et sur la robustesse contre

différentes attaques.

Pour ce qui est des directions de recherche futures liées au chapitre 6, nous

envisageons d’étudier d’autres méthodes et modèles de l’intelligence artificielle

et de découverte de la connaissance pour l’analyse de la texture dans le but

d’évaluer leurs éventuels bénéfices pour l’amélioration globale du processus de

tatouage.

Une autre perspective est l’implémentation et l’expérimentation des approches

proposées sur des réseaux sans fils.
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Titre : Approches de tatouage pour l’authentification de l’image dans des applications à contraintes 
temporelles 

Mots clés : tatouage de l’image, authentification, caractéristiques visuelles, techniques intelligentes, 
contraintes temporelles 

Résumé : Dans de nombreuses applications dont 
celles du domaine médical et de l’embarqué, 
l’authentification des images nécessite de prendre en 
compte les contraintes temporelles, le taux 
d’insertion, la qualité visuelle et la robustesse contre 
différentes attaques. Le tatouage a été proposé 
comme approche complémentaire à la cryptographie 
pour l’amélioration de la sécurité des images. Il peut 
être effectué soit dans le domaine spatial sur les 
pixels de l’image, soit dans le domaine fréquentiel sur 
les coefficients de sa transformée. Dans cette thèse, 
le but est de proposer des approches de tatouage 
permettant d’assurer un niveau élevé 
d’imperceptibilité et de robustesse, tout en maintenant 
un niveau de complexité répondant aux exigences 
d’applications soumises à des contraintes 
temporelles.  La démarche adoptée a consisté, d’une  

part, à s’appuyer sur les bénéfices du zéro-tatouage 
(zero-watermarking) qui ne change pas la qualité 
perceptuelle de l’image et qui a une faible complexité 
computationnelle, et d’autre part, à analyser les 
caractéristiques visuelles de l’image afin de détecter 
les zones les plus adaptées pour insérer la marque 
avec un bon niveau d’imperceptibilité et une bonne 
robustesse. Une approche de zéro-tatouage a ainsi 
été proposée dans cette thèse, ainsi que plusieurs 
approches de tatouage basées sur l’analyse de 
caractéristiques visuelles de l’image et sur des 
techniques d’intelligence artificielles ou connexes. 
Les solutions proposées ont été analysées du point 
de vue de l’imperceptibilité, de la robustesse et de la 
performance temporelle et les résultats d’analyses 
ont montré qu’elles apportent des améliorations 
significatives par rapport aux approches existantes. 

 

 

Title : Watermarking approaches for images authentication in applications with time constraints 

Keywords : Image watermarking, authentication, visual characteristics, intelligent techniques, time 
constraints 

Abstract: In numerous applications such as those of 
medical and embedded domains, images 
authentication requires taking into account time 
constraints, embedding rate, perceptual quality and 
robustness against various attacks. Watermarking 
has been proposed as a complementary approach to 
cryptography, for improving the security of digital 
images. Watermarking can be applied either in the 
spatial domain on the pixels of the image, or in the 
frequency domain on the coefficient of its transform. 
In this thesis, the goal is to propose image 
watermarking approaches that make it possible to 
ensure high level of imperceptibility and robustness 
while maintaining a level of computational complexity 
fitting the requirements of time-constrained 
applications. The method adopted in this thesis has 
consisted, on  the one hand,  to rely on the benefit of  

zero-watermarking that does not degrade the 
perceptual quality of image data and has low 
computational complexity, and on the other hand, to 
analyze visual characteristics of digital image 
(characteristics that are correlated to the Human 
Visual System - HVS) in order to identify the 
locations the most adapted for embedding the 
watermark with good level of imperceptibility and 
robustness. A zero-watermarking has therefore been 
proposed in this thesis, as well as several 
watermarking approaches based on the analysis of 
visual characteristics of image and on artificial 
intelligence or related techniques. The proposed 
solutions have been analyzed with respect to 
imperceptibility, robustness and temporal 
performance and the results have shown significant 
improvements in comparison to existing approaches. 
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