N

N

3D Reconstruction in Scanning Electron Microscope:
from image acquisition to dense point cloud
Andrey Kudryavtsev

» To cite this version:

Andrey Kudryavtsev. 3D Reconstruction in Scanning Electron Microscope: from image acquisition to
dense point cloud. Signal and Image Processing. Université Bourgogne Franche-Comté, 2017. English.
NNT: 2017UBFCDO050 . tel-01930234

HAL Id: tel-01930234
https://theses.hal.science/tel-01930234

Submitted on 21 Nov 2018

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://theses.hal.science/tel-01930234
https://hal.archives-ouvertes.fr

DPIM

'These de Doctorat

école doctorale sciences pour I'ingénieur et microtechniques

UFC UNIVERSITE DEOFRANCHE-€ OM TE

UBFC A\

UNIVERSITE :
BOURGOGNE FRANCHE-COMTE

3D Reconstruction in Scanning
Electron Microscope

from image acquisition to dense point cloud

ANDREY V. KUDRYAVTSEV






NP

M

‘These de Doctorat

école doctorale sciences pour I'ingénieur et microtechniques

UNIVERSITE DE/FRANCHE-€OMTE

UBFC A\

UNIVERSITE

THESE présentée par

BOURGOGNE FRANCHE-COMTE ANDREY V. K UDRYAVTSEV

pour obtenir le

Grade de Docteur de
’'Université de Franche-Comté

Spécialité : Automatique

3D Reconstruction in Scanning Electron Microscope
from image acquisition to dense point cloud

Soutenue publiquement le 31 october 2017 devant le Jury composé de :

PETER STURM

JAacques GANGLOFF
OLIVIER HAEBERLE
Cepric DEMONCEAUX
NADINE PIAT
SounkaLo DEMBELE

Rapporteur

Rapporteur
Examinateur
Examinateur
Directeur de thése
Directeur de these

Directeur de Recherche HDR,

INRIA Grenoble Rhénes-Alpes

Professeur, Université de Strasbourg
Professeur, Université de Haute-Alsace
Professeur, Université de Bourgogne
Professeur, ENSMM, Besancon

Maitre de Conférences HDR, Université de
Franche-Comté






...to my loving and amazing grandmother






Acknowledgment

I would like to take this opportunity to thank the people who have supported, encour-
aged, and inspired me in the process of writing my thesis. You made all the difference.

First, I must thank my supervisors, Dr. Sounkalo Dembélé and Dr. Nadine Piat,
for offering me this Ph.D. position. Your continuous support and trust helped me a
lot during these three years. I will never thank you enough for the confidence you had
in me, your guidance, and advice throughout this Ph.D.

I want to thank all the people in AS2M department of FEMTO-ST Institute who
were always there for me. Patrick Rougeot, Jean-Yves Rauch, Guillaume Laurent,
Olivier Lehmann, Cédric Clévy, and Brahim Tamadazte (order is arbitrary): thanks a
lot! I cannot but mention all my colleagues who contributed in that great atmosphere
where I have had an honor and a pleasure to work: Vincent Trenchant, Margot Billot,
Houari Bettahar, Elodie Lechartier, Adrian Ciubotariu, Marcelo Gaudenzi de Faria,
Mohamed Taha Chikhaoui, Mouloud Ourak, Bassem Dahroug, Benoit Brazey and I
have certainly forgotten somebody...

I express my sincere gratitude to Dr. Peter Sturm and Dr. Jacques Gangloff for
accepting to be the referees of the present work and devoting time to carefully read this
manuscript. I am sure that your suggestions, both in your written reports and during
the defense, have helped me to improve this work. And I convey my heartfelt thanks
to all other members of the jury: Dr. Olivier Haeberlé and Dr. Cédric Demonceaux.

Last, but by no means the least, I want to thank all my family: my grandmother
Lina, my parents Vladislav and Irina, my sister Olga and her husband Roma, my niece
and nephew, Lena and Denis. And of course, I thank my dearly loved Tanya, who kept
me fed and smiling, and supported me in times of stress and frustration. You are the
best!






Contents

Mathematical symbols . . . . . . . . . ... ...
Abbreviations . . . . ... L e
Main notations . . . . . . . . ...
Introduction
Thesis outline . . . . . . . . .
Background of 3D reconstruction in SEM
1.1 Image formation: physics . . . . . . . . ... ... L.
1.2 Image formation: geometry . . . . . . ... .. ... ... ... ...
1.2.1 Perspective camera . . . . . . .. . ... Lo oo
1.2.2 Affinecamera . . . . . . . .. ...
1.3 3D reconstruction in SEM . . . . ... ... L.
1.3.1 Calibration . . .. .. .. ...
1.3.2 Stateoftheart . . ... ... ... .. ... ... L.
1.4 Thesisgoals . . . . . . . . . e
Motion estimation
2.1 Detection and matching of interest points . . . . . . . . .. .. ... ..
2.2 Cameramodelling . . . . . . . ... . L
2.3  Estimating translation . . . . . .. .. ... 0o oL
2.4 Estimating rotation . . . . . . . . . ... oo
2.4.1 Rotation matrix decomposition . . . . . ... ... ...
2.4.2 Two-view geometry . . . . . . . .. Lo
2.4.3 Bas-relief ambiguity . . . . ... ..o
2.4.4 Three-view geometry . . . . . . . .. .. L oo
2.5 Experimental validation . . . ... .. ... ... .. L.
2.5.1 Synthetic images . . . . . . . . ... Lo
2.5.2 SEMimages . . . . . . . ..
2.6 Affine fundamental matrix . . . . . ... ... oL
2.7 Conclusion . . . . . . . ...
Autocalibration
3.1 Introduction . . . . . . ...
3.2 Intrinsic parameters . . . . . . . . . ... L.
3.3 Cost function formulation . . . .. .. ... ... .. ... .. ... ..
3.3.1 Imitial values . . . . . . . . ... ..
3.3.2 Bound constraints. . . . . . . ... ... Lo

3.3.3 Regularization . . . . .. ... oo

15
20

23
24
29
29
30
33
33
34
38

41
42
44
46
47
48
49
51
o4
55
95
25
57
63



10 CONTENTS
3.4 Global optimization . . . . . . . .. ... oL 73
3.5 Experiments . . . . ... 76

3.5.1 Robustnesstonoise . . . . . .. ..o 7
3.5.2  Convergence range . . . . . . . . oot u i e e 79
3.5.3 Realimages . . . . . .. . ... 79
3.6 Conclusion . . . . . . . .. .. e 81

4 Dense 3D reconstruction 85
4.1 Introduction . . . . . . . . ... 86
4.2 Rectification . . . . . . . .. 87

4.2.1 Image transformation . . . . . . . .. ..o L. 88
4.2.2 Experiments and analysis . . . . ... ... 0L 88
4.3 Dense matching . . . . . .. .. .o 91
4.4 Triangulation . . . . . . .. L o 95
4.5 Conclusion . . . . . . . . e 97

5 Towards automatic image acquisition 101
5.1 Problem statement . . . . ... ... . L Lo 102
5.2 Dynamic autofocus . . . . . . ... oo 102

5.2.1 Sharpness optimization . . . . . . .. ... 104
5.2.2 Experiments . . . . .. ..o L 106
5.3 Robot and tool center point calibration . . . . . . .. ... . ... ... 110
5.3.1 Point-link calibration . . . . . . ... ... 00000 112
5.3.2 Maintaining object location . . . . . .. .. ... 0. 113
53.3 Results. . . . ... . 114
5.4 Tool center point calibration . . . . . . ... ... ... ... ... ... 115
55 Conclusion . . . . . . . .. 117

6 Software development 119
6.1 Context . . . . . . . . . e 120
6.2 Pollen3D software GUL . . . . . . .. .. .. .. ... ... ....... 121

6.2.1 Imagetab . . . . . . ... 122
6.2.2 Stereotab . . . .. .. 123
6.2.3 Multiview tab . . . . . ... 124
6.3 Conclusion . . . . . . . . . e 125

Conclusion and perspectives 127
6.4 Summary and discussion . . . . .. ... 127
6.5 Contributions . . . . . . . .. . 128
6.6 Future work . . . . . . . ... 129

Bibliography 130

Appendices 141
Appendix A. Experimental setup . . . . . . ... ... L. 141
Appendix B. Camera vs object motion . . . . . . . .. ... ... 143
Appendix C. Diamond: synthetic image data . . . . . .. . ... ... ... 144
Appendix D. SEM image datasets . . . . . .. .. ... ... L. 145



CONTENTS 11

D.1. Brassica . . . . . . . e 145
D.2. Grid . . . . . 146
D.3. Cutting tool . . . . . . . . .. 147
D.4. Potamogeton . . . . . . . ... Lo 148
D.5. Potamogeton2 . . . . . . . ... Lo 149
D.6. PPY . . . 150

Appendix E. Non-stationary function optimization. . . . . . . . . . ... .. 151



12 CONTENTS

Mathematical symbols

scalar

vector

matrix

stack (array) of matrices
matrix transpose

A matrix inverse

T

oS

AT matrix pseudo-inverse

i related to parallel projection

|-l Frobenius norm

diag(a,b,c) diagonal matrix with elements a, b, ¢



CONTENTS 13

Abbreviations

AFM
CAD
DIC
DOF
DoF
FE-SEM
GPL
GUI

LM
LMedS
LQ
MLESAC
MSAC
NCC
POC

PS
RANSAC
ROI
SAD
SEM
SFM
SFS
SGM
SSD
STM
SVD
TCP
TEM

Atomic Force Microscope (Microscopy)
Computer-aided design

Digital image correlation

Depth Of Field

Degrees of Freedom

Field Emission Scanning Electron Microscope
General Public License

Graphical User Interface
Levenberg-Marquardt optimization method
Least Median of Squared robust estimator
Long Quan method of autocalibration
Maximum Likelihood Estimation Sample Consensus
M-estimator Sample Consensus

Normalized Cross Correlation

Phase Only Correlation

Photometric Stereo

Random Sample Consensus

Region of interest

Sum of Absolute Differences

Scanning Electron Microscope (Microscopy)
Structure From Motion

Shape From Shading

Semi-global matching

Sum of Squared Differences

Scanning Tunneling Microscope

Singular Value Decomposition

Tool Center Point

Transmission electron microscopy



14 CONTENTS

Main notations

aspect ratio

upper-left 2 x 2 part of calibration matrix

camera center

cost function

focal length, scale factor

fundamental matrix

calibration matrix, matrix of intrinsic parameters (3 x 3)
upper-left 2 x 3 part of affine camera matrix

Ni,,  number of images

Nier number of iterations

N,ts  number of points

P camera matrix (perspective or affine) (3 x 4)

P,  affine camera matrix (3 x 4)

ZRE-QQ R

q 2D point, q = (q,,q,) ", or in homogeneous coordinates q = (¢, q,, 1)"
qa 2D point, q = (4., G,) ", in relative coordinates

q; 2D point number j in image ¢

Q 3D point, Q = (Q4, @, Q)" or in homogeneous coordinates Q = (Q., @, Q-,1)"
p out-of-plane rotation about ¥ axis

R rotation matrix

R, rotation about # axis

R, rotation about ¥ axis

R. rotation about 2" axis

5 skew

t translation vector

T transformation matrix (4 x 4)

0 slope angle of epipolar line

w measurement matrix

W,  measurement matrix in relative coordinates

vector of parameters (in context of optimization)
initial vector of parameters
solution of optimization problem

MmN e
%O



Introduction

The subject of 3D reconstruction at the microscale, treated in this thesis, has a direct
link with the huge topic of microcharacterization as one can extract all dimensional
information about the object from its 3D model. Nowadays, it is very difficult to
underestimate the importance of dimensional micro- and nanocharacterization. It finds
the application in a variety of fields, from biology to material science, with some of the
examples given below.

Metrology is essential for the manufacturing of high quality tools with reduced
dimensional tolerances which means more effective machines, improvement of their
performance and longevity. One of the examples comes from micro-milling of a hard-
ened tool steel with micro ball-end mills [EFG+15]. The purpose of this study was to
observe the capability of a set of these mills to machine hard steels used for tooling
applications. Authors concluded that the local geometry of micro-mills has great in-
fluence on wear resistance of the tool, thus, its characterization would allow predicting
its cycle life.

In [MSS+12], Muralikrishnan et al. worked with the fiber probes that are increas-
ingly used for dimensional metrology of microscale features on coordinate measuring
machine. These delicate probes have slender stems (5 mm to 20 mm long, 10 um to 100
pum in diameter) with a ball (50 pm to 200 um diameter) at the end. Authors state
that, unlike the probing spheres of a traditional coordinate measuring machine, the
geometry of a fiber probe tip is difficult to control. Its analysis is of great importance
as it highly influences the final quality of the measurements. Authors used another
object with known geometry in order to perform the calibration.

In optics, Thiele et al. presented a technology where micro lenses (Figure 1) are
directly printed on a CMOS image sensor as an array of hemispheres with a height
less than 200 pm [TAG+17]. As a result, they obtained a miniaturized camera, mim-
icking the natural vision of predators, with applications in such fields as endoscopy,
optical sensing, and optical metrology. The quality of the microsphere surface has a
direct impact on the final image quality: it requires to measure the roughness with an
uncertainty level of several nanometers.

Microcharacterization also plays an important role in material science as the me-
chanical properties of the material such as strength, fatigue, and cycle life depends
on its microstructure. Bioinspired materials repeat the structures created by nature.
Indeed, the study of lotus leaves having hydrophobic water-repellent double structure
allowed creation of coatings, paints and other surfaces with the same properties (Fig-
ure 2). Thus, the study and characterization of nanostructures allow creation of new
materials with needed properties and performance [MLL+-09].

The tool that is used the most for observation and measurements of small-scale
objects are the microscopes. They may be based on different physical principles: light,
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Figure 1: a) Pictures of an image sensor with doublet lenses; b) SEM image of a
lens [GTH+16].

Figure 2: a) Lotus leaf and water drops; b) SEM image of the surface of lotus leaf;
¢) SEM view of polystyrene nanotube film surface having the same water-repellent
properties [MLL+09].

electron, and ion beams, x-ray, quantum tunneling, etc. The evolution of microscopy
is relative to the increase of resolution that now can be inferior to 0.1 nm. Reso-
lution is approximated by resolving power that corresponds to the shortest distance
between two points on a specimen that can still be distinguished as separate entities
on the microscope image. The following paragraphs present a brief overview of most
representative microscope types (Figure 3).

The oldest designed microscope is the optical microscope (or light microscope).
It uses visible light and a system of magnifying lenses to visualize small objects. Nowa-
days, it is the most spread tool of dimensional control in different research fields such
as microelectronics, microbiology, and pharmaceutics. First optical microscopes ap-
peared in the XVII century and yet technical and industrial evolution turned them
into an important metrology device with resolving power reaching 0.2 wum. Their main
limitation is the geometry of the viewed object: the microscope is adapted only for flat
objects. In order to achieve high resolution, the objectives are fabricated with a high
aperture that decreases dramatically the depth of field, i.e. the distance between the
nearest and farthest objects in a scene that appear acceptably sharp. It is important
to note that even with a top quality optics, the resolution of light microscope is limited
by the wavelength of light equal to 0.2 um. The greatest resolving power in optical
microscopy is realized with near-ultraviolet light, the shortest effective imaging wave-
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Figure 3: Different types of microscopes and their operational resolution. AFM and
STM allows also the analysis of surface depth variation.

(a) optical microscope (b) SEM

Figure 4: Comparing images of the same pollen grain coming from different imaging
devices.

length. That is why, scientists turned their attention towards another physical entity,
electrons.

The wavelength of an electron can be up to 10° times shorter than that of visible
light photons, which marked the beginning of development of electron microscopy.
In such microscopes, a beam of accelerated electrons is used as a source of illumina-
tion. Here, we mention three main types of electron microscopes: transmission electron
microscope (TEM), scanning electron microscope (SEM) and scanning tunneling mi-
croscope (STM). The first one is based on the detection of the electrons passing through
the surface of the sample. It has a much higher resolution than an optical microscope
which goes up to 0.1 nm. The magnification may reach x1,000,000: it can visualize
atoms! However, it requires the sample to be very thin (about 200 nm) as the electrons
need to pass through it. As a result, obtaining high resolving power in 2D leads to
a complete loss of the third dimension (the depth coordinate) already at the step of
sample preparation.

While also using the electron beam, SEM image is formed by gathering the elec-
trons reflected from the surface of the sample. Among different types of reflected
electrons, the most common are the secondary electrons that are emitted by the atoms
of the sample excited by the electron beam. The scanning coils allow to change the
point of beam convergence and thus to obtain the effect of scanning. The number of
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the detected electrons for one point of the surface is then translated into image in-
tensity level and so the image is obtained. With SEM, we obtain images of excellent
quality and high resolution of a sample with an arbitrary topography provided that it
has a very big depth of field that may achieve hundreds of micrometers depending on
magnification (Figure 4). However, as with every camera, the depth coordinate is lost
during the image formation.

The first type of electron microscopes allowing the reconstruction of depth coordi-
nate is the STM. It is based on the principles of quantum mechanics and more precisely
on the phenomenon where a particle tunnels through a barrier contrary to the rules
of classical mechanics. When a conducting tip is near the observed specimen surface,
a voltage difference between them is applied in order to allow electrons to overcome
the vacuum gap between them. Then, the value of the current determines the distance
between the specimen and the tip, that corresponds to the depth coordinate. However,
the depth variation of the specimen cannot exceed the value of 1 nm. Being based
on tunneling, it is mainly used to observe the properties and behavior of sub-atomic
particles with lateral resolution up to 0.01 nm.

Another popular type of microscopes is Atomic-force microscope (AFM) which
is based on probing of the surface with a mechanical tip. In addition to imaging
capabilities, it is also used for force measurement. Thanks to that, it can provide
depth information by measuring the force of the reaction between the tip and the
sample. However, due to the form of the tip (pyramid, in general), there are some
limits imposed on the surface of the viewed specimen: the depth variation should not
exceed 5 pm (Figure 3). Thus, it is an extremely powerful tool for characterization
of flat surfaces, with resolution of fractions of nanometer, but not for objects with
complex structure such as pollen grains etc.

To summarize, all of the presented microscopes have an important impact in micro-
and nanocharacterization. Their main drawback consists in the impossibility of mea-
suring the depth variation of complex objects which is of high importance for many
scientific and industrial fields including characterization of biological samples and 3D
micromanipulation. Many research works were concentrated on improving the mi-
croscopy performance by either adding touch sensors or using focus information to
reconstruct the third coordinate. However, there is another solution that lies within a
different scientific field which is computer vision and, in particular, 3D reconstruction.

In computer vision, 3D reconstruction is a process of recovering the shape of a real
object from one or several images. This technique became very popular in 90’s with
increasing computational power and the growing need for graphic effects. Since then,
it is widely used by animators that use the obtained 3D models for animation of virtual
characters or for the creation of realistic, but still virtual, environment around the actor.
However, computer graphics is only one of possible applications of 3D reconstruction.
Another one consists in the object characterization that also finds its application in
microscale, especially, since the choice of available sensors is limited comparing to
macroscale solutions. 3D reconstruction has a number of advantages compared to
other measurement methods. First, it represents a non-destructive and non-invasive
method of measurement as there is no contact between camera and sample. Moreover,
in the process of sample preparation, there is no need to slice the object. Secondly, 3D
reconstruction contributes to the creation of models that simplify visual analysis and
change the traditional way of micro-objects perception.
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Figure 5: The goal of this study: using computer vision technique of 3D reconstruction,
turn SEM into 3D measurement tool for objects with complex structure and arbitrary
depth variation.

For the purpose of 3D reconstruction high quality images are needed and the choice
of microscope here is quite simple. It is the SEM having the following advantages: first,
the sample may have an arbitrary shape contrary to all other microscopes. Secondly,
it has a big depth of field which means that even if the object has an important depth
variation, all its parts will still be visible and sharp on the image. Indeed, recently,
with very rapid development of computer vision, many research works have shown the
potential of 3D reconstruction in SEM.

One of the first works on 3D reconstruction in SEM was realized by Beil et al. in
1991 [BCI1]. Authors proposed a method using the technique of ” Shape-from-shading”.
It was used for the reconstruction of surface topographies of integrated circuits (ICs) for
nondestructive testing and control of the manufacturing processes. In 2003, Cornille et
al. developed a stereovision-based approach for surface reconstruction and successfully
applied it to a pair of SEM images [CGS+03]. Most recent advances, published in
2017, were realized by Baghaiea et al. [BTO+17] where authors presented an approach
allowing to achieve a high quality dense 3D reconstruction using iterative rectification.
While the extensive review of the current state of the art is reserved for later chapters,
it is important to note that, to date, some problems stay unresolved. Among them are:

Image acquisition. High quality reconstruction may only be achieved from high
quality images and while this task is easy in macroscale, to acquire a sufficient number
of images with SEM may be quite challenging. The current works use mostly up to five
images acquired manually by tilting the robotic stage installed inside SEM. According
to our experience, besides the sample preparation, the time needed to acquire one
image may achieve thirty or more minutes, which is due to the fact that operator has
to adjust many of SEM parameters before a good image is obtained. Of course, if the
goal is to achieve a 360 degrees reconstruction, much more images are needed and it
can take a lot of time.

Calibration. When the dataset is available, the problem consists in finding the
geometrical parameters of SEM as well as the motion of the sample between image
pairs. The classical procedure allowing to achieve this goal is called calibration. Even
if, mathematically, calibration is quite simple, it becomes very complex once applied to
SEM. First of all, one needs to have a calibration target which also has limited quality
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Figure 6: Structure of the thesis.

when working at high magnification. Moreover, the calibration depends on magnifi-
cation which is different for every object, i.e., for every new object, SEM calibration
needs to be updated.

Thus, these two problems represent the main research interest of this work and
allow to formulate the main goal of this study:

Main goal: From multiple images obtained with uncalibrated Scanning Electron
Microscope, develop a method allowing 3D reconstruction of objects with an arbitrary
shape.

Of course, this goal will be refined in the next chapters after presenting the im-
portant background information about the SEM and the current state of the art.
Achieving this would allow turning SEM in a 3D measurement tool that has no ana-
log in microscale (Figure 5) and creating new possibilities in dimensional micro- and
nanocharacterization.

Thesis outline

The final result of the present work is a dense 3D point cloud obtained from multiple
SEM images of the object using 3D reconstruction. 3D reconstruction comprises several
steps: from the estimation of camera motion to the triangulation of points. All these
steps are covered in thesis chapters (Figure 6):

Chapter 1 contains an important background information about SEM, its prop-
erties, and principles of image formation, from both physics and geometry points of
view. It allows the deep understanding of the current state of the art presented next:
its advantages and downsides. Then, the final goal of this research work is defined.
As it is shown in Figure 6, 3D reconstruction may be subdivided into two major tasks
which are the estimation of camera parameters (SEM in our case) and the 3D points
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corresponding to the surface of the object. This distinction is also followed in the
structure of the thesis.

Chapter 2 presents a group of techniques allowing full estimation of camera mo-
tion including translations and rotations. The main complexity arises from parallel
projection that creates motion ambiguities. It will be demonstrated that neither the
motion nor structure can be estimated from two images. The presented methods al-
low avoiding these ambiguities by exploring three-view geometry and using the laws of
spherical trigonometry.

Chapter 3 covers a new method of autocalibration that includes the estimation of
camera internal parameters and the refinement of motion parameters. Together with
the algorithms of Chapter 2, the camera parameters are recovered for all images in a
sequence. In contrast to the state of the art methods, we use only the images acquired
for 3D reconstruction without additional sensors or prior SEM calibration.

Methods described in Chapter 4 allow obtaining a dense point cloud in three
steps. They include a new method of rectification for SEM images, dense matching,
and triangulation. Using such point cloud, it is already possible to make the first
measurement of 3D properties such as angles, ratios of lengths, etc. This chapter
closes the work on 3D reconstruction.

As it was mentioned previously, the entry of all methods of 3D reconstruction is
a sequence of images and the algorithms of Chapter 5 are dedicated to the automa-
tion of this task. Among them are autofocus on moving object, and calibration of
the robot holding the sample. Combined, they allow the definition of rotation point
corresponding to the object center.

Chapter 6 shows the result of implementation of all presented techniques in one
software application called Pollen3D. Its functionality is briefly discussed in this chap-
ter.

At the end of this introduction, we judged important to note that the presented work
has a strong relation with four branches of science: robotics, optimization, microscopy
and computer vision (Figure 7).

Figure 7: The present work is located between four scientific branches.
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This chapter presents an essential information needed to analyze the current state of
the art, advantages and drawbacks of the existing methods of 3D reconstruction in SEM.
First, the process of image formation in SEM is described: from physics and geometry
points of view. For the remainder of this work, SEM is treated as a camera and will be
often referred to like it is. Indeed, the SEM image is obtained by projecting 3D points
on the common plane with one very important particularity: for an object of 10 um the
distance from detector to object may be about 10 mm. It means that the ratio of the
camera-to-object distance over the object size is greater than 1000. To compare, it is
the same as to watch a person from a distance of one and a half kilometer. Certainly,
it plays an important role in image modeling and this chapter describes why and how.
Secondly, the current state of the art on 3D reconstruction in SEM is presented and
analyzed that allowed to refine and to formulate the final goal of the thesis.
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1.1 Image formation: physics

At the end of XIX century, Ernst Abbé proved the limitations of optical microscopes
resolution defined by the wavelength of light [Abb73]: the smallest detail that can ever
be resolved optically is of the order of two hundred nanometers. Therefore, scientists
turned their attention toward another wave-like physical effect which is the electron
beam that marked the appearance of electron microscopy in the beginning of XX
century. In 1928, Ernst Ruska presented the first prototype of electron microscope
giving the magnification of x17. It became possible with the use of magnetic field for
electron beam focusing. By 1932, the magnification was increased to x400. By then,
electron microscopy made a huge impact on biological studies: for the first time in
history, scientists could see the structure of molecules, proteins and viruses. Nowadays,
the value of magnification may achieve x 1,000, 000.

There is a number of manufacturers producing SEMs equipped with detectors of
various types. Being different by design, they still have the same operation principle
which is based on the interaction of the electron beam with the studied specimen.
The electrons of the probe (beam) interact with the sample material and generate
various types of signals: secondary electrons, back-scattered electrons, Auger electrons,
characteristic X-ray radiation, etc. Namely, secondary electrons actually carry the
information about the topography of the sample and, through numerical processing,
allow to obtain the 2D image. Figure 1.1, represents the internal structure of SEM. The
main components are described below and more details can be found in [GNE+12]. As
it was already stated previously, the exact design is different from one manufacturer
to another.

Vacuum chamber. Vacuum is an essential prerequisite for SEM functioning. A
vacuum environment means that most of the air molecules have been removed from the
inside of the microscope as the presence of different pollution gases makes impossible
the imaging with high resolution. If there was air in the column, the beam direction
couldn’t be controlled as the electrons would collide with gas molecules. Typically,
most of the available SEMs operate at vacuum of 107> to 107!° mbar.

Electron gun. The electron gun generates free electrons with given kinetic energy
and predefined configuration. It is located in SEM column in deep vacuum. The
electron gun consists of an electron source (Tungsten cathode, cathode of lanthanum
hexaboride LaBg or field emission cathode), modulator (Wehnelt cylinder), and an
anode. The cathode is the main source of electrons: when heated by direct current
transmission, thermal emission of electrons takes place. Wehnelt cylinder encloses the
cathode and contains the hole allowing to center the electrons passing through. A
positively charged anode that is rested under the Wehnelt cap is used to accelerate the
electrons to energies in the range 1-40 keV.

Electromagnetic aperture and astigmatism changer. These electromagnetic
lenses and apertures are used to reduce the diameter of the source of electrons and to
place a focused beam of electrons (spot) onto the specimen. The main goal consists in
guiding the rays in the desired direction. Electromagnetic aperture has an effect of a
diaphragm: it allows to control the thickness of electron beam that influences directly
the depth of field (DOF, Definition 1.1). Smaller aperture narrows the electron beam
which means that less electrons reach the surface. It results in bigger DOF, however,
it is more difficult to obtain sharp images at high magnification as the probe current
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Figure 1.1: Internal structure of SEM. Scale of elements is not respected.

decreases (see Section 1.1 for more details). Astigmatism correction is needed to align
the centers of aperture lens and electron gun to reduce aberrations in image formation.

Definition 1.1
Depth of field (DOF) represents the distance between the nearest and farthest
objects in a scene that appear acceptably sharp.

The electron beam passes then through a variety of lenses. Magnetic lenses or
condensers are needed to shape the beam to a cylinder with diameter between 5-10
nm. These ensure a very narrow beam of electrons hits the sample. Objective lens
is the last one that allows to finally focus the electron beam to a spot. Scan coils
allow to define the direction of the beam, thus, position of this spot on a sample. By
moving it, we reach the effect of scanning that ensures that every point (a region) on
the surface of the sample is attained.

Last elements to consider are the detectors that mainly differ by the nature of
detected electrons. For morphology imaging, there are two main kinds of detection
principles: secondary electrons (SE) and back-scattered electrons (BSE) (Figure 1.2).
All these electrons can give different information about the topography and morphology
of the object. Secondary electrons are the ones that were directly rejected from speci-
men atoms by inelastic scattering after the sample was hit by the electron beam. SE
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Figure 1.2: Comparison between images obtained with SE (a) and BSE (b) detectors
of a penny detail. SE image reveals topography contrast and BSE image reveals atomic
number contrast of the same area of a sample [Cor05].

are characterized by a low-energy level (<50eV). Due to that, they are originated from
the top layer of the sample surface, the width of this layer lies within 10 nm [Rei72].
The number of electrons ejected from one spot is than translated in image intensity
values that allow to get the image of the object surface. The electrons are detected
by an Everhart-Thornley detector, which is normally positioned to one side of the
specimen or directly in the column (see Figure 1.1). Contrary to SE, back-scattered
electrons are the electrons coming from the electron beam that were then reflected or
back-scattered out of the specimen by the nucleus of atoms. In this case, due to high
energy of electrons, the image mainly depends on the atomic number of the viewed ob-
ject, e.g., on the material: heavy elements appear brighter in the image. This property
is very useful for analysis of the chemical homogeneity of the sample. The detector is
generally positioned in the column above the sample.

In the context of 3D reconstruction, the SE detector type is more adapted because
the image corresponds exactly to the object topography. Hence, it is SE detector that
will be used as the source of image in the present work. However, the realization of
multimodal 3D reconstruction which means combining different imaging sources may
represent a great interest for future research but goes out of the scope of this work.

SEM main parameters

In order to produce high quality images with SEM, several parameters have to be taken
into account. The order in which they are cited here corresponds to the order in which
the operator generally adjusts them.

Acceleration voltage

Acceleration voltage defines the voltage with which the electrons are accelerated down
the column. Its nominal value varies between 0.5 and 30 kV. The choice of this param-
eter mainly depends on the nature of the sample and on its conductivity in particular.
For example, when working with biological samples, i.e. polymers, the voltage is gen-
erally low, from 0.5 to 1 kV. If the voltage is too high, we observe the effect of charging
that degrades dramatically the image quality, it is mainly represented by negative
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Figure 1.3: a) Principle of focusing in SEM with working distance defining the position
of focus plane. b) examples of false colored SEM images: in-focus (top) and out-of-focus
(bottom).

charges accumulated on the surface of the poor conductive specimen. More details on
the charging can be found in [KAS+10]. For metal samples, the voltage may achieve 5
kV or more. Bigger values may result in the following fact: yield of secondary electrons
will be reduced and surface detail will be lost as primary electrons would go deeper
inside the sample which is not acceptable for the purposes of 3D reconstruction.

Magnification

Once the acceleration voltage is properly chosen for the given specimen, the magni-
fication is set up. It determines the size of the scanned region on the specimen. In
contemporary SEMs this parameter may vary from x10 to x1,000,000. Magnification
in the SEM depends only on the excitation of the scan coils and not on the excitation
of the objective lens, which determines the focus of the beam.

Aperture diameter

Next parameter is the aperture diameter. In practice, it represents an opening that
allows controlling the thickness of electron beam. Recent models of SEMs are equipped
with electromagnetic aperture, however, the older ones have a movable part with holes
of different size. The value of aperture has a direct impact on the depth of field (DOF).
Narrow aperture results in sharp focus at the image plane, yet, fewer electrons reach
the surface which means that the acceleration voltage needs to be higher.



28 BACKGROUND OF 3D RECONSTRUCTION IN SEM

50 pixels

increasing image quality
decreasing frame rate

Figure 1.4: Influence of frame rate on image quality. Images represent the region of
interest of 50x50 pixels from original frames acquired at different frame rates.
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Figure 1.5: Process of image formation in SEM [Marl13].

Working distance

Another important factor is the working distance (WD) which is defined as the
distance between the objective lens and the focus point of electron beam (Figure 1.3).
Ideally, the focus point coincides with the sample surface that gives the image with
highest possible sharpness, i.e. the in-focus image. This parameter is equivalent to
focal distance in macroscale cameras. It may be adjusted manually or automatically
(autofocus) with typical values in range of 5 to 20 mm. It is important to note that
higher values of accelerating voltage and bigger aperture allow to work with bigger
working distance as electrons have enough energy to reach the surface of the sample
at the higher distance.

Frame rate

This is the last parameter we want to mention. It corresponds to the time needed to
acquire one image which is indeed different from one SEM to another. The SEM used
in this work has sixteen levels of frame rate: from 50 ms to several minutes. Obviously,
it has drastic effect on the image quality as it is shown in Figure 1.4: with increasing
frame rate (lower number of ScanSpeed parameter) the noise amplitude grows. For
instance, with acquisition frequency of approximately 4.5 Hz (cycle time of 220 ms,
ScanSpeed?2), the standard deviation of intensity values in 50 x 50 ROI is 34.67, which
is about 13% of the maximal value (255). To compare, the same value is equal to 5.08
for ScanSpeed8 (cycle time 10.6 seconds).
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1.2 Image formation: geometry

This section describes the geometric properties of image formation in SEM by which
2D images of 3D objects are obtained. Again, the image is formed by moving the
electron beam across the sample surface and analyzing the emitted signal (Figure 1.5).
As a result, a matrix of intensities I, the image, is obtained. The intensity values
represent the levels of gray and may vary from 0 (black) to 255 (white). Here we are
mostly concentrated on secondary electrons as we are interested in object topography,
although most of theoretical developments are true for other types of detectors.

In SEM, each image pixel is captured individually and its intensity depends on the
result of beam/surface interaction. Geometrically, the position of every image point
can be described as a projection of 3D object point onto a common surface, i.e. as
a 3 X 4 matrix P. This matrix is called camera matrix or projection matrix. It also
defines the camera model. Among the existing camera models, two types need to be
considered: perspective camera and affine camera. For both of them, the 2D projection
of a 3D point has the following form (points are in homogeneous coordinates):

qx PQ (1.1)

where q is a 2D projection (3 x 1), Q is a 3D point (4 x 1), P is a camera matrix
(3 x 4), and o denotes the equality up to scale. The properties of each model as
well as their impact in the case of SEM are discussed in the following sections. It is
important to note, that, mathematically, they only differ by the form of the camera
matrix, nonetheless, the change of model changes almost completely the process of 3D
reconstruction.

1.2.1 Perspective camera

Perspective camera, or pin-hole camera, is a camera model that considers that all
projection rays have an intersection point, i.e. camera center C' (Figure 1.6).

(u0,v0) optical axis

Figure 1.6: Image formation under assumption of perspective camera model.

As a result, camera matrix P can be decomposed in a 3 x 3 matrix of intrinsic
parameters K and a 3 x 4 matrix of extrinsic parameters composed of rotation and
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translation components R and t respectively:

f Vo HCTO (12)
0

with
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where f is the focal length, « is the aspect ratio, s’ is the skew factor and the pair
(up,v9) denotes the principal point of the camera; “T, denotes a 4 x 4 homogeneous
matrix that describes the transformation between world and camera frames; IT is a
perspective projection matrix.

The transformation matrix “T, can be further decomposed as:

(1.3)
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where R is a 3 x 3 rotation matrix and t is a translation vector 3 x 1. The principal
point is a point in which the projection ray is perpendicular to image plane, focal
distance defines the distance between camera center and image frame. The intrinsic
parameters are independent of camera motion. Indeed, the camera/object motion is
defined by extrinsic parameters R and t that represent the transformation between
the object frame (R,) and camera frame (R.). As a result, P has 11 independent
parameters:

Number of Parameters inP = 5intrinsic + 3rotations + 3translations =11 (14)

This model is generally applied to classical cameras characterized by the following
property: objects that are closer to the camera seems bigger on the image. In other
words, if the object is moving closer it becomes bigger in the image. This property
is also known as perspective effect. We are all used to it, as this is the way our eyes
perceive the world. Thanks to it, we are capable to estimate an approximate distance
to object knowing its dimensions. However, it is no longer true when the object is
far away from the camera which is the case of SEM. For SEM, the perspective effects
can be neglected for magnification values bigger than x 1000, which is confirmed in the
literature [CGS+03; CM14; SRK+02], and affine model may be used.

1.2.2 Affine camera

Affine camera model assumes that all projection rays are parallel to each other. That
is why affine camera model is often called parallel projection model. With regard to
SEM, consider the following situation which is quite common: the object with a size
of 10 um is visualized using SEM tuned to the working distance of 10 mm. The ratio
between the distance camera-object and the object size is equal to 1000. Bringing
the example in the macroscale: it would be the same as to look at a standard height
person from more than 1.5 km! Evidently, in such conditions, the projection rays are



1.2 IMAGE FORMATION: GEOMETRY 31

very close to be parallel. This example gives the intuition behind the usage of affine
camera model for SEM. Getting back to geometry, the process of image formation with
an affine camera is represented schematically on Figure 1.7.

Nore
goe 9
e q

projection ray Q _

camera center optical axis
at infinity

Figure 1.7: Image formation under assumption of affine camera model.

The camera matrix Py in this case is different from perspective projection by a
parallel projection matrix Il

Py=K/; R t] (1.5)
10 00
with IIy= {0 1 0 0 |. As aresult, the affine projection matrix is of the form:
0001
x ok k%
Py= 1% x % x (1.6)
0 0 0 =

The fact of parallel projection imposes the following properties on the process of im-
age formation (Figure 1.8,a). First, image is invariant to the object displacement along
the camera optical axis. In other words, image is invariant to the distance between
camera and object, which is the case in SEM. For instance, moving the sample closer
to the electron beam or moving it away will not change the resulting 2D projection.
As a result, the depth coordinate is lost in the process of image formation in case of
parallel projection.

Result 1.1: Invariance to depth variation

An image acquired with affine camera is invariant to the distance between camera
and object.

Secondly, the projection of the object is independent of translations in z and y
directions of image frame if the relative coordinates are used both in 3D object frame
and in camera frame [Qua96]. If such translation is performed, only the position of
the object in the image changes, but not the relative disposition of its feature points
(Figure 1.8,b). Indeed, for any given reference point (q;,q;)T in image frame and
(Qr, Qy, Q") in world frame, the expressions for relative coordinates (¢ in image frame
and Q in a world frame) can be written as follows:

qx Gz — Q;;
Ay | = | y — q; (1.7)
1 1
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(a)

Figure 1.8: Illustration of affine camera properties: a) invariance to depth variation;
b) invariance to in-plane translations of camera or object.

Qx Qx - Qg
Qy _ Qy - Q;
1 1

The reference point is often chosen as a centroid of 2D projection which is the centroid
of corresponding 3D points at the same time.

Result 1.2: Invariance to XY-translation

The relative disposition of 2D projections does not change if camera or object
is moving in plane parallel to the image plane. The exact same points may be
obtained by using relative coordinates and translating the centroid in (0,0)".

Thirdly, in contrast to perspective camera, affine camera doesn’t have principal
point as all projection rays are parallel (camera center is infinitely far from the image
plane). It has a direct impact on the form of intrinsic matrix K that has the following
form in affine case:

af s 0
K=|0 f 0 (1.9)
0 0 1

Finally, taking into account all the described properties one can deduce the total num-
ber of parameters for an affine camera:

Number of parameters in P// = Sintrinsic T Srotations T Ztranslations = S (11())

Result 1.3: Affine camera matrix

Affine camera matrix has 8 independent parameters: 3 for intrinsic parameters
and 5 for motion.
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Figure 1.9: Multi-scale calibration target for SEM, square size from 1 um up to 25 pum.

1.3 3D reconstruction in SEM

Before starting the description of the state of the art methods, we judged important to
give some basic information about SEM calibration as for most of the algorithms this
step is mandatory.

1.3.1 Calibration

Calibration consists in the identification of intrinsic camera parameters (either per-
spective or affine). Usually, it is performed using a special calibration target which is
also the case of SEM (Figure 1.9).

First of all, images of the calibration target are taken from different view points
(generally, up to 20). Calibration consists in finding such model parameters &€ that
minimizes the error e between points extracted from images (q, real projection) and
their projections estimated from known 3D points of calibration target (§). Thus, in
image i, the error for point j is written as:

‘e;="q; —'q; ="q; — PZ(E)Q] (1.11)
where P (&) is the camera matrix depending on the calibration parameters &, and
Q is the known 3D points of calibration target. It is important to add that before
subtraction in (1.11), all vectors have to be normalized, i.e., to have the element in
the last row equal to one. The calibration parameters & are composed of intrinsic
parameters (generally the same for all views) and extrinsic parameters (orientation
and translation) as the motion of the target is unknown.

As a result, we are looking for calibration parameters £ that minimize:

Nim Npts

&= argmﬁinz Z |‘iej||2 (1.12)

i=1 j=1

This problem may be solved by various techniques of non-linear optimization such as
Levenberg-Marquardt algorithm [Mar63]. For more details see [Cor05]. An important
consclusion was made by Cui et al. in [CM14] by comparing calibration results for
FE-SEM Carl Zeiss Auriga 60 using different camera models: for magnification values
bigger than x500, instead of x1000, a distortion-free parallel projection model (affine
camera) may be used for description of image formation in SEM.
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1.3.2 State of the art

Previous sections were devoted to background information needed to make critical
judgments about current advances in the field of 3D reconstruction in SEM. The first
works on 3D reconstruction appeared in the middle of XX century: in 1963 [Rob63],
Roberts presented a method of 3D reconstruction from the line drawing, as a result,
it was possible to generate a projection from any point of view. The main problem of
3D reconstruction is to recover the depth coordinate, i.e. z component of 3D points,
i.e. elevation. While different terms are used depending on the research community,
we will mostly stick to the term depth. As the depth coordinate is lost during the
process of image projection, the existing algorithms use other sources of information
still contained in the images. Three main groups have emerged being based on different
principles: focus, illumination, and motion. First, they will be discussed in the context
of scanning electron microscopy and, after that, the analysis of their advantages and
weak points contributes to the definition of the thesis goals in the last section of this
chapter.

Two remarks are to be done at this point. First, there exist two-major categories
of 3D reconstruction, sparse and dense. In case of sparse reconstruction, only local
interest points are reconstructed. These are the features extracted using algorithms
such as SIFT/SURF etc, or using the tracking techniques such as KLT. In contrast,
dense methods allow computing the depth coordinate for every image point. They
often include the techniques of dense matching and rectification allowing to obtain a
depth (disparity) map. For dense reconstruction, the size of final point cloud may
achieve millions of points while in sparse case this value typically varies from 50 to
5000.

Secondly, at this point, it is important to speak about the levels of 3D reconstruc-
tion. The first level representing the 3D object structure is the point cloud. It can
be then converted to a polygon or triangle mesh to reconstruct object surface and to
create CAD model. The methods of point cloud rendering are the same for all types of
visual sensors and have already received much attention in past decades. For example,
one can use a free open-source software MeshLad that is oriented to the management
and processing of point clouds and meshes [CCC+08]. Therefore, in this work, the
final result of 3D reconstruction is a dense point cloud obtained from SEM images.

Shape-from-focus

Getting back to 3D reconstruction methods, the first group is based on focus (shape-
from-focus). The principle is the following: one needs to acquire images of the same
object from the same camera position under assumption of varying focal distance or
distance camera-to-object. As a result for every image, different object parts are in
focus, thus, knowing the step of change, the reconstruction is obtained as a stack of
slices obtained from every image. This method is especially interesting for visual sensors
with low depth of field, i.e., for optical microscopes. In 1994, Nayar et al. presented a
focus measure operator allowing the accurate estimation of focused pixels and applied it
on a series of images coming from an optical microscope [NN94]. In 2013, Marturi et al.
demonstrated the viability of shape-from-focus in SEM by obtaining the reconstruction
of a microgripper [MDP13]. Authors used the normalized variance as the sharpness
criteria. In order to improve the accuracy of such methods, they propose to decrease
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the displacement step which can be impossible at high magnification.

Shape-from-shading and photometric stereo

The approaches of the second group are based on illumination or light conditions, or
in other words on the property of the surface to reflect light differently depending on
the light incidence angle (i.e. reflectance). On the image, the lower the incidence
angle, the brighter image is. This approach was first proposed by Horn in [Hor70]: the
method for obtaining the shape of a smooth opaque object from one view that later
received the name shape-from-shading (SfS). SfS was then enlarged to multiple images
acquired in the following way: object and camera are fixed and only the light source
is moving [Woo80]. This method is called photometric stereo (PS). This approach is
especially used in multidetector configurations where images are obtained from different
detectors at the same time. It allows simulating the movement of the light source.

For the application of the PS method to scanning electron microscopy, several meth-
ods were successfully developed and tested. Paluszynski et al. proposed an approach
based on a photometric stereo and new numerical procedures of the signal process-
ing [PS05]. Tt consists in the directional acquisition of secondary electrons generated
with a known angular distribution, in a four-detector system. The method is mostly
suitable for smooth surfaces with a low number of details. In [PPVO08], Pintus et al.
presented a method based on photometric stereo techniques allowing submicromet-
ric measurements. The work is based on the capability of the SEM to use several
different signals to produce images, under the same scanning conditions. Two de-
tectors were used: standard off-axis BSE detector and the axially-detected BSE. In
2010, Vynnyk et al. have also applied the PS to SEM images [VSF+10]. Authors pre-
sented a new method taking into account the efficiency of the detector system through
implementation of a new mathematical model of the detector signal occurrence and
considering cosine Lambert’s law of the electron beam distribution. In 2014, Zhu et
al. developed a method of single-view 3D reconstruction in SEM based on shape-from-
shading [ZWZ+14]: only one top-view SEM image is used to quantify the surface
morphology of nanostructures in 3D. The solution is obtained by using iterative mini-
mization of the irradiance equation for the reflectance of every image point.

Structure-from-motion

And last, but not least, the group of reconstruction algorithms based on a motion of
either object or camera (both are equivalent). This approach seems very natural as
the main reflex of any human being observing a new object is to take it and turn
to look from different view points. The geometrical theory of structure from motion
allows projection matrices and 3D points to be computed simultaneously using only
corresponding points in each view. This research started with the paper of Longuet-
Higgins in 1981 [Lon81] where object structure was computed from a pair of perspective
views. It was next extended to multiple images in the works on factorization and
Euclidean reconstruction [HZ03; TK90]. This approach is one of the most used for
reconstruction in SEM.

Considering SEM, there are two ways allowing to take images from different points
of view. The classical one is by moving (tilting) the stage installed in the vacuum
chamber. The second one is based on deviation of an electron beam: Jahnisch and



36 BACKGROUND OF 3D RECONSTRUCTION IN SEM

[um]

[um] [um]

Figure 1.10: Results of 3D reconstruction of a pollen grain presented by Kratochuvil et
al.: a) one of the images used for reconstruction; b) sparse 3D reconstruction [KDZ+10].

Fatikow have developed a special hardware system for beam deflection in order to
observe the sample from different angles [JFO7].

In 2002, Pouchou et al. presented their results of 3D reconstruction in SEM for
rough surfaces [PBB+02]. Authors used an image stereo pairs obtained by titlting
the robotic stage, the angle of tilt is known. The 3D reconstruction is obtained using
classical structure from motion techniques as the SEM was previously calibrated.

Cornille, in his PhD thesis, presented a very interesting method allowing to accu-
rately calibrate the SEM, both intrinsic parameters and distortion [Cor05]. As opposed
to classical calibration methods relying on a dedicated target which is usually repre-
sented as a grid of squares with known edge length, they use a randomly textured
planar object (so called "speckle-pattern”). Since it is difficult to fabricate a high-
quality calibration target for micro-scale, it appears to be well suited for SEM. The
movement is unknown, it is then found from multiple images using fundamental and
then an essential matrix that suppose that the SEM is calibrated. It is important to
note that the work was realized at low magnification x200 and with perspective camera
model. The resulted point cloud is then refined using accelerated bundle adjustment.

Contrary to previous works, Kratochuvil et al. showed the results of 3D reconstruc-
tion from more than 3 images. Certainly, a larger number of viewing perspectives
improves the system resolvability that improves the overall precision. However, when
working with a large number of images, it demands more advanced techniques of fea-
tures tracking to deal with occlusions. The proposed solution consists in the definition
of visibility matrix that contains all the information about visibility /invisibility of each
feature in each frame. Authors also developed a very interesting mechanichal struc-
ture allowing to simplify the acquisition of a large image dataset in SEM which is
dual-charity nanobelts [DZK+09]. These structures rely on the phenomenon that if a
spring is constructed with both a clockwise and counterclockwise pitch, the point at
which the pitch direction changes will rotate as the ends of the spring are displaced.
The results of reconstruction are demonstrated in Figure 1.10.

In 2015, Faber et al. presented a method for calibration-free reconstruction in SEM



1.3 3D RECONSTRUCTION IN SEM 37

2D Images

3D Point Cloud

(# 3D Points: 788)

3D Surface Mesh

3D Surface Model

Figure 1.11: Results of 3D reconstruction of a pollen grain presented by Tafti et al.
in [TKA+15].

for an arbitrary tilt axis [FMM+-15]. They derived the expression to obtain the depth
for every point of sample surface which is based on a distance from a plane: first they
find a best-fit plane in 3D and then measure the distance from it that represents the
depth coordinate. Digital image correlation (DIC) is used to obtain a disparity map
in two image directions: horizontal and vertical. Once a dense feature set is obtained
a plane is fitted to the data. Indeed, it seems to be a very promising solution for
topography analysis, but not for the morphology: if the object is spherical and is
mounted on a tip, there is no plane that can be used for a reference. They consider
that the tilt between images is unknown and formulate the problem as a function of 7
parameters (rotations and plane parameters).

The most recent works on 3D reconstruction in SEM were presented by Tufti et al.
in 2017 [BTO+17; TKA+15]. They also provided a 3D SEM image dataset that will
be used as a part of test data in this work. In 2015, authors proposed an optimized
structure from motion algorithm considering the intrinsic parameters are known. They
used a population-based, stochastic optimization to refine the rotation parameters of
the sample. Starting from knowing values of tilt for every image, they optimize for 7
parameters for each camera as in [FMM+15] looking for unknown rotation (axis and
angle) and translation vector. In 2017, in parallel with our paper [KDP17], a dense
reconstruction were obtained using iterative optimization for image rectification.
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Other

It is also important to mention some research works that cannot be put directly in one
of the presented categories. In [LL.X+13], authors presented a method of 3D recon-
struction based on Moiré Method. The 3D geometric model is established by combining
the stereophotography technology of the SEM with traditional in-plane Moiré Method.
The Virtual Projection Fringes (VPF) under different conditions are analyzed. The
camera model used is the perspective one and, indeed, the method was validated at
low magnifications below x1000. In [HMG+14], surface height is obtained from a pair
of SEM images using stereo reconstruction based on an optical flow. The estimation
was performed using differential approach starting with image smoothing. Spatial and
time derivatives are then approximated and integrated to obtain a 2D flow field. For
this method, it is fundamental to restrict the rotation to happen only around one axis
to produce motion along a single direction, which is not always possible and highly
depends on the robotic stage and on the way the object is mounted on it. Yan et al.
presented a method of three-dimensional reconstruction using a hybrid approach: com-
bination of shape from shading and stereoscopy [YAK17]. At the end, highly-detailed
elevation maps are generated from SEM image pairs. In order to apply the proposed
method, a glass sphere is used to find the relation between pixel intensities and surface
normals. The size of calibration sphere is 685 um. The presented experimental results
validate the method on a millimeter sized object, thus, at low magnification. The tilt
angle is also known.

1.4 Thesis goals

At this step, it is important to summarize the advantages and the drawbacks of each
principle of 3D reconstruction. In shape-from-focus, for the reconstruction of a very
small object, the precision of the focus change must be very high. Moreover, it is
preferable for a visual sensor to have the lowest possible depth of field which is not the
property of SEM. In fact, the best suitable value of the depth of field for shape-from-
focus is lower than the focus change. Another drawback of the focus-based techniques
is that lots of images are acquired for only one view point: to achieve full 3D recon-
struction the number of images needed increases very fast.

The approaches based on illumination seem to be more promising as it is possible to
obtain dense 3D reconstruction from one image only. However, with one image, it is not
possible to obtain full 3D reconstruction as we are also limited to one point of view. In
case of photometric stereo, it is mandatory to obtain images at different light conditions
which is challenging in SEM if it has only one detector which is a common situation.
Nonetheless, the number of views is limited to the number of installed detectors if the
motion of the sample is not considered.

Finally, the structure-from-motion allows the 3D reconstruction from multiple views
that can be easily obtained by moving the sample. It is important to note, that
basic reconstruction from motion is sparse as it uses only the image interest points.
However, it can be upgraded to dense one using the techniques of dense matching.
In the ideal case, for each pair of views, thousands of points can be added to the
final point cloud. Another advantage consists in the fact that adding new images to
a reconstruction sequence allows adding new constraints on the final object structure,
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thus to obtain more accurate results. Therefore, in this work, we are concentrated
on the improvement of structure-from-motion technique and its adaptation to SEM.
Therefore, we formulated the main goal of this study as follows:

Result 1.4: Main goal of the study

Develop a method for obtaining dense point cloud corresponding to an object
with an arbitrary shape using its images taken with uncalibrated SEM at high
magnification (greater than x1000).

The complexity of this task is explained by the following reasons:

Image quality. Several factors may be mentioned here. First, it is the high level of
noise in the images that is reduced only at low scanning rates. Typically, one image
acquisition may take one minute or more. Secondly, the charging effects, that are due
to the build-up of electrons inside the sample, may cause a range of unusual effects
such as abnormal white zones on the image, image deformation, and shift. Finally, the
edge-effect, that is due to the enhanced emission of electrons from edges and peaks
within the specimen which is often represented by a high brightness of object edges in
the image.

Parallel projection. As we have already stated previously, at high magnification in
SEM, the ratio between camera-to-object distance and the object size is high. As a
result, the projection rays become parallel which means that the depth coordinate is
completely lost during image formation: from one and even from two images, neither
the object structure nor the position of the camera can be recovered.

Calibration. The weak point of all current techniques is the need for SEM calibra-
tion. Even if this subject is well studied, in the case of SEM, the calibration can be
very complex due to the following reasons. First, in most cases, it requires a calibration
object. It often means a special step of fabrication of such an object, which can be very
expensive and time-consuming. Moreover, it is very difficult to guarantee the quality
of its fabrication, which has a profound impact on the precision of the following image
processing. Secondly, calibration is generally done offline, which can be very restrictive
in some applications where the calibration object can’t be placed in front of the camera
once the operation started. Thirdly, which includes partially the second point, there
is a problem of maintainability of calibration parameters. In order to re-calibrate the
camera, the main operation task should be stopped. All these points contribute to
turning attention towards the techniques of auto- or selfcalibration.

Motion estimation. Most works on 3D reconstruction in SEM are based on the
principle that the motion of the camera from one image to another is known. It often
implies the use of the internal sensors of the robot on which the sample is located.
However, when working at small scales the level of confidence of micropositionning
systems decreases. Moreover, in case of the complex movement (movement of more
than one axis), the measured displacement of robot joints should be transformed into
combined motion of the sample and, for this, the precise knowledge of robot forward
kinematics is needed. Therefore, in this work, the camera motion will be considered as
unknown.

Image acquisition. All 3D reconstruction algorithms use images as the input and,
in case of structure-from-motion, images taken from different view-points. While this
task is relatively easy to control with a classic camera, the situation is much more
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complicated in case of SEM. Even an experienced operator may spend hours of work
to acquire only ten images of a small object. This is mostly due to a very limited field
of view at high magnification: even a small displacement of a robot arm makes the
object leave the image.
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In previous chapter, we presented some background information about image for-
mation and camera models. As a result, for magnifications bigger than x1000, an
affine camera is actually a valuable assumption for SEM. Next, a brief analysis of the
current state of the art techniques showed that the main locks of 3D reconstruction in
SEM are the quality of calibration and motion estimation. Both these parameters are
incorporated in the camera matrices as a matrixz of intrinsic parameters and a matrix
of extrinsic or motion parameters. In this chapter, we present some algorithms of par-
tial and full motion estimation for both translation and rotation. We start with the
analysis of motion geometry for the minimal case of two images and then extend it to
three images. It should be added that the geometry between views is subject to a set
of constraints encapsulated in a so-called fundamental matrix and, at the end of the
chapter, several methods of its robust estimation will be given.
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2.1 Detection and matching of interest points

For many computer vision applications, we need to find the relation between images
taken from different perspectives. In other words, we need to find the movement of
image points in order to make assumptions about the object motion in the future. This
task is often defined as feature tracking (such as KLT [TKO91]) or feature matching.
These two terms are not interchangeable: tracking refers more frequently to videos or
image sequences with very small object displacements. In contrast, feature matching
is used for all other tasks: stereo-image pairs, complex contrast change etc. Their
scope of application is different, the goal, however, is still the same: find similar points
between two images. As a point does not contain much information (only one value
of intensity), it is characterized by a region around it which is referred to as window.
Its usual size is b x 5 pixels. It is important to notice that every image point is not
suitable for tracking (or matching) as many points look alike. Therefore, it is important
to find an algorithm allowing to detect image points that can be easily distinguished
from others. Such points are called features or interest points and they are mainly
characterized by strong contrast variations of pixel intensities in their neighbourhood.

Flat region — bad candidate

Edge

High intensity variations

i

Figure 2.1: Examples of feature detection on SEM image.

Different examples related to feature detection are shown in Figure 2.1. As it can be
seen, in the first case (Figure 2.1,a), the window represents a flat region corresponding
to background which has no contrast variations, therefore, it is a bad candidate for
tracking/matching. In the second case, the image contains an edge that is difficult to
distinguish from another region obtained by moving the window across the edge. This
property is used for edge tracking which goes out of the scope of this work. Finally, the
last example (Figure 2.1,c) with high intensity variations represents a good candidate.
These examples give an intuition behind feature detection and, obviously, nowadays,
there exist a number of algorithms allowing automatic detection of interest points.

The existing algorithms of automatic feature detection (detectors) perform the scan-
ning of image with a window of given size and decide whether a particular region is
distinctive enough to consider it as a feature. Thus, the detectors allow to attribute
a distinctiveness score to every block of pixels. Among them are Harris corner detec-
tor [HS88], FAST corner detection [RD05], Difference-of-Gaussians [Low04], etc.
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Once the interest points are detected, the next step is feature description which
consists in deciding how to represent the image information inside each region for
later matching [Rad13]. Description algorithm should be designed in a way that the
descriptor has the same values for all projections of the same 3D point under different
viewing conditions: camera motion, illumination change etc. The easiest way consists
in converting the interest point region to a vector. Then, two of such vectors coming
from different images can be compared to find a match. However, this approach is not
suitable for considerable geometric transformation such as complex rotations or changes
in scale. Thus, much more robust solutions appeared recently such as SIFT [Low04] or
SURF [BET+08] descriptors. In this work, we will use AKAZE algorithm for feature
detection and description [ABD12; ANB11] which has a better performance comparing
to the state-of-the-art SIFT/SURF techniques. Moreover, it is a part of free open-
source OpenCV library [Bra00].

At this point, having applied AKAZE for feature detection and description, we have
a set of feature points for every image of the sequence that now have to be matched. In
order to find a correspondence, feature descriptors are compared using a matching algo-
rithm. The simplest one consists in computing the difference between values of two vec-
tors using either sum of absolute differences (SAD) or sum of squared differences (SSD).
More efficient approaches are based on a nearest neighbor search [HAA16]: the random-
ized k-d forest and the fast library for approximate nearest neighbors (FLANN) [ML09;
ML14]. The last one is used in this work. An example of feature matching applied on
SEM images is presented in Figure 2.2.

Figure 2.2: Example of feature matching on SEM images.

Mathematically, a set of feature correspondences is represented as a matrix W that
will be further referred as measurement matriz:

W, qi qé qé;
W, Q 9; --- 9
w=| ‘“|=|" = 7 (2.1)
Wy a¥ o ... a¥
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with
W;=ldi o) ... dp] (2:2)
where W, is the set of features extracted from the i-th image, a vector q} =
(qz, gy, 1) " represents pixel coordinates of first feature extracted from the third image,
N is the number of images, P is the number of features.
Several remarks are to be done about the measurement matrix:

e the number of columns is equal to the number P of extracted features,
e one column corresponds to N (number of images) projections of one 3D point,

e the number of rows is equal to 3N in homogeneous coordinated and to 2N in
non-homogeneous coordinates (rows with ones are omitted),

e all features are viewed in all images.

In case where the features are not viewed in all images, we speak about full mea-
surement matriz YWy which is filled with zeros if the features are not detected on the
corresponding image. During its formation, the condition is that the feature must be
present at least in two images. The full measurement matrix may have the following
form:

af @ ... 0]
4 9@ -

Wy= 10 @ ... dp (2.3)
0 0 ... gp

Here, the first feature is viewed in first two images, the second feature in images
(1,2,3), etc. The measurement matrix can be easily obtained from its full form by
suppressing the columns containing zeros.

It is worth noticing that for the remainder of this work, all the information about
the motion and structure as well as calibration parameters will be obtained from the
the measurement matrix only.

2.2 Camera modelling

At this point, the measurement matrix is obtained and we know that the displace-
ment of 2D projections is due to the object motion (the motion of the robotic stage).
However, for the remainder of the manuscript we will consider that the camera is
moving and the object is fixed. Both situations are geometrically equivalent which is
demonstrated in Appendix B, yet, the latter one simplifies a lot the presentation. We
also know that a sequence of images is obtained using an affine camera, i.e., under
assumption of parallel projection.

Concerning the subject of motion estimation, it is known that motion parameters
as well as the camera intrinsic parameters are contained in the camera matrix which
has a special form in affine case [HZ03]:

Py= (2.4)

S % X
O % %
S % X
* ¥ ¥
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As it is defined up to scale, the matrix has 8 independent parameters. Moreover,
it can be further decomposed as:

af s 0 1 0 00 R t
P,={0 f0 0100 (000 1) (2.5)
0 0 1 0 0 01
K
T Tiz T3 e
A 0
= < éx? 1) T21 T9o2 T93 ty (26)
-~ \0 0 0 1
K
_ A2><2R2><3 A2><2E2><1 (27>
01x3 1
[ Mays tayg
B <01><3 1 ) (28)
Thus, the 2D projection q of 3D point Q is written as (in homogeneous coordinates):
q=PAQ (2.9)
or, in non-homogeneous coordinates:
q = Moyx3Q + t21 (2.10)

which is equivalent to

Qu
@\ _ (af s\ [(ru T2 T3 t,
(Qy) N < 0 f) (7“21 92 7"23) gy * (ty) (2.11)

This final form allows an easy definition of all 8 parameters of the affine camera:
e motion parameters (5):

— 2 translations: only in-plane translations are present which proves once
again that the image projections obtained with affine camera are invariant
to camera-object distance, t, (Result 1.2.2).

— 3 rotation parameters for 3D rotation matrix: only two rows are used, the
third one can be obtained as a cross product of the first two.

e intrinsic parameters (3): « is the aspect ratio; s is the skew parameter; f is an
overall scale factor, i.e. ’%el ratio.

Therefore, we aim to identify all the unknowns from measurement matrix only.
This Chapter is devoted to the estimation of motion parameter while the estimation
of intrinsic parameters is done in Chapter 3.
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a) Standard image coordinates b) Relative coordinates

Figure 2.3: Transformation from standard image coordinates to relative ones.

2.3 Estimating translation

The first step in identification of affine camera motion parameters consists in eliminat-
ing translation components which can be done by using relative coordinates. Remember
that affine camera projections are invariant to in-plane translations (Result 1.2.2). It
means that we may translate the centroid of 2D points into (0,0)". It is equivalent to
the situation presented in Figure 2.3 with

[

Nollite)
Do

W,=w— | (2.12)

qN

where @' is the centroid of points in i-th image defined as:

1 F
a =LY, 213
j=1
Finally, for the ¢-th camera:

t! = (Z) =q (2.14)

Thus, in relative coordinates the projection equation for affine camera (2.10) is
reduced to:

q=AR,,:Q (2.15)
= M1,3Q (2.16)
where ~ symbol denotes points expressed in relative coordinates. For the remainder

of the Chapter we consider that relative coordinates are used and ~ symbol will be
omitted.
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2.4 Estimating rotation

The estimation of rotation parameters is a crucial step for a variety of robotics and
computer vision applications including 3D reconstruction. Recent works demonstrated
that it is possible to extract the rotations from SEM images but only with some ad-
ditional information, such as focus or known object structure. These methods can be
subdivided in two main groups.

The first group of motion estimation techniques is based on pose computation.
In [CMH+16], positions along z- (t,) and y-axis (t,), and rotation about the optical
axis (R,) were computed using Gauss-Newton method by minimizing the sum of the
projection errors of some points of a pre-defined 2D model. Authors assumed that
the object, while moving, stays on the plane parallel to the image plane. However, if
the object performs a more complex 3D movement, the results may be inaccurate as
the impact of rotations R, and R, cannot be neglected. In [KDNO09], the developed
solution based on augmented reality approach used the search for 3D CAD model
in the 2D images of SEM by minimizing the distance between lines extracted from
images and those of the model. The pose, comprising position and orientation, was
computed efficiently, but the method works only for polyhedral structures. In another
example, while working on 3D reconstruction in SEM, Tafti et al. obtain the full object
motion information but the tilt angle of the stage and SEM calibration matrix were
known [TKA+15].

The second group of motion estimation methods is based on the matching of a
pre-defined 2D model. In [SF06] and [RZH+12], cross-correlation was used, whereas
in [FWH+07] model was represented by active contours and motion was estimated from
the minimization of the active contours and the object detected edges. Both methods
have the same drawback of [CMH+16]: as the rotations R, and R, are not considered,
measured quantities may be inaccurate. In [MTD-+16] an interesting method was
proposed, it is based on the work described in [KR08] which used spherical Fourier
transform to compute the rotations R,, I, and I2,. The method is promising, however,
it was only tested on simulated SEM images and not in real conditions.

In this chapter, we describe a method allowing to recover full 3D rotation of the
camera relying on the obtained images only, without using supplementary sensors. At
our knowledge, this way of finding rotations have never been presented in microscopy,
and, in particular, in SEM community. However, the estimation of object motion
and structure for affine camera received much attention in computer vision community
in 90’s [Pri96; SK97; TK92]. One of the first and the most representative work is
the paper of Koenderink and Van Doorn [KV91] with a deep analysis of two-view
relations. Another outstanding work was done by Shapiro et al. in [SZB95]: authors
developed an iterative approach allowing to find the motion from three-views. Most of
these methods were tested only on synthetic data and have never been applied to SEM
images. The approach of full 3D rotation estimation presented here is direct and based
on spherical trigonometry. Moreover, the way of rotation decomposition shown below
is the most suitable for such steps of 3D reconstruction as autocalibration (Chapter 3)
and dense matching (Chapter 4). In addition, camera calibration is not needed.

The coming sections have the following structure:

e first, we present a geometric interpretation of camera rotation (Section 2.4.1) and
its decomposition in three elements in a way suitable for further identification;
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e secondly, we analyze the minimal configuration where only two images are avail-
able (Section 2.4.2). The conclusion is that only two rotation angles out of three
may be recovered due to the bas-relief ambiguity (Section 2.4.3);

e finally, by adding a third image, full 3D rotation is estimated using spherical
trigonometry (Section 2.4.4).

2.4.1 Rotation matrix decomposition

Before starting to work with images, it is important to understand under what condi-
tions they were formed, i.e., to understand the properties of affine camera that will be
used further for the derivation of geometry between views:

e affine camera is invariant to the motion along the optical axis of either object or
camera itself (Result 1.2.2);

e affine camera is invariant to translations in image plane (Result 1.2.2);

These two properties allow to draw the following conclusion: for the views taken with
the same affine camera, the camera centers are on the surface of a sphere if relative
coordinates are used.

Result 2.1: Geometry of multiple affine views

For the views taken with the same affine camera, the camera centers are on the
surface of a sphere if relative coordinates are used. And this sphere corresponds
actually to the plane at infinity.

Proof. Sphere is defined as a surface with every point equidistant from its cen-
ter. As it was already mentioned, the affine camera is invariant to the camera-object
distance and its center is at infinity for all orientations. Thus, all camera centers are
on the sphere with infinite radius. Moreover, when relative coordinates are used, the
optical axis passes through the world origin [Qua96]. All these elements lead to the
situation presented in Figure 2.4.

From the Figure 2.4, one can remark that the rotation matrix relating a pair of
views (I,I') may be decomposed as follows:

1. 0, angle between & axis of the first frame I and the plane COC";
2. p, angle of out-of-plane rotation around the axis perpendicular to plane COC’;
3. ¢, angle between T axis of the second frame I' and the plane COC".

All these steps are represented in Figure 2.5. Finally, for any pair of images taken with
affine camera, the rotation can be written as:

R =R.(0)R,(p)R] (9) (2.17)

The following sections are devoted to methods allowing the identification of these angles
from images only.
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World origin

Camera centers

Figure 2.4: Geometry of motion between two views taken with an affine camera (C
and C’). The motion between cameras is a composition of three rotations with angles

0, p, and 6.

2.4.2 Two-view geometry

Assume two images (I,T') were taken with the same but moving affine camera. Obvi-
ously, there is a strong link between them. Consider first that the images were taken
with a perspective camera (Figure 2.6,a):

A projection of 3D point Q on the first image is given by the intersection of the
projection ray with the image plane. Projection ray, is a ray that connects the 3D point
with the camera center C. Remark that all 3D points lying on the projection ray C@
will give exactly the same projection on the first image. However, in the second image,
this set of points projects into a line I. This is also true for the inverse situation, with
the line 1 in the first image. These properties form an epipolar geometry, and lines
1 and 1" are called epipolar lines. Algebraically, epipolar geometry is represented by
a 3 x 3 matrix F, fundamental matrix, allowing to define the epipolar constraint (in
homogeneous coordinates)':

(d)'Fq=0 (2.18)
and
1 — FTq/
{l’ _F (2.19)
=rq

where 1 represents the line l;x + loy + I3 = 0, the same is true for 1.

In case of affine camera the situation is slightly different as camera centers are at
infinity (Figure 2.6,b). Actually, as the projection rays are parallel, all epipolar lines
are parallel, and, which is of high importance, the epipolar planes are also parallel to

'Fundamental matrix is estimated from a set of point correspondences, i.e., from measurement
matrix W in Section 2.6
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R.(~0) = R (0)

Figure 2.5: Rotations decomposition between two images taken with an affine camera
(relative coordinates are considered).

camera centers at infinity
(on the surface of the shpere)

(a) Perspective (b) Affine

Figure 2.6: Epipolar geometry.

each other and to the plane COC’ (Figure 2.4). Therefore, the epipolar line passing
through the point (0,0)" is the projection of the plane COC’ to the corresponding
image frame (as in Figure 2.5). As a result, the slopes of epipolar lines define exactly
the angles 6 and 6'.

As in (2.19), the epipolar lines can be identified from the fundamental matrix that
has a particular form for affine camera [SZB95]:

00
F=[(0 0 (2.20)
c d

Qo

where a,b,c,d, and e are real numbers. Using the expression for epipolar lines (2.19),
for an affine camera, the following can be written:

P / / T
{1 = (¢,d,aq), + bq, +¢) (2.21)

' = (a,b,cq, +dg, +e)"
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It proves once again, that for all image points, the epipolar lines are parallel as their
slopes do not depend on point coordinates.
As a result, the slopes of epipolar lines, 6 and 6’ are:

{9 = arctan (—g) (2.22)

0’ = arctan (—%)
where a,b,c,d are the elements of affine fundamental matrix. Visibly, the precision of
angle’s estimation highly depends on the quality of F and in Section 2.6, we present
and compare several algorithms allowing accurate and robust estimation of fundamental
matrix.

Next step of rotation estimation would be the estimation of out-of-plane rotation p,
however, it is impossible to do it from two images only due to the bas-relief ambiguity
to which the next section is devoted.

2.4.3 Bas-relief ambiguity

When an unknown object is viewed under parallel projection, there is an ambiguity in
determining its 3D structure and motion. Actually, from two views of an object with
depth variation AZ; rotating to p; is indistinguishable from the object with depth AZ,
rotating to py (Figure 2.7). In other words, a shallow object experiencing a large turn
(i.e. small AZ and large p) generates the same image as a deep object experiencing a
small turn (i.e. large AZ and small p) [HZ03].

Image plane (xy)
y&@ r» x
I projection
rays

1AZ,

AZ,

z

Figure 2.7: Bas-relief ambiguity.

Therefore, from two affine views, the scene (motion and structure) may be recovered
only up to the combination of depth variation and out-of-plane rotation p [SZB95].
Result 2.2: Bas-relief ambiguity

From two affine views, the scene (motion and structure) may be recovered only
up to the combination of depth variation and out-of-plane rotation p.

Proof. Consider two images of a 3D point Q taken with the same affine camera
from different view points: P and P’. As a first step, the problem may be simplified
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assuming that the cameras are in canonical forms, so that:

1000
P=10100
0001

R’ t
P’ =
(01><3 1)

where R’ corresponds to the first two rows of the rotation matrix. Translation t' may
be considered null by using relative coordinates.
Knowing that the projection of 3D point Q is:

q=PQ

with P in canonical form we obtain:

{Qr = ¢, Qy = ¢y} (2.23)

Assume the simplest situation where second camera performed a pure rotation by
an angle p around ¥ axis, so that:

cos(p) 0 sin(p)
R’ =rot,(p) = 0 1 0

—sin(p) 0 cos(p)

Finally, we can write

(q;) _ (COS(p) 0 Sin(p)) ng
7, 0 1 0 b

that gives a system with two equations:

¢, = cos(p)Qx + sin(p)Q-
{ y (2.24)
qy - Qy
or, by substituting (2.23) in (2.24):
q., = cos(p)gz + sin(p)Q.
{ o (2.25)
qy - Qy

2

As a result, we see that z-projection is non-linear and depend on a term ”sin(p)@.”,
i.e. on a combination of out-of-plane rotation (one for each image) and object depth
variation (one for each correspondence). It means that, from two images, it is impos-
sible to obtain 3D reconstruction if angle p and depth variation (), are both unknown.
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Projection of
spherical triangle
C1CoCs

Image 3

Figure 2.8: Three-view geometry: camera centers C;, Cy and Cj are located on the
surface of a unit sphere and form a spherical triangle.
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2.4.4 Three-view geometry

To avoid problems related to bas-relief ambiguity, we propose to add one more image
that will add new constraints on both 3D structure and motion. Three view configu-
ration in case of an affine camera is represented in Figure 2.8. Assuming that relative
coordinates are used, we may consider that the origins of all image frames lie on the
sphere with the world origin O as its center. The polygon C;CyCj3 (on the surface of
the sphere) represents a spherical triangle as it is formed by intersection of three great
circles, one for each pair of frame centers. Great circle is a circle that has the same
radius as the sphere. It means that it is possible to use the whole branch of geometry
describing the relations between sphere elements, spherical geometry and trigonometry.
Spherical triangle has the following properties:

1) Angles <C, <Cs, <<C3 (symbol < denotes spherical angle). The angles of the
triangle are equal to the the angles between the tangent vectors of the great circle arcs
where they meet at the vertices. In our case, it represents the angle between epipolar
lines from two other images, e.g., the angle <C'; is measured in the first view as the
angle between epipolar lines is defined by images 2 and 3 (Figure 2.8):

<Oy =10, — 104 (2.26)

where ‘6; is the slope of epipolar line in image 7 defined by image j. These angles are
found using (2.22).

2) Sides C1Cy, C1C3 and CyC5. According to the theory of spherical geometry, the
lengths of the sides of spherical triangle are numerically equal to the radian measure of
the angles that the great circle arcs subtend at the centre. It means that, revising our
configuration, one can conclude that the sides of the triangle are equal to the angles p
that could not be measured in two-view case:

P12 = 401002 (227)

Thus, we have all the elements of the triangle expressed using rotational parameters
of camera positions:

<[C1 - 102 - 1&3
1Cy = 20, — 205 (2.28)
<03 - 301 — 302

and
P12 = Cng = 401002

P13 = 0103 = 40106'3 (229)
p23 = CoC3 = LC,0C5

In the presented configuration, the angles of the spherical triangle are recovered
using image pairs and (2.22). The problem of solving spherical triangle, with its angles
known, is quite common and can be solved by applying a supplemental cosine law of
spherical trigonometry. Using presented notations, it has the following form:

cos(C3)+cos(C) cos(Ca)

sin(C1) sin(C2)
cos(C2)+cos(Cq) cos(C3)

sin(C1) sin(C3) (230)
cos(C1)+cos(Cs) cos(C3)

sin(C?) sin(C3)

P12 = arccos

P13 = arccos

P23 = arccos
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Thus, all rotational parameters are recovered: slope angles /6; were calculated us-
ing (2.22) and p;; using (2.30). The rotation /R; matrix can be then obtained by
substituting these values in (2.17). The final algorithm is summarized in Algorithm 1.

Algorithm 1 3D Rotation estimation for SEM from three images

acquire three images of the scene with different orientations: I, I, I3
extract and match features (at least four correspondences are needed)
find fundamental matrices Fio, Fi3, Fo3 (Section 2.6)
estimate slope angles (2.22)
solve spherical triangle C;CyCy (2.28, 2.30)
Full 3D rotation matrices are:

Ri =13

R, = R.(*01)R, (p12) R (*62)

R; = Rz(391)Ry(P13)RZ(193>

2.5 Experimental validation

In order to evaluate the performance of the proposed method, two types of experiment
were conducted. First, the method was tested on the manually generated sequence
of virtual images using MATLAB. Secondly, two image datasets coming from SEM
Carl Zeiss Auriga 60 were used. The features were obtained using AKAZE descrip-
tors [ANB11] from OpenCV library [Bra00] and then matched (Section 2.1). The
fundamental matrices were obtained using the algorithm presented in Section 2.6.

2.5.1 Synthetic images

Virtual image sequence represents an image set containing 150 images of a diamond
(Figure 2.13) with predefined pose. The orientation of the object (diamond) was es-
timated for all frames using the method presented above. The resulting graphs (Fig-
ure 2.9) allow to compare the estimated values with the predefined ones. As a result
the error stays inferior to 1 microdegree for all orientation Euler angles, which allows
first validation of the method. It is important to notice that it is possible to measure
object orientation for the second image but only at the moment when the third one
becomes available. This fact is also reflected in Figure 2.9.

2.5.2 SEM images

Estimation of camera rotations was conducted on two SEM image datasets. First,
seven images of Potamogeton, a pollen grain of an aquatic plant acquired with Carl
Zeiss AURIGA 60 FE-SEM (Figure 2.10,a). The rotation was performed by tilting the
stage of 3 degrees for every image. Second, End effector dataset which contains seven
images of a tip of the end effector of a microgripper (Figure 2.10,b). The movement be-
tween images was realized using a 6-DoF robot mounted inside the microscope, first, by
the steps of 3 degrees about each axis and then by 5 degrees. Features were extracted
and matched, the fundamental matrices were found using Gold Standard algorithm
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inside MLESAC scheme (Section 2.6) and the rotations were then recovered using the
presented method. The estimated values are presented in Table 2.1. Obtained angles
are very close to true ones with a deviation inferior to 0.3 degree.

Rotation about X axis Rotation about Y axis

0 . : ‘
10+ 1
o -5t ]
b5y oh ]
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L 207 ~ = - estimated| @
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Images Images

Figure 2.9: Errors in orientation measurement for virtual image sequence of a diamond.
Sequence contains 150 images.

Euler angles Estimated angles
in degrees in degrees
R. R, R.| R. R, R,
Potamogeton:
I 0 0 0 0 0 0
Iy 0 3.00 0 -0.03  3.02 0.07
I3 0 6.00 0 0.07 6.03 0.10
1y 0 9.00 0 0.19 9.02 0.17
I 0 1200 0 0.19 12.03 0.22
I 0 15.00 0 0.38 15.06 0.29
17 0 18.00 0 0.33 18.04 0.32
End effector:
I 0 0 0 0 0 0
Iy 0 0 3.00 0 0 2.96
I3 0 3.00  3.00 0 2.98  2.96
Iy || 3.00 3.00 3.00| 298 298 296
Is || 3.00 3.00 8.00| 298 298 8.00
Ig || 3.00 8.00 8.00| 298 7.93 8.00
Figure 2.10: One of the images from: a) I, || 800 800 800| 7.97 793 8.00

Potamogeton dataset, pollen grain (mag-

nification: %1000, image size: 2048 X Table 2.1: Comparison between true Eu-
1536); b) End effector dataset, end ef- ler angles and estimated (in degrees) for
fector of a microgripper (magnification: two SEM image datasets, Potamogeton

%2000, image size: 1024 x 768). and End effector.
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2.6 Affine fundamental matrix

From previous sections, the method allowing estimation of full 3D rotation is entirely
based on the elements of fundamental matrix which is why we decided to devote a
separate section to its estimation and analysis of its quality.

Recall that, in the case of parallel projection, the fundamental matrix is called affine
and has the following form:

F—

o O O
QU O O
o o R

where e is often taken as one, a,b,c,d are real numbers. The fundamental matrix
is estimated from a set of point correspondences (measurement matrix). One of the
methods dedicated for the estimation of affine fundamental matrix is the Gold Standard
method [HZ03] given below.

Result 2.3: Gold Standard algorithm

Assume one correspondence is represented by the vector c;:

Ci = (qlm7 qu qz qy)T

Then, in order to work with relative coordinates all points are centered in (0, 0)":

C;,=¢C; —C

where ¢ is the centroid of points computed as:

1 N
E:NZC’L

with N the total number of correspondences found. It allows the construction
of N x 4 matrix A with rows &; . Then, if the singular vector corresponding to
the smallest singular value of A is denoted as N, all five elements of F can be
found using:
(a,b,c,d) =NT
e=-N'c

The fundamental matrix is then obtained using Equation (2.20).
The Gold Standard allows to find such fundamental matrix that minimizes the

residual error which represents the mean distance from all points to the corresponding
epipolar lines:

N
1 T
s =y 2 [d(d Fay)? + d(a,, o))’ (2.31)

where q; is the i-th feature extracted from the first image, q; from the second image,
d(-,) is the geometrical distance.
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[ START ]
|
¥

Choose randomly 4 correspondences

(minimal configuration)
¥
Compute fundamental matrix F using Gold Standard algorithm
Get the error for all correspondences (Eq. 2.31)
Evaluate the score s with the cost function

Sbest = S
R 2

no Store F

no
Max iteration achieved?

[ END ]
Figure 2.11: Algorithm of robust estimation of fundamental matrix for a SEM image
pair.

The main drawback of this method is the lack of robustness towards the presence
of outliers or mismatches. Thus, we turned our attention to a family of solutions
regrouped by the name of robust estimators such as Least Median of Squared (LMedS)
or RANSAC. Both methods are iterative and based on a random selection of a small
subset of samples which is used for model estimation. Then, using their proper loss
function, they obtain a score for the given model, i.e. how well the model fits to the
data. After a number of iterations, the model with the best score is retained as the
solution of the problem. The algorithm is presented in Figure 2.11. It is the same for all
robust estimators reviewed in this work: the difference is in their cost functions. Four
estimators were chosen for tests: LMedS [Rou84], RANSAC [Hub05], MSAC [TZ00],
and MLESAC [TZ00]. At first, we describe the steps that are common for all methods
and then explain the difference between them.

How many samples represent the minimal configuration? The first step of the algo-
rithm consists in a random choice of a number of samples that represent the minimal
configuration, or, in other words, the minimal number of samples needed for model
estimation. In case of affine fundamental matrix this number is four. Only four corre-
spondences are need to obtain an unique fundamental matrix for a pair of affine views.
It can be verified by developing an epipolar constraint (by substituting 2.20 in 2.18):
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for a correspondence defined by the vector (q,,q,, ¢, q,)", the epipolar constraint is
written as:
aq, +bq, + cqz +dg, +e=0 (2.32)

which is a function of four parameters as e is the common scale factor. Thus four of
such equations are sufficient.

How is the model estimated from samples? In order to estimate the model, we use
the Gold Standard algorithm presented above (Algorithm 2.6).

How the error is estimated? For all algorithms, the error is estimated as the distance
from the 2D point to the corresponding epipolar line given by the current model (2.31).
By developing it, we obtain that for the i-th correspondence, the error is given as:

g = <a2 _1'_ 7 + > _il_ d2) (aqy; + bqy; + cqui + dgy; + e)? (2.33)
All errors can then be assembled in a vector € = (g1, €9, ...,en) .

How many iterations are necessary? For the successful estimation, the number of
iterations should be sufficient to pick a subsample with all the inliers at least once.
This aspect is well studied in the litterature [CKY09]. As a the result the number of
iterations, sufficient with probability p, is taken greater than:

log (1 —p)
" log (1— )
where m = 4 in our case, as it represents the minimal configuration, v is the probability
to pick an inlier, or, ratio of inliers over the total number of points.

N; (2.34)

Algorithms
Consider first the LMedS algorithm. The cost function is defined as follows:

CLMeas = median(e?) (2.35)

which shows that the goal of the algorithm is to minimize the median of errors. In
order to give a reliable estimate, the sample set must contain at least 50% of inliers, i.e.
correct points. Remark, that the cost is estimated from the vector of errors which is
no longer true for the remaining algorithms. For them, the cost is estimated for every
data point separately, while the global cost is obtained as the sum of this costs:

Npts

C=> Cle) (2.36)

The first we want to mention and the most used one is RANSAC (Random Sample
Consensus) that seeks to maximize the inliers ratio. The cost function is given as:

const &7 > ¢

0 g2 < t?
Cransac(ei) = { ; (2.37)

where t is a threshold allowing to judge whether a given point is an inlier. We can see,
that this algorithm does not take into account the quality of inliers as they all have
the same cost.
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MSAC
MLESAC

Penalty value

threshold Error

Figure 2.12: Cost functions for different RANSAC-based robust estimators.

Both these algorithms, LMedS and RANSAC, appeared in 1980’s and received much
attention ever since in many different fields including computer vision. RANSAC is a
parent of more than ten methods that were carefully analyzed in [CKY09]. Authors
divide the algorithms into three main groups having different objectives: accurate,
fast and robust. In present work, we aim to obtain the 3D reconstruction of the
highest possible quality, thus, two algorithms were chosen. MSAC, which stands for
M-estimator Sample Consensus, is the algorithm in which every inlier have a penalty
score given by how well the point corresponds to a model:

g2 e? < ¢?
Cumsac(ei) = {t2 s g2 (2.38)

The last method, MLESAC (Maximum Likelihood Sample Consensus), uses the
probability distribution of error by inlier or outlier to evaluate the estimated model
which allows to find a maximum likelihood solution. The cost function is of the form:

1 g2 1
Cumiesac(ei) = —1In (’y\/mexp (— 202) +(1- 7);) (2.39)

where, «v is the inliers ratio, o is the noise variance and v - size of error space. Thus,
three parameters need to be defined. v is often chosen to have the value of 0.5 that
is than recalculated at each iteration using expectation minimization algorithm. Fig-
ure 2.12 shows the comparison between cost functions of RANSAC family algorithms.

Experiments

The application of these algorithms (LMedS, RANSAC, MSAC, MLESAC) for the
estimation of fundamental matrix has already been proved by several works [LF96;
T700; ZDF+95]. The presented analysis of accuracy has a different purpose: find an
algorithm that gives the most accurate estimation of slope angles 6 and #'. Thus, it
is this criteria that will allow to judge what algorithm is the most suitable for motion
estimation and 3D reconstruction.

As we do not have any information about epipolar lines in real images, we generated
a pair of synthetic images. The object in them has a form of a diamond containing 22
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Figure 2.13: A pair of synthetic images of a diamond.

vertices?. The goal is to estimate the robustness and accuracy of slope angles estimation
towards noise. According to [HZ03], a valuable assumption may be to represent the
noise by Gaussian distribution with zero mean and variance o2,,... This noise was
generated using Box-Muller algorithm [BM58] and added to point coordinates.

Four different tests were conducted and an image pairs for each were generated
in different conditions presented in Table 2.2. All of them have the same procedure.
First, image pairs are generated, and the correspondences are obtained directly by
projecting the 3D points. Then, a noise with corresponding variance is added to image
coordinates and the fundamental matrix and slope angles are estimated. The procedure
is repeated 1000 times for every test. Final results presented in Figure 2.14 are in the

form of standard deviation of angles (6; and 0, respectively).

Table 2.2: Conditions for four different tests of accuracy of slope angles estimation.

0, deg | ¢, deg | p, deg | % of outliers
1 5 10 5 0
2 5 10 5} 10
3 5} 10 ) 20
4 5} 10 20 0

From the obtained curves, we can draw the following conclusions:

Test 1 shows the performance of the algorithm in the absence of outliers. The best
estimation is given by MLESAC algorithm with the standard deviation of error not
exceeding 3 degrees which is not negligible. Other algorithms have similar performance,
however, the error is bigger for approximately one degree.

In tests 2 and 3, the set contained 10% and 20% of outliers, respectively. The best
accuracy is still given by MLESAC algorithm and it shows the lowest quality decrease,
i.e., the highest robustness: error stays inferior to 2 degrees for noise levels up to 0.5
pixels and up to 4 degrees for noise variance equal to one pixel.

A very interesting result is given by the test 4 in which there is no outliers, however,
the angle of out-of-plane rotation was increased by a factor of four: from 5 to 20 degrees.
The test shows that it has a drastic impact on the quality of angles estimation: the
error stays inferior to one degree for all noise levels and with all algorithms (MLESAC
is still the best).

2The 3D coordinates of vertices are given in Appendix C



62 MOTION ESTIMATION

0% outliers, p = 5° 0% outliers, p = 5°

4 4
) )
= =
52 — Y
© LMedS [°®

RANSAC
0 ' ' ' MSAC | 0 ' ' ' '
0 0.2 0.4 0.6 MLESAC 0 0.2 0.4 0.6 0.8 1

10% outliers, p = 5° 10% outliers, p = 5°

| |
6t - 6t -
=4 . 1 =4 . '
<) o)
) 2t . e} 2t .
0 / : : : : 0 / : : : :
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
20% outliers, p = 5° 20% outliers, p = 5°
8 - - - - 8 - - - -
6 6
x 03
N3] O
=4 =4
¢ 3
2 2
0 : : : : 0 : : : :
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
0% outliers, p = 20° 0% outliers, p = 20°
2 - - - - 2 - - - -
= =
O O
S =1
9 9
) )
0 / : : : : 0 : : : :
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
U?Loise (pm:el) U?Loise (pwcel)

Figure 2.14: Robustness of fundamental matrix estimation algorithms. Every row
corresponds to a test from Table 2.2. Left column corresponds to the standard deviation
of 6. Right column gives the same information about ¢'.
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This fact plays also a crucial role for 3D reconstruction: it demonstrated that, for
better quality, it is important to use images obtained with a wide baseline (with an
out-of-plane rotation bigger than 15 degrees). However, for a pair of such images, the
search for correspondences may be complicated as image endures an important change
in the luminosity, contrast and the form of the object. Therefore, to obtain a high
quality 3D reconstruction, we propose to use not two but several images obtained with
small Ap of about 3 degrees, but, the rotation between the first and the final image in
the sequence should be as big as possible.

2.7 Conclusion

In this chapter, we studied the problem of motion estimation from SEM images. While
for classical cameras this problem can be solved from only two images, it is impossible
in SEM case due to the parallel projection that creates the bas-relief ambiguity. In
contrast to other works in the field that suggest adding new sensors to the system
(mostly focus), we proposed a method based on images only, by using three images
instead of two.

Our solution is based entirely on the elements of the fundamental matrix that
defines the epipolar geometry between views. By exploring the geometry between any
pair of images taken with an affine camera, we came to the conclusion that, for all
frames, camera centers are located on the surface of a sphere. The latter opened a
possibility to apply all methods of spherical trigonometry which allowed to estimate
full 3D camera rotation by using its decomposition on slope angles of epipolar lines
and one out-of-plane rotation.

Concerning the performance of the algorithm, it should be noted that its robustness
highly depends on the robustness of fundamental matrix estimation. Thus, several
robust estimators were tested and compared and the best results are given by MLESAC
estimator. The rotation estimation was validated on synthetic image sequence and real
SEM image.

It is important to add that the method still have some limitations. Actually, for
a particular motion sequences, the estimation of full camera rotation with the given
method is impossible. Such motion sequence is called critical (CMS, for critical motion
sequence) [Stu97]. In the present case, any motion that results in the fact that all
camera centers are located on the same great circle is critical. In other words, camera
centers do not form a spherical triangle. First, the estimation is impossible if camera
rotates about its center. Secondly, if the motions are pure translations. Thirdly, orbital
motion, i.e. all camera centers are on the same great circle.

Finally, this chapter gives a group of methods allowing to estimate a part of camera
matrices, i.e. extrinsic parameters (motion). Next chapter is devoted to the estimation
of intrinsic parameters using the technique of autocalibration that includes the refine-
ment of motion parameters. Moreover, for this algorithm, the orbital camera motion,
which is a very common way of image acquisition in SEM, is not critical.
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Autocalibration

Contents
3.1 Introduction . . . . . . . . . ... 66
3.2 Intrinsic parameters . . . . . . . ... oL e 68
3.3  Cost function formulation . . . . . . . . . . ... oo 69
3.3.1 Imitial values . . . . . . . . ... e 71
3.3.2 Bound constraints . . . . . . . . .. e 72
3.3.3 Regularization . . . . . .. ... 73
3.4  Global optimization . . . . . . . ... L L L 73
3.0 Experiments . . . . . . .. e 76
3.5.1 Robustnesstonoise . . . . . . . . .. ... e 77
3.5.2  Convergence Tange . . . . . . . e vt e i e e e 79
3.5.3 Realimages . . . . . . . . . e 79
3.6 Conclusion . . . . . . . . . . . e 81

This chapter deals with the task of autocalibration of SEM which is a technique
allowing to compute camera intrinsic parameters. In contrast to classical calibration,
which often implies the use of calibration object, auto- or selfcalibration is performed
directly on the images acquired for a different visual task, which is 3D reconstruction
m our case. First, we start with a motivation towards autocalibration and description
of intrinsic parameters for parallel projection case. Then, as autocalibration represents
an optimization problem, we present all the steps contributing to the success of the
algorithm: formulation of the cost function incorporating metric constraints, initial es-
timate of parameters, definition of bounds, reqularization, and optimization algorithm.
Combined with the algorithms from the previous chapter, the method allows full estima-
tion of camera matrices for all views in the sequence which is then validated on SEM
images.
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Figure 3.1: Position of the chapter in the project.

3.1 Introduction

In previous chapters, we have seen some crucial elements of 3D reconstruction algo-
rithm: analysis of affine camera properties and the estimation of camera motion during
image acquisition process. Recall that camera matrix includes two main types of pa-
rameters: motion parameters and intrinsic parameters. The estimation of latter ones is
the core of this chapter that, in combination with the previous chapter, will allow full
estimation of camera matrices (Figure 3.1). In the classic case, when a special object is
used, the procedure devoted to the estimation of intrinsic parameters is called calibra-
tion. However, in the present work, we aim to estimate these parameters directly from
the images taken for 3D reconstruction which can be done by using the techniques of
self- or autocalibration.

Actually, in case of SEM, autocalibration has even more advantages than with stan-
dard cameras. Even if this subject is well studied, for an affine camera the calibration
can be very complex due to the following reasons. As mentioned in Section 1.4, first,
in most cases it requires a calibration object. It often means a special step of fabri-
cation of such an object, which can be very expensive and time consuming especially
when working with SEM. Moreover, it is very difficult to guarantee the quality of its
fabrication, which has a profound impact on the precision of further image processing.
Secondly, the classic calibration [Zha99] needs to be done offline, which can be very
restrictive in some applications where the calibration object can’t be placed in front
of the camera once the operation started. Thirdly, which includes partially the sec-
ond point, there is a problem of maintainability of calibration parameters. In order
to re-calibrate a camera, the main operation task should be stopped. All these points
contribute to turning our attention towards the techniques of auto- or selfcalibration.

At this point, it is important to mention that computation of intrinsic camera pa-
rameters is inseparable from camera motion. In fact, autocalibration is a method of
calibration, allowing to recover both the intrinsic and extrinsic camera parameters, that
is carried out using the same images required for performing the visual task [FLM92].
Generally, all autocalibration methods use a projective reconstruction as a starting
point. It is important to notice that there are several levels of reconstruction. Pro-
jective reconstruction that is different from the true one only up to a 3D projective
transformation [Har94]. Affine reconstruction differs up to an affine transformation
and the euclidean reconstruction up to a similarity transformation. In the literature,
Euclidean reconstruction is often referenced as similarity or metric reconstruction. Fur-
thermore, in this work, the term metric will be referred only to a true reconstruction
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with the known scale. In our case, as there is no particular information about the
object size only Euclidean reconstruction is achievable, i.e., an up-to-scale reconstruc-
tion. There is a variety of methods for projective reconstruction computation and
the most common ones are factorization-based methods [DLH10; ST96]. Then, once
the projective reconstruction is obtained, the goal of autocalibration algorithms is to
determine a rectifying homography H from autolibration constraints and transform
the reconstruction to Euclidean one. However, these methods are often blamed for
instability [O1i00].

In case of affine camera, by using a factorization techniques, it is possible to di-
rectly obtain an affine reconstruction [TK92]. It means that the plane at infinity is
already in its canonical position and the goal of autocalibration is to determine the
intrinsic parameters of the camera in order to upgrade the reconstruction form affine
to Euclidean. A variety of methods are based on the use of some calibration constrains
(zero skew, known ratio, etc.) or motion constraints (pure rotation, planar motion,
etc.) [PV99; Stu97; Trig8]. One of the most significant article in the field of autocali-
bration of affine camera is the work of Long Quan [Qua96]. In his paper, the author
proposes a method allowing to upgrade the affine reconstruction obtained with a fac-
torization algorithm to the Euclidean one by using an optimization algorithm. The
goal is to find a non-singular 3 x 3 homography matrix and the criteria of optimization
is based on Euclidean motion constraints. One of the steps of estimation contains a
Cholesky decomposition, which accepts only positive-definite matrices, which cannot
be guaranteed in the presence of noise in real images. Thus, the author proposed an
elegant way to avoid this problem by imposing the constraints on the matrix to decom-
pose and assures by this that it is positive-definite. However, the experiments that will
be presented further have shown that the method of Long Quan (further referenced
as LQ) can not guarantee the respect of the metric constraints, such as aspect ratio
close to one. A more detailed description of the intrinsic parameters will be given in
Section 3.2.

As many other selfcalibration algorithms, LQ uses local optimization that aims
to find a local minimum of the objective function, the minimum that is the closest
to the initial solution. However, it is not sufficient for the application presented here,
because the objective function contains non-linearities which results in non-convex cost
function. It means that one should use more complex techniques allowing to expand
the search space. More recently, this problem was adressed by the methods of global
optimization. Fusiello et al. in [FBF+04] address this problem by an interval branch-
and-bound method employed for numerical minimization based on constraint on the
fundamental matrix. In [CAK+-07], the global optimization is used to compute the dual
image of the absolute conic to find a rectifying homography. However, even if these
global optimization algorithms can guarantee a theoretical global optimality, their lock
is a computational time which turns out to be a critical issue for some applications.
According to Heinrich et al., the fundamental limitation of these algorithms is that
the minimized objective function has no particular geometric meaning which results
in instability of these methods [HSF11]. In return, they propose a method based on a
maximum likelihood objective function.

This chapter presents a new method of selfcalibration of SEM, an affine camera,
which allows to directly obtain Euclidean set of camera matrices by means of global
optimization, without passing by affine reconstruction. It is worth mentioning that we
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consider that camera intrinsic parameters are constant and the scene is rigid, i.e. the
change of 2D projections across the images is due only to the camera motion. The
sections of this chapter cover the following crucial topics contributing to the success of
the algorithm:

e formulation of optimization criteria that includes:

— error function
— bound constraints

— regularization

e global optimization algorithms.

Finally, similar to previous chapter, the auto-calibration will be tested on synthetic
images and real SEM images in Section 3.5.

3.2 Intrinsic parameters

For an affine camera, the matrix of intrinsic parameters has the following form:

af s 0 a s 0 A 0
K=(0 f 0] =diagt.f.1){0 1 0| =diag(s, 1,1) 0
0 0 1 0 01 00 1

with three parameters summarized in Figure 3.2:

e Aspect ratio a represents the ratio between height and width of one pixel. In
ideal situation its value is equal to one. It is also true for SEM images which was
confirmed in [CM14].

e Skew parameter s reflects the orthogonality level of ¥ and ¢ axis in image frame.
Its value should be close to zero.

e Overall scale factor f represents ’%el ratio. This value will be considered constant
and equal to one as we aim to achieve Euclidean reconstruction and not metric
one. In order to make the upgrade to metric reconstruction, one can use the
information about the pixel size for a given magnification which is generally

given by SEM manufacturer.

w { aspect ratio = w/h

skew parameter s pixel

h

Figure 3.2: Camera intrinsic parameters.
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3.3 Cost function formulation

The problem of autocalibration can be formulated as the following optimization prob-
lem:

arg min f(§) (3.1)

£eR™

where £ is a vector of camera’s parameters (both intrinsic and extrinsic) and f(§) is
the cost or objective function representing the error. Obviously, the formulation of this
function determines all properties of autocalibration such as robustness and accuracy.

Consider that N;,, images of the same object were taken from different view points
by the same but moving affine camera. As we have already shown, it is possible to
extract a measurement matrix ¥V that contains the projections of 3D points in different
images (Section 2.1). Assume it contains N points. Knowing that every element of
W can be obtained by the multiplication of 3D point coordinates and the matrix of
camera in which it is projected, the expression for the estimation of measurement

~

matrix (W) can be written as follows:

W, P,

. W, P,
W = . = . [Ql Qz Q]] =PQ (3-2>

W; P,

where P is a stack of camera matrices (3/NV;;,, X 4 matrix containing camera matrices
for all views and Q is the set of 3D points in homogeneous coordinates with the size
4 x Nps. As it was mentioned before, every camera matrix (P) has 8 degrees of
freedom (1.2.2). Furthermore, it will be considered that the images are taken with the
same camera, thus, only 5 extrinsic parameters have to be estimated separately for
every image. Thus, we need to find such P and Q that would minimize the difference
between W and W. In this formulation the total number of parameters is equal to:

length(§) = 2+ 3Ny + 2Ni, + 3N (3.3)

intrinsic  rotation  translation 3D points

The first item in this equation stands for two varying intrinsic parameters (aspect ratio
and skew) of the camera; the second and third ones represent motion parameters that
are different for each view; the last component is the 3D coordinates of object points.

Next, we undertake several steps allowing to reduce the number of parameters. Ac-
tually, as general optimization problems involve more variables to be optimized, it is
harder to make them well-constrained. If they are not well-constrained, the optimiza-
tion will proceed in a way that minimizes the global mathematical error, but that does
not correspond to a solution of a real problem, i.e. has no physical meaning. Thus, it
is very important to reduce the number of parameters as much as possible.

Step 1. As the position of the world frame is unknown, we are free to fix its
orientation equal to the frame of the first camera, so that:
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which allows to exclude three parameters:
length(&) = 2+ 3(Nim — 1) + 2N, + 3Nps (3.4)

Step 2. The biggest term in (3.3) corresponds to 3D points. One of the possible
ways to eliminate it is to use the pseudo-inverse of the matrix P. Indeed, the stack of
3D points Q may be replaced by:

Q="PW (3.5)

where P is the pseudo-inverse of the matrix P. Here, we obtain it using SVD (Singular
Value Decomposition) algorithm. Therefore, (3.2) transforms into:

W =PPW (3.6)
and the number of parameters is reduced to:

Step 3. The number of parameters can be further reduced by using relative coor-
dinates and eliminating translations (Section 2.3). It will allow to eliminate t; and the
number of parameters to estimate can be reduced to:

length(§) =2 + 3(Nyn — 1) (3.8)
and the equation (3.6) takes the following form:
W = MM™W, (3.9)

In this expression, W, is the measurement matrix in non-homogenious relative coordi-
nates and M is:

M,] [AR,
M| |AR,

M= =" (3.10)
M, AR,

where M is a 2 x 3 upper-left component of affine camera matrix P, similar to (2.16).

Recall that
o S
A=f (O 1) (3.11)

and R; has first two rows of the rotation matrix defined as:
R; = R.("0;-1)Ry(pii1)RI (7'0;)

Ideally, we are looking for such set of parameters & that W = W,. However, due to
the presence of noise in the estimation of image features, this equality is never satisfied
exactly, which means that a way of comparison needs to be found. As in common, a
geometric distance d between estimated and measured points will be used in present
work. Hartley and Zisserman in [HZ03] specify that the minimization of geometric
error between measured and estimated 2D points is equivalent to finding such a W as
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close as possible to W, in Frobenius norm. Thus, the autocalibration task converges
to an optimization problem with the following cost function:

F&) =W, =Wl (3.12)
= [Wy = MEMT (EW, |17 (3.13)
= HWT - MM+WT||?«“ (314)

The goal is to find a global minimum of this function subject to a set of constraints
that will be developed in the next sections.

It is important to add that, in Euclidean reconstruction, the matrix M; is the
result of the product of two matrices: upper-triangular matrix of intrinsic parameters
A, and a rotation matrix. Such matrices can be obtained using RQ-decomposition of
M, matrix. It is important to notice that the result of such decomposition is unique if
rank(M;) = 2. Thus, by computing M; as the product of upper-triangular matrix and
a rotation matrix, we ensure that the obtained reconstruction is an Euclidean one.

3.3.1 Initial values

In order to assure the convergence to the true solution, it is important to provide good
initial estimates for parameters &, the vector §,. As it was mentioned in previous
section, the size of parameter vector is 2 + 3(N;,, — 1). For example, in a three-view
case (minimal configuration), it has the following form:

— 2 1 3 2 T
£=(a,s 7\917/)12, 9g7\92,p23, 93;) (3.15)
Vv Vv Vv
intrinsic image 2 image 3

Consider first the intrinsic parameters. The starting value of aspect ratio is taken
to be one and the skew is zero. From other works on SEM calibration, we know that
it corresponds well to the real values of these parameters for different magnification
levels [CM14].

Secondly, rotation parameters: for all cameras, except the first one, the initial slope
angles are found from the fundamental matrices using the methods presented in the
previous sections, using the Algorithm 1, and then substituted in (2.17). The out-of-
plane rotation angles p may also be estimated using this algorithm, however, the tests
have shown that for narrow baseline the algorithm lacks of accuracy. In autocalibration,
this problem is avoided by fact of using more images than three, which allows to better
constraint the structure and the movement. Another problem consists in the fact
that in case of orbital motion (same rotation axis for all views) the estimation is not
possible: all camera centers are on the same circle, i.e. there is no triangle. Indeed,
orbital motion is a very common way of acquiring SEM images, because very often,
the robotic stage inside the SEM allows to perform only one rotation (tilt). Thus,
if Algorithm 1 fails in estimation of p, the initial value should be provided just as a
very rough estimation of it. It should not be precise neither: global optimization is
capable to compensate the error up to 45 degrees (see Section 3.5). In this work, we
will typically use the value of 5 degrees as initial guess.
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Table 3.1: Examples of initial values and bound constraints for autocalibration. The
rotation of the first camera is fixed and equal to Ioys.

Initial value Bounds
Aspect ratio « 1 [0.9;1.1]
Skew s 0 [—0.1;0.1]
6, Equation (2.22) Initial + [—8°;8°]
p 5 degrees [—20°; 20°]
0, Equation (2.22) Initial 4+ [—8°;8°]
Total number of
varying parameters 2+ 3(Nym — 1)

3.3.2 Bound constraints

Find a minimum of the objective function obtained previously is the subject of nonlin-
ear optimization, which is typically a challenging undertaking without any additional
information and thorough understanding of the nature of the objective function. In
presented formulation of the objective function all of the parameters & have an actual
geometric meaning which allows to largely reduce the search space of the solution by
implementing the bound constraints. It is all the more pertinent for global optimiza-
tion, where starting points are actually generated inside predefined bounds. It means
that tighter bounds lead to faster convergence and higher probability of finding the
solution.

The constraints for the elements of M; matrix can be defined as follows. First, as
regards the matrix of intrinsic parameters, as the common scale factor f is factored out,
the constrains can be easily imposed: the value of aspect ratio should be close to one,
because the pixels are generally squared, and the skew factor should be close to zero,
which would denote that # and ¥ axis of camera are perpendicular. Furthermore, as
the metric reconstruction can not be obtained (the only possible is the Euclidean " up-
to-scale” reconstruction), in case of constant focal length, the value of f can be fixed to
any positive real value, e.g., to one. Secondly, the rotation matrix is decomposed into
a sequence of three elemental rotations in a spherical coordinate system with angles
01, p and 6,. Hereafter, we speak about intrinsic rotations which means that they
don’t occur about the axes of the fixed coordinate system, but about the axes of the
rotating coordinate system, which changes its orientation after each elemental rotation.
It results in a following constraints for the angles. Physically, 6; and 65 can vary in a
range of (—m, ), however, the analysis of fundamental matrix in Section 2.6 showed
that even at high noise level the uncertainty on the estimated angles does not exceed
eight degrees. Therefore, the bounds can be defined as a range of (—8°; 8°) around the
initial estimate. The angle p, the out-of-plane rotation may vary in range that depends
on the images. In typical situation, this angle is equal to several degrees. Here it will
be fixed in the range (—20°;20°). Thus, the constraint for all elements of M; matrix
are defined (Table 3.1).
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3.3.3 Regularization

Many optimization algorithms encounter the following problem: they do not take into
account the physical meaning of the optimization parameters. Thus, due to the pres-
ence of noise, they find a solution that actually makes the global error smaller, but the
values of parameters do not correspond to a realistic model. Moreover, the autocali-
bration problem may be considered ill-posed [Had02] as it is strongly non-linear due to
presence of multiplication of sine and cosine functions. In such cases, the method al-
lowing to compensate this issue is called regularization and more specifically Tikhonov
regularization [TAJ77]. It allows to ensure that the minimization converges to the
desired solution.

In our case, for the problem defined in (3.14), all parameters have the same weight.
However, we would like to tell the algorithm that the values of intrinsic parameters
should be close to the initial ones and that the biggest impact should be made on
the values of out-of-plane rotations. In other words, during the optimization, the error
should be minimized mainly by adapting motion parameters and not the intrinsic ones.

Mathematically, it translates in adding the regularization term of the following
form:

r= L€ (3.16)

where I is a regularization diagonal square matrix that has the same number of rows
as €& FEach value on the diagonal represents the desirable impact of corresponding
parameter, i.e. the weight. The bigger the value, the less the algorithm would want to
change the given parameter.

In this work, we defined all weights as the power of 10. So, that:

e 100, for intrinsic parameters
e 0.1, for slope angles 6; and 6
e 0.01, for out-of-plane rotation p

These values were found experimentally.
Finally, the cost function with regularization term is written as:

(&) = [Wr = MEMT (EWI5 + [TE] (3.17)

3.4 Global optimization

At this point, two cost functions are defined for autocalibration, f(&) and f,.(&), the
latter one containing the regularization term. Generally, local optimization is often
used in computer vision and autocalibration in particular, which works well for con-
vex problems. However, for strongly non-linear cost functions, in order to find the
minimum, it is preferable to use global optimization algorithms.

According to classification given by Weise in [Wei09], the global optimization al-
gorithms can be subdivided in two main classes: deterministic and probabilistic. In
case of deterministic algorithms, the search space can be, e.g., subdivided into multiple
pieces, similarly to the divide and conquer strategy. This step is then followed by the
exploration of each smaller region by a local solver. After that, the results are combined
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and the best one is taken as a global minimum. Deterministic methods can provide a
certain level of assurance that the global optimum will be located. However, even if
they can guarantee that the solution found is the global one, no algorithm can do it in
a finite time [MMBO03]. It comes from the fact that the smaller the regions on which
the space search is subdivided are, the more times the local solver should be launched.
At the same time, it becomes evident that if the size of the regions are close to zero,
the likelihood of finding a global minimum increases. In return, the probabilistic al-
gorithms generate the solution based on random variables. They include algorithms
like simulated annealing and evolutionary algorithms. In this this case, the solution
can be found with relatively high time efficiency, however, the global optimality can
not be guaranteed. In present work, we decided to apply two types of algorithms: the
Scatter Search with a local solver, both presented by Ugray et al. in [ULP+07], and
the Genetic Algorithm [Gol89]. For both algorithms, their MATLAB implementations
were used.

Scatter Search (futher referenced as GS for Global Search) is a population based
meta-heuristic algorithm devised to intelligently perform a search on the problem do-
main algorithm. It consists in a generation of multiple trial points within finite bounds,
which are candidate starting points for a local solver. These are then filtered to pro-
vide a smaller subset from which the solver attempts to find a local optimum. Then
it evaluates remaining possible candidates and start a local solver. The best solution
is retained as the global minimum of the problem. More detailed description of the
scatter search algorithm is given in [Glo98].

Genetic Algorithm (GA) is an heuristic algorithm of search, which is used to solve
different optimization problems using random search, mutation and variation of pa-
rameters. It belongs to the class of evolutionary algorithms, which generate solutions
by the techniques inspired by natural evolution. GA differs from other evolutionary
algorithms by putting an accent on the use of cross-over operator, which conducts the
operation of recombination of solution candidates.

To summarize, the proposed autocalibration scheme is represented on Figure 3.3.
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Figure 3.3: Outline of autocalibration algorithm.
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image 1 image 2

image 3 image 4

Figure 3.4: Four images of diamond sequence with 3D view. Cameras are represented
by local coordinate axes.
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Figure 3.5: Front (a) and side view (b) of the virtual object. The marked sides are
used for the analysis of performance of the autocalibration algorithms.

3.5 Experiments

Next step in solving the problem autocalibration is the proper choice of the cost function
and of the global optimization algorithm. Four combinations are analyzed:

e GSR, scatter search optimization with regularization

e GS, scatter search optimization without regularization

e GAR, genetic algorithm optimization with regularization
e GA, genetic algorithm optimization without regularization

Their performance will be compared to the state-of-the-art algorithm of Long Quan
[Quagb]. At first, we use a sequence of four synthetic images of a diamond (Figure 3.4).
As both, the 3D structure and a set of cameras with all parameters, are known, the
measurement matrix contains perfect noise-free correspondences. The faces between
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vertices are given only in a purpose of better visualization of the object. As it was
mentioned previously, it is not possible to obtain the metric reconstruction without
any additional information on the object structure or camera focal length. Thus, in
order to analyze the results, only the properties that are preserved under similarity
transformation might be used. Among them are ratio of lengths and angles. For the
analysis 4 lines of the object were chosen (see Figure 3.5). The real values of the ratios
of lengths and the angles as well as the estimated ones are presented in Table 3.2. It can
be noticed that all methods give the same results, the estimation error for both ratios
and angles is lower than thousandth of percent. These results confirm the viability of
presented approach and allows to proceed to the tests on real images.

It is also interesting to look at the execution time (Table 3.3). It was measured for
MATLAB implementation of global optimization on the computer with the following
parameters: Windows7 x64, 3.20 GHz Intel Core i5 CPU, 6 MB cache and 8 GB of
RAM. One can remark, that for the same output results, the genetic algorithm takes
more 20 times more time than scatter search method. Thus, genetic algorithm will no
longer be used for tests.

Table 3.2: Comparison of performance of different algorithms on a noise free sequence
of synthetic images.

Ratios of lengths Angles
a/b b/c c/d Qb Qpe Qed

Real value 0.761 12.660 0.036 94.027 114.747 136.544
LQ 0.761 12.660 0.036 94.027 114.747 136.544
GSR 0.761 12.660 0.036 94.027 114.747 136.544
GS 0.761 12.660 0.036 94.027 114.747 136.544
GAR 0.761 12.660 0.036 94.027 114.747 136.544
GA 0.761 12.660 0.036 94.027 114.747 136.544
Errors:

ELQ, % 6.56e-13 4.21e-14 1.34e-13 4.53e-13 5.70e-13 6.24e-14
£GSR, % 3.35e-05 1.51e-04 2.21e-04 1.87e-04 4.69e-05 8.11e-05
eas, % 2.32e-05 1.23e-04 1.74e-04 1.46e-04 3.41e-05 6.45e-05
EGAR, % 3.35e-05 1.51e-04 2.21e-04 1.87e-04 4.69e-05 8.11e-05
caa, % 2.32e-05 1.23e-04 1.74e-04 1.46e-04 3.41e-05 6.45e-05

Table 3.3: Mean execution time of different autocalibration methods for 4 images and
22 points.

Method LQ GSR GS GAR GA
Time, s 0.0120 1.4152 1.8811 144.9412 100.3336

3.5.1 Robustness to noise

To summarize the previous sections, we have several methods (LQ,GSR,GS) that per-
form equally well for noise free images. However, this situation is far from reality as the
set of feature coordinates always contain noisy measurements. Hence, it is important
to test the performance of the algorithms at different noise levels. The procedure is ex-
actly the same as above, except for a Gaussian noise with different variance is added to
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Figure 3.6: Robustness of different autocalibration algorithms to noisy measurements.

2D image coordinates, similar to tests on fundamental matrix in Section 2.6. For every
noise level, the autocalibration was repeated 100 times. The results are represented
in Figure 3.6.

At this point we remark that GRS outperforms both the methods LQ and GR: even
for high noise level, the error for estimation of length ratios stays inferior to 6%. In
contrast, it may reach 20% for LQ method and 10% for the scatter search optimization
without regularization (GS). The situation with angles is similar, but the difference
between methods is lower: the biggest error is of 12% for GS and GRS, and 10% for
LQ. For lower noise levels, the error stays inferior to 5% for all measurements using
GSR method. These results prove at the same time the efficiency of presented method
and the importance of regularization term.
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3.5.2 Convergence range

As it was already shown, global optimization is a time consuming technique. Typi-
cally, for a sequence of four images with 22 points, the autocalibration takes about
4 seconds. And an important question arises: is it worth using global optimization
instead of local one? The answer is yes. To prove that, we conducted the follow-
ing experiment. Once again, four images are obtained in a way that the out-of-plane
rotation between the first image and the second one is 5 degrees. Then, we run auto-
calibration with different initial conditions using GSR method and the same method
but with Levenberg-Marquardt (LM) local optimizer (LMR, for Levenberg-Marquardt
with regularization). The results are summarized in Table 3.4.

Table 3.4: Comparison of convergence range between local optimizer (Levenberg-
Marquardt, LMR) and global optimizer (GSR). Tests were run on noise-free images.

Initial p;2, 20 0 1 2 3 4 5 6 7 8 20 45

in degrees
LMR 5.23 0.00 1.69 4.07 4.67 481 5.00 5.06 5.08 5.10 523 54
GSR 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00

As expected, with LM algorithm, optimization suffers from multiple local minima
of the cost function, i.e., one need a very good initial estimate to use this algorithm.
In contrast, global optimization allows indeed the arbitrary choice of starting point as
it is capable to compensate the error of 45 degrees.

3.5.3 Real images

In present work, six image datasets were used (detailed description in Appendix D):
e affine camera images:
— hotel: 10 images from the hotel image sequence [PK97].
e SEM images from [TKH+15]:

— brassica: 4 images of pollen grain of white turnip plant from a Hitachi
S-4800 FE-SEM.

— grid: 5 images of TEM copper grid from a Hitachi S-4800 FE-SEM.
e SEM images acquired at FEMTO-ST Institute:
— cutting: 4 images of the cutting edge of a microfabrication tool. Images

were taken using a SEM Zeiss AURIGA 60.

— pot: 7 images of pollen grain of aquatic, mostly freshwater, plant of the
family Potamogetonaceae. Images were taken using a SEM Zeiss AURIGA
60.

— pot2: 15 images of another Potamogetonaceae pollen grain. Images were
taken using a SEM Zeiss AURIGA 60.
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The hotel sequence is the image dataset used by Long Quan to validate his al-
gorithm. In our implementation, 196 matches were extracted and the results of au-
tocalibration, as expected, are exactly the same for all three methods (LQ,GSR,GR).
Positions of camera as well as the sparse 3D reconstruction are shown in Figure 3.7.

\\ o ¥ -
a) Top view b) View aligned with the first camera

Figure 3.7: Result of autocalibration for hotel image dataset.

Back to SEM images, five datasets were analyzed. As all image datasets were taken
using SEM, there is no available information on the location of the camera. Thus, we
will use two criteria allowing to judge on the algorithm performance. First, the respect
of metric constraints and, secondly, the reprojection error (Figure 3.8). It is important
to note, that we consider that metric constraints are respected if the aspect ratio is
within the interval (0.9;1.1) although we know that it has to be close to one. For LQ
method, the constraints are not respected in 4/5 cases, and 3/5 cases for GS. GSR
algorithm gave the desired result for all datasets as the constraints on aspect ratio and
skew are already included in cost function formulation. In terms of reprojection error,
the algorithms give very close results: for all SEM images, a subpixel estimation is
achieved for at least 85% of points. This result is important because it proves that
even if we prevent the change of intrinsic parameters, the algorithm (GSR) succeeds
in keeping the same level of accuracy as LQ and GS. Obviously, these two criteria do
not allow full validation of the autocalibration: one can consider them as mandatory
but not sufficient.

Unfortunately, when working at such scales and with small objects, there is no
measurement device capable to provide the ground truth. However, for some datasets,
we know the actual angle of tilt: 3 degrees for brassica, 7 degrees for grid, and
3 degrees for pot. For other datasets, the rotation between images were performed
as a combination of two articular robot movement which was not calibrated, which
means that the angle of out-of-plane rotation cannot be extracted. To compare the
rotation angles, the following procedure was performed. Once the sequence passed
through autocalibration, the rotation matrices for every frame were extracted and then
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transformed into axis-angle representation. Therefore, if the rotation were performed
in one movement, these angles should match the angles given by robot sensor. The
results are presented in Table 3.5. For brassica and pot datasets, the difference do
not exceed 0.15 degrees. Hovewer, for images of a copper grid, the deviation is bigger,
0.2 degrees, except for the first image pair where deviation is exactly one degree.

Table 3.5: Comparison between rotation angles in degrees given by robot sensors (true),
and autocalibration algorithm (estimated).

brassica grid pot

true estimated true estimated true estimated
P12 3 3.0797 7 6.0026 3 3.0427

P23 3 3.1529 7 7.0387 3 3.1072
P34 3 3.0293 7 6.7823 3 3.0999
P45 - - 7 6.9036 3 3.1430
P56 - - - - 3 2.9871
P67 - - - - 3 3.0572

3.6 Conclusion

In this chapter, a new method of autocalibration for affine camera was presented fi-
nalizing the estimation of camera matrices. All its components have been computed:
intrinsic parameters as well as motion parameters. The presented method, being based
on global optimization, has the following advantages comparing to the state-of-the-art
techniques:

all metric constraints are imposed directly on the optimized parameters. More-
over, with regularization, it is possible to guide the optimization towards the
desired result, i.e. add a penalty score for excessive change of such parameters
as aspect ratio and skew;

all optimization parameters have an actual physical meaning. It means that all
known elements about camera location can be easily imposed. For example, one
can impose the equality of out-of-plane rotation if the angle of tilt is known to
be constant for all image sequence;

thanks to the deep analysis of camera properties, the final number of optimized
parameters is low and good initial estimate is provided from the elements of fun-
damental matrices. These are the key success factors of optimization. Moreover,
in contrast to classical bundle adjustment techniques, the 3D points are excluded
from optimization process.

the fact of using global optimization ensures high convergence range;

the execution time is relatively low: less than 5 seconds for 4 images. It can
be improved, first, by implementing global optimization in C+-+. Secondly, the
optimization for multiple starting points may be carried out in parallel which
would also decrease the optimization time.
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Figure 3.8: Analysis of reprojection error for different autocalibration algorithms: LQ),
GSR, GS. Red background means that metric constraints are not respected: typically,
aspect ratio is greater than 1.5 or lower than 0.5. For points inside circles, the repro-
jection error is lower than: 1 pixel for blue circle, 0.5 pixel for red circle. Numbers
reflect the percentage of points inside the corresponding circle.



3.6 CONCLUSION 83

With regard to microscopy community, we presented the first autocalibration algo-
rithm for Scanning Electron Microscope.

It is worth adding that the crucial step in all autocalibration algorithms is the
feature matching across the images. In case of affine camera less points are needed to
constraint camera parameters, because of the reduced number of degrees of freedom.
As it was shown before, we used the number of features from 20 to 200. If it is possible
to increase the number of matches without loss of their quality, it will improve the
final results, however, will slightly increase the execution time. Though, the quality of
the correspondences is much more important than their quantity: even if a feature is
an inlier, its quality may vary. Outliers are rejected at the step of fundamental matrix
estimation.

At last, the result of autocalibration is a sparse point cloud and camera matrices
corresponding to every image in the sequence. Certainly, a point cloud that contains
only 200 points is not enough not only for the purposes of characterization but even for
visualization. In the next chapter, we will demonstrate a group of techniques allowing
to upgrade the reconstruction form sparse to dense one, that may contain millions of
points.
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Chapter 4

Dense 3D reconstruction
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In the previous chapter, we demonstrated a method of SEM autocalibration allow-
ing to recover both intrinsic parameters and motion parameters, i.e., all elements of
camera matrices. At this point, we were capable to obtain sparse 3D reconstruction,
containing only few points, usually up to 200. This result is not sufficient neither for
object characterization nor for proper visualization. With 200 points, the object is of-
ten unrecognizable in 3D reconstruction. This issue brings us to a group of methods
presented in this chapter which has a goal of upgrading the reconstruction from sparse
to dense one, containing hundreds of thousands points. First, we present a rectification
algorithm allowing to simplify the search for correspondences between images which
would allow to build a disparity map for every image pair. The disparity is closely
related to depth: this relation will be found with the triangulation technique adapted
for SEM images. The output of the algorithm is a dense point cloud representing the
surface of the object. Finally, some views of 3D reconstructions are presented.
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Sparse (1,034 points) Dense (728,204 points)

200

Figure 4.1: Example of upgrade of sparse 3D reconstruction to a dense one. The object
is the surface of polypyrrole material viewed with SEM (ppy dataset, Appendix D).

4.1 Introduction

As a result of autocalibration, which was established in the previous chapter, we have
now all the information about the camera, its intrinsic parameters and location in
3D space. Another available entity is a sparse 3D point cloud reconstructed from
sparse measurement matrix. Recall that it usually contains low number of points, less
then 1000. Due to the fact that such point cloud is unusable for both visualization
and characterization, in this chapter we address the problem of upgrading the sparse
reconstruction to dense one. Figure 4.1 reflects this goal. In the given example, the
number of reconstructed points was multiplied by a factor of 700.

In order to achieve dense reconstruction, one needs to find a correspondence for
every image pixel, i.e., to perform a dense matching. Classical feature matching tech-
niques such as SIFT, SURF, etc. are not generally applied in this case as it would
demand to calculate a descriptor for every pixel which is very time consuming. More-
over, matching algorithms generally perform the search over the entire image which is
unnecessary if the geometry between views is taken into account. In the chapter ded-
icated to motion estimation, we have shown that the search for correspondence may
be reduced to a line once the fundamental matrix is estimated. Actually, the corre-
spondence for every pixel of the first image is located on the corresponding epipolar
line in the second image. Moreover, rectification allows reducing the search space to a
horizontal line. It means that the search is performed only along one dimension that
accelerates dramatically the algorithm of dense matching. In Section 4.2 we describe
the rectification algorithm for SEM images.

Once the images are rectified, we obtain a new image pair that is then supplied to
dense matching algorithm that actually performs the search and finds the difference
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Figure 4.2: Outline of the algorithm allowing to upgrade 3D reconstruction from sparse
to dense.

between the position of the pixel in the first image and in the second image. This
difference is called disparity and it is closely related to the lacking depth coordinate.
The methods are described in Section 4.3. The final step is the triangulation that allows
to reproject 2D points in 3D space and to obtain a dense 3D point cloud (Section 4.4).
The pipeline of the sparse-to-dense algorithm is summarized in Figure 4.2.

4.2 Rectification

Rectification consists in warping two images in the common plane (making them copla-
nar) to reduce the search of correspondence to one dimension, i.e., to a horizontal line.
This technique is based on epipolar geometry which gives a number of geometric con-
straints between the 3D points and their projections onto the 2D images that can be
rewritten mathematically in the form of 3 x 3 fundamental matrix. Usually, these con-
straints are based on the assumption that camera model is perspective [L.Z99; PKV99|
and then the goal of rectification consists in applying a pair of projective transforma-
tions to the image pair. However, the model and then rectification can be simplified
regarding special imaging conditions, e.g., when the object is far away from the view
point, i.e., when the focal length is much bigger than the depth variation of the object
which is the case of Scanning Electron Microscope (SEM). For SEM, the perspective
effects can be neglected and a parallel projection model can be used for magnifica-
tion values bigger than x 1000, which is confirmed in the literature [CGS+03; CM14;
SRK+02]. Such model assumes that all projection rays are parallel, which means that
all epipolar lines are parallel and the epipoles are at infinity.

Basically, rectification algorithms can be subdivided into two main classes depend-
ing on whether the cameras are calibrated [F'TV00] or not [KMP+10]. In the case of
parallel projection, the calibration is the subject of finding eight parameters, corre-
sponding to eight degrees of freedom. The problem of affine rectification was partially
addressed in [LJD09; 1.Z99]. Authors work with perspective cameras and separate the
task of rectification on two transformations: projective and affine. They firstly find a
projective transformation in order to reduce the rectification task to an affine one. The
affine transformation represents scale, rotation and translation. All of these parameters
are then found by using optimization approaches.

In present work, we derive a direct linear rectification method for SEM images al-
lowing to find a rectifying transformation. The method is based on epipolar geometry,
in particular, on the special form of the fundamental matrix in case of parallel pro-
jection, which was estimated using MLESAC method presented before in Section 2.6.
In two sections that follows, we present the method itself and then the experimental
results.
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4.2.1 Image transformation

The goal of rectification for classical perspective cameras is often stated as follows:
apply a perspective transformation to both images in order to make their optical axes
parallel and their epipolar lines horizontal. However, in the case of SEM parallel pro-
jection with constant magnification, as it will be demonstrated further, the condition
may be formulated in another way: to obtain a pair of rectified images, the only nec-
essary condition is the coplanarity of Z axes of both camera frames (the first is still
true).

As it can be seen from Figure 2.4, for any pair of affine cameras, there is a circle
passing through the centers of both cameras and the world origin. This circle defines
uniquely a plane 7, from three points. As a result, for images to be rectified, it is
enough to apply a rotation about z"in order to make Z-axis of both cameras tangent
to this circle. As the position of cameras is constrained by the epipolar geometry, the
demanded rotation angle can be found using fundamental matrix, as it was already
done in Section 2.4.2. In fact, all epipolar lines are parallel between themselves and to
the plane 7, which means that the needed rotation angles can be calculated as slopes
of one of epipolar lines for both images:

d , a
0 = arctan (_E> , 0" = arctan <_3> (4.1)

where a, b, ¢, d are the elements of the fundamental matrix. Knowing the slope angles,
one can rectify the stereo-image using the algorithm presented below.

Next step consists in applying an affine transformation of the same form to both
images. The transformations of both images are:

T = R.(6) (4.2)
T = R.(0) (4.3)

which represents the rotation by an angle 6(¢’) about the Z-axis, perpendicular to
image frame. After these transformations, all epipolar lines are horizontal, however,
they still need to be aligned vertically. In order to do that, a vertical shift As should
be applied to one of the image, e.g., if its sign is negative, As lines should be added to
the beginning of the second (right) image.

Npts

0 1 0]) (Tq, - T'q) (4.4)

pts i

1
As =

At this step, the images are rectified: all epipolar lines are horizontal after image
rotation and then the vertical shift was compensated. Figure 4.3 shows the output of
the algorithm for image pair in cutting sequence at every step of rectification.

4.2.2 Experiments and analysis

In this section, we present the analysis of rectification algorithm performance. The
main criterion allowing to judge if the rectification was successful is the rectification
error, which is calculated as the difference between g, and ¢, in rectified images. In
other words, the error reflects the distance between epipolar lines for one correspon-
dence in the first and in the second image. The algorithm was applied to six image
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Original images

Rotated images

Rectified images

Figure 4.3: Steps of image rectification on the example of first two images of cutting
sequence.

sequences: brassica, grid, cutting, pot, pot2, and ppy. The results are summarized
in Table 4.1. The mean of the error for a set of correspondences does not exceed 0.5
pixel. The standard deviation has a bigger variation across datasets. However, for only
4 out of 34 images pairs, the standard deviation exceeds 1 pixel that may be due to the
presence of outliers that have not been filtered during fundamental matrix estimation.
Another point is that for datasets with higher number of features (grid, pot2, ppy)
the error is generally bigger. This fact confirms that lower number of features of higher
quality is preferable to a big number of points. The resulting rectified images as well
as the original images are displayed in Figure 4.4 and we can proceed to the dense
matching algorithms.
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Original images Rectified images

brassica : 32 points (4 images)

. B

pot2 : 121 points (15 images)

VI

PPY : 447 points (5 images)

Figure 4.4: Original and rectified images pairs for different SEM image sequences. Only
pairs 1 <+ 2 are displayed. Epipolar lines are displayed only for 20 points.
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Table 4.1: Rectification errors for various SEM image datasets. Errors are given in
pixels.

Image pairs brassica grid cutting
€mean €std €mean €std €mean €std
12 0.031 0.547 -0.117 0.978 -0.403 0.505
243 -0.025 0.384 -0.270 0.673 -0.295 0.358
34 -0.193 0.327 0.049 1.048 0.249 0.733
445 0.326 1.026
pot2 PPy
€mean €std €mean €std €mean €std

12 -0.024 0.096 -0.447 0.185 0.163 0.166
243 0.407 0.139 -0.100 0.178 0.466 0.849
314 -0.202 0.172 -0.442 0.192 -0.122 0.458
445 -0.461 0.160 0.160 0.150 -0.135 1.597
56 -0.231 0.113 0.348 0.203

67 -0.362 0.082 0.455 0.143

78 -0.342 0.965

89 -0.215 0.186

9+ 10 0.417 0.277

10 «+ 11 0.247 0.176

11 < 12 0.379 0.223

12 < 13 -0.321 0.197

13 < 14 -0.463 1.106

14 < 15 -0.369 0.364

4.3 Dense matching

The work on dense stereo matching appeared a long time ago but still draws the
attention of computer vision community. The general setup is the following: two
images, left and right or first and second, are obtained by translating a camera along the
horizontal axis by a distance b that determines the baseline. Such motion ensures that
images are coplanar. However, we know that in case of SEM, the set of correspondences
obtained by moving the camera in the image plane is useless as affine camera is invariant
to such motion. It means that all 2D points will be just shifted from one image to
another which does not give any information about depth. Hence, we use an out-of-
plane rotation and rectification helps to make all epipolar lines horizontal. In this way,
all necessary conditions for dense matching are respected.

The output of the dense matching algorithms is the disparity map. Disparity is the
measure of horizontal displacement of a pixel from one image to another. Assuming
that a correspondence is determined by points (g, q,)" in left image and (¢, q;)T in
right image, the disparity is given by:

=0, — qu (4.5)

under the assumption that g, = ¢;. This principle is illustrated in Figure 4.5. The
disparity is closely related to the depth coordinate. Going forward, the depth may be
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Figure 4.5: Example of disparity calculation for one image pixel. Images are rectified,

e g, =q,.

obtained from disparity by means of triangulation presented in Section 4.4.

All dense matching methods may be subdivided into three groups: local or block
matching, semi-global matching and global techniques [SS02]. Block matching algo-
rithm performs a comparison between the block of pixels in the first image with the
line of the same width in the second image [Kon98]. Thus, by moving the block across
this line, a similarity score is attributed to every position. Finally, the pixel window
(block) with the highest similarity score is considered as a match. The algorithm is
repeated for all pixels of the first image. Various ways exist allowing to measure this
similarity score: SAD, SSD, NCC (Normalized Cross Correlation), or POC (Phase-
Only-Correlation) [STA+11]. The obtained disparity is often subject of refinement
methods [MHW+13]. Local dense matching algorithms assume that the disparity is
constant inside the correlation window which is not true at the depth discontinuities.
The estimation is also challenging on a low textured regions.

Methods of global disparity usually have a strong link with Markov random field
(MRF) problem [FDMI5]. An energy function is constructed in a way allowing to
impose the smoothness constraint, i.e. to avoid strong variations of disparity for the
neighboring pixels. The optimization consists in warping the first image into the second
one while varying the displacement vector map until high similarity level is achieved.
High execution time is often the price for the efficiency of such algorithms.

In 2005, Hirschmuller proposed a new method lying between global and local dense
matching: semi-global matching algorithm (SGM) [Hir05]. Nowadays, it is one of the
most popular ways of disparity map estimation, because of its performance and good
efficiency [HK12] and this is the dense matching algorithm we use. Matching problem
is expressed as a cost function containing the similarity term, intensity values of two
images, and a 2D smoothness term allowing to avoid noisy disparities.

When working with SGM, we need to provide two parameters for the algorithm.
The first parameter is the size of the matching block. This value depends mainly on
whether the image contains a lot of features or not. For high textured images this
value can be lowered. Generally, we started with the value of 15 and then refined it
for every dataset separately, if needed. The second parameter is the disparity range,
which depends on the baseline and on the object form. It should also be adapted for
every sequence.

Once the disparity map is estimated, it then passes through bilateral filter. This
technique is quite common, as it allows to assure the smoothness of final 3D recon-
struction [Por08; YTAO09]. The obtained disparity maps are shown in Figure 4.6 and
Figure 4.7. The corresponding parameters are given in Table 4.2.
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brassica : 4 images

grid : 5 images

pot : 7 images

Figure 4.6: Disparity maps for SEM image sequences. Page 1.
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cutting : 4 images

pot2 : 15 images

PPY : 5 images

Figure 4.7: Disparity maps for SEM image sequences. Page 2.
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Table 4.2: Dense matching parameters for different SEM datasets.

method  disparity range, pixels  block size, pixels

brassica SGM 16-[—2 1] 15
grid SGM 162 3] 15
cutting SGM 16-[—4 7] 21
pot SGM 16-[—2 5] 19
pot2 SGM 16-[—4 3] 9
PPy SGM 16-[—3 2] 9

4.4 'Triangulation

Once the disparity map is computed, we can obtain a dense equivalent of measurement
matrix in the following way. The coordinates of the pixels in the first image are left
unchanged. Thanks to the disparity map, we know that the correspondence for every
pixel is located at the same point but shifted with the value of disparity. Therefore,
the new dense measurement matrix W, has the following form:

d; a2 an
W, = ) ) ) 4.6

with N = N, number of 3D points. In this example the dense measurement matrix is
presented for the two-view case. This is the result of algorithms presented previously.

The goal of this chapter is, once a dense set of correspondences is estimated, find
the position of 3D points which is done by means of triangulation. Therefore, the
problem of triangulation is stated as follows: given camera matrices and the matched
projections of 2D points, determine the position of points in 3D space:

Q = 7(Wy, P) (4.7)

Or, for the simplest two-view case and one 3D point:

Qj = T(qj7q,jaP7P,) (48)

In fact, the function 7 allows to find the intersection of two projection rays defined
by camera matrices and 2D points. This task may seem trivial, but, in presence
of noise, the 3D projection rays will never intersect. So, many different triangulation
methods were developed to find an optimal solution to this problem [HS97; Lin10]. The
most common is the linear triangulation which allows to transform the triangulation
problem to the form ||AQ = 0||. The matrix A is obtained by developing the cross
product expression q X PQ. Thus, taking two camera matrices (P,P’) we obtain a
linear set of equations in the elements of a 3D point Q:

qzP3 — P1
Qyp3 — Po =0 4.9
P53 — P} Q (4.9)

q,P5 — P
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Figure 4.8: Principle of direct triangulation.

where p; is the i-th row of the corresponding camera matrix. This equation may be
solved by taking the pseudo-inverse of A which gives a least-squares solution. This
method will be further referred as Linear-LS. It is important to add that if a point is
visible in more than two cameras, every new camera is easily added to triangulation
(by adding two new rows to the matrix A).

While there exist many other triangulation methods, the main difference between
them is the invariance or not to affine and projective transformations. Such methods
are very important in applications where an affine or projective reconstruction are
sufficient. In our case, Euclidean reconstruction is obtained, and in [HS97], authors
came to the conclusion that for Euclidean reconstruction with the goal of 3D error
minimization, the performance of all these algorithms is very similar.

On the other hand, in recent works on 3D reconstruction in SEM [BTO+17; Xiell],
authors proposed a way of points triangulation based entirely on the two-view geometry
in parallel projection case. In this work, it will be referred as Direct. The relevant
geometry is displayed in Figure 4.8 and the expression for 3D coordinates is:

Qz =4z
Qy =gy (4.10)

/

QZ - ta?l?x) B sigg(gx)

This result has a direct link with Linear-LS algorithm. The expression (4.10) can be
obtained by developing (4.9) for the case of pure rotation about ¥ axis of the camera
(the angle p in present notations). However, an important difference exists. First,
Direct works only for rectified images. Secondly, only Linear-LS is easily extendable
to the multi-view case. The last point and the most important one is that Direct
algorithm finds the position of 3D points that is optimal only for the first image, two
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Figure 4.9: Reprojection error for different triangulation methods. An image pair from
brassica dataset was used.

out of three coordinates depend only on the first image. This fact is also proven by
the analysis of reprojection error (Figure 4.9) where triangulation was tested on the
first image pair from brassica dataset. In case of Direct triangulation the reprojection
error for the 2D points in the first image is zero, all errors are transmitted to the
projections in the second image. We see in the results of triangulation that for 91%
of points the error is below one pixel. For Linear-LS triangulation the results are
better, all reprojection errors are inside one pixel range and are distributed between
the projections in the first and second images.

The last point we want to add is that, even if Direct triangulation has lower accuracy
comparing to Linear-LS triangulation, it is less time consuming as there is no need to
calculate the pseudo-inverse. All depths are recovered at the same time just by using
matrix subtraction and multiplication by a scalar factor. For example, triangulation
of 503,082 points using Linear-LS took 16.9 seconds comparing to 57 ms for Direct
method. Therefore, as both methods give very similar results, for visualization, one
can choose Direct method, and linear least squares if higher level of accuracy is needed.

Triangulation is the last step of 3D reconstruction covered in this thesis. It allows
to obtain a dense point cloud corresponding to the object structure that can already be
exploitable for measuring 3D object properties. The result of triangulation, and, there-
fore, the final results of 3D reconstruction for all six image datasets used throughout
this manuscript are displayed in Figure 4.10 and Figure 4.11.

4.5 Conclusion

In this chapter, devoted to dense 3D reconstruction, we presented a group of methods
allowing to upgrade sparse reconstruction to dense one containing possibly millions
of points. This upgrade includes the following steps. First, images are rectified in
order to simplify the search space for one correspondence to a horizontal epipolar line.
Being based on the special geometry between two affine views, it is direct and fast as
the rectifying transformations are obtained directly from the elements of fundamental
matrix. Moreover, the slopes of epipolar lines, that are used for calculation of image
rotation, were already optimized previously as they are part of parameter vector in
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autocalibration task. Therefore, the values obtained originally from the fundamental
matrix are then refined at the step of autocalibration which improves the level of
accuracy.

Once the images are rectified, we apply the algorithm of Semi-Global dense match-
ing to obtain a disparity map, i.e., the displacement of every pixel from the first image
to the second one. These values are then used in the triangulation process where a
dense 3D point cloud is generated from disparities.

Finally, the methods were tested on six microscopic samples: on both biological
and microfabricated objects. The resulting point clouds contain from 500,000 to about
4 millions of 3D points. Moreover, the original colors were added to 3D points which
improves dramatically the quality of visual perception of 3D reconstruction.
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Figure 4.10: 3D reconstructions for SEM image sequences. Page 1.
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cutting :
#points : 553,590

pot2 :
#points : 768,345

PPY :
#points : 729,183

Figure 4.11: 3D reconstructions for SEM image sequences. Page 2.
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FEvery 3D reconstruction starts with tmage acquisition. While this process is easily
controlled in macroscale, it may be really difficult in SEM. Typically, in order to acquire
several images of the specimen, even an experienced operator may spend more than an
hour. The problem s that when looking at small objects, the field of view is limited. It
means that even a small movement of the robot arm leads to a huge object displacement
comparing to the size of the viewed area. In this chapter, we make a step towards
automatic image acquisition in SEM. To do this, two techniques will be presented.
First, we describe an algorithm allowing to maintain the target object in focus while
it 1s moving which is equivalent to controlling the depth-position. Secondly, a method
of robot and tool center point (TCP) calibration is proposed. The precise knowledge of
TCP combined with calibrated robot kinematics will allow performing the object motion
exactly about the point of our choice, i.e. keeping it in sight.
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5.1 Problem statement

All methods of 3D reconstruction begin from a sequence of images. In order to acquire
it, a user may have to spend hours of work which is mostly due to the problem of
maintaining the object in the field of view and in focus. Consider the following example.
The sample is about 100 um size and it is located somewhere on the robotic stage (e.g.
a robotic arm), several centimeters from the rotation center. Even if we apply an
in-plane rotation of 3 degrees, the object may be millimeters away from the initial
position. Hence, an operator needs to relocate the object and the situation repeats
itself for every new image. In this chapter, we describe three methods allowing to
make an important step towards automatic image acquisition.

The first one is the technique based on focus information. When an object performs
an in-plane rotation, it leaves the field of view which can be compensated by in-plane
translations, i.e. with 2 degrees of freedom (DOF). However, in the case of more
complex out-of-plane rotation, the displacement of object center is characterized by
three coordinates, two same in-plane translations and translation along the optical
axis, moving away or towards the camera. As it was mentioned previously, this last
translation is not taken into account by the projection process in case of an affine
camera (Result 1.2.2), yet, it has to be considered as SEM has limited depth of field,
an area in which the object stays in focus. Obviously, blurry images is not a convenient
start point for 3D reconstruction. Therefore, it is important to maintain the object
in focus while it is moving. We will refer to this problem as dynamic autofocus and
explain the proposed method in Section 5.2.

It is important to mention that autofocus controls only one degree of freedom which
is the distance from camera to object. Nevertheless, the object may still go out of the
field of view. The solution is simple, move the initial position of rotation point (tool
center point in robotics notation) to the object center. It requires not only the precise
knowledge of the robot kinematic model but also the transformation from the terminal
robot link to the end effector and both these elements can be estimated by the methods
presented in Section 5.3 and Section 5.4.

5.2 Dynamic autofocus

Autofocus is a very useful feature for all types of visual sensors and, in particular, for
SEM: it makes possible to obtain sharp images with the least human intervention. Of
the two usual types of autofocus, active with the use of a rangefinder, and passive with
the use of images, only the last type is implemented in electron microscopy [NMY+13;
RMM10; WWZ12]. Autofocus can be also classified as static or dynamic depending
on whether the target object is fixed or moving, respectively, because the same prin-
ciples are not appropriate for both cases. In electron microscopy, static autofocus is
the most widespread because in most applications objects are static. However, with
the appearance of new applications in microscopy such as 3D reconstruction that re-
quires smooth acquisition of multiple images with different object positions [DSH+12;
HDD-+04; KDZ+10; TKA+15] or robotics in the microscope that requires 3D object
tracking, i.e. including depth measurement, [ASP+14; BDN-+06; MJC+14; RT12;
SLY+16; ZTF+13] static autofocus is no longer appropriate and dynamic autofocus



5.2 DYNAMIC AUTOFOCUS 103

Sharpness
o o
=] =]

a
~

=
o

L=
wn

-0.5 0 0.5 . w =
Working distance,mm : & um

Figure 5.1: Left: sharpness function for a pollen grain of daisy flower (Bellis Perrenis).
Middle: image ROIs for points in sharpness function. Right: in-focus image that
corresponds to point 3 on sharpness function. Magnification: x1000.

needs to be developed. The object needs to stay in focus for the whole operation time.

It is important to notice the relation between autofocus and depth estimation using
defocus information. Actually, these tasks are the same. Yet, the goal of autofocus
is to adapt the value of focal distance in the range determined by the depth of field
while depth estimation aims at obtaining the value with the smallest possible error. The
algorithm presented below is initially developed for keeping an object in focus, however,
it allows to estimate the depth coordinate precisely enough for such applications as
automatic manipulation, assembly or robot calibration.

When working with autofocus algorithms, the in-focus image is defined as follows:
any change of focal distance, or working distance in case of SEM, or equivalently the
change of object distance from the camera, will not give a sharper image than the
in-focus image. There exist many different techniques of measuring how sharp an
image is. They may be based on statistical information, image gradient, Fourier or
wavelet transforms. The dependence of image sharpness from the depth variation or
equivalently from focal distance variation is called sharpness function (see Figure 1.3).
It has a special form characterized by the presence of a maximum in the point where
an image is in focus. Depending on the object form, the function may have several
maxima if object parts are located at different distances from the visual sensor. A very
extensive comparative study of focus measure operators for general scenes was realized
by Pertuz et al. in [PPG13]. As for microscopy domain, one can refer to the study
made by Rudnaya et al. [RMM10]. After evaluating several sharpness functions, the
normalized variance was selected:

S(I MNuZZ (9, qy) —p)? (5.1)

where S(I) is the sharpness of image I, p is the mean of intensity values, M and N
are image width and height, respectively. An example of sharpness function as well as
some images at different defocus values are presented in Figure 5.1. The object is a
pollen grain of daisy flower (Bellis Perennis).

In case the in-focus image is constant, we speak about static autofocus. As the
sharpness is a function of the working distance, autofocus may be considered as a
problem of optimization: the search for the peak of sharpness along the optical axis.
When the object is not moving, this function is constant and the desired image stays
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the same. Besides the simple method of sweeping all possible values of working distance
and choosing the one with the best sharpness score, two main types of static autofocus
can be distinguished. They differ on whether the model of sharpness function is used
explicitly ([NJS97; RMM+12; WWZ12]) or not [HZH03; MTD+13; OPT98].
Contrary to static autofocus, in dynamic autofocus task the in-focus image varies in
time due to the object displacement. Previously mentioned methods can not be applied
in this case as the in-focus image is not constant. It also implies that dynamic autofocus
represents the continuous search for the maximum value of sharpness. This process is
equivalent to estimate the depth coordinate using defocus information. Therefore,
we propose a method of keeping object in focus online, during its movement, both
in translation and rotation. The proposed method, being based on online stochastic
optimization, has the following advantages compared to literature solutions:

e absence of calibration step, no model is used, i.e. there is no need for training
data, no focus sweeping of the scene;

e the algorithm is invariant to the object structure which is directly derived from
the previous point;

e no scanning procedure during operation, only two images are used to estimate
best focus position (depth variation);

e being robust to noise, it allows to work with high frame rate (approximately 5
Hz) that is confirmed by experiments;

e adaptive to the variation of object speed.

5.2.1 Sharpness optimization

As it was stated previously, the presented approach of dynamic autofocus is based on
mathematical optimization. In the context of present work, the objective function is
the sharpness function with working distance as an input parameter. Equivalently,
the input parameter may be replaced by object translation perpendicular to the image
plane (depth coordinate). In the case of dynamic autofocus, the function is changing
in time, i.e. is non-stationary. The goal of the method is to keep the sharpness in
maximum, thus, continuously update the value of &, so that:

&n = argmax f,(§) = argmin(—/,(¢)) (5.2)

where &, is the current value of the working distance that maximizes the current
image sharpness (f,(§) = S). The objective function may contain one or several
maximums depending on the scene structure. However, considering that the starting
point of the dynamic autofocus is a well-focused image (not necessarily the best-focused
one), the function may be considered convex in the neighborhood of the maximum
point. The size of this neighborhood is equal to the current depth of field of the
microscope.

To find a solution &, we use local optimization algorithms that differ on whether
they use only function evaluations, first order derivative (gradients) or second order
derivative (Hessians). For the algorithms that belong to the first group, most of them,
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such as Golden-section search [Kie53], are based on the reduction of the interval that
contains the maximum. They are not suitable for our application because the objec-
tive function is not stationary. The second group contains the approaches based on
derivative. In autofocus problem, neither the sharpness function nor its derivatives are
available. The only possible solution is to use the approximations which are not readily
apparent to the unknown function in the case where only noisy measurements can be
obtained. To approximate the first order derivative we use the method of centered

differences: F(&n + AE) — f(& — AE)
f/(gn): - 2A¢& -

The presence of noise makes irrelevant the idea to use second-order approximation:
apart from the fact that it requires more images for one Hessian estimation, its value
would likely be unusable due to the high noise level at high frame rate. All these factors
confine the choice of the optimization algorithms to the first-order methods. The most
used of them is the gradient descent or ascent in our case (the difference consists only
in the movement direction). It has the following update rule:

(5.3)

£n+2 = €n - af,(gn) (54)

where o denotes the gain or learning rate. Its value determines how important is
the update in one iteration. In the context of the present work, &,.- represents the
estimate of the working distance that would give the best value of image sharpness. As
the evaluation of f(§,) takes two images, the time elapsed between &, 5 and &, is twice
the time of one image acquisition, that is why at odd time moments (¢,.1, tn13, tnis)
the update is not performed.

In general, gradient descent achieves good results when the objective function is not
corrupted by noise, which is not true for the sharpness of SEM images taken at high
frame rate (>4.5 Hz). When there is an important change in the gradient value, which
is chaotic due to noise, the algorithm will change dramatically the value of working
distance and lose the focus. Another drawback of gradient descent consists in high
dependence on the value of . If the gain is too low, the convergence speed will also
be low. In the case of autofocus, it would greatly limit the maximum displacement
speed. In contrast, if the gain is too high, the algorithm may suffer from oscillations
about the maximum value. Therefore, several techniques were proposed in the lit-
erature to improve the performance of gradient descent such as Momentum [Qia99],
AdaGrad [DHS11], RMSProp [TH12], Adam [KB14] (see Appendix E for more details).
The last one is then adapted for the task of dynamic autofocus.

Adam, is a recently introduced method that stands for adaptive moment estimation.
The idea proposed here is not to use directly the gradient but its exponentially weighted
moving average. In addition, it also stores the exponentially moving average of the
gradient squared:

Mpt2 < Blmn + (1 - 51)f,(€n)
Uiz <= Bavn + (1= B2) f'(€n)° (5.5)
Snv2 < §n — O‘%
where m is the first moment variable, v is the second moment variable and ¢ is a
small constant (typically 1078) allowing to avoid division by zero at first iterations.
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Algorithm 2 Dynamic autofocus in SEM

step 1

a < 0.004 > optimization parameters
,81 +— 0.6

ﬂg <+~ 0.6

AE + 1076

e+ 1078

m <0

v+ 0

9: £+ & > initial working distance
10: set working distance & = £ + A€

11: while autofocus is activated do

12: acquire image I,

13: get sharpness score s <+ S(I,,) (Eq. 5.1)

14: if step = 1 then

15: evaluate f(£ + Af) = s

16: set working distance £ = £ — A&
17: step < 2

18: else

19: evaluate f(§ — dA&) =s

20: estimate gradient ¢ = f'(&,) (Eq. 5.3)
21: m « Bim + (1 - B1)g

22: v 4 Bov + (1 — B2)§2

23: E+—¢—a ::_E

24: set working distance £ = & + A&
25: step 1

26: end if

27: end while

Such formulation of update rule allows better filtering of the gradient while keeping
the functionality needed for non-stationary function optimization. Typical values of
parameters are: 3, = 0.9, 8 = 0.99,e = 1078,

The final algorithm for dynamic autofocus is represented in Algorithm 2. It should
be noted that during operation, actual working distance is never equal to £. Instead, the
algorithm sets the working distance to £ + A to continuously estimate the derivative.
In other words, the actual value of working distance oscillates around the best focus
position, which is updated every two images.

5.2.2 Experiments

The validation of the presented theoretical aspects was confirmed by three groups of
experiments: translation along Z axis (optical axis of the camera), translation along Z
axis with varying parameters (speed, magnification), and rotational movement. The
object used is a pollen grain of daisy flower that will be further referred as Bellis
Perennis. The object is mounted on the robot (6 degrees of freedom) installed inside the
SEM. For the rotational movement, additionally to the Bellis Perennis, the algorithm
was tested on a scene with different objects including pollen grains: Pollen Grains.
Both objects were coated with a layer of gold. The equipment used is a SEM Carl
Zeiss AURIGA 60. The following parameters were constant for all of the experiments:
acceleration voltage 3 kV, aperture size 30 um. The frame rate was also constant, with
the value of 4.5 Hz.
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Figure 5.2: Results of dynamic autofocus in SEM. Object is performing a translation
along 7 axis, the software adapts the working distance to keep it in focus. Object:
pollen grain Bellis Perennis. Magnification: x1000. Maximal speed: 10 pm/s.

Before starting the description of the experiments, it is important to give some
information about the initialization of the algorithm. Three values are to be defined:
mop, vo and &. The values of my and vy are equal to zero. As a drawback, it leads
to the fact that the values of m,, and v, are biased towards zero at the initial steps
as mentioned in [KB14]. It can be seen from the experiments that there are some
oscillations at the first 5-15 frames in the values of estimated depth that disappear
afterward (Fig. 5.2). Thus, we consider that it would be a good idea to activate the
dynamic autofocus several images before the movement starts as it was done in one of
the experiments. Another important variable is &. The dynamic autofocus represents
the tracking of the best sharpness position. A good choice would be a value of &,
that is close to the peak, i.e. in the depth of field. If the value is chosen far from
maximum, the algorithm may catch up with the best focus value, but the convergence
speed needs to be bigger than the movement speed. In addition, a different set of
parameters should be used and nothing can guarantee that this set will still be optimal
when the maximum will have been reached.

Translation along Z axis. The first experiment consisted in the object performing
a translation along Z axis (along the optical axis of the camera), Figure 5.2. The speed
was defined as a sine function with its maximum of 10 um/s. It allowed comparing
the results of dynamic autofocus with actual displacement which was known from the
proprioceptive detectors of the robot. Results demonstrate that not only the object was
correctly positioned inside the depth of field but it was performed with high accuracy
(for the given example the depth of field was about 40 pm). The standard deviation
of error is about 5 wm while the object dimensions are about 100 wm, magnification
x1000. It allowed confirming the viability of the proposed approach. The next step
was the test that allowed evaluation of the robustness of the proposed solution.

Varying object speed, Figure 5.3(a). In this example, once again, the object had
the sine function as speed profile. The maximal speed for each test was 10, 20 and
40 pm/s, respectively. All optimization parameters, as well as magnification (x1000),
were held constant, only the object speed was subject to change. The results show that
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Figure 5.3: Performance of dynamic autofocus algorithm with varying: a) speed, b)
magnification.

the algorithm performs well when the speed is multiplied by a factor of two. However,
it fails when the speed is multiplied by four. To overcome this, it is necessary to
adapt the value of the parameter a.. In general, the maximum object speed, for which
dynamic autofocus is still viable, is principally limited by the value of frame rate that
was equal to 4.5 Hz in this experiment.

Varying magnification, Figure 5.3(b). In the next experiment, the algorithm
was subject to changing magnification while the speed was the same. Three different
values were tested: x1000, x 5000, x 10000. The approach presents a high level of
robustness. The value of standard deviations for all three cases is about 2 um. For
further increasing of magnification, the value of A¢ should be adapted as the depth of
field becomes smaller with growing magnification.

Rotating objects (Figure 5.4). The last experiment was conducted to test the per-
formance of the algorithm on rotating objects. Two scenes were used: Bellis Perennis
and Pollen Grains. Rotation speed was constant and fixed to 0.2 degrees per second.
Magnification was x500 and x400, respectively. For the first object, Bellis Perennis,
the total rotation was 15 degrees. The scene Pollen Grains rotated to approximately
60 degrees. It should be noted that the center of the scene was not aligned with the
rotational axis of the robot. Thus, when the robot performs the rotational movement,
the object rotates but not precisely about its center. It means that the rotational
movement of one robotic axis results in a more complex movement of the object, i.e.
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(a) Bellis Perrenis scene. Rotation speed: 0.2 deg/s. Magnification: x500.
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(b) Pollen grain scene. Rotation speed: 0.2 deg/s. Magnification: x400.

Figure 5.4: Dynamic autofocus algorithm on rotating objects in SEM.

rotation combined with uncontrollable translations. That is why, without autofocus,
the object goes out of the depth of field. In contrast, when the dynamic autofocus
is activated, the image stays sharp during the whole movement even when the scene
highly differs from the beginning operation to the end like in the case of Pollen Grains:
at the final frames, after the rotation of 60 degrees the scene was very different from
the initial one, and only 10% of the image actually contained some visual information.
It demonstrates that the algorithm is not only invariant to the scene itself but also to
its change during operation.
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5.3 Robot and tool center point calibration

This section covers the aspects of calibration of robot and tool center point (TCP)
which is an important step towards the improvement of positioning accuracy. Actually,
to automate the process of image acquisition we need to be capable of rotating around
one point which is the center of the object (scene). To do that, the position of this
point needs to be known with a very high level of precision.

The system we have is shown in Figure 5.5 and Figure 5.6. Inside a vacuum cham-
ber of SEM, a serial-link manipulator, further referred as robot, is installed. As a usual
robotic arm, it comprises a chain of rigid links and joints. One joint j has one degree
of freedom represented either as a translational movement for prismatic joints or ro-
tational movement for revolute joints. In our configuration, the robot is PPPRRR or
3P3R, which means that it has three prismatic (¥, ¥, ) and three revolute joints. All
joints are equipped with position sensors. Prismatic joints are actually three microposi-
tioning stages mounted together. Regarding revolute joints, first two are implemented
as a goniometer (77,7,) and the last one is a classic rotation block (7). The base of
the robot is fixed on the chamber ceiling and the frame associated to it is also fixed
and denoted as Ry. Other frames R; with ¢ € (1,2, ..,6) correspond to six robot joints.
The end of the robot which is free to move holds the tool or end-effector which is a
sample holder in our case. We will denote R, the frame associated with the center of
the object we want to rotate about. It is important to note, that we are interested
only in its position and not orientation which means that it can be chosen equal to the
orientation of last robot joint.

The position of the end-effector clearly depends on the state of each joint. The
pose may be computed as a series of transformations involving every link from the
base frame to the tool frame:

T, =TT, T, 50
forward kinematics

where T}, denotes the 4 x 4 transformation matrix between R to R, with k,i €
(0,1,..,n) and n = 6. The first part of this equation is referred to as forward kinematics.
In contrast to the tool, that is interchangeable (the position is not the same for different
samples), the forward kinematics may be considered constant.

Each transformation matrix in (5.6) includes geometric parameters of the robot:
lengths between links, angles between stages, etc. Once the robot has been designed,
the theoretical estimation of forward kinematics °T; (with ¥ denoting theoretical) is
obtained from its CAD model and position of the tool may be calculated. However,
due to the process of assembly and manufacturing, these base theoretical parameters are
never the true ones which results in low accuracy of object positioning. The situation is
even worse at small scales. The presented robot is approximately of 15 cm length while
we want to control the position of a 10 pum object. Our task is similar to manipulating
the needle with a tower crane!

The accuracy of the robot may be improved by following a calibration procedure
with the goal of refinement of robot geometric parameters. In the following sections,
we will define these parameters of the robot and present the corresponding calibration
procedure.
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Figure 5.5: View of the CAD models of the 3P3R robot and the SEM column, inside
the SEM vacuum chamber.
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Figure 5.6: Model of the robot installed inside SEM chamber.
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Figure 5.7: Transformation between robot links.

5.3.1 Point-link calibration

Calibration procedure implies the refinement of geometric parameters of forward kine-
matics and tool transformation. The vector of parameters & can be decomposed for
each transformation separately. For transformations between the links of the robot we
will follow Khalil and Kleinfinger notation [KK86]. The transformation matrix between
two joints j;_; and j; can be written as follows (Figure 5.7):

STy = rot(77, B;) - rot(&, o) - trans(&, d;) - rot(Z, 6;) - trans(Z, ;) (5.7)
And for tool transformation:
"T; = trans(¥, x;) - trans(¥, y;) - trans(Z, z;) (5.8)

The theoretical values of robot forward kinematics are presented in Table 5.1. It
should be noted that for revolute joints, angles 6; are replaced with joint variables (the
values given by sensors). The same is true for r; and prismatic joints.

Table 5.1: Theoretical model of robot forward kinematics (initial values of parame-
ters &;).

Bi Q; d; 0; T
degrees degrees mm degrees mm

J1 0 0 0 0 J1
Jo 0 —90.00 0 90.00 Jo
Js3 0 —90.00 0 180.00 J3
Ja 0 0 0 Ja 0
Js 0 —90.00 0 75—90.00 0
Jé 0 —90.00 0 J6 —41.6

The standard calibration procedure comprises the following steps. First, the tool
position X. is measured by a precise external sensor for many different robot config-
urations ¢ € (1,2,.., N.). The joint variables j, are also stored. Therefore, we have
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two values that should match each other: tool position measured by an external sensor
%, and the same computed from forward kinematics and tool transformation x.(j,, &).
The goal is then to find such values of parameters that minimize the difference between
them:

Ne
€ = argmin}_[|% = x(j., &) (5.9)
c=1

However, as it was already mentioned, it is not possible to find a sensor allowing
to provide accurate measurements of tool (object) position at microscale. Therefore,
we suggest using another calibration method that relies only on joint parameters and
is called point-link calibration [KGD95]. The idea behind this method is the following:
place the robot in many different configurations and ensure that for every configuration
the position of the tool is the same (with an arbitrary orientation). It means that for
every pair of configurations, the tool position is the same:

v(jaajb) : X(jaa S) = X(jba E) (510)

Therefore, the calibration problem transforms into:

Nee1 Ng
¢ =argmin } > [x(j,€) = X0, I (5.11)
a=1 b=a+1

which can be solved by many different optimization algorithms discussed throughout
this thesis: from global optimization to Levenberg-Marquardt algorithm, that is the
most common approach for such tasks.

As a result, in order to calibrate the robot, we need to acquire a set of configurations
with the object at the same position. One can remark that the goal of the chapter
is actually to automate exactly this process and this is true. The idea is that we
perform one manual acquisition in order to calibrate the robot and, then, when the
object is replaced, only the tool transformation would change that can be estimated
from a much lower number of poses and automatically (see Section 5.4). The methods
allowing to keep the object at the same position while changing the robot configuration
are presented below.

5.3.2 Maintaining object location

The position of the object center Q, (tool) is determined by its three coordinates
(Gt Qiy> @) " and the goal is to maintain it in the center of the image for any chang-
ing robot configuration. It means that we need to measure the relevant displacement
and to compensate it by moving the robot accordingly. The depth coordinate is mea-
sured using the autofocus technique presented above (see Section 5.2). For two other
coordinates, we use visual servoing to keep the object in the center of the image.
Visual servoing is a technique allowing to control a robot by using the feedback from
a visual sensor [CHO6]. In our case, the visual sensor is the SEM and we need to control
the translation of the object (tool) in the plane parallel to the image plane. In order
to measure the displacement of one point, we use the homography-based approach.
Assume the starting point of the algorithm is an in-focus image with the object to
track located in its center. This image is used to extract the features that are then
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tracked using KLT algorithm in all following images [TK91]. Object center is not a
feature itself, thus, in order to track it, one needs to find the transformation between
the current image and first image and then find the projection the object center in this
current image. This transformation is a homography that defines the following relation
between two corresponding points:

q; = Hq, (5.12)

where H is a 3x3 homography matrix. Therefore, once H is estimated, the new position
of the object center is easily found using (5.12). The estimation of homography is done
from tracked features using linear algorithm inside RANSAC scheme [HZ03].

Once the homography is estimated, the error between current object position and
the desired one (image center) is written as:

e(t) = q,t) —c (5.13)

where c is the center of the image and q,(t) is a time-varying current position of the
tool. It is important to note that the error e is computed in camera frame R, and,
in order to express it in the robot base frame to find the joint speed, it has to be
multiplied by the transformation matrix °T.. This matrix is known from CAD model
of SEM vacuum chamber. Finally, the final control law for maintaining the object in
the center of the image is written as’:

j=-\T.e (5.14)

where _] is the vector of joint speeds and A is a proportional gain.
As a result, by using 2D visual servoing in combination with dynamic autofocus, it
is possible to assure that the object always stays in the center of the image.

5.3.3 Results

After about 30 robot configurations have been acquired, we use the expression (5.11)
to refine the set of parameters & The table of calibrated parameters is shown below
(Table 5.2). From the resulting values, one can see that the most important correc-
tion was done on the parameter « reflecting the perpendicularity between robot axis.
The displacements d and r allowed to correct the center of rotation. Actually, before
correction, the axis of rotation did not intersect!

With the calibrated robot it is now possible to perform a rotation around the object
center (Figure 5.8). As an object, a pollen grain of spherical form was used with the
diameter of about 100 um. After calibration, while rotating, the biggest displacement
between the object and the image center is near its size. Such error is mostly due to the
depth estimation. Actually, as the object has a spherical form, the autofocus is always
performed on its surface, i.e. approximately 50 um away from the center. Subtracting
this value does not seem an ideal option as the surface is not a regular sphere.

'Note that Jacobian robot matrix is equal to identity for translational part of presented robot
structure
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Table 5.2: Calibrated model of robot forward kinematics &*.

B Q; d; 0; T
degrees degrees mim degrees min
J1 0 0 0 0 J1
J2 0 —90.175 0 90.00 J2
J3 0 —91.015 0 180.00 J3
Ja -0.310 1.163 0.000 j4—0.013 0.000
Js 0 —89.790 —0.337 j5—89.197 —0.533
J6 0 —90.102 0.956 Jje—0.046 —41.600

Figure 5.8: Motion of calibrated robot.

5.4 Tool center point calibration

In previous section we described the method of robot calibration using point-link tech-
nique. The robot as well as the tool transformation were calibrated together at the
same time. However, the tool is often subject to change as the SEM is used by many
people. While the calibrated parameters of the robot may be considered constant, the
tool transformation changes with every new sample, and in this section we discuss the
method of separate tool center point calibration.

The simplest technique of updating the tool position is the following. If the entire
system is calibrated (besides the tool), the transformation matrix between the robot
base and the camera (“Ty) and forward kinematics (°T,,) are known. It means that
if we manually place the object in front of the camera and adjust the focus, the tool
position can already be calculated from the image center and the current working
distance:

0.5(image width)

0.5(image height)

working distance
1

q, = "T"T, (5.15)

This method provides a good initial estimate for further refinement. Assume current
TCP is near the desired point, thus, when a single rotation is applied, the desired point
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Figure 5.9: Update rule for TCP calibration.

will follow a circle (Figure 5.9), the point moves from q; to q;,,. Hence, by updating
the tool center point coordinates in the right direction the radius of the circle will

decrease. The radius will be equal to zero when the actual TCP coincides with the
object center.

In present work, we will use the update rule illustrated in Figure 5.9:

TCP;y; = TCP; — A <(1) _01) (U1 — ) (5.16)

J/

~
perpendicular to motion direction

Figure 5.10 demonstrates the convergence of the algorithm for different values of .
For A = 5, the algorithm converged in 21 iterations (21 images).
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Figure 5.10: TCP calibration for different values of \.
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5.5 Conclusion

In this chapter, we discussed a group of methods dedicated for automatic image acqui-
sition in SEM. The main lock consists in the problem of keeping the object inside the
field of view while performing rotations and the presented algorithms are dedicated to
solving it.

The first method refers to dynamic autofocus or autofocus on moving object. Sam-
ple displacement results in unknown variations of maximal sharpness, i.e. the sharpness
function is non-stationary with respect to the change of object position or orientation.
The presented method relies on gradient-based optimization and allows keeping the
object with unknown structure in focus at high frame rate, i.e. using very noisy im-
ages. The experiments on the SEM validated the algorithm and proved its robustness
to the variation of magnification and displacement speed. The working distance is
adjusted automatically that serves also for depth estimation, for measuring the trans-
lation perpendicular to the image plane. With optimal parameters, it was possible to
track the object with displacement speed up to 20 um/s (at x 1000 magnification) and
0.2 degrees/s with a frame rate of 5 Hz and a format of 1024 x 768 pixels.

Next method demonstrates the procedure allowing to calibrate a serial robot inside
SEM that allows performing the rotation around the point of our choice. It starts with
the acquisition of different robot configurations keeping the same position of the tool.
The vectors of joint variables corresponding to every configuration are then used in the
optimization process that allows refining of initial theoretical geometric parameters of
the robot and the tool transformation. The method was tested inside SEM with a
pollen grain of 100 wm. With applying the rotational speed the object stays in the
field of view and the shift from the desired position do not exceed the size of the object.

While the parameters of the robot may be calibrated only once, it is no longer true
for the tool that is subject to change frequently. Indeed, in order to change the rotation
point, one need to recalibrate the TCP (tool center point) which can be done by the
method presented in the previous section. If the TCP is not defined precisely, when a
rotational speed is applied, the object will follow the circle with the diameter equal to
the distance between the object center and TCP. The proposed method allows making
it equal to zero by progressively updating the TCP. The method was presented for
in-plane displacements but can be extended to full 3D motion. For example, one may
calibrate first for 7 plane and then for ¢z plane.
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This chapter briefly presents the software modules that have been developed during
this thesis. They integrate all algorithms of 3D reconstruction presented in previous
chapters. The software is called Pollen3D. Currently, it exists in the form of MATLAB
toolbox and a standalone C++ application with GUIL In this chapter, we will speak
mostly about C++ implementation, however, it is important to note that the same
results may be achieved by using the Pollen3D Toolbox for MATLAB.
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6.1 Context

The software developed as a part of this thesis is called Pollen3D with its logo displayed
in Figure 6.1. The goal of this software is to allow users of SEM, that may have very
different scientific background, to obtain a dense 3D reconstruction of a small object
from a sequence of its images.

Figure 6.1: Logo of the Pollen3D software for 3D reconstruction in SEM.

Two implementations of Pollen3D exist nowadays. First, it is a MATLAB toolbox
that contains only a set of functions, and, secondly, it is a standalone C++ application
with a graphical user interface. Both implement all algorithms presented in previous
chapters. The input is a sequence of SEM images obtained by moving the robotic
stage. The standalone application was developed in C++ and is cross-platform (it was
tested on Windows, Linux (Ununtu distribution) and Mac), that became possible by
using @t 5 library for GUI. The core part of the software uses two external libraries
(see Figure 6.2). OpenCV [Bra00] library that is used for interaction with image
files, feature extraction and matching, and mathematical algorithms such as SVD,
matrix multiplication, etc. Another library used is NLopt which stands for non linear
optimization [Johl14]. Thanks to it, we could include the global optimization in the
software.

o OpenCV - interaction with image files

Iih le - feature extraction and matching

ibrary ibrary - algebra (SVD, RQ, etc.)
NLopt - global optimization
library

gui core
| T
'
Pollen3D

Figure 6.2: External libraries for Pollen3D software.

In the following sections, we briefly discuss different elements of Pollen3D software
and the links between program and previous chapters.
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6.2 Pollen3D software GUI

At the start of the program, user should load the images by clicking on the correspond-
ing button. A screen-capture of the software window with images loaded is displayed in
Figure 6.3. It contains the following elements: the list of images and an image viewer
displaying them. At the right, there is a console displaying the log messages. The main
element of control is the tab widget located on top. Four tabs are available. General
tab allows some basic manipulations with images and the project itself such as save,
load etc. Other tabs actually correspond to the target they are applied to:

e Image. It contains the algorithms that can be applied to one image only.
e Stereo. This tab works with image pairs.

e Multiview. This tab controls the algorithms dedicated for image sequences and
point clouds.

The left side and right side widgets can be hidden by clicking on the arrow buttons.

1 Palen3D 2.0 : "untitled = = B
GENERAL [HaAGE STERED MULTTIVIES
Control tabs
Load SEVE 5:;ﬂ Oper ﬁ
9 o Pu... Jmect praject

L
Low
Py D06 ;
py L.t o
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Figure 6.3: Main window of Pollen3D software with images loaded (ppy dataset).
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6.2.1 Image tab

On this tab, we work with each image separately and the available function is the
detection of features using the algorithms of Section 2.1. User needs to tune the
threshold parameter that reflects the feature quality (see Figure 6.4). For low-textured
images this parameter should be decreased. The parameter can be specified for the
whole sequence and then adjusted for every image separately if needed.
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Figure 6.4: Feature extraction using Pollen3D (pot2 dataset).
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6.2.2 Stereo tab

This tab allows user to work with image pairs and the image list widget changes accord-
ingly (see Figure 6.5). Every task represents a separate widget surrounded by a box.
As we can see from the figure, it is possible to perform pairwise matching and estimate
the fundamental matrix. All algorithms of fundamental matrix estimation presented
in this thesis (Section 2.6) are available from the dropdown list. The corresponding
check boxes control the display of epipolar lines of matches which can be very useful as
one can immediately detect possible malfunctions: wrong filter coefficient or presence
of outliers.

With the controls on this tab, a rectification algorithm presented in Section 4.2 can
be applied to images. The result is shown in Figure 6.5.

The last available function consists in the disparity map computation using dense
matching algorithms (Section 4.3). All dense matching parameters such as disparity
range or block size can be modified directly in GUI.
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1

4 Image pairs
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Figure 6.5: Rectification using Pollen3D (ppy dataset).
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6.2.3 Multiview tab

The last control tab is the ”Multiview” tab (Figure 6.6). Here, the algorithms working
with multiple views are presented. First, it is possible to extract the measurement
matrix W and full measurement matrix W;. Secondly, the optimization widget refers
to autocalibration using global optimization (Chapter 3) that is achieved by clicking
on ”Optimize” button. Besides general stopping criteria which is the tolerance on the
function change, it is also possible to stop the optimization after ¢ seconds. At the end,
the results may be refined using local optimization.

The last control group refers to point cloud. 3D points are obtained from disparity
maps and camera matrices using the triangulation techniques presented in 4.4. Finally,
the point cloud may be saved to a *.ply file (Polygon File Format) that is a free data
storage format that can be read by MeshLab or other 3D modelling software.

GENERAL IMAGE STEREQ POINT CLOUD

Optimizalon 1 |
Use local |
max time, 3 15 iy |
Get full Get measurement ] Save point cloud Triangulate
measurement matrix matrix o file peints.
Optimize
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Figure 6.6: Dense 3D reconstruction using Pollen3D (brassica dataset).
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6.3 Conclusion

This chapter provides only a very brief overview of the software developed in the scope
of this thesis. It represents a standalone cross-platform application that allows to obtain
a 3D reconstruction from multiple SEM images using the algorithms presented in this
work. As an example, it is worth to mention that for four images of brassica sequences,
approximately 400,000 3D points were obtained in less than a minute which is a good
result considering that the algorithms were not optimized for speed. Therefore, their
efficiency can be improved by means of parallel computing and/or GPU techniques.

Our C++ software, Pollen3D, provides all necessary controls for every step of 3D
reconstruction: extraction of features, matching, estimation of fundamental matrix,
rectification, dense matching, autocalibration, and triangulation. At every moment,
the obtained data can be saved to a project file or exported as MATLAB data file. Its
viability and performance were validated through multiple tests. The same is also true
for Pollen3D MATLAB toolbox.

By lack of time, the work on the software is still in progress and we hope that the
first version of it will be available online by the end of 2017 at least for MATLAB
toolbox. The choice of license has not been done yet. At present, we are planning to
install Pollen3D on the SEM computer to get some feedback from other researches of
the team in order to make it more user friendly and to minimize the number of program
failures.
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Conclusion and perspectives

6.4 Summary and discussion

3D reconstruction is a very powerful technique that allows obtaining a 3D model of an
object from its images taken from different perspectives. 3D reconstruction is a very
deeply studied subject in computer vision, however, its application to special visual
devices, such as Scanning Electron Microscope, creates new challenges that have not
been completely solved. The microworld, while opening new possibilities for many
research fields, remains a continuing challenge. With regard to SEM, the main lock
is due to specifics of image formation when working with very small objects. It is
reflected by the fact that, due to the very high ratio between the distance from the
camera to object and the object size, the projection rays are parallel. This feature has
to be taken into account as, otherwise, 3D reconstruction is not possible.

In the introductory chapter, different solutions proposed in the state-of-the-art are
discussed: while an important steps towards the problem resolution were made, some
problems stayed unresolved. Among them were the camera calibration, density of 3D
reconstruction and the process of image acquisition, and we believe that, in this thesis,
some advances in these fields were made.

Consider first the aspect of calibration. Previously, in order to calibrate a SEM, one
needed a special calibration target or grid fabricated with a very high precision. The
latter is not a trivial undertaking as the fabrication precision at micrometer scale can
not be compared to general macroscale results. In this work, we discussed the technique
of autocalibration that was adapted for and applied to SEM for the first time. It
means that 3D reconstruction can be achieved without using additional sensors or any
information about the object as the algorithm computes at the same time the intrinsic
and extrinsic camera parameters. Therefore, assuming that the internal parameters
of the camera do not change across the image sequence, there is no more need for
calibration target.

It should be mentioned that the assumption of parallel projection was confirmed for
the magnification range starting form x1000. It is within this range that our method of
autocalibration finds its application. For lower magnifications, the perspective effects
cannot be neglected. Moreover, an important work has to be done on the distortion
compensation. Another limitation of the algorithm consists in the quality of features
detected in the images. For such biological samples as pollen grains, this problem is
not present. However, the surfaces of the objects fabricated using such methods as
photolithography often lack of features. One of the ways to anticipate this situation
may be to add some random pattern on the object surface during fabrication.

Indeed, image quality has a huge impact on the quality of 3D reconstruction. There-
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fore, to acquire a sequence of images for 3D reconstruction we suggest to consider the
following points. First, it is important to properly adjust SEM parameters in order
to reduce noise and the charging effects. For example, the accelerating voltage for
biological, mostly non-conductive, samples should be lowered. Regarding the angle of
out-of-plane rotation, experiments have shown that the best results are given for the
angle of approximately 3 degrees, as the feature matching is quite simple. However,
we suggest taking at least 5 images so the total baseline for images in the sequence is
equal to at least 15 degrees.

Once the calibration is done, the intrinsic parameters of the camera as well as
its location for every image are available. It brings us to the next step covered in
this work which is dense 3D reconstruction. With the presented techniques it is now
possible to obtain a point cloud that may contain millions of points. This result creates
new possibilities in terms of micro- and nanocharacterization. Point cloud is the first
level of object model where the measurements can be done. Consider the example
of cutting dataset (see Figure 4.11 for 3D reconstruction). Our colleagues from the
department of Applied Mechanics (FEMTO-ST Institute) were interested in measuring
the angle between two planes of the edge of this cutting tool. The angle can be found
by fitting two planes to the corresponding parts of 3D reconstruction. Our result is
79.3 degrees while the angle in the CAD model is equal to 80 degrees.

The last part of the work on 3D reconstruction covered in this thesis concerns image
acquisition. When working with SEM, in order to acquire several images of the object,
even an experienced operator may spend hours of work. The main problem is the
impossibility of rotating the object around its center. As the center of rotation is away,
even after a small movement of the robot, the object leaves the field of view. To tackle
this lock, we proposed three new methods. The first one allows keeping the object in
focus while it is moving. Two other methods concern the calibration of the robot and
the tool center point. Both represent a great interest not only for 3D reconstruction
but also for small scale robotics, microassembly etc. The results are promising but
a deeper experimental investigation is needed to improve the accuracy of calibration.
Both methods were validated on a pollen grain, however, for further development, we
suggest using a smaller object (10 um or less). Ideally, it would be a sphere of a very
small diameter mounted on a tip.

It is worth mentioning that the method of calibration presented here does not take
into account non-geometric parameters of the robot such as compliance, encoder mis-
alignment or joint deformation. According to the results presented in the literature,
non-geometric robot properties are responsible for 8%-10% of the position error of the
end effector [RRB+91]. Obviously, their impact may be different for microscale robots
and has to be studied in more details in the future.

Finally, we would like to point out that this work covers all the steps of 3D re-
construction in Scanning Electron Microscope: from image acquisition to dense point
cloud. We also successfully combined all methods in one standalone software called
Pollen3D and we hope that its final version will be available online by the end of 2017.

6.5 Contributions

This section summarize briefly the main scientific contributions presented in this dis-
sertation following its structure.
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e Chapter 2 presents a new method of full motion estimation from three images
taken with an affine camera. The method is entirely based on the epipolar geom-
etry and spherical trigonometry. In contrast to the state-of-the-art methods that
use additional sensors such as focus or robot sensors, in our case, the motion is
computed from images only.

e In Chapter 3 we derived a new method of autocalibration for SEM considering
it to be an affine camera. Presented algorithm allows to achieve directly the
Euclidean reconstruction without an additional affine step. The autocalibration
is formulated as an optimization problem and by adding a supplementary reg-
ularization term we ensure the respect of metric constraints. Being based on
global optimization, the method has a high convergence range. Moreover, all
optimized parameters have an actual physical meaning so that user can easily
impose new constraints if some of the information is available (known rotation
angles, constant parameters etc.).

e In Chapter 4 a rectification algorithm for SEM images was derived in accordance
with previous step of autocalibration. All parameters used for rectification are
estimated directly from the fundamental matrix and then refined at the step of
autocalibration. The accuracy is also improved by implementing robust estima-
tion of fundamental matrix using MLESAC method.

e In Chapter 5 we made an important step towards automation of image acquisition
in SEM. First, we presented a method of autofocus for moving object that has
never been done for such type of visual sensors. The best focus is achieved fast
without sweeping the working distance.

e At last, we proposed a calibration method for complex robotic structure inside
SEM using only visual information (Chapter 5). It allows improving the accuracy
of robot positioning. Moreover, thanks to tool center point calibration, it is now
possible to change the rotation point to the center of image. The algorithms were
validated on one object (pollen grain) and need further, mostly experimental,
investigations.

6.6 Future work

The following points may be consider in the future as the next steps for this dissertation:

Point cloud to 3D model. Even if the point cloud can be exploited for charac-
terization, it still has a limited application. It would be very interesting to work on the
methods allowing to filter the point cloud, reduce the number of points without loss of
quality, transform it into a mesh. Ideally, the final step of this process would be the
creation of printable 3D models for visualization and educational purposes.

Multimodal 3D reconstruction. In present work, we used only one SE detector
to obtain several images. However, if the SEM is equipped with another detector
such as BSE, it is possible to combine the reconstructions from different detectors and
obtain not only the topological information but also the information about the material
of the sample. One may also consider joining the structure-from-motion technique with
photommetric stereo in case of multiple detectors.
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Robot calibration through 3D reconstruction. The method of robot calibra-
tion presented in Chapter 5 is based on the principle of maintaining the object at the
same place while changing the robot configuration. However, by means of 3D recon-
struction we could actually find the relative object displacement between two images
and the 3D points, and use them inside the robot calibration algorithm. Assume that
N, configurations were acquired and N, 3D points were reconstructed, the following
optimization problem may be defined:

Npts NC

& =argmin 3 03" [laf x KALT(,, Q| (6.1)

with T(j, &) = “To°T,"T;. It means that from just a sequence of images it would be
possible to calibrate the camera and the robot holding the sample at the same time.

Software testing. Even though the developed software application (Pollen3D) is
running well in most of the cases, it has not been tested thoroughly. Also due to the
time constraint, some basic but very useful functionality such as undoing the previous
command, adding one more image to the sequence, etc. was not added yet. So, for the
future work, it is highly recommended to perform an overall unit testing. Once this
task is finished, it is planned to distribute the software first within the department for
more tests and then, freely, on one of the open-source platforms.

Software modules. Regarding microcharacterization, the needs of every research
department are different. It may vary from the estimation of angles between two
planes (as in example of cutting tool) to the comparison of two volumes. Obviously,
the software cannot meet all demands. Therefore, it would be interesting to integrate
a system of modules or plugins so that every user could write a small script in order
to tune the application to its own needs.
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Appendices

Appendix A Experimental setup

The hardware set-up architecture used in this project is shown in Figure 6.7. The SEM
used in this work is a CARL Zeiss Auriga 60 SEM. It has Schottky Field Emitter in
the electron column that converges the beam towards the sample surface. Its electron
column is equipped with all the elements explained previously. Its objective aperture
is controlled electronically and may take the following values: 7,20,30,60,120 um. The
accelerating voltage for the SEM varies from 0:1 kV to 15 kV and the achievable
resolution at 15 kV is 1 nm. The magnication of the SEM varies from 12 to 1,000,000.

The SEM chamber is equipped with a mobile platform (stage) that can be controlled
externally using keyboard. It has six motorized axes: three translations, one continuous
rotation (0 — 360°), tilt (—10-60°) and analytical working distance that varies from
0—20 mm. The view on the vacuum chamber from a camera installed within is shown
in Figure 6.8.

Another element installed within SEM vacuum chamber is the 6-DDL manipulation
robot. It was developed in FEMTO-ST Institute (AS2M department) for the purposes
of micro- and nanoassembly. It contains three translation axes with nanometric preci-
sion and three rotations. Two of them are realized as a goniometer allowing to perform
rotations in range (—7°;7°). The last rotation is a continuous one (0 — 360°).
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Figure 6.7: Experimental environment showing the hardware set-up.

Resolution : 1024°768

Figure 6.8: The view on the SEM vacuum chamber from a camera installed within.
Green: SEM column; red: manipulation robot, blue: robotic stage.



APPENDIX B CAMERA VS OBJECT MOTION 143

Appendix B Camera vs object motion

In SEM, an image pair is obtained by moving the robotic stage holding the sample:
camera is fixed, object is moving. However, for the ease of presentation, we consider
the object was static and that the camera (SEM) performed the motion. It can be seen
from Figure 6.9 that these situations are equivalent.

; . Ca ;Cnera 2
1
zY z Y
;&

b)

Figure 6.9: Equivalence between object motion and camera motion. a) object is mov-
ing, camera is static, b) camera is moving, object is static.
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Appendix C Diamond: synthetic image data
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Appendix D SEM image datasets

D.1. Brassica

Figure 6.10: brassica image dataset.

Table 6.1: Properties of brassica image dataset.

Name brassica

Description pollen grain from Brassica rapa
Origin [TKA+15; TKH+15]
Number of images 4

Image size, pixels 854 %590

Stage motion 3 degrees

SEM Hitachi S-4800 FE-SEM
Detector SE

Magnification x 10000

Accelerating voltage 3.0 kV

Working distance 14.4 mm

Image pixel size 47 nm
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D.2. Grid

120 um
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Figure 6.11: grid image dataset.

Table 6.2: Properties of grid image dataset.

Name grid

Description material object TEM copper grid
Origin [TKA+15; TKH+15]
Number of images )

Image size, pixels 2560x1920

Stage motion 7 degrees

SEM Hitachi S-4800 FE-SEM
Detector SE

Magnification % 10000

Accelerating voltage 3.0 kV

Working distance 14.4 mm

Image pixel size 47 nm
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D.3. Cutting tool

21 pum

Figure 6.12: cutting image dataset.

Table 6.3: Properties of cutting image dataset.

Name cutting

Description cutting edge of a microfabrication tool
Origin FEMTO-ST Institute
Number of images 4

Image size, pixels 1024 <768

Stage motion complex rotation

SEM Carl Zeiss AURIGA 60 SEM
Detector SE

Magnification x 2000

Accelerating voltage 5.0 kV

Working distance 10.6 mm

Image pixel size 27.91 nm
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D.4. Potamogeton

&3 pm

Figure 6.13: pot image dataset.

Table 6.4: Properties of pot image dataset.

Name pot

Description pollen grain of aquatic, mostly freshwater,
plant of the family Potamogetonaceae

Origin FEMTO-ST Institute

Number of images 7

Image size, pixels 2048 <1536

Stage motion 3 degrees

SEM Carl Zeiss AURIGA 60 SEM

Detector SE

Magnification x 1000

Accelerating voltage 1.0 kV

Working distance 6.2

Image pixel size 55.82 nm
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D.5. Potamogeton2

57 um

Figure 6.14: pot2 image dataset.

Table 6.5: Properties of pot2 image dataset.

Name pot2

Description pollen grain of aquatic, mostly freshwater,
plant of the family Potamogetonaceae

Origin FEMTO-ST Institute

Number of images
Image size, pixels
Stage motion

15
1024 x 768
complex rotation

SEM

Detector
Magnification
Accelerating voltage
Working distance
Image pixel size

Carl Zeiss AURIGA 60 SEM
SE

x 1500

2.0 kV

9.0 mm

74.43 nm
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D.6. PPY

12 um

Figure 6.15: ppy image dataset.

Table 6.6: Properties of ppy image dataset.

Name PPY
Description Polypyrrole (PPY) material surface
Origin FEMTO-ST Institute

Number of images
Image size, pixels
Stage motion

5
1024 x768
complex rotation

SEM

Detector
Magnification
Accelerating voltage
Working distance
Image pixel size

Carl Zeiss AURIGA 60 SEM
SE

X 7,000

1.0 kV

5.2 mm

15.95 nm
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Appendix E Non-stationary function optimization.

The term non-stationary is referred to a function that may change its properties in
time. This feature greatly reduce the number of optimization solutions. In this sec-
tion we provide a very brief overview and analysis of the state-of-the-art optimization
techniques for first-order optimization.

The most common first order algorithm allowing to find the minimum of a function
f(&) is the gradient descent which has the following update rule:

§nt1 =& — Qg (62)
where o denotes the gain or learning rate and ¢ is the estimated gradient of function
f(&). Its value determines how important is the update in one iteration. In general,
gradient descent achieves good results when the objective function in not corrupted by
noise. When there is an important change in the gradient value, which is chaotic due to
noise, the algorithm will impose too important change of parameter £ which may cause
the instability of the system. Another drawback of gradient descent consists in high
dependence on the value of .. If the gain is too low, the convergence speed will also be
low. In the case of autofocus it would greatly limit the maximum displacement speed.
In contrast, if the gain is too high, the algorithm may suffer from oscillations about
the maximum value. Therefore, several techniques were proposed in the literature to
improve the performance of gradient descent.

Momentum [Qia99]. This first method is based on the following idea: if the sign of
gradient does not change for a certain amount of time, i.e. the update direction stays
the same, the update in this direction can be accelerated. It gives the following update
rule:

My g1 < My, — g

€n+1 < fn + Mnt1
where m is a first moment variable. Thus, instead of integrating the gradient, the
velocity is integrated. The acceleration depends on the factor p € (0,1). Its typical
value is 0.9. This algorithm allows to improve the convergence speed and prevents the
value of £ from chaotic jumps. However, it is not suitable for non-stationary functions.
Assuming that the minimum is moving in one direction for some time and then changes
it, the algorithm would not be able to respond quickly.

AdaGrad [DHS11]. In this case the learning rate is adaptive. It scales the cur-
rent value of gradient according to the history of squared gradient values for previous
iterations:

(6.3)

Un+1 <_Un+g2A (6 4)

fn—i—l %gn _Oé\/%+s

where ¢ is a small constant (typical 107%) allowing to avoid division by zero at first
iterations, v is a second moment variable. Despite the robustness of this algorithm, it
is also not adapted for non-stationary functions: the history of gradient is stored for
the whole time of optimization. As a result, it has the same drawback as Momentum,
impossibility to quickly respond at the change of minimum position.

RMSProp [TH12]. The idea proposed here is not to store all values of the gradient
but use the exponentially weighted moving average:

Upy1 & Pup + (1 _Aﬁ>g2

Eup = & — gl (6:5)
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where 0 < 8 < 1 is the parameter that determines how many previous gradients
would be taken into account and with which weight factor. For instance, if 5 = 0
only the current estimate of the gradient will be used, and the algorithm will perform
the update in its direction by the value of a. It is worth to note that RMSProp is
invariant to the scale of the gradient, as in previous example when 5 = 0. In practice,
the value of (8 is taken equal to 0.9 or 0.99. This is the first algorithm that has the
necessary properties for non-stationary functions: filtering of chaotic jumps in the
gradient values, robustness and quick response on function variations (if the value of
3 is chosen correctly).

Adam [KB14]. This recently introduced method stands for adaptive moment es-
timation. In addition to store the exponentially moving average of squared gradients
like RMSProp, it also stores the exponentially moving average of the gradient itself:

M1 < Bimy, + (1 — B1)g
Uns1 ¢ Povn + (1 = B2)§° (6.6)
€n+1 — ’gn - @%

The update rule is very similar to RMSProp, however, not the noisy gradient estimate g
is used, but its averaged value m. It allows better filtering of the gradient while keeping
the functionality needed for non-stationary function optimization. Typical values of
parameters are: 3; = 0.9, 3, = 0.99, = 1078.






Lobjectif de ce travail est d’obtenir un modele 3D d'un objet a partir d’'une série d'images prises
avec un Microscope Electronique & Balayage (MEB). Pour cela, nous utilisons la technique de
reconstruction 3D qui est une application bien connue du domaine de vision par ordinateur.
Cependant, en raison des spécificités de la formation d’'images dans le MEB et dans la microscopie
en général, les technigues existantes ne peuvent pas étre appliquées aux images MEB. Les
principales raisons a cela sont la projection paralléle et les problemes d’étalonnage de MEB en
tant que caméra. Ainsi, dans ce travail, nous avons développé un nouvel algorithme permettant de
réaliser une reconstruction 3D dans le MEB tout en prenant en compte ces difficultés. De plus,
comme la reconstruction est obtenue par auto-étalonnage de la caméra, I'utilisation des mires n’est
plus requise. La sortie finale des techniques présentées est un nuage de points dense, pouvant donc
contenir des millions de points, correspondant a la surface de I'objet.

MEB, reconstruction 3D dense, camera affine, auto-étalonnage de cameras

The goal of this work is to obtain a 3D model of an object from its multiple views acquired with
Scanning Electron Microscope (SEM). For this, the technique of 3D reconstruction is used which is
a well known application of computer vision. However, due to the specificities of image formation in
SEM, and in microscale in general, the existing techniques are not applicable to the SEM images. The
main reasons for that are the parallel projection and the problems of SEM calibration as a camera.
As a result, in this work we developed a new algorithm allowing to achieve 3D reconstruction in SEM
while taking into account these issues. Moreover, as the reconstruction is obtained through camera
autocalibration, there is no need in calibration object. The final output of the presented techniques is
a dense point cloud corresponding to the surface of the object that may contain millions of points.

SEM, dense 3D reconstruction, affine camera, camera autocalibration
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