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Abstract

High Mountain Asia (HMA) hosts the largest glacierized area outside the polar regions.
Approximately 15 % of the ∼100 000 km2 of HMA glaciers is covered by a debris layer
of various thickness. The influence of this debris on the HMA glacier response to climate
change remains debated. In principle, the presence of a thick layer of debris reduces the melt
of the ice beneath it, due to the insulating effect. However, other processes such as ablation
of bare ice cliff faces, subaqueous melt of supraglacial ponds and internal ablation due to
englacial hydrology could substantially contribute to enhance the debris-covered glacier
mass losses. The aim of this PhD work is to assess the impact of the debris on glacier mass
balance in HMA. Up to now, the influence of the debris cover has been assessed through
glacier front position changes or on a restricted sample of glaciers, and no large scale study
of the influence of the debris cover on the glacier-wide mass balance is available.

As a starting point, we derived glacier mass changes for the period 2000-2016 for the en-
tire HMA, with an unprecedented resolution, using time series of digital elevation models
(DEMs) derived from Advanced Spaceborne Thermal Emission and Reflection Radiometer
(ASTER) optical satellite imagery. We calculated a total mass loss of -16.3 ± 3.5 Gt yr−1 (-
0.18 ± 0.04 m w.e. yr−1) with contrasted rates of regionally-averaged mass changes ranging
from -0.62 ± 0.23 m w.e. yr−1 for the eastern Nyainqentanglha to +0.14 ± 0.08 m w.e. yr−1

for the western Kunlun Shan.

At the scale of HMA, the pattern of glacier mass changes is not related to the presence of
debris, but is linked with the climatology. Consequently, we studied the influence of the
debris-cover on mass balance within climatically homogeneous regions. Based on the mass
balances of individual glaciers larger than 2 km2 (more than 6 500 glaciers, which represent
54 % of the total glacierized area), we found that debris-covered glaciers have significantly
more negative mass balances for four regions out of twelve, a significantly less negative mass
balance for one region and non-significantly different mass balances for the remaining seven
regions. The debris-cover is generally a less significant predictor of the mass balance than
the slope of the glacier tongue or the glacier mean elevation. The influence of the debris is
not completely clear and complicated to untangle from the effect of the other morphological
parameters, because heavily debris-covered tongues are situated at lower elevations than
debris-free tongues, where ablation is higher.

However, such a statistical analysis of the influence of the debris-cover on the glacier-wide
mass balance variability is not very informative in terms of glaciological processes. In order
to better constrain the contribution of the different ablation processes on debris-covered
tongues, work at a finer scale is required. For the debris-covered tongue of Changri Nup
Glacier, Everest region, Nepal, we quantified the contribution of ice cliffs to the ablation
budget. Using a combination of very high resolution DEMs derived from Pléiades images
and an unmanned aerial vehicle, we found that ice cliffs contributed to ∼23 ± 5 % of the total
net ablation of the tongue, over two contrasted years, although they occupy only 7 to 8 % of
its area. Ice cliffs are large contributors to the ablation of a debris-covered tongue, but they
cannot alone explain the so-called debris cover anomaly, i.e. the fact that debris free and
debris covered tongues have similar thinning rates. This anomaly is probably due to smaller
emergence velocity over debris-covered tongues than over debris-free tongues, resulting in
similar thinning rates, despite less negative surface mass balance rates. We advocate for
more measurements of ice thickness of debris-covered tongues in order to better understand
their dynamics.

Keywords: High Mountain Asia, glaciers, debris-covered glaciers, remote sensing, ice cliff
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Résumé v

Résumé

Les Hautes Montagnes d’Asie (HMA) abritent la plus grande superficie de glaciers en de-
hors des régions polaires. Environ 15 % des ∼100 000 km2 de glaciers des HMA sont
couverts de débris d’épaisseur variable. L’influence de cette couverture détritique sur la
réponse des glaciers au changement climatique reste méconnue. Au-delà d’une épaisseur
critique (quelques cm), les débris protègent les glaciers de la fonte par effet isolant. Mais
ces glaciers présentent des structures qui pourraient sensiblement accentuer leur fonte : en
surface ce sont les falaises où la glace est à nue et les lacs supra-glaciaires, alors qu’au cœur
des glaciers c’est leur réseau hydrologique intra-glaciaire complexe. L’objectif de cette thèse
est d’évaluer l’influence de la couverture détritique sur le bilan de masse des glaciers des
HMA. Jusqu’à présent, cette influence a été évaluée à partir de changements de longueurs
ou sur des échantillons de glaciers restreints, et aucune étude n’a quantifié l’influence de la
couverture détritique sur le bilan de masse des glaciers à grande échelle.

Nous avons d’abord traité plus de 50 000 couples stéréoscopiques du capteur ASTER (Ad-
vanced Spaceborne Thermal Emission and Reflection Radiometer) pour dériver des mod-
èles numériques de terrain (MNTs) sur la quasi-totalité des glaciers des HMA. Nous avons
mesuré ainsi le bilan de masse régional entre 2000 et 2016 avec une résolution jamais at-
teinte auparavant. La perte totale est de 16.3 ± 3.5 Gt a−1 soit un bilan de masse moyen de
-0.18 ± 0.04 m équivalent (éq.) eau a−1, très variable spatialement, avec une perte de masse
record pour le Nyainqentanglha (-0.62 ± 0.23 m éq. eau a−1) et un léger gain pour le Kunlun
(+0.14 ± 0.08 m éq. eau a−1).

Cette variabilité spatiale des bilans de masse reflète au premier ordre la variabilité des cli-
mats, différents d’un bout à l’autre des HMA. Pour s’en affranchir, nous avons découpé
cette région en 12 sous-régions supposées homogènes climatiquement, où nous avons étudié
l’influence de la couverture détritique sur le bilan de masse des glaciers de plus de 2 km2

(>6 500 glaciers soit 54 % de la surface englacée totale). Statistiquement, la couverture de
débris n’est pas un bon prédicteur du bilan de masse. Dans quatre sous-régions, les glaciers
couverts ont des bilans de masse plus négatifs que les glaciers blancs, c’est l’opposé dans
le Tien Shan alors que pour les sept sous-régions restantes, les bilans ne sont pas différents
statistiquement entre glaciers blancs et couverts. Souvent, la couverture détritique a une in-
fluence plus faible que la pente de la langue ou l’altitude moyenne du glacier, car les langues
couvertes de débris descendent plus bas en altitude, là où l’ablation est la plus forte.

Ce type d’étude statistique est intéressant pour se forger une intuition, mais reste peu infor-
matif en termes de compréhension des processus glaciologiques. Pour mieux contraindre
les contributions des processus responsables de la fonte, nous avons travaillé en parallèle
à une échelle plus fine en nous intéressant au glacier du Changri Nup (2.7 km2) situé non
loin de l’Everest au Népal. A partir de MNTs haute résolution dérivés d’images des satel-
lites Pléiades ou acquises avec un drone, nous avons montré que les falaises de glace, bien
qu’elles n’occupent que 7 à 8 % de la surface de la langue de ce glacier, ont contribué à ∼23
± 5 % de l’ablation nette totale au cours de deux années contrastées. Ces falaises sont donc
des zones d’ablation préférentielle mais couvrent des surfaces trop faibles pour compenser
la réduction d’ablation induite par la couverture détritique environnante. Si l’on observe
des taux d’amincissement similaires sur les langues couvertes ou non de débris, c’est que la
vitesse d’émergence est plus faible sur les langues couvertes ce qui compense un bilan de
masse de surface moins négatif que sur les glaciers blancs. Il est néanmoins nécessaire de
mieux comprendre la dynamique des langues couvertes de débris.

Mots clés : Hautes Montagnes d’Asie, glaciers, glaciers couverts de débris, télédétection,
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Chapter 1
Introduction

Why are we concerned about glaciers?

"Changes in the longer-lived components of the cryosphere (e.g., glaciers) are the result of an
integrated response to climate, and the cryosphere is often referred to as a ’natural thermometer’.
But as our understanding of the complexity of this response has grown, it is increasingly clear that
elements of the cryosphere should rather be considered as a ’natural climate-meter’, responsive not
only to temperature but also to other climate variables (e.g., precipitation). However, it remains
the case that the conspicuous and widespread nature of changes in the cryosphere (in particular,
sea ice, glaciers and ice sheets) means these changes are frequently used emblems of the impact of
changing climate." This citation, quoted from the fifth Intergovernmental Panel on Climate
Change (IPCC) assessment report (Vaughan et al., 2013), highlights the gap between the
striking observations of massive retreat of glaciers and the in-depth understanding of the
causes of these changes.

As a first step, good observations of glacier mass changes are needed to make a reliable di-
agnostic of the past and recent glacier mass changes. The glacier contribution to the current
sea level rise (SLR) for the beginning of the twenty-first century was only recently compre-
hensively assessed (Gardner et al., 2013), and the future evolution of glaciers and ice sheets
is the main source of uncertainty in the SLR projections (Church et al., 2013). For the be-
ginning of the twenty-first century, and more precisely for the 2003-2009 period, glaciers
contributed to 30 % of the observed SLR (Gardner et al., 2013). Then, the second step is to
develop models of glacier evolution, which can help to understand the processes responsi-
ble for glacier changes, and for example attribute the share of anthropic forcings (Marzeion
et al., 2014). They can predict the future evolution of glaciers under different climate sce-
narios (Marzeion et al., 2012; Radić et al., 2014; Huss and Hock, 2015; Marzeion et al., 2018).
Third, the glacier evolution models can be further used as inputs for hydrological models to
assess the impacts of glacier changes on water resources for populations living downstream
at a local scale (Huss et al., 2017; Huss and Hock, 2018; Milner et al., 2017).

However, the lack of good observational data disrupts the implementation of glacier mod-
els, this is the case for High Mountain Asia (HMA) glaciers (Bolch et al., 2012; Azam et al.,
2018).

xiii
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Why in High Mountain Asia?

The lack of glacier measurements, despite extensive glacier coverage, is all the more prob-
lematic, as HMA glaciers sustain the river discharge during the dry months for some densely
populated basins (Kaser et al., 2010; Immerzeel et al., 2010; Schaner et al., 2012; Huss et al.,
2017), and therefore, realistic projections of HMA glacier changes are crucially needed.
Satellite based techniques can partially alleviate the lack of field studies, but they are lim-
ited to pluri-annual averages (Kääb et al., 2012; Gardelle et al., 2013).

Under a similar CO2 emission scenario (Representative Concentration Pathway (RCP) 4.5),
different glacier models predict a mass loss of 49 to 55 % of the current glacier mass for the
entire HMA by 2100 (Marzeion et al., 2012; Radić et al., 2014; Huss and Hock, 2015; Kraai-
jenbrink et al., 2017). The good agreement among these models for the end of the century
is surprising, because they are calibrated with different strategies, and they strongly differ
for the early twenty-first century mass changes. For instance, Marzeion et al. (2012) model
prediction for 2000-2016 is more than twice as negative as Gardner et al. (2013) observation
(for the period 2003-2009) on which Huss and Hock (2015) model is calibrated. This exam-
ple rises important questions about the models calibration and about the relevance of the
processes modeled.

The large tongues of HMA glaciers are often covered by a thick layer of debris (Scherler et al.,
2011a), which effect was included in only one of the above mentioned models (Kraaijenbrink
et al., 2017).

Why a focus on debris?

At the scale of HMA, the model prediction of Kraaijenbrink et al. (2017) does not significantly
differ from the other models, despite an explicit modeling of the debris effect on ice ablation.
However, at the scale of the local Dudh Koshi catchment, two studies found irreconcilable
results for the future of glaciers by 2100 (Rowan et al., 2015; Shea et al., 2015). Different
choices in glacier modeling led to the prediction of glacier mass reduction of 8-10 % in one
case (Rowan et al., 2015) and 84-95 % in the other case (Shea et al., 2015). The two studies are
not directly comparable, because they investigated different areas and used different climate
change inputs, but the main source of discrepancy is the modeling of the debris effect on
ablation and the modeling of debris transport in one case (Rowan et al., 2015).

Glaciological knowledge is based mostly on debris free glaciers, but the extent of the debris
cover is expected to increase in a context of global warming, with a widespread slowdown
of glacier tongues (Heid and Kääb, 2012), which favors debris emergence (Kirkbride and De-
line, 2013; Anderson and Anderson, 2016; Rowan et al., 2015; Wirbel et al., 2018). The recent
increase in debris cover extent has been documented, for example, in the Alps (e.g., Deline,
2005; Gardent et al., 2014), in Garhwal (e.g., Bhambri et al., 2011) and in the Everest region
(e.g., Thakuri et al., 2014).

Consequently, within the course of the coming years, we might partially change our vision of
glacier tongues, and debris. It was before considered as anecdotal feature, but has become
very common. The potential influence of debris on the glacier evolution is still unclear,
and it is therefore needed to better understand the relationship between debris and glacier
mass balance. Within this long-term prospects, the aim of this PhD work is to assess the
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recent evolution of HMA glaciers and to quantify the influence of debris on the glacier mass
balance. This work is based on a multi-scale approach where large scale observations help
to build a statistical intuition and/or validate models behavior, while, in parallel, fine scale
approaches are developed to study processes, even if they are localized and their conclusions
are not easy to extrapolate.

A short note to the reader

This manuscript organization follows a general direction from large scales to small scales.
It starts with a review of the current state of the art knowledge about HMA climate and
glaciers (chapter 2), at the end of which the detailed research questions addressed in this
manuscript can be found. The main body consists in three chapters, each of which is based
on an article (one published, one accepted and one in review). The articles are introduced
by a short note and for some of them I present further development and research directions.
A conclusion summarizes this work and provides future research directions (chapter 6). An
article published in 2016 and based on a work I did for my master’s thesis is appended at
the end of the manuscript, as it was an important basis for the chapter 5.

This structure implies some repetitions among the different chapters and a couple of incon-
sistencies, such as the use of m w.e. a−1 or m w.e. yr−1 for the mass balance units, which are
imposed by the different journal styles (both in compliance with Cogley et al., 2011).
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2.1 High Mountain Asia geography and climate

2.1.1 High Mountain Asia geography

High Mountain Asia (HMA) refers to the Tibetan Plateau (TP) and surrounding mountain
ranges. HMA spreads over 2 000 km in the north-south direction, from the north of the
Tien Shan to the foothills of the Himalaya (figure 2.1). From west to east, high mountain
ranges are almost continuous over 3 000 km from the Hindu Kush to the Eastern Nyain-
quentanglha, east of which some smaller mountain ranges can still be found in the Heng-
duan Shan (figure 2.1). The average elevation of the Tibetan Plateau is about 4 200 m a.s.l.
and all the fourteen eight thousanders summits are located in the Karakoram and Himalaya
ranges.

Figure 2.1: Map of HMA regions from the HIMAP assessment report (Bolch et al., 2018).

Some of the world largest rivers originate from HMA. The Indus, Ganges and Brahmaputra
rivers have their sources in the Garwhal (Western Himalaya) and they provide water to
over a billion of people (Immerzeel et al., 2010). The Yangtze, Mekong and Salween rivers
originate from the eastern side of HMA. The famous Syr Darya and Amu Darya rivers feed
the Aral Sea and the Tarim River vanishes into the Taklamakan desert; all of them have their
sources in the north-western HMA (Pamir, Tien Shan and Western Kunlun Shan).

At the moment, there is no consensus about the naming of the different regions of HMA.
First many borders are not accepted by all the parties, for instance the Kashmir region is
still disputed between Pakistan and India, but also large parts of border between India
and China are disputed in the Arunachal Pradesh region, as well as portions of the bor-
der between Bhutan and China. Second, the names of the regions and summits have often
a complex history, which results in multiple names for a given geographical unit. An em-
blematic example could be the Everest summit, which was named in 1865 after the name
of the previous Surveyor General of India (Waugh, 1857). This was done despite an already
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Figure 2.2: Alternative definition of regions and names (used by Kääb et al. (2015), Brun et al. (2017)
and through the manuscript).

existing name in the Tibetan culture: Qomolangma (or Chomolungma, meaning the Earth
goddess). As this summit is also in Nepal, it has a Nepali name (different from the Sherpa
name, which is similar to the Tibetan one): Sagar-Matha. In a tense political context, the
names are never neutral and there is currently no consensus in the scientific community on
geographical units of HMA. Third, the local names are written or told in Sanskrit, Chinese
or other languages and therefore their romanised spellings are subject to interpretation and
for a given name, different spellings exist (e.g., Tianshan and Tien Shan). In this manuscript
I use a mix of names as they are reported in the literature, names defined in Kääb et al.
(2015) and later extended in Brun et al. (2017) (figure 2.2) and names from the Hindu Kush
Himalayan Monitoring and Assessment Programme (HIMAP) report (Bolch et al., 2018, fig-
ure 2.1).

2.1.2 High Mountain Asia climate

Due to a lack of high altitude long term meteorological measurements, large parts of the
current knowledge about HMA climate come from satellite observations and atmospheric
modeling. The southern part of HMA is relatively well covered by the Tropical Rainfall
Measurement Mission (TRMM), which produces temporally sparse precipitation estimates
on a 5 × 5 km grid (Bookhagen and Burbank, 2006). Due to non-continuous measurements
in time, part of the rain events are missed and the data need to be calibrated against rain
gauges (Bookhagen and Burbank, 2006). TRMM does not perform very well in capturing the
solid precipitation, which introduces biases (Yin et al., 2008; Ménégoz et al., 2013). The most
commonly used climate product is ERA-Interim, which consists in meteorological variable
fields at 0.75 × 0.75 degree resolution produced by a re-analysis (Dee et al., 2011). Unfor-
tunately, in HMA because of the strong orographic gradients and the lack of observations,
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these data sometimes have a relatively low quality, in particular for the precipitation, and
other products are more commonly used instead. For instance, the observation based Asian
Precipitation-Highly Resolved Observational Data Integration Towards Evaluation of Water
Resources (APHRODITE) precipitation dataset (Yatagai et al., 2012) was shown to perform
better than ERA-Interim (Andermann et al., 2011; Malsy et al., 2015). Alternatively, the use of
the Weather Research and Forecasting (WRF, Skamarock and Klemp, 2008) model on a refined
grid and forced at the domain boundaries by ERA-Interim resulted in improved estimates
for the precipitation and temperature (Maussion et al., 2014).

(a) (b)

Figure 2.3: HMA climatology. (a) summer average temperature, based on the ERA-Interim data.
The blue line shows the 0◦ isotherm. The grid cells that contain glaciers are the only ones repre-
sented. Figure from Sakai and Fujita (2017). (b) APHRODITE annual precipitation corrected for the
orographic effect. Figure from Sakai et al. (2015).

The large spatial extent of HMA and its extreme topography result in very heterogeneous cli-
mate settings in the different sub-regions. The temperature distribution is primarily driven
by the elevation and therefore some parts of HMA (for instance the inner TP) have low tem-
peratures all year round and even in summer (figure 2.3). The moisture is brought from the
Arabian Sea and potentially even the Mediterranean region by the Westerlies and from the
Bay of Bengal by the Indian Summer monsoon (e.g., Bookhagen and Burbank, 2010; Burbank
et al., 2012, figure 2.4).

The Indian Summer monsoon (referred hereafter as the monsoon), is often portrayed as a
large-scale sea breeze (Qian and Lee, 2000). In winter, the land/ocean temperature contrast
favors land to sea breeze, leading to dry atmospheric conditions from Central Himalaya to
eastern Nyainquentanglha. In summer, the winds are reversed because the land tempera-
ture is higher than the sea surface temperature. This brings ocean moisture over the In-
dian sub-continent, leading to intense rainfalls from May to September, in particular in the
windward side of the Himalayas, but also to some extent in the Spiti Lahaul and Tien Shan
(Maussion et al., 2014). The monsoon phenomenon is much more complex than this simple
breeze effect, and it interferes with the synoptic circulation (e.g., Zhang et al., 2004).

The recent evolution of the monsoon is still debated. In particular, it is not sure whether it
has weakened or strengthened since the beginning of the twenty-first century, since different
monitoring networks capture different trends (e.g., Jin and Wang, 2017). The influence of
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Figure 2.4: Principal sources of moisture in HMA. The East Asian monsoon has a limited influ-
ence compared to the other sources for most of HMA and is therefore not further discussed in this
manuscript. Figure from Yao et al. (2012).

the monsoon on glaciers remains poorly known. There are evidences of its influence on
the glaciers located in the southern flank of the Himalayas (e.g., Salerno et al., 2015; Sherpa
et al., 2017; Azam et al., 2014a, see section 2.2.3), but also on glaciers located in the Tibetan
Plateau (Mölg et al., 2012).

The westerlies are a high altitude jet, which is produced by a geopotential height gradient
(e.g., Maussion et al., 2014). They bring moisture to the western part of HMA from the Ara-
bian sea. They dominate in winter and therefore bring mostly snow. The moisture content
of the air masses decreases as they travel eastwards, and consequently the winter months
are dry in the Central Himalaya and inner TP (Bookhagen and Burbank, 2010; Burbank et al.,
2012; Wagnon et al., 2013). In summer, the westerlies are weaker than in winter, and the
maximum of the jet intensity is shifted northward around 40◦N, versus 25-30◦N in winter
(Maussion et al., 2014). Consequently, the Pamir, Karakoram and Hindu Kush receive most
of their precipitation in winter, whereas the Himalayas, Nyainquentanglha and Tien Shan
receive most of their precipitation during summer.

The vision depicted here is very simplistic, and the interplay of these two climatic systems
is more complex, with influence of the monsoon in far reaches, for example in the inner TP
or Spiti Lahaul (Mölg et al., 2012; Azam et al., 2014a), and influence of the westerlies during
summer as well (Mölg et al., 2013, 2017). The spatio-temporal distribution of temperature
and precipitation determines the spatial pattern of the equilibrium line altitude (ELA, Sakai
et al., 2015; Yao et al., 2012, box 2.1 and figure 2.4) and therefore the possibility for glaciers
to exist at certain locations and not at others.
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2.2 High Mountain Asia glaciers

2.2.1 Glacier inventories

The challenge of knowing where the glaciers are seems a bit odd for Europeans who are used
to accurate topographic maps, on which the glaciers are carefully delineated. However,
the production of high quality glacier inventories require both high quality topographic
data and expert knowledge, as it is sometimes not easy to distinguish between glaciers and
snow patches. In HMA, some historical maps were produced by explorers in the twentieth
century, but their quality is not good enough to use them for glacier mapping (e.g., Bolch
et al., 2012). Some reliable historical sources are the Survey of India maps which were
produced in the 1960s (e.g., Azam et al., 2018).

Since the 1980s, in order to produce standardized glacier outlines, glaciers have generally
been mapped from optical satellite images, and more specifically from visible (VIS) and
shortwave infrared (SWIR) data. The semi-automatic methods are based on the contrast be-
tween the low reflectance of snow and ice in SWIR and high reflectance in VIS (Paul et al.,
2015). The glacier outlines are usually first determined based on semi-automatic methods,
which include band ratios and are then manually edited based on published recommenda-
tion guidelines issued by the Global Land Ice Measurements from Space (GLIMS) initiative
(e.g., Racoviteanu et al., 2009). As a baseline, it can be kept in mind that the differences
between the different mapping applied to a given satellite scene usually lead to ± 5 % un-
certainty in glacier area (Paul et al., 2013). Nevertheless, this uncertainty is higher when
mapping debris-covered tongue outlines, due to the lack of contrast between the glacier
tongue and the surrounding moraines (Paul et al., 2013). A very efficient method to map
such tongues is to use synthetic aperture radar (SAR) loss of coherence on these slow mov-
ing tongues (e.g., Frey et al., 2012; Robson et al., 2015), but this method has not yet been
applied over extended area.

In HMA, multiple glacier inventories exist. To my knowledge, no multi-temporal inventory
is available for the entire HMA and most inventories rely on Landsat images acquired from
1980 to present (even if some Landsat images were acquired in earlier missions, their qual-
ity is usually too low for accurate glacier mapping). In order to produce a global consistent
glacier inventory, the best inventories available for each region are compiled together in
the Randolph Glacier Inventory (RGI, Pfeffer et al., 2014); its current version is 6.0. In the
RGI 6.0, most outlines originate from two sources: the GAMDAM Glacier Inventory (GGI,
Nuimura et al., 2015) and the second Chinese Glacier Inventory (CGI, Guo et al., 2015). These
inventories have a very consistent methodology and they now tend to replace the Inter-
national Center for Integrated Mountain Development (ICIMOD) inventory for the Pamir-
Karakoram-Himalaya (PKH, Bajracharya and Shrestha, 2011). For the Karakoram region, the
RGI includes outlines produced by Technische Universität Dresden, in the framework of the
Glaciers Climate Change Initiative (Mölg et al., 2018).

Differences up to 20 %, which is much larger than the 5 % of Paul et al. (2013), have been
reported between the different glacier inventories of HMA (Nuimura et al., 2015; Azam et al.,
2018). These differences have multiple origins, including the different dates of acquisitions
of the images, but the two main sources of difference are the presence of snow on some im-
ages which can lead to an overestimation of the glacier area and methodological differences
in the delineation of the upper limit of glaciers (Nuimura et al., 2015). The presence of snow
on Landsat images acquired in the 1980s led to an overestimation of the glacier area in ICI-
MOD inventory, which in turn led to an exaggerated rate of glacier retreat when these out-
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Figure 2.5: Distribution of HMA glaciers from GGI colored as a function of their median elevation.
Figure from Nuimura et al. (2015).

lines were compared with glacier outlines derived from more recent images in Bhutan (Ba-
jracharya et al., 2014). In terms of methodological differences, some inventories include the
steep slopes above the bergschrund, as they contribute to the glacier accumulation through
snow avalanches, and other do not include them because there is no ice flowing along these
slopes (Nuimura et al., 2015). The differences between inventories and their influence on the
calculation of geodetic mass balance are further discussed in section 3.7.

2.2.2 Glacier distribution and climate

The glacier equilibrium line altitude (ELA),
is the altitude at which the glacier surface
mass balance is equal to 0. It is defined on
an annual basis and can be approximated
by the maximum annual transient snow-
line elevation (e.g., Rabatel et al., 2005). The
ELA corresponding to a glacier-wide mass
balance equal to 0 is named the ELA0.

Box 2.1: ELA
Glacier inventories covering the entire
HMA give insight in the glacier spatial
distribution, which is linked with the to-
pography and climate (figure 2.5). For
instance, for glaciers located in the west-
ern part of HMA (Hindu Kush, Karako-
ram), an east-west altitudinal gradient
of glacier median elevation is observed,
which corresponds to glaciers being in a
drier climate in the interior and there-
fore with less accumulation, which pre-
vents them from flowing down to low el-
evations. Similarly, glaciers flow to lower elevations on the southern flank of the Central
Himalaya than in the northern flank, due to both the stronger influence of the monsoon on
the windward side, but also the higher elevation of the topography on the northern side
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(figure 2.5).

It is possible to go further and use glaciers as indicators of the local climate conditions, or
even as pluviometers (Immerzeel et al., 2012a, 2015; Sakai et al., 2015). Indeed, the glacier
median elevation can be used as a first order proxy of the glacier ELA0 (box 2.1), where abla-
tion and accumulation balance each other. To back up this assumption, figure 2.5 shows the
similarity between the median elevation of glaciers and the snowline derived from another
study.

Assuming glacier ablation at the elevation of the ELA from degree-day modeling (see box
2.3), it is possible to calculate how much snow must fall at this elevation to balance the ab-
lation (e.g., Braithwaite et al., 2006). This method was applied at the scale of HMA to correct
the APHRODITE precipitation product (Sakai et al., 2015), and for the Upper Indus basin,
where the high altitude precipitation was found to be 2 to 10 times higher than previously
thought (Immerzeel et al., 2015).

Figure 2.6: Spatial distribution of summer precipitation ratio to annual precipitation from
APHRODITE data. The black thick line indicates the contour of the 40 % summer precipitation
ratio. Figure from Sakai et al. (2015).

2.2.3 Seasonal cycle and glacier contribution to stream flow

The location of a glacier reflects the total amount of precipitation it receives, and also its sea-
sonality. The glaciers located in the westernmost part of HMA receive their precipitation in
winter, which is the cold season (Maussion et al., 2014; Sakai et al., 2015, figure 2.6). There-
fore they are winter accumulation type glaciers. The glaciers located in the easternmost part
of HMA receive their precipitation during summer, they are therefore spring or summer ac-
cumulation type glaciers. These different influences can be observed in the glacier seasonal
thickness changes, with large seasonal fluctuations in the western HMA and small fluctua-
tions in the Central Himalaya (Wang et al., 2017). The same observation holds for the albedo
cycle, which was found to be pronounced for Chhota Shigri Glacier in Spiti Lahaul (which is
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Figure 2.7: Spatial distribution of the mass balance sensitivity to a 1◦C temperature change. The light
blue line encircles the area where the summer temperature is below 0◦C, the brown line encircles the
area where the annual temperature range is larger than 20◦C and the purple line encircles the area
where the summer precipitation represent less than 50 % of the annual precipitation. The dashed
line encircles the area where these three conditions are satisfied. Figure from Sakai and Fujita (2017).

in the transition zone between the westerlies and the monsoon influences) and not marked
for Mera Glacier in the Everest region (where the monsoon influence dominates), with a
range of albedo values from 0.4 to 0.8 and from 0.6 to 0.8, respectively (Brun et al., 2015).

The glacier mass balance sensitivity
(MBS) to temperature is defined as
the amount of change in the mass bal-
ance (∆Ṁ) induced by a 1◦C change
in the temperature (∆T ):

MBS =
∆Ṁ
∆T

(2.1)

It is generally assessed by tuning a
mass balance model, and then per-
turbing it. Maritime glaciers with
a high mass turnover have a higher
MBS than continental ones (Oerle-
mans and Reichert, 2000). The same
quantity can be defined for precipita-
tion. In this case a ± 10 % change is
assumed.

Box 2.2: mass balance sensitivity
Even more interestingly, a recent study
suggested that the glacier mass changes
were driven at first order by the glacier
mass balance sensitivity to temperature
(box 2.2 and Sakai and Fujita, 2017). This
means that the heterogeneity in the cli-
mate change is probably not the main
driver of the heterogeneous recent glacier
changes (section 2.3). Sakai and Fujita
(2017) also linked this mass balance sen-
sitivity to the climate seasonality and
showed that glaciers with a low summer
temperature, a large temperature range
and a low summer precipitation ratio
were the least sensitive to an increase in
the mean temperature. These glaciers
with a low mass balance sensitivity are
located in the western Kunlun Shan, East-
ern Pamir, Eastern Karakoram and parts
of the inner TP (figure 2.7).

The seasonal fluctuations of glaciers are
also of importance for hydrology. There

is currently no consensus about the definition of the glacier contribution to downstream hy-
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drology (Lambrecht et al., 2011; Schaner et al., 2012; Radić and Hock, 2014; Weiler et al., 2018).
Some definitions are based on the annual or pluri-annual glacier changes (i.e. the glacier-
wide annual mass balance). This definition is favored by glaciologists, because it is directly
linked to glaciological measurements (see section 2.3.1). Nevertheless, this definition is
not very useful for hydrologists because the glaciers actually influence the downstream dis-
charge on a seasonal scale (e.g., Huss, 2011; Radić and Hock, 2014, figure 2.8). When the
glaciers are located in a climatic region where the accumulation and ablation seasons are
distinct, the glaciers play a role in sustaining the river flows during the dry season, this is
called the seasonally delayed runoff (e.g., Kaser et al., 2010). The runoff originating from
the glacier outlet is generated by multiple processes, such as ice melt, snow melt on glacier,
but also rain on glacier, and these different processes are expected to respond differently in a
changing climate. Recent work suggested to homogenize these definitions, and in particular
to make the difference between processed-based, surface-based and particle tracking-based
definitions (e.g., Weiler et al., 2018; Mimeau et al., 2018). This is rather appealing, except
that these definitions are model oriented (and probably model dependent) and are complex
to apply to field and space measurements. Alternatively, the glacier contribution to stream-
flow can be calculated as the difference between two model runs, with and without glacier
(e.g., Akhtar et al., 2008). This approach is interesting because it is easy to implement in
models, but again it is useful only in modeling studies.

Figure 2.8: a- Schematic seasonal variation of total glacier runoff and its components, E is evapora-
tion. b- cumulative glacier mass balance in specific units (m w.e. a−1) showing a year with negative
annual balance. Figure from Radić and Hock (2014).

This being said, the challenge of unravelling the glacio-hydrology of HMA as a whole or
of selected catchments has already been tackled by some studies. Immerzeel et al. (2010)
focused on the southern part of HMA (Indus, Ganges, Brahmaputra, Yellow and Yangtze
rivers) and showed that glaciers and snow play an important role in the upper Indus and
Brahmaputra basins, due to the seasonally delayed runoff. These first estimates were prob-
ably too large and were later revised (Lutz et al., 2014). By using a first order mass con-
servation approach ("what comes in must go out"), Kaser et al. (2010) estimated the annual
glacier ablation as the integral of the precipitation on the glacier surface and redistributed
the ablation at monthly scale using a degree-day scaling approach. They found a lower
contribution to the Indus than Immerzeel et al. (2010), but stressed the importance of the
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glacier runoff for the Aral Sea basin, where the climate is dry, the seasonality is pronounced
and where many people live in the upper reaches of the catchment (Kaser et al., 2010). An-
dermann et al. (2012) found a contribution of snow and ice melt of ∼ 10 % of the annual
river discharge of the mountainous Nepalese catchments and stressed the role of ground-
water in delaying the discharge. It is noteworthy that these studies were published when we
knew little about the HMA glacier mass changes (see section 2.3) and assumed no perennial
changes in the glacial storage and therefore examined only the seasonal or "balance" glacier
contribution (Pritchard, 2017)1. It would be interesting in the future to incorporate the de-
cennial glacier mass changes in such studies (section 3.8.2), as it was done in Gardelle et al.
(2013), who found 10 year average "imbalance" contribution of the same order of magni-
tude as the seasonal delay for the Indus, and two to three times larger for the Ganges and
Brahmaputra.

Degree-day (or temperature index) model-
ing is based on an empirical relationship
between snow/ice ablation and the sum
of the positive mean daily temperatures.
These models are calibrated with field data
and are very efficient to retrieve the abla-
tion for the glaciers on which the model is
calibrated. Nevertheless, these models are
not physically based, and therefore their
spatial and temporal extrapolation is chal-
lenging (Réveillet et al., 2017).

Box 2.3: degree-day modeling
In order to separate the different terms
of the hydrologic budget, numerous stud-
ies were conducted on small catchments,
associated with intensive meteorologi-
cal sensor deployment and mass bal-
ance field measurements. The Langtang
catchment (e.g., Immerzeel et al., 2012b;
Ragettli et al., 2015), the Dudh Koshi
catchment (e.g., Racoviteanu et al., 2013;
Nepal et al., 2014; Savéan et al., 2015;
Soncini et al., 2016; Mimeau et al., 2018),
the Tsho Rolpa Glacial Lake–Trambau
Glacier catchment (e.g., Fujita and Sakai,
2014) and sub-catchments of the Tarim
Basin (e.g., Duethmann et al., 2015) have
been investigated over the last years. These studies relies on glacio-hydrological modeling,
with different level of complexities and found various snow and glacier melt contribution to
streamflow. Regardless the choice of the model and despite the installation of tipping bucket
or rain gauges, all these studies faced the challenge of the uncertain precipitation amount
and spatio-temporal distribution, which is probably the main source of uncertainty in such
studies (e.g., Pellicciotti et al., 2012; Immerzeel et al., 2014b; Savéan et al., 2015; Eeckman et al.,
2017). Another limitation is the challenge to model the glacier surface energy balance (e.g.,
Fujita and Sakai, 2014; Mimeau et al., 2018, box 2.4) or to parametrize the glacier surface
melt (e.g., Immerzeel et al., 2012b; Ragettli et al., 2015), and to reconcile the glacier budget
with field observations (Mimeau et al., 2018).

Concerning the future of the glacier melt water availability in HMA two effects have to be
considered for glaciers in a warming climate. First, the glacier surface melt increases, due to
an increase in the surface energy intake and leading to an increase in glacier runoff. Second,
the glacier area shrinks, leading to a reduction in the contributing surface and therefore a
reduction in glacier runoff. As a consequence, all the other runoff components assumed un-
changed, the total runoff increases until a maximum (the "peak water") and then decreases
to return to its initial value (e.g., Huss and Hock, 2018). In the Baltoro and Langtang wa-
tersheds, the peak water has not been reached yet and is expected in the middle in the
twenty-first century (Immerzeel et al., 2013; Ragettli et al., 2016a). This was also verified for

1Pritchard (2017) was retracted in 2018, based on a mistake in the glacier "imbalance" contribution to
streamflow. Nevertheless, this mistake does not affect some parts of the paper, and therefore I decided to cite
this article for some of the concepts developed in it.
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all the Himalaya and Karakoram catchments (Lutz et al., 2014) and also for the entire HMA
(Huss and Hock, 2018). These changes will be associated with a shift towards more melt at
the beginning of the melt season (Lutz et al., 2016; Huss and Hock, 2018). Nevertheless, it
should be kept in mind that the main sources of uncertainties of these studies are the future
changes in precipitation (Lutz et al., 2016).

2.2.4 Debris-covered glaciers

Part of the glacier runoff originates from their lower parts, where the melt is the highest.
In HMA, the lower parts of glaciers are often covered by a thick debris mantle (Scherler
et al., 2011a; Benn et al., 2012; Kraaijenbrink et al., 2017). In HMA, ∼ 15 % of the glacierized
area is covered by debris (chapter 4). On top of this, the debris cover increases in a context
of retreating glaciers (Bhambri et al., 2011; Gardent et al., 2014; Thakuri et al., 2014), and
is stable in regions where the glaciers do not retreat (Herreid et al., 2015), meaning that
it is important to understand the influence of the debris on glacier evolution, as debris
is expected to extend in the coming years. The debris-covered glaciers form in a context
of high relief and deeply incised valleys, where the steep unglacierized slopes above the
glaciers can supply the debris (Scherler et al., 2011b). Debris is transported englacially and
emerges in the ablation area of the glacier (Small et al., 1979; Kirkbride and Deline, 2013;
Rowan et al., 2015; Wirbel et al., 2018).

There is currently no accepted definition of debris-covered or debris-free glaciers, as there
is a continuum of various debris coverage and few glaciers have no debris cover at all. Nev-
ertheless, there is a general agreement for large debris-covered glaciers, such as Khumbu
or Ngozumpa glaciers (Everest region, Nepal). In general, the debris-covered glaciers have
long and gently sloped tongues (Scherler et al., 2011b; Salerno et al., 2017). They are char-
acterized by slow flowing tongues (Quincey et al., 2009; Scherler et al., 2011a) and spatially
variable rates of surface elevation changes (e.g., Thompson et al., 2016; Ragettli et al., 2016b;
King et al., 2017; Huang et al., 2018). They have stable front positions and, in the context of
a climate imbalance, they respond through surface lowering and limited front retreat, con-
trary to the clean-ice glaciers (Scherler et al., 2011a; Rowan, 2017; Salerno et al., 2017).

The debris has a strong influence on the surface energy balance of the glacier, and there-
fore on the amount of energy available for the melt at the ice-debris interface (Nicholson and
Benn, 2006). This is a phenomenon which has been known for a long time: when ice is buried
beneath a debris layer thick enough, it melts less than the near-by clean ice (Østrem, 1959).
The debris thickness for which the ice ablation is reduced compared to debris-free ice is
called the critical debris thickness (Lejeune et al., 2013). The differential ablation leads to the
apparition and persistence of remarkable features such as glacier tables and dirt cones (e.g.,
Swithinbank, 1950; Drewry, 1972). Nevertheless, there is a large gap between the naive ob-
servation of differential ablation and the actual quantification of the energy fluxes through
a debris layer, which is still a very active field of research (section 2.4.1).

The surface of debris-covered glaciers is highly heterogeneous (Benn et al., 2012; Casey et al.,
2012) and the debris thickness is variable and extremely challenging to measure over large
areas (section 2.4.1). Little is known about the spatio-temporal variability of the debris
properties, such as its thermal conductivity, its moisture content or its grain size and poros-
ity distributions (Benn et al., 2012). To further complicate the story, striking features, namely
ice cliffs and supraglacial ponds, are widely observed and persist at the surface of debris-
covered glaciers (Benn et al., 2012). They play an important role as entry points for the
energy in the system, as it was suggested by pioneering studies in the 2000’s (e.g., Sakai
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et al., 1998, 2000, 2002). The influence of these features are detailed in sections 2.4.2 and
2.4.3. The last major unknown about the debris-covered energy budget is the role of in-
ternal ablation through the development of englacial hydrology networks (e.g., Benn et al.,
2017).

In order to understand the influence of the debris cover on the glacier mass balance, I first
reviewed the glacier mass balance changes at the scale of HMA over the last 50 years.

2.3 Heterogeneous glacier changes over the last 50 years in
High Mountain Asia

2.3.1 A brief introduction to glacier change measurements

Historically, glacier length fluctuations were the first observations of glacier evolution (Lli-
boutry, 1965). In the Alps, some of the glacier area or snout position change observations
go back in time as far as the nineteenth century, based on historical maps, paintings or pho-
tographs (Nussbaumer et al., 2007). In HMA, they extend back to the 1960’s (Leclercq et al.,
2014; Cogley, 2016). Unfortunately, glacier geometry fluctuations are indirect responses of
glaciers to a changing climate because they result from a combination of immediate climate
influence (the mass balance) and ice dynamics as the flow is dependent of the glacier itself
(geometry, slope, area...; Cuffey and Paterson, 2010).

A more direct link between glacier change and climate is the glacier mass balance. Glacier
mass balance is the integral of all the mass fluxes through the glacier boundary. The total
mass (M) of a land terminating glacier changes at a rate Ṁ (expressed in kg a−1 or in m3 w.e.
a−1) as (Cuffey and Paterson, 2010):

Ṁ =
∫
A

[ḃs + ḃe + ḃb]dA (2.2)

where A (m2) is the glacier map view area, ḃs, ḃe and ḃb are the surface, englacial and basal
mass balances, expressed in kg m−2 a−1 or in m w.e. a−1. For most glaciers, the dominant
term of the integral is the surface mass balance, and therefore the glacier-wide mass balance
is often approximated by the surface mass balance:

Ṁ '
∫
A
ḃsdA (2.3)

Two important methods are used to measure Ṁ:

The glaciological method consists in a direct measurement of ḃs, either at an annual or
a sub-annual frequency, if possible. In the accumulation zone (figure 2.9), the mass
balance is measured with snow pit measurements (including density measurements)
at the end of the accumulation season and with stakes inserted in the snow pits in the
ablation season. In the ablation zone, the mass balance is measured by snow probing
at the end of the accumulation season and by stake inserted in the ice for the ablation
season. Ṁ is thus the area weighted average of point measurements extrapolated over
the entire glacier, this extrapolation adds some uncertainty (e.g., Thibert et al., 2008).
This is a very basic overview and the method can be refined, in particular by including
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Figure 2.9: Idealized glacier separated in its accumulation zone (where ḃs > 0 on the annual scale)
and its ablation zone (where ḃs < 0 on the annual scale). The black (resp. red) small plots show the
evolution of ḃs at the annual scale for winter (resp. summer) accumulation type glaciers. Figure
modified from Cuffey and Paterson (2010).

frequent surveys through the ablation season (e.g., Six and Vincent, 2014; Réveillet,
2016; Zekollari and Huybrechts, 2018).

For summer accumulation type glaciers (for instance in the central Himalaya), the
monsoon corresponds to both the accumulation and the ablation season (Fujita and
Nuimura, 2011). Therefore, ḃs does not follow the idealized seasonal cycle depicted
for winter accumulation type glaciers in figure 2.9. It has consequences in terms of
field monitoring: the strong westerlies wind blowing in winter re-mobilize part of
the snow in the higher part of the glacier and the absence of a season during which
ablation only occurs creates a very complicated internal layering of the snow (e.g.,
Wagnon et al., 2013; Sherpa et al., 2017). As a consequence, there is a need to mark the
reference snow surface measured by spreading colored powder on the snow surface
(Wagnon et al., 2013).

The geodetic method aims at measuring the total glacier volume change through repeat
surveys of its surface topography. The survey of a fraction (e.g., a centerline or the
glacier tongue only) of the glacier surface can introduce large bias in the total glacier
volume change estimate (e.g., Berthier et al., 2010). Consequently, the method of differ-
encing two digital elevation models (DEMs) obtained either from airborne photogram-
metry or from satellite topographic missions, which can both ensure a relatively com-
plete coverage of the glacier surface under some conditions (e.g., enough contrast in
the accumulation area and no clouds), is now favored. In this case, the total glacier
volume change (∆V in m3) is expressed as:

∆V = r2
K∑
k=1

∆hk (2.4)

where r (in m) is the pixel size (on a regularly spaced grid), K is the number of pixel
on the glacier area and ∆hk (in m) is the individual glacier pixel elevation change
(Zemp et al., 2013). Geodetic measurements are usually performed for time spans
larger than 5 or 10 years in order to minimize the associated uncertainties. The rate of
volume change (V̇ ) is then converted to a rate of mass change using a volume to mass
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conversion factor, referred to as the density assumption (Huss, 2013):

Ṁ = f∆V V̇ (2.5)

Under some hypothesis, it has been shown that the volume to mass conversion factor
(f∆V ) can be approximated by a constant value of f∆V = 850± 60 kg m−3 (Huss, 2013).

It is noteworthy that these two methods measure different quantities, as the geodetic method
integrates ḃb and ḃe as well. Sometimes these two terms are non negligible contributors
to the glacier-wide mass balance (e.g., Alexander et al., 2011; Oerlemans, 2013; Andreassen
et al., 2016), and can lead to discrepancies between the geodetic and the glaciological mass
balances. Glacier-wide mass balances measured with the glaciological method can be biased
and need to be calibrated with geodetic measurements (e.g., Thibert et al., 2008; Zemp et al.,
2013).

Glacier mass changes are sparsely sampled world-wide (Zemp et al., 2015; WGMS, 2017).
This is particularly true for the HMA, partially explaining the IPCC controversy about the
predicted rapid disappearance of these glaciers (Cogley et al., 2010). Nevertheless, over
the last ten years, an incredible amount of knowledge was gained about the mass and vol-
ume changes of the HMA glaciers from ∼ 1970 to present (Bolch et al., 2012; Azam et al.,
2018).

2.3.2 End of the twentieth century mass change (1970s-2000)

From field surveys and reconstructions

The energy balance models (e.g., Reid and
Brock, 2010) express the conservation of en-
ergy at the atmosphere/glacier boundary
and are used to calculate the energy avail-
able for meltM, when the surface tempara-
ture is equal to 0, as

M = S +L+H +LE + P +G (2.6)

where S is the net solar energy radiation,
L is the net longwave radiation, H is the
sensible heat transfer, LE is the latent heat
transfer, P is the heat transfer due to pre-
cipitation and G is the conductive heat flux
below the surface. The energy balance
model is the basis of a physical modeling
of the different fluxes, this is very advanta-
geous for ubiquitous models, but it implies
that the model is very sensitive to the input
data.

Box 2.4: energy balance models
Very few HMA glaciers were continu-
ously monitored with the glaciological
method at the end of the twentieth cen-
tury for many reasons. First, few coun-
tries had long term national glacier mon-
itoring programs, with the notable ex-
ception of China that has continuously
conducted the survey of Urumqi Glacier
No. 1 since 1978, Kazakhstan that has
continuously monitored the Tsentralniy
Tuyuksuyskiy Glacier since 1956 and
the Soviet Union which monitored about
17 glaciers, including Abramov Glacier,
with some of the time series covering
about 20 years, from ∼ 1970 to ∼ 1990
(WGMS, 2017; Hoelzle et al., 2017). The
collapse of the Soviet Union in 1991
interrupted the measurements (Hoelzle
et al., 2017). Only two glaciers in HMA
are reference glaciers (Urumqi Glacier
No. 1 and Tsentralniy Tuyuksuyskiy
Glacier) of the World Glacier Monitor-
ing Service (WGMS), as these are the only
two uninterrupted series of annual mass
balance longer than 30 years (WGMS, 2017). Second, most glaciers located in the Himalayas,
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Western Nyianqentanghla, Western Kunlun Shan or Pamir are at high elevation and on re-
mote locations, making field work hard to conduct there. Third, some of the glaciers are
very large (larger than 100 km2) and it is not possible to calculate their mass balance with
the glaciological method, even if sparse glaciological measurements are performed (e.g., on
Baltoro Glacier, Mayer et al., 2006).

As a consequence, a large part of our knowledge about the twentieth century HMA glacier
changes comes from reconstruction of time series of glacier mass balance. Different re-
construction strategies have been applied. For instance, Azam et al. (2014b) used a simple
degree-day model (box 2.3) to reconstruct the annual glacier-wide mass balance of Chhota
Shigri Glacier (Western Himalaya, India) from 1969 to present, using meteorological data
from a meteorological station located ∼ 50 km away from the glacier. Interestingly, Chhota
Shigri glacier-wide mass balance was close to equilibrium between 1986 and 2000. Geode-
tic studies assessed the representativeness of Chhota Shigri Glacier, and showed that its
mass balance was close to the region average (Vincent et al., 2013; Mukherjee et al., 2018).
A more sophisticated model was implemented on Abramov Glacier (Pamir Alay, Kyrgyzs-
tan) to fill in the measurement gap of the late nineties and two-thousands (Barandun et al.,
2015). Based mostly on the historical measurements and marginally on the reconstruction,
they found sustained mass loss for this glacier at a rate of -0.44 ± 0.10 m w.e. a−1 for the
period 1968-2014 (Barandun et al., 2015). For the entire Tien Shan, Farinotti et al. (2015)
reconstructed 50 years of persistent glacier mass loss of -0.36 ± 0.15 m w.e. a−1 with a
glaciological model calibrated on the recent period.

From remote sensing surveys

The Shuttle Radar Topography Mis-
sion (SRTM) DEM was acquired in
February 2000. The acquisition was
made in the C-band frequency, which
is known to penetrate into ice and
snow up to about 10 m (Rignot et al.,
2001). Even after correction, the
penetration depth is likely underes-
timated (e.g., Gardelle et al., 2012a;
Dehecq et al., 2016). Consequently
glacier thickness changes estimates
which use SRTM as a start date are
probably too positive and those which
use SRTM as an end date are probably
too negative.

Box 2.5: SRTM penetration
The geodetic method is the only way to
obtain direct observations of glacier mass
changes back in time, for areas where
glaciers were not monitored in the field.
Most of the published studies relied on
the Shuttle Radar Topography Mission
(STRM) DEM for the reference topog-
raphy of 2000, despite the penetration
bias (box 2.5). Most of the earlier DEMs
used for differentiation were extracted
from spy satellite acquisitions (Corona
and Hexagon missions), which started in
1959 but peaked in the 1970s. Since the
pioneering study of Bolch et al. (2008),
many glaciological studies made use of
these data to assess region-wide mass
balances for selected regions (table 2.1
and figure 2.10). With the notable excep-
tion of Maurer et al. (2016), most of these

studies manually processed the images, preventing the method from a wide application.
These studies found the most negative mass balances in the Ak-Shirak (Tien Shan) region,
with a mass balance of -0.51 ± 0.36 m w.e. a−1 (Pieczonka and Bolch, 2015). The most pos-
itive mass balance was observed in the eastern part of the West Kunlun Shan, with a mass
balance of +0.05 ± 0.14 m w.e. a−1 (Zhou et al., 2018). Even if they are far from exhaus-
tive, these studies showed a relatively homogeneous pattern of glacier mass changes (figure
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2.10). The Karakoram, Spiti Lahaul, Muztagh Ata and Western Kunlun Shan regions were
close to equilibrium (Mukherjee et al., 2018; Bolch et al., 2017; Zhou et al., 2018; Zhang et al.,
2016; Holzer et al., 2015; Zhou et al., 2017). The central Himalaya was in slight imbalance
(Robson et al., 2018; Zhou et al., 2018; Bolch et al., 2011; Lamsal et al., 2017; Maurer et al.,
2016), and the Tien Shan in marked imbalance, in particular its western part (Pieczonka and
Bolch, 2015). One should keep in mind that most of these studies used the SRTM DEM as
end date and therefore the mass balance values are likely too negative (box 2.5).

Figure 2.10: Summary of the geodetic mass balance studies for the period 1970’s-2000. For the
precise dates and references, please refer to table 2.1. For the sake of consistency and comparison
with the chapter 3, the mass balance values have been converted to mean rate of elevation changes
using a volume to mass conversion factor of 850 kg m−3 (Huss, 2013).

Some studies investigated individual glacier or regional changes based on historical maps
(Lambrecht et al., 2014; Wu et al., 2018) or on historical surveys of the glacier topography
(Vincent et al., 2013).

2.3.3 Beginning of the twenty-first century mass change (2000-present)

ICESat and GRACE

Two satellite missions launched in 2002 and 2003, Gravity Recovery and Climate Exper-
iment (GRACE) and Ice, Cloud, and land Elevation Satellite (ICESat), tremendously in-
creased the state of knowledge about the evolution of glacier masses worldwide, but in
particular in HMA (Gardner et al., 2013).
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Table 2.1: Summary of the published estimates of HMA geodetic mass balances based on the Corona
and Hexagon missions. The Wu et al. (2018) study is based on a topographical map for the earlier
DEM and not a Corona or Hexagon DEM. Most of the studies used SRTM as the latter DEM. Pieczonka
et al. (2013) also did an additional 1976-2009 estimate not including the SRTM DEM (not shown on
figure 2.10).

Source Region Area BM Start End
(km2) (m w.e. a−1) date date

Bolch et al. (2011) Everest 62 -0.32 ± 0.08 1970 2007
Pieczonka et al. (2013) Aksu-Tarim 846 -0.40 ± 0.23 1976 1999
Pieczonka et al. (2013) Aksu-Tarim 839 -0.22 ± 0.19 1976 2009
Holzer et al. (2015) Muztag Ata 273 -0.04 ± 0.42 1971/76 1999
Maurer et al. (2016) Bhutan 365 -0.17 ± 0.05 1974 2006
Pellicciotti et al. (2015) Langtang 95 -0.32 ± 0.18 1974 2000
Pieczonka and Bolch (2015) Ak-Shirak 383 -0.51 ± 0.36 1973 1999
Pieczonka and Bolch (2015) Aksu/Sary-Djaz Catch. 2556 -0.35 ± 0.34 1973 1999
Pieczonka and Bolch (2015) Inylchek area 1117 -0.20 ± 0.44 1973 1999
Pieczonka and Bolch (2015) Tomur area 953 -0.33 ± 0.30 1973 1999
Pieczonka and Bolch (2015) Inylchek area 1117 -0.20 ± 0.44 1973 1999
Ragettli et al. (2016b) Langtang 87 -0.24 ± 0.08 1974 2006
Zhang et al. (2016) Muztag Ata 376 -0.15 ± 0.18 1971/76 1999
Zhang et al. (2016) Kongur Tagh 1002 -0.16 ± 0.18 1971/76 1999
Bolch et al. (2017) Hunza Catchment 2868 -0.01 ± 0.09 1973 2000
Lamsal et al. (2017) Kanchenjunga 60 -0.18 ± 0.17 1975 2010
Zhou et al. (2017) E Karakoram E 3236 -0.07 ± 0.05 1974 2000
Zhou et al. (2017) E Karakoram W 4184 -0.13 ± 0.08 1980 2000
Zhou et al. (2017) C Karakoram E 3179 -0.16 ± 0.07 1979 2000
Zhou et al. (2017) C Karakoram WN 478 -0.14 ± 0.05 1973 2000
Zhou et al. (2017) C Karakoram WS 2708 -0.03 ± 0.05 1973 2000
Zhou et al. (2017) W Karakoram N 771 -0.17 ± 0.06 1973 2000
Zhou et al. (2017) W Karakoram S 1124 -0.08 ± 0.05 1973 2000
Robson et al. (2018) Manaslu 200 -0.31 ± 0.12 1970 2000
Mukherjee et al. (2018) Lahaul Spiti 1250 -0.07 ± 0.10 1971 1999
Wu et al. (2018) Kangri Karpo 788 -0.24 ± 0.16 1980 1999
Zhou et al. (2018) Parlung Zangbo 615 -0.19 ± 0.14 mid 70’s 2000
Zhou et al. (2018) Yigong Zangbo 1055 -0.11 ± 0.14 mid 70’s 2000
Zhou et al. (2018) Western Nyain 316.8 -0.25 ± 0.15 mid 70’s 2000
Zhou et al. (2018) Sikim 689 -0.30 ± 0.12 mid 70’s 2000
Zhou et al. (2018) Central Nepal 578 -0.28 ± 0.11 mid 70’s 2000
Zhou et al. (2018) Western Nepal 228 -0.23 ± 0.18 mid 70’s 2000
Zhou et al. (2018) Spiti Lahaul 776 -0.04 ± 0.10 mid 70’s 2000
Zhou et al. (2018) Hindu Raj 841 -0.11 ± 0.13 mid 70’s 2000
Zhou et al. (2018) W Kunlun W 1147 -0.02 ± 0.14 mid 70’s 2000
Zhou et al. (2018) W Kunlun E 1209 0.05 ± 0.14 mid 70’s 2000
Zhou et al. (2018) Ulugh Muztagh 642 -0.06 ±0.12 mid 70’s 2000
Zhou et al. (2018) Geladandong 720 -0.22 ± 0.12 mid 70’s 2000
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ICESat is a laser altimeter, which operated from 2003 to 2009. As the ICESat tracks are
sparse (and the distance between adjacent tracks increases when the latitude decreases) and
not exactly repeated from one campaign to another, the extraction of the signal of glacier
volume change is challenging over glaciers (e.g., Moholdt et al., 2010). Moreover, the preci-
sion of individual measurements decreases when the slope increases (e.g., Kääb et al., 2012).
Overall, using ICESat over mountainous areas is challenging and this is why the first es-
timate of glacier mass change in HMA using this sensor was published ten years after the
launch of the satellite. The most common approach consists in calculating the so-called dh
temporal trend for a given region. In this case the dh are individual elevation differences
between ICESat elevation and the elevation of a reference DEM (usually the SRTM) at the
same location. This method ensures a consistent topographic reference, but is strongly af-
fected by the quality of the reference DEM (Treichler and Kääb, 2016). Another limitation of
this method is the fact that it works only on sufficiently large regions homogeneously sam-
pled from year to year campaigns (supplementary information of Kääb et al., 2012).

ICESat studies revealed a heterogeneous pattern of glacier thickness changes at the scale of
HMA (e.g., Gardner et al., 2013; Kääb et al., 2012; Neckel et al., 2014; Kääb et al., 2015). The
most negative mass losses were found in the Eastern Nyainqentanglha Shan (figure 2.11),
whereas the Western Kunlun Shan and some regions of the North-West Tibet interior had
positive mass balances (Neckel et al., 2014; Kääb et al., 2015). The total mass changes for
HMA was estimated at -24 Gt a−1 (Kääb et al., 2015, without the Tien Shan) and at -29.0 ±
13.4 Gt a−1 (Gardner et al., 2013, table S5).

Figure 2.11: Map of ICESat derived rates of glacier elevation changes aggregated on a 1◦ × 1◦ grid.
Figure from Kääb et al. (2015).

GRACE mission consists in two twin satellites, which fly on the same orbit and constantly
monitor the distance between themselves, allowing to retrieve for the spatial variations of
Earth surface gravity fields at a monthly temporal resolution (e.g., Tapley et al., 2004). Dif-
ferent processing centers provide monthly values of the Earth gravity field decomposed in
spherical harmonics. These sets of Stokes coefficients are called "GRACE solutions". When
trying to retrieve glacier mass changes on a limited region from GRACE data two main dif-
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ficulties arise: the signal of gravity change at a given location is influenced by the large
spatial scale and therefore there is a need to re-focus GRACE solutions, and the changes in
the gravity field do not result from glacier mass changes only, but also from changes in the
surface and sub-surface hydrology (Ramillien et al., 2008; Longuevergne et al., 2013). The
tectonic uplift, the erosion and the glacial isostatic adjustment should also be taken into
account and are poorly constrained in HMA (Yi and Sun, 2014).

To my knowledge, eight main studies tackled the challenge of monitoring the HMA glacier
mass changes from GRACE. Two of them were based only on GRACE data for the period
2003-2009, 2003-2010 and 2003-2012 (Matsuo and Heki, 2010; Jacob et al., 2012; Yi and Sun,
2014, respectively). Jacob et al. (2012) found a moderate glacier mass changes in HMA,
at a rate of -4 ± 20 Gt a−1. This is in strong contradiction with an earlier study, which
found rates of mass changes of -47 ± 12 Gt a−1 (Matsuo and Heki, 2010). The discrepancies
between the two studies may be due to different values attributed to the India ground water
storage depletion (Jacob et al., 2012). Yi and Sun (2014) found again a different estimate
of -35 ± 5.8 Gt a−1, which they reconcile by arguing that Jacob et al. (2012) included some
positive mass changes which originated from non-glacierized areas. An unexplained +30
Gt a−1 signal is observed on the TP (Yi and Sun, 2014). Recent work suggests that this could
originate from an increase in the lake volumes due to a recent increase (starting around
1995) in the precipitation over the TP (e.g., Zhang et al., 2017; Yang et al., 2018). Schrama
et al. (2014) calculated global glacier and ice sheet mass changes from GRACE data only, and
they provide an estimate for HMA for the period 2003-2013 of -16.5 ± 3.8 Gt a−1. Using a
combination of ICESat and GRACE data, Gardner et al. (2013) found a glacier mass change of
-26 ± 12 Gt a−1 (-23 ± 12 Gt a−1, using GRACE data only). The large spread in the estimates
shows the challenge to extract glacier change signal from GRACE data at large scale, where
the glacial isostatic adjustment and the other components of the hydrological cycle are not
known.

Two last studies dealt with more local mass changes and focused only on the Tien Shan
(Farinotti et al., 2015; Yi et al., 2016). Using an ensemble of GRACE solutions, mascons attri-
bution and Land Surface Models, Farinotti et al. (2015) produced an estimate of Tien Shan
glacier mass changes, which was in good agreement with ICESat based estimates (for the
overlapping period) and with glacier mass balance modeling. However, the positive glacier
mass changes after 2009 and the high 5-year variability observed in the GRACE data was
later attributed to a signal leakage from the near-by Pamir and Pamir Alay region (Yi et al.,
2016).

As a conclusion, ICESat and GRACE revolutionized the knowledge of glacier changes at
a global scale, but more specifically over HMA, where very few field measurements are
available (Bolch et al., 2012; Azam et al., 2018). Despite its very short lifetime, ICESat was
preferred to GRACE in HMA to evaluate the glacier contribution to changes in the land
water storage (Reager et al., 2016). This is due to the challenges associated with GRACE
processing and the poor constraints on the other sources of Earth gravity changes. Probably,
the main future use of GRACE in glacierized areas will be the assessment of changes in the
components of terrestrial water storage other than glaciers, as it is usually now easier to
constrain the glacier decennial changes from other sources than from GRACE (e.g., Bamber
et al., 2018).
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From field surveys

An alternative method consists in compiling all the glaciological measurements based on
field surveys and on geodetic surveys to produce region-wide averages (Cogley, 2009). This
approach is not limited to large regions. It is possible to monitor individual glaciers and to
resolve fine spatial patterns with an annual temporal resolution, which is totally impossible
with GRACE and ICESat. The main drawback of this method is that for insufficiently mon-
itored regions, such as HMA, the extrapolation of local measurements to the entire region
can lead to strongly biased estimates, such as the -86 ± 26 Gt a−1 estimate of Cogley (2009)
reported in Gardner et al. (2013).

Glaciological estimates of the glacier-wide mass balance are produced for relatively small
glaciers and at high temporal resolution (Zemp et al., 2015). Continuous measurements
are sparse for HMA for the post 2000 period and there is a lack of long-term monitoring
programs (WGMS, 2017). For the Karakoram-Himalaya, a maximum of eight glaciers were
monitored around 2010 (Azam et al., 2018), but these series are very short and the longest
continuous one is the Chhota Shighri Glacier series, which started in October 2002 (Azam
et al., 2016). It is noteworthy that there is only one glaciological survey in Karakoram, and
it was limited to the ablation area of Baltoro Glacier (Mayer et al., 2006). In Central Asia,
the re-establishment of long-term monitoring programs will greatly improve the situation
within the coming years (Hoelzle et al., 2017). Recent studies, which relied on field data,
combined with glacier modeling and remote sensing surveys shed light on the regional re-
lationship between glacier and climate (e.g., Barandun et al., 2018). It is likely that this kind
of approach will become more and more popular.

The field surveys in HMA were the first ones to reveal the heterogeneous glacier changes
(Yao et al., 2012) and they are vital to understand the climate-glacier relationship (Azam
et al., 2014a; Sherpa et al., 2017). Long-term field measurements are needed as well, even if
they cannot be used to directly assess regional glacier mass changes and glacier contribution
to sea level rise (Gardner et al., 2013; Azam et al., 2018).

From geodetic surveys

The geodetic surveys revealed a more contrasting pattern of glacier mass balance in the
post-2000 than in the pre-2000 period, probably partially because more studies cover the
post-2000 period (figures 2.10 and 2.12). They are mostly based on two types of DEM differ-
ences: the optical method, when an optical DEM (e.g., WorldView, SPOT, CartoSat) is differ-
entiated with the SRTM and the radar method, when a X-band radar DEM (e.g., TanDEM-X,
TerraSAR-X) is differentiated with the SRTM (table 2.2). The most negative mass budgets
are found in the Eastern Nyainqentanglha and in the Spiti Lahaul, where they can be as
negative as -0.71 ± 0.48 m w.e. a−1 (Neckel et al., 2017). A signal of moderate mass loss,
or even positive mass balance is observed in some parts of the Karakoram (Gardelle et al.,
2012b; Lin et al., 2017). This was referred to as the "Karakoram anomaly" (box 2.6). A sim-
ilar signal was also observed in the Western Kunlun Shan (Lin et al., 2017), in the Eastern
Pamir / Muztag Ata region (Lin et al., 2017) and is disputed for the central Pamir where a
clear positive signal was observed with SPOT5-SRTM DEM difference (Gardelle et al., 2013),
but not with TanDEM-X-SRTM DEM difference (Lin et al., 2017).

It is noteworthy that the optical estimates are often less negative (or more positive) than the
radar estimates (figure 2.12). They are not always directly comparable because the extent
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Table 2.2: Summary of the published estimates of HMA geodetic mass balances for the post 2000
period. Except for the study of Ragettli et al. (2016b), all these estimates use the SRTM as the earlier
DEM. The latter DEM is either an optical DEM (e.g., derived from SPOT5 or WorldView satellite
images) or an X-band radar DEM (e.g., derived from TanDEM-X or TerraSAR-X satellite acquisitions).

Source Region Area BM Start End Method
(km2) (m w.e. a−1) date date

Gardelle et al. (2013) E Nyainquentanglha 1390 -0.33 ± 0.14 1999 2011 optical
Gardelle et al. (2013) Bhutan 1367 -0.22 ± 0.13 1999 2010 optical
Gardelle et al. (2013) Everest 1432 -0.26 ± 0.14 1999 2010 optical
Gardelle et al. (2013) West Nepal 890 -0.32 ± 0.14 1999 2010 optical
Gardelle et al. (2013) Spiti Lahaul 2080 -0.45 ± 0.14 1999 2011 optical
Gardelle et al. (2013) Hindu Kush 798 -0.12 ± 0.16 1999 2008 optical
Gardelle et al. (2013) Karakoram E 5327 0.11 ± 0.14 1999 2010 optical
Gardelle et al. (2013) Karakoram W 5707 0.09 ± 0.18 1999 2008 optical
Gardelle et al. (2013) Pamir 3185 0.14 ± 0.14 1999 2011 optical
Pieczonka et al. (2013) Aksu-Tarim 840 -0.22 ± 0.19 1999 2009 optical
Ragettli et al. (2016b) Langtang 87 -0.38 ± 0.17 2006 2015 optical
King et al. (2017) Everest 1708 -0.52 ± 0.14 2000 2015 optical
Robson et al. (2018) Manaslu 500 -0.25 ± 0.05 2000 2013 optical

Neckel et al. (2013) Purogangri Ice Cap 408 -0.41 ± 0.20 2000 2011/12 radar
Rankl and Braun (2016) Central Karakoram 1107 -0.09 ± 0.12 2000 2012 radar
Vijay and Braun (2016) Spiti Lahaul 1712 -0.58 ± 0.37 2000 2012/13 radar
Li and Lin (2017) W Nyainquentanglha 576 -0.24 ± 0.13 2000 2013/14 radar
Li et al. (2017) Central Tien Shan 7240 -0.20 ± 0.19 2000 2012 radar
Lin et al. (2017) W Pamir 2836 -0.12 ± 0.06 2000 2014 radar
Lin et al. (2017) E Pamir 1001 0.12 ± 0.07 2000 2014 radar
Lin et al. (2017) Hindu Kush 569 -0.14 ± 0.09 2000 2014 radar
Lin et al. (2017) W Kunlun 2980 0.13 ± 0.06 2000 2014 radar
Lin et al. (2017) E Karakoram 7395 -0.02 ± 0.06 2000 2014 radar
Lin et al. (2017) W Karakoram 7739 -0.10 ± 0.06 2000 2014 radar
Neckel et al. (2017) E Nyainquentanglha 177 -0.71 ± 0.48 2000 2014 radar
Li et al. (2018) Everest 1708 -0.38 ± 0.04 2000 2012 radar
Vijay and Braun (2018) Jammu Kashmir E 2261 -0.16 ± 0.19 2000 2012 radar
Vijay and Braun (2018) Jammu Kashmir W 1570 -0.43 ± 0.24 2000 2012 radar
Wu et al. (2018) Kangri Karpo 788 -0.71 ± 0.10 2000 2014 radar
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and the date of the second DEM acquisition can differ. For instance, in the Eastern Nyain-
qentanglha the area studied by Gardelle et al. (2013), and named Hengduan Shan in their
study, does not overlap with the regions of Neckel et al. (2017) and Wu et al. (2018). But in
central Pamir, Everest region, Spiti Lahaul and Karakoram the comparison is more relevant.

The "Karakoram anomaly" refers to
the anomalous behavior of Karako-
ram glaciers, which showed advanc-
ing termini since the mid 1990s,
while glaciers were retreating world-
wide (Hewitt, 2005). It was later
shown quantitatively that the glaciers
were in balance conditions since the
1970’s (Zhou et al., 2017; Bolch et al.,
2017; Gardelle et al., 2012b). The cli-
mate drivers of the anomaly are not
clear and could be synoptic circula-
tion anomalies (Kapnick et al., 2014;
Forsythe et al., 2017) or local effects,
such increase in the moisture content
due to irrigation development (de Kok
et al., 2018).

Box 2.6: Karakoram anomaly
The difference between the estimates can
be up to ∼0.2 m w.e. a−1 between
the studies, with some spatial variability.
The main differences between these stud-
ies could originate from the radar sig-
nal penetration correction (box 2.5). The
geodetic estimates rely on the SRTM-C
band DEM because it has a global cover-
age. This DEM is corrected from pene-
tration at this frequency using the SRTM-
X band DEM, which was acquired simul-
taneously, but along narrower swath and
therefore with a sparse coverage. The X-
band (9.65 GHz) signal penetrates less
than the C-band (5.3 GHz) signal into
snow and ice (e.g., Rignot et al., 2001; Dall
et al., 2001). Assuming a negligible pene-
tration of the X-band signal, Gardelle et al.
(2012a) proposed to correct the SRTM-C
band DEM based on the difference with
SRTM-X band DEM, when available. As

the X-band signal penetrates as well, the correction is probably a lower bound of the C-band
penetration estimate (Dehecq et al., 2016). Recent work suggested a mean SRTM C-band pen-
etration depth of 8 and 9 ± 3 m for the Swiss Alps and the Mont-Blanc glaciers, respectively
(Fischer et al., 2015; Berthier et al., 2016), whereas the X-band correction led to an estimate of
about 3 m of penetration over roughly the same area (Berthier et al., 2016). Consequently, the
X-band correction is more relevant for the radar geodetic estimates (especially if the second
DEM is acquired under similar snow conditions) than the optical estimates, the best option
being to rely only on optical DEMs. There is a real need, but in the end little hope, to obtain
precise estimate of this penetration bias because it is highly spatially variable as it is related
to the electro-magnetic properties of the snowpack of February 2000, for which there is no
direct observation in HMA and which are extremely difficult to model correctly.

The heterogeneity of the methods used, together with the SRTM penetration and the incon-
sistencies between the end dates of the surveys shows the need for consistent, temporally
extended and spatially resolved estimate of HMA glacier volume changes for the beginning
of the twenty-first century. We produced such an estimate using time series of DEMs de-
rived from Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER)
images. This work is presented with more details in chapter 3 of this manuscript.
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Figure 2.12: Summary of the geodetic mass balance studies for the post 2000 period. For the precise
dates and references, please refer to table 2.2. For the sake of consistency and comparison with the
chapter 3, the mass balance values have been converted to mean rate of elevation changes using a
volume to mass conversion factor of 850 kg m−3 (Huss, 2013). The circles represent the studies that
used an optical DEM for the latter DEM and the squares the studies that used a radar DEM for the
latter DEM. With the exception of Ragettli et al. (2016b), all these studies relied on the SRTM for
their first DEM.

2.3.4 The ’debris-cover anomaly’: no reduced thinning rates are observed
for debris-covered tongues, compared to debris-free tongues

When the first large scale studies of glacier thickness changes became available, it was very
tempting to compare the rate of mass changes between debris-covered and debris-free ice.
The first attempt can be tracked back to two studies: Gardelle et al. (2012a) and Kääb et al.
(2012). Both were aware of the shortcoming of comparing rates of thickness changes, which
are the results of surface mass balance and ice dynamics. In order to avoid the influence
of the ice dynamics on the rate of thickness changes, Kääb et al. (2012) examined pairs
of ICESat footprints on debris-covered and debris-free ice that were closer than 1 km to
each other. On average, they did not find a reduced thinning rate for debris-covered ice
(Kääb et al., 2012). Gardelle et al. (2012a) found similar thinning rates for debris-free and
debris-covered tongues of Karakoram glaciers. A similar observation was made in the Ever-
est region (Nuimura et al., 2012). This observation was then extended to multiple regions
of HMA, where various patterns of thinning were observed, with again no reduced thin-
ning beneath the debris (Gardelle et al., 2013). To my knowledge, this was later named the
"debris-cover anomaly" for the first time in Pellicciotti et al. (2015), where they could not re-
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ally conclude on the similarity or dissimilarity of the thinning rates because of insufficient
hypsometric overlap of the debris-covered and debris-free tongues in the Langtang catch-
ment. The observation of no reduced thinning rates for the debris-covered tongues was then
widely repeated: for Siachen Glacier (Agarwal et al., 2017), in the Kangri Karpo Mountains
(Wu et al., 2018), for Kanchenjunga Glacier (Lamsal et al., 2017) or in Muztag Ata-Kongur
Tagh (Zhang et al., 2016).

This observation was in apparent contradiction with the Østrem (1959)’s curve, which pre-
dicts that the ablation rate of ice beneath a thick debris layer is approximately 25 % of the
clean-ice ablation under similar conditions, if the debris thickness exceeds ∼ 20 cm (fig-
ure 2.13). The immediate consequence of this observation, and apparent contradiction, was
a tremendous increase in the interest in the ablation processes of debris-covered glaciers.
Nevertheless, this contradiction is only apparent as thinning rates are not directly compa-
rable to surface mass balance rates, because at any location the glacier thickness change is
the sum of the emergence/submergence velocity and the mass balance (Cuffey and Paterson,
2010; Vincent et al., 2016; Banerjee, 2017).

The above mentioned large scale studies revealed a very heterogeneous pattern of glacier
mass loss at the scale of HMA. To explain this heterogeneous pattern, the heterogeneous cli-
mate, and therefore the different glacier mass balances sensitivities (Sakai and Fujita, 2017),
as well as the heterogeneity of the climate change, have necessarily a very strong influence
on the recent glacier mass changes. Nevertheless, these influences are expected to be modu-
lated by the geometry of each individual glacier. In chapter 4, we explore the statistical re-
lationships between the individual glacier mass balances and their morphological variables,
and in particular their debris cover. When looking at smaller spatial scales (i.e. around a
hundred or a thousand of square kilometers), the factors governing the spatial variability of
glacier mass balances are mostly unresolved, and there is a real need to better understand
the local climate (not developed in this dissertation) and the processes which influence the
glacier energy and mass balances, and in particular the processes related to the presence of
a debris cover. These processes are investigated at a more local scale, generally by the use of
a combination of field observations and modeling.

2.4 Processes unraveled by local studies to understand the
influence of the debris cover on glacier mass balance

Few large scale studies exist about debris-covered glaciers (Scherler et al., 2011a,b; Kraai-
jenbrink et al., 2017). Instead the research groups focused on small-scale measurements
to quantify the different processes responsible for the energy and mass balances of debris-
covered glaciers. Most of the research was conducted on Miage Glacier in the Alps (e.g.,
Brock et al., 2010; Reid and Brock, 2010), in the Langtang catchment and more precisely
on Lirung Glacier (e.g., Sakai et al., 1998; Immerzeel et al., 2014a), in the Everest region on
Khumbu Glacier (e.g., Nakawo et al., 1985; Sakai et al., 2002; Watson et al., 2017a) and on
Ngozumpa Glacier (e.g., Benn et al., 2017) and in China on Koxar Glacier (e.g., Han et al.,
2006).
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2.4.1 Influence of the debris thickness and moisture content

Ice melt beneath a debris layer

Based on field experiments on ice-cored moraines, Østrem (1959) stressed the concept of en-
hanced ice ablation for ice covered by a very thin debris layer (lower than few centimeters)
and reduced ice ablation for ice covered by a thick debris layer. The critical debris thickness
was later defined as the the debris thickness for which the ice ablation is reduced compared
to debris-free ice (Lejeune et al., 2013). This early work set the basis that debris thickness
was the main control on the ablation, and numerous studies tried to better constrain the
Østrem (1959)’s curve by three main approaches: field measurements, experiments and en-
ergy balance modeling.

Figure 2.13: Summary of the different estimates of the relative ablation beneath a debris layer as a
function of the debris thickness (Østrem (1959)’s curve). Figure from Kraaijenbrink et al. (2017).

The field measurements consisted generally on stake readings at various locations. The
stakes are difficult to drill into debris-covered ice because one needs to remove the debris
layer before drilling into the ice. Consequently, most measurements were performed for
debris thickness lower than 30 cm. Debris is replaced when the stake is inserted into ice.
The stake emergence is then measured at various time scales: from a couple of weeks to
years. At first glance most of the studies are in good agreement and they all find a decreas-
ing ablation for an increasing debris thickness (e.g., Nakawo and Young, 1981; Kayastha et al.,
2000; Mihalcea et al., 2006; Han et al., 2006; Hagg et al., 2008). Unfortunately, it is not possi-
ble to compare these studies with each other because the measurements were performed at
different elevations, for different meteorological conditions and for different debris proper-
ties.

The experiments, which consist usually in spreading sand on a snow or ice surface, allow for
a better control of the environment and therefore a better reproductibility. Fujii (1977) mea-
sured the ablation of snow covered by sand during one day near Rikha Samba Glacier (Hid-
den Valley, Nepal) and found that the ablation followed nicely the Østrem (1959)’s curve.
Interestingly, Reznichenko et al. (2010) demonstrated the strong influence of the diurnal cy-
cle, as the ice covered by debris had a similar ablation as the debris-free ice under steady
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illumination, after the equilibrium was reached. An experimental setup was used to val-
idate the representation of debris in a physically-based model of snowpack (Lejeune et al.,
2013).

Classically in the field of glaciology, two main approaches have been implemented to under-
stand/predict the melt of ice beneath debris: degree-day modeling (box 2.3) versus surface
energy balance modeling (box 2.4).

Degree-day models have been implemented for the sake of distributed or semi-distributed
melt modeling (Azam et al., 2014b; Juen et al., 2014) or to reconcile observation of ablation
performed at various elevations (Mihalcea et al., 2006). The implementation of an "enhanced
temperature-index" model (e.g., Pellicciotti et al., 2005) was performed to model the melt of
Miage Glacier (Carenzo et al., 2016). These models are efficient to predict the melt from lim-
ited input data if they have been calibrated properly. Nevertheless, they are not informative
about the processes at stake and therefore are not transferable to other sites.

For the sake of reproducibility and transferability to different sites, energy balance models
were developed. The debris layer is generally discretized into N sub-layers (N being equal
to 1 for the simplest models) at the interface of which the energy fluxes are resolved (figure
2.14). The general formulation for the surface energy models is given by equation (2.6) in
box 2.4. The largest unknowns are the following: transient heat transfers, debris moisture
content, debris conductivity, porosity and debris surface roughness.

Figure 2.14: Schematic representation showing heat fluxes at the top and bottom of a debris layer
of thickness d. The debris temperature is calculated for N layers of thickness h, with boundary
conditions defined by the surface temperature, Ts, and the temperature of the debris/ice interface,
which is assumed to stay at Tf = 0 ◦C. The dash–dot curve is an example temperature profile, where
temperature increases towards the right. Figure from Reid and Brock (2010).

Steady-state models versus transient modeling The first models (e.g., Nakawo and Young,
1982; Han et al., 2006) made the simplistic assumption of a linear temperature gradi-
ent through the debris, assuming a balance of fluxes at the debris surface and at the
debris/ice interface. This assumption was based on the observations of linear temper-
ature profile in the debris layer, but was challenged by Conway and Rasmusen (2000)
and Nicholson and Benn (2006), who showed that the debris thermal regime was influ-
enced by the daily cycle. As a consequence, Nicholson and Benn (2006) also assumed a
linear gradient of temperature in the debris layer but ran the model at a daily time step
only (and not over night and day separately). To run the model at a higher temporal
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resolution (hourly), one needs to explicitly resolve the heat transfer through the dif-
ferent debris layer (Reid and Brock, 2010; Lejeune et al., 2013) or to introduce a "debris
heat storage" flux (Brock et al., 2010).

Moisture content of the debris Nicholson and Benn (2006) hinted the role of moisture within
the debris layer with the use of two end-member cases (fully dry and fully wet debris),
for which they changed the thermal conductivity of the debris. The effective ther-
mal conductivity of the debris varied by about 30 % between winter and summer for
Ngozumpa Glacier, meaning that the moisture content and phase changes within the
debris have a stong influence on their thermal properties (Nicholson and Benn, 2012).
By developing a reservoir-based model, Collier et al. (2014) showed that the moisture
exchange and phase transitions within the debris layer could influence the sub-debris
ice melt. But the total effect of these processes can either be more or less ablation over
the course of one season (Collier et al., 2014).

The role of the turbulent fluxes Modeling of a ice melt beneath a porous dry layer of de-
bris stressed the role of turbulent fluxes (Evatt et al., 2015). The turbulent fluxes are
modeled in energy balance models using the bulk method, and therefore are highly
sensitive to the roughness lengths, and in particular to the aerodynamic roughness
length (z0,m). Consequently, recent studies evaluated z0,m for debris-covered glaciers
based on geometric methods (Rounce et al., 2015; Miles et al., 2017a; Quincey et al.,
2017). They found values for z0,m between 0.02 and 0.05 m (which is higher than
most values from the literature for snow and clean ice). These values were estimated
from geometric considerations and analysis of very high resolution DEMs, and should
be evaluated against aerodynamic values of z0 calculated from the eddy covariance
method, which require sophisticated sensors that are challenging to deploy on HMA
glaciers.

The physically-based models perform well on the cases where they are constrained by ob-
servations of the physical properties of debris, which are spatially variable and usually un-
known (Nicholson and Benn, 2012). There are still unanswered questions about the ice melt
beneath thick debris (i.e. higher than 50 cm), which represent a large share of the debris
in HMA, but one of the major challenges at the moment is how to distribute the melt mod-
els at the scale of a glacier or a region, which can be reduced to the problem of measuring
distributed debris thickness and properties.

The challenge of measuring debris thickness

An empirical link between debris thickness and debris surface temperature was established
and used as the basis of remote sensing based estimates of debris thickness (Mihalcea et al.,
2008a). The debris surface temperature can by monitored at a 90 m resolution from ASTER
or Landsat thermal bands. The point measurements can thus be extrapolated at the scale
of a glacier, based on the satellite thermal images (Mihalcea et al., 2008a,b). Nevertheless,
two weaknesses can be pointed out in this method. First, the empirical relationship between
the debris thickness and the surface temperature is not well constrained and second, the 90
m pixels of ASTER cannot capture the fine scale spatial variability of the debris distribu-
tion. If there is not much to do against the second limitation (except maybe for a limited
spatial extent; e.g., Kraaijenbrink et al., 2018), attempts were made to improve the empirical
relationship between the debris surface temperature and debris thickness based on the Reid
and Brock (2010)’s debris thermal model (Foster et al., 2012). Despite the improvement in
simulating relatively thick debris (i.e. > 50 cm), the model was still highly dependent on
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the input meteorological data and their spatial extrapolation (Foster et al., 2012).

This general method of linking the satellite measured debris temperature to debris thick-
ness was applied to other glaciers in HMA (Zhang et al., 2011; Juen et al., 2014; Rounce and
McKinney, 2014; Schauwecker et al., 2015; Gibson et al., 2017). The results of the thickness
inversion are generally very sensitive to the choice of the model used for the inversion (e.g.,
Juen et al., 2014), which has a strong impact on the modeled sub-debris ablation (Juen et al.,
2014). It is also noteworthy that the debris thickness obtained by these methods are often
not realistic (e.g., Rounce and McKinney, 2014; Schauwecker et al., 2015), because they pre-
dict debris thicknesses that are too small compared to more direct measurements on similar
debris-covered tongues (e.g., McCarthy et al., 2017; Nicholson and Mertes, 2017).

A recent study (Rounce et al., 2018), derived the debris thickness for most large debris-
covered tongues of Everest region glaciers based on the inversion of the Østrem (1959)’s
curve (similarly to Ragettli et al., 2015). The sub-debris melt was estimated from DEM dif-
ferencing and ice emergence approximation based on the surface velocity and the ice thick-
ness (Huss and Farinotti, 2012). The method is very appealing, but it relies heavily on the
ice thickness estimated by (Huss and Farinotti, 2012), which can be inaccurate for individual
glaciers (Farinotti et al., 2017). This study would be greatly strengthened with the use of
field measured ice thickness from ground penetrating radar (GPR) for example (Gades et al.,
2000). They also relied on the spatial distribution of local meteorological measurements,
which is difficult to achieve in this region (e.g., Eeckman et al., 2017).

Huang et al. (2017) estimated the debris thickness of Koxkar Glacier using the Phased Ar-
ray L-band Synthetic Aperture Radar (PALSAR, 1270 MHz) on-board of the Advanced Land
Observing Satellite (ALOS). They found a good relationship between their 556 field mea-
sured debris-thicknesses and the volume scattering of the radar signal, measured from
satellite, for debris thicknesses lower than ∼ 50 cm, but the method did not work for thick
debris.

The above mentioned studies tried to derive the debris thickness at relatively large scales
and for low resolution. There is currently a tendency to produce high quality, resolved,
field-based debris thickness estimates. GPR surveys were conducted on Koxkar Glacier (Wu
and Liu, 2012), Lirung Glacier (McCarthy et al., 2017) and Ngozumpa Glacier (Nicholson
and Mertes, 2017). They demonstrated that GPR was suitable for debris thickness mapping.
By combining GPR measurements and direct observations of the debris thickness at the
cliff edges, Nicholson and Mertes (2017) showed that the debris thickness was very variable
within a short distance, probably due to debris redistribution controlled by slope stability
and gravitational mass transport (Moore, 2018; Nicholson et al., 2018). These studies provide
very useful data to better understand the debris spatial distribution. Nevertheless, they are
restricted to limited areas because they require extensive field work.

As the lower parts of the debris-covered tongues of the HMA glaciers are often covered by
a debris layer that can be thicker than one meter (Nicholson and Mertes, 2017), very reduced
ablation is expected. Consequently, any other ablation process happening on these tongues
has the potential to contribute disproportionally to the total ablation budget, even if it hap-
pens only on a limited area.
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2.4.2 Ice cliffs

Ice cliffs are striking features of debris-covered tongues (figure 2.15). They are characterized
by a bare ice face with an angle higher than the repose angle of debris (usually steeper than
30/35 degrees). The ice faces can be clean or covered by dust or a very thin debris layer.
They are sometimes over-hanging, especially when they are associated with a pond at their
foot (e.g., Kraaijenbrink et al., 2016b; Watson et al., 2017a, figure 2.15). In the Himalayas,
they are mostly north-facing (e.g., Sakai et al., 2002; Buri and Pellicciotti, 2018) and occupy a
relatively small fraction of the glacier map view area (Herreid and Pellicciotti, 2018).

Figure 2.15: Picture of an ice cliff and associated supraglacial pond taken on Changri Nup Glacier in
November 2016. The cliff height is approximately 15 m.

Some pioneering studies by a Japanese team in the early 2000s suggested that ice cliffs could
contribute disproportionally to the ablation of debris-covered tongues, despite their re-
duced spatial extent (Sakai et al., 1998). This is due to the fact that bare and sometimes
dirty ice, with a low albedo, is exposed at low elevation in a very hot environment, be-
cause the surrounding debris surface temperature can be high. Observations during the
pre-monsoon and post-monsoon reported cliff melt rates ranging from 0.1 to 12 cm day−1

on Lirung Glacier (Sakai et al., 1998; Steiner et al., 2015) and between 5.9 to 8.1 cm day−1 on
Miage Glacier during summer (Reid and Brock, 2014).

The first tentative energy balance model was developed for ice cliffs on Lirung and Khumbu
glaciers to try to explain the predominance of north-facing cliffs (Sakai et al., 2002). It was
further refined by Han et al. (2010), Reid and Brock (2014) and Steiner et al. (2015). The main
difficulty of the point scale energy balance modeling at the cliff surface is the influence of
the cliff aspect and the influence of the surrounding topography on the incoming longwave
and shortwave radiation. The model was then gridded to represent the variability of slopes
and aspects within a given cliff (Buri et al., 2016a) and additional processes, such as the
energy exchange with a lake were ultimately added (Buri et al., 2016b). The various versions
of the models were usually validated against stake inserted in the cliff face (e.g., Reid and
Brock, 2014; Steiner et al., 2015; Buri et al., 2016a). Unfortunately the stakes could only be
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surveyed for a short period (a couple of weeks) and during the pre- or post-monsoon seasons
(or summer in the Alps), due to logistic constraints and due to rocks falling along the cliff
face and breaking the stakes. The geometric quantification of the cliff melt over more than
one season validated the good performance of the models over longer time span (Brun et al.,
2016; Watson et al., 2017a).

The problem of the dominant aspect of the north facing cliffs was recently solved by mod-
eling flattening of south-facing cliffs as a result of their vertical gradient of incoming solar
radiation and sky view factor (Buri and Pellicciotti, 2018).

High resolution topographic data, such as unmanned aerial vehicles (UAV) or stereo satel-
lite DEMs have the potential to extend spatially and temporally the stake observations and
the outputs of the models. Many studies reported high thinning rates associated with the
presence of ice cliffs (Immerzeel et al., 2014a; Thompson et al., 2016) and even a positive cor-
relation between the thinning rate and the cliff density for a given elevation band (Ragettli
et al., 2016b; Watson et al., 2017b; Huang et al., 2018). Even if these results stress the poten-
tial importance of ice cliff contribution to the total glacier tongue mass balance, they lack
precise quantification, which is possible only when accounting for the ice flux (e.g., Berthier
and Vincent, 2012; Vincent et al., 2016).

2.4.3 Supraglacial and englacial hydrology

Supraglacial lakes and ponds, where the water has a positive temperature, are also very
common features of debris-covered glaciers (figure 2.15) and they have been recognized as
efficient entry points for the energy within the glacier system (Sakai et al., 2000). To my
knowledge it is very complicated to measure directly the total melt rate of a supraglacial
lake (Röhl, 2006) and it has never been done in the HMA. Therefore it is crucially needed
to model sub-aqueous ablation and to validate such a model against independent observa-
tions, such as the water temperature stratification. There are two main mechanisms for the
sub-aqueous melt of a supraglacial lake: the wind-driven currents and the free convection,
which both produce thermo-erosion (Xin et al., 2012). The different terms of the mass and
energy budgets of a supraglacial lakes are summarized on figure 2.16 (Miles et al., 2016).
Sub-aqueous melt rates of Himalayan supraglacial ponds were found between 1 and 65 cm
day−1 (summarized in Miles et al., 2016). The large spread can be explained by the vari-
ety of ponds considered in the different studies, but it also highlights the high uncertainty
associated with the pond energy balance modeling.

The supraglacial lakes play the role of entry points for the energy into the glacier system,
but the study of their dynamics reveals that they are also connected with a fast evolving
supraglacial and englacial drainage system. Supraglacial lakes are known to be highly dy-
namic features, which can expand and drain quickly. For instance, Benn et al. (2001) docu-
mented the rapid growth of a supraglacial lake on Ngozumpa Glacier, as its size tripled and
its level raised of 8.8 m within one year, and then almost completely drained the following
year. The supraglacial lake annual and seasonal dynamics were investigated with satellite
images (Watson et al., 2016; Miles et al., 2017b) and field surveys (Watson et al., 2018). Using
high resolution imagery available in Google Earth for the period 2002-2015, Watson et al.
(2016) were able to map 9340 ponds on the debris-covered tongues of the Everest region.
They observed an increase in the pond area for six of the nine glacier-tongue they surveyed.
The temporally sparse sampling revealed a large temporal variability, in terms of pond total
area, which makes the finding of a pond area increase more uncertain (Watson et al., 2016).
These findings were also supported by the analysis of 172 Landsat scenes in the Langtang
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Figure 2.16: Conceptual (a) mass and (b) energy exchanges for the pond control volume. For (a): ∆V
(m3) is the pond volume change, ∆h (m) is the pond surface elevation change, V̇i (m3 s−1) is the ice
melt or catchment runoff, V̇d (m3 s−1) is the discharge, V̇R (m3 s−1) is the rainfall and V̇LE (m3 s−1)
are the latent fluxes. For (b): ∆S (J) is the change in stored energy, Qn (W m−2) is the net surface
flux from the atmosphere, Qi (W m−2) is the energy exchange at subaqueous bare-ice surface, Qd (W
m−2) is the energy exchange through subaqueous debris, I (W) is the energy advected into the pond
by runoff inputs and D (W) is the energy removed from the pond by discharge. Figure from Miles
et al. (2016).

catchment, which revealed a marked seasonal cycle as ponds grow in the pre-monsoon and
monsoon and then drain or freeze in winter (Miles et al., 2017b). The field surveys are lim-
ited to a small number of ponds. Some ponds have a mean positive temperature during
winter and their potential drainage would lead to substantial ablation (Watson et al., 2018).
Recently it was shown that the supraglacial ponds were an important transient reservoir for
water that could regulate the glacier runoff (Irvine-Fynn et al., 2017).

Multiple evidences showed the importance and role of englacial conduits for debris-covered
tongue drainage systems (Benn et al., 2017). First, englacial conduits have been explored
with speleological techniques on the major debris-covered glaciers of the Everest region
(Gulley and Benn, 2007; Gulley et al., 2009; Benn et al., 2017). Their morphology and the net-
work of galleries can be interpreted within a cut-and-closure mechanism framework (Gul-
ley et al., 2009). This mechanism consists in the progressive burial of supraglacial chan-
nels which incise the ice faster than the surrounding surface melts. Then the upper part
of the channel walls collapse, creating the channel roof (Gulley et al., 2009). Second, the
supraglacial lakes are reservoir of water that can store relatively warm water. Watson et al.
(2018) measured a mean temperature of 4◦C for some ponds even in winter. This warm
water has a strong ablation potential, which can be released by ice melt through englacial
circulation through previously abandoned or newly formed conduits (Miles et al., 2017c).
Third, englacial conduit ablation could be responsible for some of the surface lowering pat-
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Figure 2.17: Examples of surface topography, supraglacial meltwater channels, and englacial conduit
locations on Ngozumpa Glacier: (a) DEM of the lower ablation zone of the glacier, based on GeoEye-1
stereo imagery from June 2010, showing location of enlarged panels and englacial conduit NG-05;
(b) supraglacial channels shown on the 2010 imagery; (c) the same area shown on the 2010 DEM;
(d) hummocky debris-covered ice, showing the boundaries of closed surface basins and locations
of englacial conduits NG-01 to NG-03 (considerable basin expansion occurred in the four ablation
seasons between the conduit surveys (December 2005) and the date of the DEM (June 2010)); and (e)
hummocky debris-covered ice and location of englacial conduit NG-04 (surveyed November 2009, 7
months before the date of the DEM). Figure from Benn et al. (2017).

terns observed from high resolution DEM differencing (Immerzeel et al., 2014a; Thompson
et al., 2016).

A comprehensive overview of the drainage system of Ngozumpa Glacier was recently pub-
lished (Benn et al., 2017). The take-home message of their study is that the drainage sys-
tem evolves from mostly supraglacial channels to a combination of supraglacial channels
and englacial conduits as the elevation decreases (figure 2.17). The level of Spillway Lake,
which is the proglacial lake at the terminus of Ngozumpa Glacier, controls the base level of
the drainage system and therefore its level fluctuations and recent expansion have a strong
influence on the entire drainage system (Thompson et al., 2016; Benn et al., 2017, figure
2.17).

2.4.4 Towards a closure of the mass and energy budget of debris-covered
tongues?

The closure of the mass and energy budget of a debris-covered tongue has two major appli-
cations: a realistic prediction of the discharge at the glacier tongue outlet and the partition
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of the contribution of each process to the total glacier energy/mass balance.

Few studies incorporated the enhanced ablation due to ice-cliffs and supraglacial lakes into
debris-covered glacier mass balance modeling and none of them incorporated englacial ab-
lation. Most studies are based on satellite based debris-thickness measurements, which are
then incorporated in an energy balance model (Fyffe et al., 2014; Juen et al., 2014; Rounce
et al., 2015; Shaw et al., 2016) or into a degree-day model (Fujita and Sakai, 2014; Carenzo
et al., 2016). Alternatively, some studies modeled the glacier ablation as if it were debris-
free and applied a global reduction factor for the debris-covered parts (Rowan et al., 2015;
Shea et al., 2015; Mimeau et al., 2018). The inclusion of ice-cliffs and supraglacial lakes is
challenging because the parametrizations of the melt originating from these features are
not very robust (Juen et al., 2014). Moreover, they evolve quickly and dynamic modeling is
probably needed to represent them on the seasonal to pluri-annual time scale (Buri et al.,
2016b). The validation of the melt models is challenging because the discharge at the glacier
outlet can be dominated by other processes (e.g., snow melt from the off glacier catchment
areas, Fyffe et al., 2014), or delayed by transient storage (Irvine-Fynn et al., 2017; Mimeau
et al., 2018).

The quantification of each process at the scale of a debris-covered tongue would be a clear
step forward, and a combination of modeling and observation is probably required to achieve
this. From field measured ice thickness and remotely sensed or field measured surface el-
evation change, it is possible to quantify the total mass balance of a debris-covered tongue
(Vincent et al., 2016). This method provides a tongue-wide value for the ablation, which
needs to be distributed among the different processes. In chapter 5, and based on previous
methodological developments (Brun et al., 2016), we quantify the total contribution of ice
cliffs to the ablation of Changri Nup Glacier tongue. Then the melt beneath debris could be
modeled based on fine scale debris thickness mapping, which is currently very challenging.
Consequently, the supraglacial and englacial hydrology contribution to ablation could be
expressed as the residual of all these terms. This would still be far from closing the mass
budget of a debris-covered tongue, as one of the term would be estimated as the residual
of the overall budget and another one would be calculated from a distributed melt model,
but would be a reference case for testing different sub-debris, cliff and supraglacial melt
models.

Summary and objectives of this PhD work

Despite recent spectacular improvement in the knowledge about HMA glaciers, the influ-
ence of the debris cover on the glacier mass balance is not clearly understood. With this
work I want to address three research questions:

Question 1 What are the recent changes of glaciers at the scale of HMA? Can we produce
homogeneous glacier elevation change data with a resolution high enough to capture
individual glacier mass balances?

Question 2 What is the influence of the debris cover on the glacier-wide mass balance? Is
it possible to quantify this influence? Are the debris-covered and debris-free glaciers
different in terms of glacier-wide mass balances?

Question 3 Which terms of the ablation budget of a debris-covered tongue are quantifiable
from remote sensing and field observations?
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I worked at different spatial and, to a lesser extent, temporal scales to try to address these
different questions:

At the scale of the entire HMA (∼ 100 000 km2 of glaciers). One does not expect to observe
a clear influence of the debris on the regional glacier mass balance, which is mainly
driven by climate. However, given the limitations of the estimates that were available
when I started this PhD in September 2015, there was a real need to produce a new
spatially resolved estimate of the HMA glacier mass balances for the beginning of the
twenty-first century. This work is presented in chapter 3.

At the scale of HMA regions (2 200 to 18 000 km2 of glaciers). It is the relevant scale to
detect the influence of debris on glacier-wide mass balances, assuming these regions
to be climatically homogeneous. In chapter 4, I analyze the 16 year individual glacier
mass balances in relationship with their morphological parameters and in particular
their debris cover.

At the scale of a small debris-covered tongue (1.5 km2). Working on a single glacier en-
ables extensive deployment of sensors, together with specific very high resolution
satellite acquisitions. This is the basis to quantify/constrain some of the sources of
ablation. In chapter 5, I present the quantification of the cliff contribution to the
tongue-wide ablation of Changri Nup Glacier (Everest region, Nepal) for two consec-
utive years.
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This chapter is written after:
Brun, F., E. Berthier, P. Wagnon, A. Kääb, and D. Treichler (2017), A spatially resolved es-
timate of High Mountain Asia glacier mass balances from 2000 to 2016, Nature Geoscience,
10, 668–673

3.1 A short introduction

The first objective of my PhD work was to assess the large scale influence of the debris
on the glacier-wide mass balance of individual glaciers. Unfortunately, at the time when I
started (September 2015) neither individual glacier mass balances nor a consistent map of
the debris-cover extend for HMA were available. The geodetic studies all together covered
less than half of the glacierized area of the HMA (Figure 3.1), with large gaps of monitoring
for the Western Kunlun Shan, the Eastern Pamir, the Tien Shan, the Hindu Kush and the
eastern Nyainqentanglha. Only one study had explored the variability of individual glacier
mass balances in the Everest region (King et al., 2017).

Moreover, these estimates were mostly based on the difference between an optical or radar
DEM acquired from 2010 to 2016 and the SRTM (February 2000). This means that they
were both temporally and methodologically inconsistent and probably biased towards pos-
itive values of mass changes due to the SRTM penetration (box 2.5). Consequently, there
was a real need of a spatially resolved estimate of glacier mass changes for HMA, using a
consistent methodology. We used the GAMDAM glacier inventory (Nuimura et al., 2015), as
it is more consistent than the RGI at the scale of HMA.

The last motivation for producing such an estimate was the need for long term (or at least
longer than the ICESat 6-year period) glacier mass changes estimates, for the assessment of
glacier contribution both to sea level rise and terrestrial water storage. ICESat and GRACE
data can be used for such purposes, but ICESat operated only from 2003 to 2008/2009
and the interpretation of GRACE data is complicated in HMA. This was stressed by a re-
cent study, where the authors tried to close the water budget for the period 2003-2015; they
temporally extrapolated ICESat trends for glacier changes in HMA, as they had no better es-
timate available (Reager et al., 2016). Our new estimate is now regarded as a benchmark esti-
mate favored over the GRACE-based estimates (Bamber et al., 2018). The individual glacier
mass balances for more than 6 500 glaciers will be included in the next WGMS database
release in September 2018.

The validation of our ASTER-based mass balances relied partly on unpublished geodetic es-
timates based on SPOT5-Pléiades DEM differences for three locations (Spiti Lahaul, Pamir
Alay, Garhwal). These geodetic estimates, not affected by radar penetration, were produced
by Etienne Berthier and one of them covers Abramov Glacier. It was later used to calibrate/-
validate a mass balance model constrained with repeated snow line observations (Barandun
et al., 2018). The re-analysis of the Spiti Lahaul dataset revealed that Chhota Shigri Glacier
mass balance was probably estimated negatively in a previous publication (Azam et al.,
2016). The present article was the opportunity to rectify this. These data are described
in the supplementary of the article (section 3.7).

This work gave me the opportunity to collaborate with Andreas Kääb and Désirée Treichler
(University of Oslo) and to visit their research group twice. Together with them, we reana-
lyzed some of the previous ICESat based estimates. We tested various hypothesis to explain
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Figure 3.1: Geodetic (radar and optical) estimates of HMA glacier mass changes for the beginning
of the twenty-first century available in spring 2017 (at the time of the submission of Brun et al.,
2017). See figure 2.12 for a comparison of the currently available estimates and the recent "surge" of
geodetic mass balance studies in HMA.

the differences between ICESat and ASTER estimates. In particular, we showed that ICESat
spatial sampling, despite its sparsity was adequate to monitor glacier mass balances. How-
ever, ICESat estimates are very sensitive to the temporal sampling, due to the short lifetime
of the satellite. The complete analysis is presented in the supplementary information of the
article (section 3.7).

I presented this work at the Alpine Glaciology Meeting 2017 (Zürich) and at the European
Geoscience Union meetings of 2017 and 2018 (Vienna).

3.2 Abstract

High Mountain Asia hosts the largest glacier concentration outside the polar regions. These
glaciers are important contributors to streamflow in one of the most populated areas of the
world. Past studies have used methods that can only provide regionally-averaged glacier
mass balances to assess the High Mountain Asia glacier contribution to rivers and sea level
rise. Here we compute the mass balance for about 92 % of the glacierized area of High
Mountain Asia using time series of digital elevation models derived from satellite stereo-
imagery. We calculate an average region-wide mass balance of -16.3 ± 3.5 Gt yr−1 (-0.18 ±
0.04 m w.e. a−1) between 2000 and 2016, which is less negative than most previous esti-
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mates. Region-wide mass balances vary from -4.0 ± 1.5 Gt yr−1 (-0.62 ± 0.23 m w.e. a−1) in
Nyainqentanglha to +1.4 ± 0.8 Gt yr−1 (+0.14 ± 0.08 m w.e. a−1) in Kunlun, with large intra-
regional variability of individual glacier mass balances (standard deviation within a region
0.20 m w.e. a−1). Specifically, our results shed light on the Nyainqentanglha and Pamir
glacier mass changes, for which contradictory estimates exist in the literature. They provide
crucial information for the calibration of the models used for projections of future glacier
response to climatic changes, models that presently do not capture the pattern, magnitude
and intra-regional variability of glacier changes in High Mountain Asia.

3.3 Introduction

The recent global estimates of glacier contribution to sea level rise (SLR) stressed the need to
better constrain High Mountain Asia (HMA) glacier mass change (Jacob et al., 2012; Gardner
et al., 2013). Two main strategies have been used to estimate the glacier mass loss for the
ca. 100,000 km2 of glaciers covering the Tibetan Plateau (TP) and its surrounding mountain
ranges including Himalaya, Karakoram, Pamir, and Tien Shan (Figure 3.2).

Figure 3.2: High Mountain Asia major drainage basins. The endorheic basins are in blue and the
exorheic basins are in red. The yellow triangles show the validation sites (named after the region
or a summit) where we evaluated the glacier mass balance obtained with the ASTER method (see
Supplementary Information and Figs 3.8–3.11). The glaciers from the GAMDAM glacier inventory
(Nuimura et al., 2015) are shown in black.

(i) The first strategy consists in compiling all local observations of glacier mass changes,
either from field measurements (glaciological method) or from local remote sensing analy-
sis (geodetic method using digital elevation model (DEM) differencing), and extrapolating
them to the rest of the mountain ranges. In HMA, this strategy suffers from the scarcity
of local measurements in space and time (Bolch et al., 2012) and the consequent need to
extrapolate to vast unsampled areas. This is problematic, given that the pattern of glacier
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mass change in HMA is now known to be strongly heterogeneous (Kääb et al., 2015). For
example, only two discontinuous in-situ mass balance measurements (Muztagh Ata and
Abramov glaciers) are available for subsets of the 2000-2015 period in the western part of
HMA, hosting more than 40,000 km2 of glaciers (GMBAL database, (Cogley, 2009)). Geode-
tic DEM differencing provided mass balance estimates for areas smaller than a few thousand
square kilometers only (Gardelle et al., 2013; Pieczonka et al., 2013; Holzer et al., 2015; Piec-
zonka and Bolch, 2015; Ragettli et al., 2016b; Vijay and Braun, 2016; Rankl and Braun, 2016;
Bhattacharya et al., 2016) and for varying periods. Earlier studies have demonstrated that
these sub-regional measurements are not representative of the larger region (Gardner et al.,
2013). This is all-the-more problematic as such local measurements are needed to calibrate
future projections of glacier evolution (Huss and Hock, 2015; Marzeion et al., 2017). (ii) The
second strategy consists in using large-scale satellite measurements, such as variations in
the earth gravity field (GRACE mission (Jacob et al., 2012)) or laser altimetry (ICESat (Kääb
et al., 2012)). The difficulty of applying GRACE data at the scale of HMA is mainly due
to the strong influence of terrestrial water storage on the GRACE signals – not least in the
large endorheic basins (Figure 3.2), but also of underground water depletion, for instance
from India, or monsoon intensity change (Jacob et al., 2012; Chanard et al., 2014; Yi and Sun,
2014; Reager et al., 2016). The ICESat laser altimeter, on the other hand, operated only from
2003 to 2009, and had a sparse spatial sampling leading to potential large bias (Treichler
and Kääb, 2016). In this study, we bridge the gap between these two strategies and compute
the mass balance of 92 % of the glacierized area in HMA. Our results have high spatial res-
olution and extend the temporal coverage of previous studies. This provides new insights
about the mass balance of controversial regions such as Pamir or Nyainqentanglha where
previous studies disagree. Our study stresses the inability of existing region-wide glacier
mass balance models to capture the pattern of glacier mass changes and provides highly
resolved data useful to tune or validate these models. Another advantage is that our new
spatially-detailed estimates can be directly evaluated or compared to numerous published
local geodetic studies, which is not feasible with GRACE and ICESat estimates. This sys-
tematic evaluation increases the confidence in our revised estimates.

3.4 Methods

3.4.1 Generation and adjustment of ASTER DEMs

ASTER DEMs were derived from AST_L1A data (freely available to download at http://
reverb.echo.nasa.gov) using the open-source Ames Stereo Pipeline (ASP) (Shean et al.,
2016). The correlation kernel size was set to 7 pixels and we used the void filled version
of SRTM (SRTMGL1 V003) as a seed for the generation of the ASTER DEMs. No ground
control point was used. The DEMs were corrected for planimetric and altimetric shifts
(Nuth and Kääb, 2011) using SRTM as a reference. Then the across track, along track and
curvature bias were corrected by fitting fifth order polynomials to the elevation difference
on stable ground (Berthier et al., 2016), after excluding glaciers and water bodies. For that
purpose, we used the GAMDAM glacier inventory (Nuimura et al., 2015) together with water
bodies from the Global Lakes and Wetlands Database (Lehner and Döll, 2004).

http://reverb.echo.nasa.gov
http://reverb.echo.nasa.gov
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3.4.2 Extracting the rate of elevation change

For each 30-m DEM pixel, we first excluded all the elevation values from the time series
that have an absolute difference larger than 150 m from the non-void filled SRTM or from
the temporal median of all ASTER elevation values. As a first guess, we fitted a linear trend
to the time series of SRTM and ASTER elevation values and subsequently excluded the data
points that lay outside the 99 % confidence interval of this initial linear regression. We then
fitted a final linear trend to ASTER elevation time series only. Further details are available in
Berthier et al. (2016). An example of the distribution of the rate of elevation change on stable
terrain as a function of elevation, curvature, slope and aspect is shown on Figure S13.

3.4.3 From elevation changes to glacier mass-balance

We averaged the 30-m gridded elevation change rates on four distinctive spatial units: (i)
individual glaciers, (ii) 1◦ × 1◦ tiles, (iii) geographic regions and (iv) main river basins. For
a given spatial unit, the elevation change rate on glaciers was calculated for each 100 m
elevation band as the mean of all pixels belonging to this band. This means that for 1◦ × 1◦

tiles, geographic regions and main river basins (ii-iv), the glacierized area was considered
as one virtual contiguous ice body. For each elevation band, the pixels were filtered to the
level of three normalized median absolute deviations (NMAD; Höhle and Höhle, 2009) with
respect to the median of the elevation band. Pixels exceeding this threshold were considered
not valid (table 3.5, figure 3.6). The total rate of volume change was calculated as the sum
of the mean rate of elevation change multiplied by the area for each elevation band. If no
data were available for an elevation band (e.g., for the uppermost reaches), a zero elevation
change rate was assigned. This never happened when calculating the region-wide averages,
but could happen for individual glacier mass balances. The rate of volume change was
converted to rate of mass change assuming a volume to mass conversion factor of 850 ± 60
kg m−3 (Huss, 2013).

3.4.4 Uncertainty assessment

The total uncertainty of a given mass balance estimate (σ(∆M,tot)) can be calculated as the
quadratic sum of a random (σ(∆M,rdn)) and a systematic (σ(∆M,sys)) error (Nuth and Kääb,
2011):

σ(∆M,tot) =
√
σ2

(∆M,rdn) + σ2
(∆M,sys) (3.1)

Uncertainty assessment – random error

The random error on mass balance has three main sources, which are assumed to be inde-
pendent: the uncertainty on the rate of elevation change (σ∆z), the uncertainty on glacierized
area (σA) and the uncertainty on volume to mass conversion (σf∆V ). The uncertainty on the
rate of elevation change follows Fischer et al. (2015) and Rolstad et al. (2009)1

σ∆z =

 σ∆h

√
Acor
5A ;A ≥ Acor

σ∆h ;A < Acor
(3.2)

1The equation 3.2 is erroneously written in the article as the signs greater than (≥) and lower than (<) are
inverted. This will be corrected on the online version of the article soon.
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where σ∆h is the standard deviation of the rate of elevation change on stable ground, A is
the glacier area and Acor = πL2, with L being the decorrelation length, taken here as 500
m.

Assuming independence between the uncertainty on area and the uncertainty on the rate of
elevation change, the total uncertainty on the rate of volume change (σ∆V ) is:

σ∆V =
√

(σ∆z(p+ 5(1− p))A)2 + (σA∆z)2 (3.3)

where ∆z is the mean rate of elevation change for the glacierized area and σA = 10/100A
(Kääb et al., 2012) and p is the proportion of surveyed area. In the equation above, we
conservatively assume a factor of 5 in the elevation change uncertainty in non-surveyed
areas (Berthier et al., 2014).

Assuming independence between the uncertainty on the rate of volume change and the
volume to mass conversion factor, the random uncertainty on geodetic mass balance is:

σ(∆M,rdn) =
√

(σ∆V f∆V )2 + (σf∆V∆V )2 (3.4)

where f∆V = 850 kg m−3 is a volume to mass conversion factor (Huss, 2013), σf∆V = 60 kg
m−3 is the uncertainty on the volume to mass conversion factor (Huss, 2013) and ∆V is the
volume change.

Uncertainty assessment – systematic error

The systematic error is almost never evaluated in the literature (Nuth and Kääb, 2011). To as-
sess this error, we studied the absolute value of the triangulation residual, noted r, between
two sub-periods:

r = |∆M2000−2016 −
1
2

(∆M2000−2008 +∆M2008−2016)| (3.5)

where ∆Mxxxx−yyyy is the is the annual mass balance (expressed in m w.e. a−1) for the period
between the year xxxx and yyyy. We found that these residuals depended mostly on the
mean number on DEMs used to calculate ∆M2000−2016. We found that residuals calculated
with less than 8 DEMs were higher than those calculated with more than 8 DEMs. Therefore,
we assigned the value of the 67th percentile of each of these populations to the systematic
error. This gives σ(∆M,sys) equals to 0.07 m w.e. a−1 for mass balances calculated with more
than 8 DEMs and 0.19 m w.e. a−1 for mass balances calculated with less than 8 DEMs. The
total uncertainty on HMA glacier mass change was calculated as the quadratic sum of the
uncertainties in Gt yr−1 for each region or basin. This results in a relative uncertainty of 21
%, which was transferred to the area weighted mean obtained in m w.e. a−1.

3.5 Results and discussion

3.5.1 Glacier surface elevation changes

We apply a fully automated method to compute DEMs from the vast amount of freely
available ASTER optical satellite stereo pairs. We use these DEMs to assess glacier vol-
ume changes over the entire HMA for the period 2000-2016. We fit a linear regression
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Table 3.1: region-wide mass balance from ASTER time series compared to ICESat estimates. The
glacierized areas are calculated from the GAMDAM glacier inventory (Nuimura et al., 2015). For the
column “ASTER MB [2000 – 2016] with ICESat sampling” ASTER-derived trends have been sampled
at ICESat footprint locations (Supplementary Information), these numbers should be considered as
indicative and are not provided with an uncertainty. ICESat data are taken from Kääb et al. (2015)
except for Kunlun, Inner TP, Tien Shan and Pamir Alay, which were extended for this study using
the same method.

Region Glacier ASTER MB ASTER MB ICESat MB
area [2000 – 2016] [2000 – 2016] [2003 – 2008]

with ICESat
spatial sampling

km2 m w.e. a−1 m w.e. a−1 m w.e. a−1

Bhutan 2,291 -0.42 ± 0.20 -0.30 -0.76 ± 0.20
East Nepal 4,776 -0.33 ± 0.20 -0.33 -0.31 ± 0.14
Hindu Kush 5,147 -0.12 ± 0.07 -0.14 -0.42 ± 0.18
Inner TP 13,102 -0.14 ± 0.07 -0.12 -0.06 ± 0.06
Karakoram 17,734 -0.03 ± 0.07 -0.06 -0.09 ± 0.12
Kunlun 9,912 0.14 ± 0.08 0.17 0.18 ± 0.14
Nyainqentanglha 6,378 -0.62 ± 0.23 -0.51 -1.14 ± 0.58
Pamir Alay 1,915 -0.04 ± 0.07 +0.00 -0.59 ± 0.27
Pamir 7,167 -0.08 ± 0.07 -0.05 -0.41 ± 0.24
Spiti-Lahaul 7,960 -0.37 ± 0.09 -0.33 -0.42 ± 0.26
Tien Shan 10,802 -0.28 ± 0.20 -0.20 -0.37 ± 0.31
West Nepal 4,806 -0.34 ± 0.09 -0.27 -0.37 ± 0.15

Total 91,990 -0.18 ± 0.04 -0.15 -0.34 ± 0.06

through time series of co-registered ASTER DEMs to estimate the rate of elevation change
for each 30-m pixel (Berthier et al., 2016) and Methods section). Inspired from previous
studies (Nuimura et al., 2015; Willis et al., 2012; Wang and Kääb, 2015), this methodology
was further developed and validated on the Mont-Blanc area in the European Alps (Berthier
et al., 2016). Contrary to earlier studies, we did not rely on DEMs available online (the so-
called 14DMO product) but directly calculated more than 50,000 DEMs from L1A ASTER
images using the Ames Stereo Pipeline (Shean et al., 2016). One strength of this method
is that it relies exclusively on satellite optical data. Thus, it is not affected by signal pen-
etration, which is a major source of uncertainty in DEMs derived from radar sensors (e.g.,
from Shuttle Radar Topography Mission; SRTM), for which the signal penetrates to a mostly
unknown depth of up to many meters into snow and ice (Kääb et al., 2012; Fischer et al.,
2015; Berthier et al., 2016). We integrate these elevation changes and use a mass to volume
conversion factor of 850 ± 60 kg m−3 (Huss (2013) and Supplementary Information). Our
glacier mask for DEM co-registration and for integrating the glacier elevation change is de-
rived from the GAMDAM inventory (Nuimura et al., 2015), as this is the only homogenous
inventory covering the entire HMA. As a sensitivity test, we compare our GAMDAM-based
estimates with those obtained using the ICIMOD inventory (Bajracharya and Shrestha, 2011),
the ESA CCI inventory (Glaciers_cci consortium, 2015) and the Randolph Glacier Inventory
(Pfeffer et al., 2014) (Supplementary Information).

Over our study region, the method is evaluated using published estimates for individual
glaciers or groups of several glaciers. Our volume change estimates are compared with
Chhota Shigri glaciological mass balance during 2002-2014 (Azam et al., 2016, the only
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series available in HMA validated against geodetic mass balance and covering almost the
same time frame as our study) and independent geodetic estimates over 6 selected areas
(Supplementary Information and Figures 3.2, 3.8, 3.9). For 60 individual glaciers larger
than 2 km2, we obtain a mean difference between the published values and our estimates of
-0.07 m w.e. a−1 and a standard deviation of the residual of 0.17 m w.e. a−1.

For visualization, we provide mass changes averaged over a 1◦×1◦ grid (Figure 3.3a) and ag-
gregated them over the regions of Kääb et al. (2015) for the sake of comparison (Figure 3.3b).
Our total HMA glacier mass change is -16.3 ± 3.5 Gt yr−1 (-0.18 ± 0.04 m w.e. a−1) between
March 2000 and November 2016. This mass change is calculated on more than 92 % of the
glacierized area of HMA (total area of 91,990 km2 in the GAMDAM inventory (Nuimura
et al., 2015)). The remaining 8 % correspond to the 1◦ × 1◦ degree tiles with less than 150
km2 glacier area each. The latter were not processed and their glacier change signal was
substituted by the regional averages. Our results confirm that the mass balance anomaly,
first observed over the Karakoram and named the “Karakoram anomaly” (Gardelle et al.,
2012b), is in fact also extending to the Kunlun and West Pamir regions (Figure 3.3). The
most positive mass change of 0.26 ± 0.07 m w.e. a−1 is observed in the Kunlun (hypsometric
average of the tile spanning between 35◦N, 36◦N, 82◦E and 83◦E). The glacier mass balance
anomaly appears thus to be centered over Western Kunlun. According to our results, Pamir
and Karakoram are both regions of transition from positive to negative mass balance (Kääb
et al., 2015). The most negative changes are found for the eastern HMA in Nyainqentanglha
with -0.62 ± 0.23 m w.e. a−1 (even as negative as -0.80 ± 0.25 m w.e. a−1 in for the hypso-
metric average of the tile spanning between 29◦N, 30◦N, 97◦E and 98◦E). The mass balance
pattern is homogeneous in Tien Shan, with mass losses averaging at -0.28 ± 0.20 m w.e. a−1

for the entire region. Moderate mass losses are observed along the Himalayan range with
values ranging from -0.42 ± 0.20 m w.e. a−1 in Bhutan to -0.33 ± 0.20 m w.e. a−1 in the East
Nepal region.

3.5.2 Altitudinal distribution of thickness changes

In addition to these regional averages, we compute the altitudinal distribution of surface
elevation change within each region (Figure 3.4 and Figure 3.7). These curves highlight the
potential of our method to understand the elevation behavior of glaciers over large regions,
even in elevation zones that are otherwise hardly measured using optical satellite stereo due
to the lack of image contrast on snow. Overall, we observe decreasing thinning rates with
elevation, which is a commonly observed pattern (Gardelle et al., 2013; Ragettli et al., 2016b).
Exceptions are the glaciers in Bhutan, which exhibit a reduced thinning at their terminus,
potentially due to the thick debris-cover, and those in Kunlun, which show a rather constant
thickening rate for all elevations. In Nyainqentanglha and Spiti Lahaul, significant thinning
rates are observed even at high elevations. This finding stresses the importance of taking
into account the changes occurring in the accumulation area of glaciers when computing
geodetic mass balance estimates from optical stereo methods. The altitudinal distribution
of elevation changes is the result of the combined effects of glacier dynamics and surface
mass balance (Huss and Farinotti, 2012). In Nyainqentanglha and Spiti Lahaul, two regions
with highly negative mass balances (Figure 3.3) and where field observations are also avail-
able (Yao et al., 2012), the thinning observed even at highest elevations reveals that the
glaciers are losing large parts of their accumulation areas, with equilibrium line altitudes
approaching the uppermost glacier elevations. A similar behavior is observed for Alpine
glaciers (Fischer et al., 2015), which are also in an advanced state of decline. In contrast, the
thickening of high elevations in Kunlun could be a direct mass-balance signal, combined
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Figure 3.3: Glacier elevation changes and mass balance for High Mountain Asia (2000–2016). a,
Map of glacier mean elevation change on a 1◦ × 1◦ grid. b, For each region in Kääb et al. (2015),
the distribution of glacier-wide mass balance for every individual glacier (> 2 km2) is represented in
histograms of the number of glaciers (y axis) as a function of MB (x axis in m w.e. a−1). The black
dashed line represents the area-weighted mean. The numbers denote the total number of individual
glaciers (first), the corresponding total area (in km2, second), the standard deviation of their mass
balances (in m w.e. a−1, third) and the area-weighted average mass balance (in m w.e. a−1, fourth).
Initials of the respective regions are repeated in bold.
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Figure 3.4: Altitudinal distribution of glacier elevation change. a, Rate of elevation change for the
period 2000–2016 as a function of normalized elevation, which is defined as (z − z2.5) = (z97.5 − z2.5),
where z is the elevation and z2.5 and z2.5 are the elevation of the 2.5 and 97.5 percentile of area,
respectively. b, Rate of elevation change for the period 2000–2016 as a function of elevation (in m
a.s.l.).

with a dynamic signal due to a delay of the glaciers to reach their balance velocities. The
altitudinal dependency of thickness change is thus a valuable validation for glaciological
models (Cogley, 2009).

3.5.3 Spatial variability of individual glacier mass balances

To calculate the mass balance of individual glaciers, we restricted our analysis to the 6350
glaciers larger than 2 km2 and with more than 70 % of valid data (i.e. pixel values within
a conservative range of possible elevation changes, see method section). They represent
49,450 km2 (about 54 % of the glacierized area of HMA). The glacier-wide mass balances
for the period 2000-2016 are variable from glacier to glacier for regions with negative mass
balance (Figure 3.3b), with a standard deviation of ∼0.25 m w.e. a−1. In contrast, balanced
regions have a low variability of ∼0.15 m w.e. a−1. The very large Inner TP region is an
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aggregation of climatically heterogeneous sub-regions, which results in a bi-modal distri-
bution of glacier mass balance, and a high dispersion. This is also the case to a lower extent
for West Nepal and Tien Shan. Maybe counter-intuitively, regions with a large number of
surge-type glaciers such as Pamir, Pamir Alay and Karakoram (Sevestre and Benn, 2015) show
a lower variability of ∼0.15 m w.e. a−1, perhaps related to the fact that these surge-clusters
are mostly in regions with stable or slightly increasing glacier mass. The differences be-
tween regions in terms of individual glacier-wide mass balance variability should be taken
into account when performing regional calibration of mass balance models (Huss and Hock,
2015).

The intra-regional variability is well illustrated for three neighboring sub-regions (Everest,
Langtang and Kanchenjunga) defined in Figure 3.12. Their sub-region-wide glacier mass
balances are very similar (ranging from -0.35 to -0.42 m w.e. a−1), with strong similarities
of their altitudinal pattern of elevation change (Figure 3.13d). By contrast, mass balances of
individual glaciers larger than 2 km2 differ considerably from these averages (Figure 3.13e),
with standard deviations of 0.21, 0.23 and 0.28 m w.e. a−1 respectively for Everest, Kanchen-
junga and Langtang. Our remote sensing analysis is in line with field measurements that
showed also a strong mass balance variability for glaciers smaller than 2 km2 in the Everest
region (Sherpa et al., 2017). The most negative glacier-wide mass balance for each region
(around -2 m w.e. a−1, -1.5 m w.e. a−1 and -1 m w.e. a−1 for Langtang, Everest and Kanchen-
junga, respectively) correspond to glaciers terminating in proglacial lakes (King et al., 2017).
Our new mass balance dataset can thus be used to assess the representativeness of single-
glacier measurements and to complement them.

3.5.4 Comparison with other regional mass balance estimates

From previous studies, it is well established that the contrasted climatic setting of HMA
(Maussion et al., 2014) leads to a heterogeneous response of glaciers (Kääb et al., 2012;
Gardelle et al., 2013; Gardner et al., 2013). The spatial pattern of glacier thickening and
thinning from the present study over the period 2000-2016 is consistent with the pattern
during 2003-2008 (Kääb et al., 2015), underlying its temporal persistence. For seven regions
out of twelve (Tien Shan, Karakoram, Kunlun, Spiti Lahaul, East Nepal, West Nepal and
Inner TP), there is a good agreement between our glacier mass change and published values
(Table 3.6).

The remaining five regions (each covering 1,900 to 7,000 km2 of glaciers) are controversial
(i.e. Pamir Alay, Pamir, Hindu Kush, Bhutan and Nyainqentanglha), as contradictory esti-
mates of glacier mass changes have been published for the first decade of the 21st century
(Table 3.6). In particular, the Pamir region was reported to have a significantly negative
rate of elevation change in Kääb et al. (2015) (-0.48 ± 0.14 m yr−1 for 2003-2008, in the fol-
lowing section, elevation change results are given in m yr−1 to avoid uncertainty due to the
volume to mass conversion), whereas it was less negative in Gardner et al. (2013) (-0.13 ±
0.22 m yr−1 for 2003-2008) and even positive in Gardelle et al. (2013) (+0.16 ± 0.15 m yr−1

for 1999-2011). Similarly, the Nyainqentanglha region was reported to have a very negative
rate of elevation change in Kääb et al. (2015) (-1.34 ± 0.29 m yr−1 for 2003-2008), whereas
it was less negative in Gardner et al. (2013) (between -0.30 and -0.40 m yr−1 for 2003-2008)
and in Gardner et al. (2013) (-0.39 ± 0.16 m yr−1 for 1999-2010). For these two regions, we
find respectively -0.05 ± 0.08 m yr−1 (Pamir) and -0.72 ± 0.27 m yr−1 (Nyainqentanglha)
between 2000 and 2016. We verify that the sparse sampling of ICESat is not the reason for
these differences (Table 3.1, Supplementary Information and Table 3.3). Further, there is
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no consistent shift in ASTER mass balances between the sub-periods 2000-2008 and 2008-
2016 that could explain the disagreement (Supplementary Information and Table 3.4). In
contrast, we find that the inter-annual variability of the observed surface elevation is much
higher for these five controversial regions than the others (Figure 3.14). Consequently, for
such regions of large inter-annual variability, removing one year of acquisition from the
trend fitting might impact the resulting ICESat-derived trend more than for other regions
with low inter-annual variability (Figure 3.15c). This likely explains the contradictory re-
sults in the literature and stresses the need for caution when extrapolating in time ICESat
trends of elevation change or other short-term glacier elevation of mass balance changes.
The total difference between the HMA mass change estimate derived from ASTER and ICE-
Sat is 11.2 Gt yr−1, in which 9.0 Gt yr−1 originates from the controversial regions (Figure
3.14a, b and Table 3.1).

To complete the comparison with other mass balance estimates, we compare our results with
Gardner et al. (2013), based on Randolph Glacier Inventory (Pfeffer et al., 2014) glacier mask
and regions (Table 3.8).

3.5.5 HMA glacier contribution to SLR and hydrology

We provide spatially resolved estimates for the potential contribution of HMA glaciers to
SLR and changes in the downstream hydrology (Table 2), aggregated by major river basins.
We find a total sea level contribution of 16.3 ± 3.5 Gt yr−1 (14.6 ± 3.1 Gt yr−1 when including
only the exorheic basins), corresponding to 0.046 ± 0.009 mm yr−1 SLE (0.041 ± 0.009 mm
yr−1 SLE when including only the exorheic basins). This estimate is in marked disagreement
with the total estimate of 46 ± 15 Gt yr−1 from Cogley (2009) and Marzeion et al. (2015) com-
monly used in the sea level budget studies (Chambers et al., 2017). The model contribution
estimates of Cogley (2009) and Marzeion et al. (2015) for the period 2000-2013 are nearly
four times larger than our estimate for Central Asia (22 Gt yr−1 for the model versus 6 Gt
yr−1 for this study) and over twice as large for South Asia East and South Asia West (14 Gt
yr−1 for the model vs. 6 Gt yr−1 for this study and 9 Gt yr−1 for the model vs 4 Gt yr−1 for
this study for the two regions respectively; Randolph Glacier Inventory regions (Pfeffer et al.,
2014) Table 3.4). These discrepancies can be explained by the lack of direct measurements
to constrain both the interpolation method of Cogley (2009) and the model tuning and/or
the high temporal smoothness of atmospheric models of Marzeion et al. (2015). In particu-
lar, these estimates attribute mass losses to Karakoram and Kunlun, two regions with a large
glacierized area where we find only little mass loss or even mass gain (Figure 3.16). The im-
portance of glacier runoff to total river discharge refers to multiple concepts and definitions,
especially when looking at seasonality of glacier runoff (Radić and Hock, 2014). As we pro-
vide averages of annual mass balance, we can only calculate the annual “excess discharge”,
which constitutes the additional water due to a reduction in the water stored by glaciers
(Lambrecht and Mayer, 2009; Radić and Hock, 2014). According to this definition, glacierized
catchments with a positive or balanced glacier mass balance have an excess discharge of
zero (this is the case for Tarim basin only, Table 3.2). The largest contributions originate
from Indus and Brahmaputra basins, each accounting for roughly a third of HMA’s total
excess discharge. The Indus basin contributes largely because of its large glacierized area
and Brahmaputra mostly because of the strongly negative mass balance (Table 3.2).
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Table 3.2: mass balance of the main river basins originating in HMA for 2000-2016. Following Lam-
brecht and Mayer (2009) and Radić and Hock (2014) the excess discharge is 0 for glaciers with balanced
or positive mass budget (which is the case only for the Tarim basin). We added an extra significant
digit for the Mekong basin, because the values were too small to be adequately represented other-
wise. Excluding endorheic basins, the total contribution is -14.6 ± 3.1 Gt yr−1 or 0.041 ± 0.009 mm
yr−1 SLE. The endorheic basins are noted with an asterisk.

Basin name Glacierized area Mass budget Annual excess discharge
[km2] [Gt yr−1] [m3 s−1]

Amu Darya* 10,784 -1.0 ± 0.8 -31 ± 24
Brahmaputra 9,513 -5.1 ± 2.1 -163 ± 66
Ganges 8,314 -2.7 ± 0.7 -84 ± 24
Ily* 4,316 -1.6 ± 0.9 -49 ± 27
Indus 24,698 -4.0 ± 2.0 -125 ± 63
Inner TP* 7,285 -0.4 ± 0.5 -12 ± 16
Mekong 221 -0.09 ± 0.04 -3 ± 2
Salween 1,195 -0.8 ± 0.3 -24 ± 9
Syr Darya* 2,336 -0.3 ± 0.2 -10 ± 5
Tarim* 18,409 0.4 ± 1.3 0 ± 41
Yangtze 1,422 -0.5 ± 0.3 -14 ± 9

3.6 Conclusion

In this study we provide new and spatially resolved estimates of glacier mass change over
the entire HMA for the period 2000-2016 and, additionally, for individual glaciers larger
than 2 km2, which represent ∼54 % of the glacierized area. On a regional basis, these esti-
mates are in line with ICESat laser altimetry studies, indicating that the contrasted pattern
of glacier mass change has been persistent during nearly two decades, except for five regions
where the inter-annual variability in glacier mass balance is high. For the latter regions, the
5-year ICESat trends are strongly influenced by individual years (especially 2003 and 2008)
due to the short sampling interval. Our new estimate of HMA glacier contribution to SLR
for 2000-2016 (0.041 ± 0.009 mm yr−1 SLE, when excluding endorheic basins) is slightly
smaller than the values of Kääb et al. (2015) (0.06 ± 0.01 mm yr−1 SLE) and Gardner et al.
(2013) (0.07 ± 0.03 mm yr−1 SLE), but much smaller than the model-based estimate of Cogley
(2009) and Marzeion et al. (2015) (0.13 ± 0.05 mm yr−1 SLE), although the latter are widely
used in the literature (Church et al., 2013; Chambers et al., 2017). Nevertheless, the increas-
ing number of mass balance observations that are available to calibrate mass balance models
will lead to an improvement of these models and will thus help to reconcile observed and
modelled estimates.
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3.7 Supplementary information

3.7.1 Supplementary text

ASTER mass balance spatial coverage

The ASTER DEMs were generated and processed based on 1◦ ×1◦ tiles. Large parts of HMA
are sparsely glacierized and the processing of one tile is computationally expensive (typi-
cally 4 days on a 6 core computing cluster), therefore we had to find a compromise between
the needs in calculation resources and the area covered. For instance, there are many small
glacierized catchments in the inner TP, which would have a very poor ratio in terms of com-
puting time versus area of ice monitored. To optimize computing time, we calculated the
cumulative distribution of glacierized area for all tiles (Figure 3.5), and computed the mass
balance of the 130 most glacierized tiles, in order to estimate the volume change of more
than 92 % of the glacierized area of HMA (Figure 3.5 and Table 3.5). We further added two
extra tiles in Nyainqentanglha and inner TP with little glacier area but of specific interest.
For the period 2000-2016, for each region, more than 75 % of the sample area was retrieved
(Table 3.5), with a decrease in the proportion of the sampling area with elevation, due to the
greater occurrence of snow and consequently a lower visual contrast necessary for stereo
parallax matching and thus elevation retrieval (Figure 3.6). For a given tile/region/glacier,
the volume change (and derived mass change) is calculated as the hypsometric average of
elevation change. As a consequence for any regular grid, glaciers are sometimes split in be-
tween multiple tiles. For instance, in the endmember case of the large (∼936 km2) Siachen
Glacier in the eastern Karakoram, the accumulation area of the glacier is on one tile and
the ablation area in another tile. Therefore, the gridded estimates are primarily intended to
visualize the general pattern of elevation change – as the mass continuity condition is not
fulfilled for parts of a glacier, where a change in surface elevation can be the consequence
of either ice dynamics or a mass balance signal. For our regional estimates, glaciers are not
split. The estimates are thus similar to glacier-wide mass balance as the ice dynamics effects
cancel out. Note that the restriction to glaciers > 2 km2 is only valid for our mass balance
estimates for individual glaciers, in order to ensure sufficient sampling of each hypsometric
band within the small area of a single glacier. For the tile-/region-based estimates, glaciers
smaller than 2 km2 also contribute to the tile-/region-averaged mass balance.

Evaluation of individual glacier mass balance estimates

We limited the comparison to glaciers larger than 2 km2 because glaciers smaller than this
size have, in most cases, an uncertainty higher than ± 0.35 m w.e. a−1 (see uncertainty assess-
ment in the Method Section, all uncertainties are given at the 1 sigma confidence level). For
validation of our ASTER-based results, we use elevation change maps derived from SPOT5
(2003 in the Abramov Glacier area, 2005 for the Gangotri and Chhota Shigri regions) and
Pléiades (2015 for the Abramov area and 2014 for the Gangotri and Chhota Shigri regions)
DEMs (Figure 3.8 and 3.9).The methodology followed to compute the SPOT5 and Pléiades
DEMs, to adjust them horizontally and vertically on the stable terrain, and to estimate the
glacier-wide MB has been described in detail in ref. 1 for similar datasets acquired over
the Mont Blanc area, European Alps. The uncertainties were estimated over Mont Blanc
glaciers using repeated field GPS measurements1. Elevation changes from SPOT5/Pléiades
DEM differencing were found to be accurate within ± 1.3 m and this error level was con-
servatively multiplied by a factor of 5 for regions where at least one of the DEMs had data
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gaps1. We converted volume change to glacier-wide MB using a conversion factor of 850 ±
60 kg m˘3 (Huss, 2013). The only glaciological mass balance series published in HMA that
is long enough to be comparable to our data is the Chhota Shigri series3. For the 2005-
2014 period, the glaciological annual mass balance was -0.41 ± 0.40 m w.e. a−1 and the
geodetic mass balance was initially estimated at -0.40 ± 0.28 m w.e. a−1 (Azam et al., 2016).
The SPOT5/Pléiades map of elevation change used to calculate the geodetic mass balance
in Azam et al. (2016) exhibits a suspicious increase of thinning for elevations above 5000 m
a.s.l. (black dashed line in Figure 3.9b), which biased the glacier-wide mass balance towards
too negative values. The geodetic mass balance was thus recomputed using a new Pléiades
stereo-pair acquired 26 September 2014, nearly at the exact same time of year as the SPOT5
stereo pair (20 and 21 September 2005). Thus no seasonal correction was applied. The
curvature correction4 had been neglected in Azam et al. (2016) and is now applied. The
revised SPOT5-Pléiades elevation changes are in much better agreement with the ASTER
results (red crosses in Figure 3.9b). The new glacier wide mass balance of Chhota Shigri
Glacier using SPOT5-Pléiades is -0.23 ± 0.28 m w.e. a−1 versus -0.27 ± 0.13 m w.e. a−1 for
ASTER.

Sensitivity to the choice of the glacier inventory

We calculate the mean rates of elevation change based on the ICIMOD glacier inventory5
and the CCI glacier inventory for Karakoram6 to test the sensitivity of our results to the in-
ventory type and quality. The ICIMOD glacier inventory covers about 30,000 km2 of ice in
total. In the Karakoram, it results in 6.1 % less glacier area than the GAMDAM glacier inven-
tory for the same region. The glacier volume change calculated on the ICIMOD glacier in-
ventory is 8.8 % smaller than the volume change calculated based on the GAMDAM glacier
inventory. The CCI glacier inventory for Karakoram covers about 22,000 km2. This is 15.4
% larger than GAMDAM for the same region. The glacier volume change calculated based
on the CCI glacier inventory is 7.1 % smaller than the volume change calculated based on
the GAMDAM glacier inventory. The differences between the inventories are mainly due to
varying acquisition dates of the underlying satellite imagery and different, but valid choices
for glacier delineations7. This suggests that the uncertainty in volume change is not com-
pletely independent from the glacier area and definition of a glacier, as often assumed in the
literature. However, the influence of the area considered on the volume change calculation
is not straightforward to assess as it depends on the sensitivity of the mean rate of elevation
change to the area change and on the sign of the mean rate of elevation change. As we do
not have means to understand this complex response, we use an uncertainty of 10 % on
area, which is larger than the widely-used value of 5 % from Paul et al. (2013), and we still
assume that the uncertainties on the mean rate of elevation change and the uncertainty on
area are independent. To our knowledge, no multi-temporal glacier inventory is available
for entire HMA. Therefore, we assumed a constant glacierized area, and that variations in
area are covered by our 10 % area uncertainty. Additionally, we provide estimates of glacier
mass changes for the regions and glacier mask defined in Randolph Glacier Inventory (Pfef-
fer et al., 2014) (Table 3.7).

Detailed comparison with ICESat estimates

For most regions, we found a good agreement between ICESat and ASTER mass change
estimates (Table 3.6 and 3.7). However, significant differences exist for five controversial
regions, i.e. Bhutan, Hindu Kush, Nyainqentanglha, Pamir Alay and Pamir. To understand
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these differences, we test three hypotheses: H1- ICESat scarce spatial sampling introduces
bias; H2- the glacier mass balance changed between the early 2000s and recent years; H3-
some regions have higher inter-annual variability of mass balance, to which the short ICESat
acquisition period of five years only and the annually varying sample distribution might be
sensitive to.

• To test H1, i.e. the representativeness of ICESat sampling, we extracted the ASTER
elevation trends at the footprint locations only. The ASTER points were extracted in a
circle of 70 m radius around the ICESat footprint center. This 70 m radius of the circle
(twice as large as the 35 m radius of the ICESat footprint) was chosen as a compro-
mise to average over enough ASTER DEM points so that the noise level is acceptable,
and to average not over too many pixels to avoid contamination from pixels belonging
to different area (e.g., from off-glacier terrain). As a consequence, the mean rate of
elevation change for 16 to 21 ASTER pixels was assigned to each individual ICESat
footprint on a glacier. From this collection of rates of elevation changes, we calculated
the region-wide glacier mass balance by two means: 1- by calculating the mean eleva-
tion changes for each 100 m elevation band (area weighted or hypsometric average);
2- by calculating the dh for each point (dh is defined as the retrieved value of eleva-
tion extracted from an averaged ASTER trend at the date of ICESat acquisition, minus
the SRTM elevation) and then fitting a robust trend of elevation change (completely
analogous to Kääb et al. (2015)). Results obtained with both methods are shown in
Table 3.3. It is not straightforward to estimate uncertainties for these retrieved values
because ASTER elevations are much noisier than ICESat elevations at a given location.
The resulting numbers are in very good agreement with the estimates calculated from
the whole ASTER dataset (Table 3.3 and Table 3.1). This confirms that the spatial
sampling of ICESat is adequate to represent the entire regions, at least for the entire
ASTER period (2000-2016).

• To test H2, i.e. temporal shift in mass balances, we calculate the mass balance for
the sub-periods 2000-2008 and 2008-2016 from ASTER DEMs. For these shorter sub-
periods, the final number of available and retained DEMs is lower, and therefore un-
certainties on these estimates are higher (see Method section). We observe no con-
sistent shift in mass balances between the two periods (Table 3.4) that would help
explaining the difference to the ICESat-based results. Unfortunately, estimates based
on the 2003-2008 ASTER data only are too noisy, forcing us to limit this test to the
2000-2008 period that does not directly compare to the ICESat period.

• To test H3, spatio-temporal variability in mass balances, we explored the distribution
of de-trended ICESat dh (ICESat–SRTM; Figure S10). For the non-controversial re-
gions, the absolute value of the annual median of the de-trended dh is always below 1
m (the only exception is East Nepal in 2008), whereas it is often over 1 m and some-
times larger than 2 m for the controversial regions (Figure S10). In principle, high
deviation of the median dh of one ICESat campaign indicates especially positive/neg-
ative glacier mass balance for that particular year, but the deviation could also be
caused by bias in the ICESat or SRTM elevation data, a different hypsometry sampling
biased towards tongues (typically stronger thinning) or accumulation areas (rather sta-
ble surface elevations), or snow fall right before ICESat’s surface elevation sampling
(Treichler and Kääb, 2016). Bias is more likely for regions/campaigns with few ICESat
samples. The controversial regions have rather lower ICESat samples (<5,000 foot-
prints; Table 3.3) spread over regions of similar size as the non-controversial regions.
The regions may consist of different topo-climatic sub-regions that react differently
to climate change. However, Figure 3.3b shows that a high (small) intra-regional dis-
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persion in glacier-wide mass balances alone does not suffice as an indicator for (non-)
controversial regions. To further test the potential influence of the inter-annual vari-
ability of glacier mass balance for the period 2003-2008, we calculated robust fits of
elevation trends for the ICESat data in different configurations. First, we calculated the
fit through the entire dataset for each region. Second, we removed one year of acquisi-
tion and fitted the trend to the remaining data. This was repeated for all six individual
years from 2003 to 2008. The results are presented in Figure 3.15c, where each dot rep-
resents a fit with one year removed and the thick diamonds the fit which includes all
six ICESat years. In this bootstrap test, all five controversial regions showed very high
sensitivity to the removal of one year of data, contrary to the other regions (Figure
3.15c). They are especially highly sensitive to the removal of the first (2003) and last
(2008) year of acquisition. In particular for Pamir, the year 2008 appears to be very dry
(Yi and Sun, 2014; Pohl et al., 2017). Also for Abramov Glacier in Pamir Alay, Barandun
et al. (2015) found particularly negative values for 2008 in their reconstructed mass
balance series. A particularly negative mass balance in 2008 could explain the neg-
ative trend in ICESat for these regions, where ASTER data suggest nearly balanced
conditions.

We conclude that the sparse ICESat sampling used to derive region-wide mass balances
in HMA from 2003 to 2008 is spatially representative, but when addressing longer-term
processes (the data are often used for sea level rise estimates), it should be kept in mind
that the mass balance calculated from ICESat trends are only valid within the short (5-year)
monitoring period. They cannot be extrapolated to longer periods, in particular for these
five regions.
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3.7.2 Supplementary tables

Table 3.3: Rate of glacier elevation change from ASTER trends [2000-2016] resampled with ICESat
sampling.

Region Mean rate of elevation Robust linear trend Number of
change [m yr−1], from of elevation [m yr−1], ICESat samples
hypsometric average from point cloud fit

Bhutan -0.36 -0.29 1849
East Nepal -0.39 -0.36 3990
Hindu Kush -0.16 -0.24 3442
Inner TP -0.14 -0.12 11467
Karakoram -0.07 -0.03 14396
Kunlun +0.20 +0.21 9543
Nyainqentanglha -0.60 -0.58 3423
Pamir Alay 0.00 -0.07 920
Pamir -0.06 -0.03 4260
Spiti-Lahaul -0.39 -0.39 7579
Tien Shan -0.23 -0.26 9619
West Nepal -0.31 -0.30 4330

Table 3.4: Region-wide mass balance for ASTER sub-periods.

ASTER MB [2000 – 2008] ASTER MB [2008 – 2016]
[m w.e. a−1 ] [m w.e. a−1 ]

Bhutan -0.31 ± 0.20 -0.50 ± 0.23
East Nepal -0.32 ± 0.20 -0.22 ± 0.20
Hindu Kush -0.14 ± 0.19 -0.05 ± 0.19
Inner TP -0.01 ± 0.19 -0.24 ± 0.20
Karakoram -0.06 ± 0.19 0.05 ± 0.19
Kunlun 0.24 ± 0.20 0.05 ± 0.19
Nyainqentanglha -0.32 ± 0.22 -0.55 ± 0.26
Pamir Alay -0.07 ± 0.19 -0.03 ± 0.19
Pamir -0.04 ± 0.19 0.05 ± 0.20
Spiti-Lahaul -0.49 ± 0.22 -0.11 ± 0.19
Tien Shan -0.24 ± 0.20 -0.11 ± 0.20
West Nepal -0.44 ± 0.21 -0.18 ± 0.20

Total -0.15 ± 0.03 -0.11 ± 0.02



Chapter 3. High Mountain Asia glacier mass balances from 2000 to 2016 57

Table 3.5: Summary of the sampled area and percentage of valid data for each sub period.

Region Total Sampled Percentage Percentage Percentage Percentage
glacierized area of sampled of valid data of valid data of valid data
area [km2] [km2] area within the within the within the

sampled area sampled area sampled area
(2000-2016) (2000-2008) (2008-2016)

Bhutan 2291 1957 85.4 88 76.9 62.2
East Nepal 4776 4708 98.6 89.9 78.6 67.1
Hindu Kush 5147 5008 97.3 89.3 80.5 68
Inner TP 13102 9104 69.5 81.5 61.1 66.1
Karakoram 17734 17734 100.0 81.9 62.2 69.6
Kunlun 9912 9582 96.7 77.5 64.5 59.5
Nyainqentanglha 6378 6052 94.9 75 38.4 51.9
Pamir Alay 7167 7015 97.9 85.4 75.9 73.2
Pamir 1915 1665 86.9 89.1 78.8 54.2
Spiti-Lahaul 7960 7633 95.9 90.7 75.6 72.5
Tien Shan 10802 9832 91.0 87.9 80.8 44.6
West Nepal 4806 4787 99.6 89.4 75.2 61.6

Total 91990 85077 92.5 84.1 68.3 63.2
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Table 3.6: Previously published region-wide mass balance estimates for HMA. For ICESat and
GRACE based studies we do not provide the areas covered, as they do not correspond directly to
the sampled areas.

Region MB MB Area Study
[m w.e. a−1 ] [Gt a−1] [km2]

Bhutan -0.42 ± 0.20 -1.0 ± 0.5 2000-2016 2300 This study
-0.76 ± 0.20 - 2003-2008 - Kääb et al. (2015)
-0.22 ± 0.13 - 1999-2010 1380 Gardelle et al. (2013)

East Nepal -0.33 ± 0.20 -1.6 ± 1.0 2000-2016 4780 This study
-0.31 ± 0.14 - 2003-2008 - Kääb et al. (2015)
-0.26 ± 0.13 - 1999-2011 1460 Gardelle et al. (2013)
-0.79 ± 0.52 - 2002-2007 50 Bolch et al. (2011)
-0.40 ± 0.25 - 2000-2008 200 Nuimura et al. (2012)
-0.52 ± 0.22 - 2000-2016 N/A King et al. (2017)

Hindu Kush -0.12 ± 0.07 -0.6 ± 0.4 2000-2016 5150 This study
-0.42 ± 0.18 - 2003-2008 - Kääb et al. (2015)
-0.12 ± 0.16 - 1999-2008 800 Gardelle et al. (2013)

Inner TP -0.14 ± 0.07 -1.8 ± 0.9 2000-2016 13100 This study
-0.06 ± 0.06 - 2003-2008 - This study
0.02 ± 0.30 - 2003-2008 7240 Neckel et al. (2014)

Karakoram -0.03 ± 0.07 -0.5 ± 1.2 2000-2016 17700 This study
-0.09 ± 0.12 - 2003-2008 - Kääb et al. (2015)
0.11 ± 0.22 - 1999-2008/2010 10750 Gardelle et al. (2013)
-0.08 ± 0.12 - 2000-2012 1110 Rankl and Braun (2016)

Kunlun 0.14 ± 0.08 1.4 ± 0.8 2000-2016 9910 This study
0.18 ± 0.14 - 2003-2008 - This study

Nyainqentanglha -0.62 ± 0.23 -4.0 ± 1.5 2000-2016 6380 This study
-1.14 ± 0.58 - 2003-2008 - Kääb et al. (2015)
-0.83 ± 0.57 - 2000-2014 280 Neckel et al. (2017)

Pamir Alay -0.04 ± 0.07 -0.1 ± 0.1 2000-2016 1910 This study
-0.59 ± 0.27 - 2003-2008 - This study

Pamir -0.08 ± 0.07 -0.6 ± 0.5 2000-2016 7170 This study
-0.41 ± 0.24 - 2003-2008 - Kääb et al. (2015)
0.14 ± 0.13 - 1999-2011 3180 Gardelle et al. (2013)

Spiti Lahaul -0.37 ± 0.09 -2.9 ± 0.7 2000-2016 7960 This study
-0.42 ± 0.26 - 2003-2008 - Kääb et al. (2015)
-0.45 ± 0.13 - 1999-2011 2110 Gardelle et al. (2013)
-0.55 ± 0.37 - 2000-2012 1710 Vijay and Braun (2016)

Tien Shan -0.28 ± 0.30 -3.0 ± 2.2 2000-2016 10800 This study
-0.37 ± 0.31 - 2003-2008 - This study
-0.23 ± 0.19 - 2000-2009 3000 Pieczonka et al. (2013)

- -5.4 ± 2.8 2003-2009 13190 (Farinotti et al., 2015)
- -3.4 ± 0.8 2003-2009 11400 (Yi et al., 2016)
- -4.0 ± 0.7 2003-2014 11400 (Yi et al., 2016)

West Nepal -0.34 ± 0.09 -1.6 ± 0.4 2000-2016 4810 This study
-0.37 ± 0.15 - 2003-2008 - Kääb et al. (2015)
-0.32 ± 0.13 - 1999-2011 910 Gardelle et al. (2013)
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Table 3.7: Region-wide mass balances from ASTER (2000-2016) calculated on RGI inventory and
RGI regions (Pfeffer et al., 2014).

RGI regions Region ID MB ASTER 2000-2016 MB ASTER 2000-2016
[m w.e. a−1 ] [Gt a−1]

Hissar Alay 13_01 -0.04 ± 0.07 -0.1 ± 0.1
Pamir 13_02 -0.06 ± 0.07 -0.6 ± 0.7
W Tien Shan 13_03 -0.20 ± 0.08 -1.9 ± 0.7
E Tien Shan 13_04 -0.40 ± 0.20 -1.1 ± 0.5
W Kun Lun 13_05 0.16 ± 0.08 1.3 ± 0.6
E Kun Lun 13_06 -0.01 ± 0.07 0.0 ± 0.2
Qilian Shan 13_07 -0.29 ± 0.08 -0.5 ± 0.1
Inner Tibet 13_08 -0.19 ± 0.08 -1.5 ± 0.5
S and E Tibet 13_09 -0.55 ± 0.23 -2.2 ± 0.8
Hindu Kush 14_01 -0.13 ± 0.07 -0.4 ± 0.2
Karakoram 14_02 -0.03 ± 0.07 -0.6 ± 1.7
W Himalaya 14_03 -0.38 ± 0.09 -3.0 ± 0.7
C Himalaya 15_01 -0.28 ± 0.08 -1.5 ± 0.5
E Himalaya 15_02 -0.38 ± 0.20 -1.9 ± 0.9
Hengduan Shan 15_03 -0.56 ± 0.23 -2.5 ± 1.0

Table 3.8: Comparison of region-wide mass balances values obtained by Gardner et al. (2013) for
2003-2009 and with ASTER for 2000-2016.

Region ID MB from Gardner et al. (2013) MB from ASTER
(2003-2009) (2000-2016)
[m w.e. a−1 ] [m w.e. a−1 ]

Pamir Hissar Alay -0.12 ± 0.24 -0.06 ± 0.07
Tien Shan -0.52 ± 0.24 -0.25 ± 0.11
W Kun Lun +0.16 ± 0.18 +0.16 ± 0.08
E Kun Lun and Inner TP -0.01 ± 0.15 -0.14 ± 0.08
Qilian Shan -0.29 ± 0.33 -0.29 ± 0.08
S and E Tibet -0.27 ± 0.16 -0.55 ± 0.23
Karakoram and Hindu Kush -0.10 ± 0.18 -0.04 ± 0.07
W Himalaya -0.48 ± 0.17 -0.38 ± 0.09
C Himalaya -0.40 ± 0.23 -0.28 ± 0.08
E Himalaya -0.80 ± 0.22 -0.38 ± 0.20
Hengduan Shan -0.36 ± 0.43 -0.56 ± 0.23
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3.7.3 Supplementary figures

Figure 3.5: Cumulative distribution of glacierized area as a function of the number of tiles considered
(sorted in descending order). For the 130 most glacierized tiles, we reach a total percentage of 92 %
(red dashed lines).
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Figure 3.6: Hypsometry of the 12 surveyed regions. The black bars represent the total area and
the grey superimposed bars the area for which data considered as valid were obtained from ASTER
DEMs for the period 2000-2016.



62

Figure 3.7: Rate of elevation change as a function of normalized elevation. For each panel, the shaded
area represents the mean of rate of elevation change ± 1 NMAD. The grey curves represent the other
regions, for comparison.
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Figure 3.8: Glacier-wide estimates from ASTER method versus estimates for the same glaciers using
multiple Pléiades - SPOT5 DEM differences (a), TanDEM-X – SRTM differences (b- the mass balance
estimates and uncertainties come from Vijay and Braun (2016)), Worldview – SRTM differences (c-
the mass balance estimates and uncertainties come from King et al. (2017)), multiple sensor elevation
difference (d- the mass balance estimates and uncertainties come from Ragettli et al. (2016b)). The
thick line is the 1:1 line. The rectangles represent the error bars associated with the two methods.
The location of these validation sites are shown by yellow triangles in Figure 3.2.
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Figure 3.9: Rate of elevation change for a- Abramov Glacier (Pamir Alay) derived from a Pléiades -
SPOT 5 difference (images acquired in Aug. 2003 and Sept. 2015), b- Chhota Shigri Glacier (Spiti
Lahaul) derived from a Pléiades - SPOT 5 difference (images acquired in Sept. 2005 and Sept. 2014),
c- Gangotri Glacier (Garhwal) derived from a Pléiades - SPOT 5 difference (images acquired in Nov.
2004 and Aug. 2014) and from ASTER DEMs for the same periods.
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Figure 3.10: Map of elevation change [m yr-1] for the period 2000-2012 over central Karakoram from
Rankl and Braun (2016) (a) and from this study (b).
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Figure 3.11: Map of elevation change [m a−1] for the period 2000-2016 over a subset of Everest region
from King et al. (2017) (a) and from this study (b).
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Figure 3.12: Location of the three sub-regional studies discussed in the section “Spatial variability of
individual glacier mass balances”.

Figure 3.13: a, b, c- maps of rate of elevation change for Langtang, Everest, and Kanchenjunga,
respectively. d- altitudinal distribution of thickness changes for the three sub-regions defined in Fig.
3.12 ; e- distribution of glacier-wide mass balances for individual glaciers larger than 2 km2 and for
which more than 70 % of the surface is classified as good data. The vertical dashed lines represent
the sub-region-wide mass balances.
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Figure 3.14: Boxplots of the detrended ICESat dh (ICESat elevation – SRTM) grouped by year of
acquisition. The controversial regions are marked with an asterisk.
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Figure 3.15: a- Region-wide specific mass balance (in m w.e. a−1) for each region; b- Region-wide
mass balance (in Gt a−1) for each region; c- Results of the bootstrap test for each region. For a given
region, the solid diamond represents the robust temporal fit through all ICESat dh (i.e. Elevation
ICESat – SRTM) data and each of the colored circle represents the robust temporal fit of the ICESat
dh excluding one year of acquisition. The controversial regions are marked with an asterisk.
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Figure 3.16: Mass balance in Gt a−1 (a, c, e, g, i) and in m w.e. a−1 (b, d, f, h, j) on a 1◦ × 1◦ grid.
Mass balance estimates are obtained from ASTER trends (a, b, this study), numerical modelling
(c, d, Marzeion et al. (2015)) and interpolation (e, f, Cogley (2009)). g, h, i and j shows grid based
comparisons of the different datasets.
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Figure 3.17: Rate of elevation change (m a−1) on stable terrain for 132 000 randomly chosen points.
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3.8 Going one step further

3.8.1 Towards an evaluation of the magnitude of the SRTM-C band pen-
etration for the entire HMA?

This section is based on work in progress, which was presented at EGU 2018 in the session
"Glacier Monitoring from In-situ and Remotely Sensed Observations".

The global SRTM-C band DEM is known to have a negative elevation bias over snow covered
and glacierized areas (e.g., Berthier et al., 2006, box 2.5). Currently, the penetration depth
of the SRTM-C band signal into snow and ice is evaluated based on two main methods in
HMA:

X-band method The X-band radar signal (9.65 GHz) penetrates less than the C-band radar
signal (5.3 GHz) into snow and ice. Consequently, assuming a negligible penetration
of the X-band signal, the difference between SRTM-C band DEM and SRTM-X band
DEM gives an estimate of the SRTM-C band penetration (Gardelle et al., 2012a). Then
the elevation difference is aggregated by elevation band, which gives an estimate of
the penetration as a function of elevation for a given region.

Extrapolation of ICESat trend The glacier thickness changes with ICESat are calculated by
fitting linear temporal trends through dh values of a region, where dh are individual
elevation differences between ICESat and SRTM. The difference between SRTM eleva-
tion and the elevation obtained by extrapolating the linear relationship of ICEsat val-
ues (acquired during the 2003-2008 period) to the acquisition date of SRTM (February
2000) gives an estimate of SRTM penetration (Kääb et al., 2012).

None of these methods is completely satisfying. The X-band method underestimates the
penetration, as the X-band signal penetrates as well. Moreover, the SRTM-X band DEMs
were not acquired everywhere. The ICESat method linearly extrapolates back in time 6-
year trends of thickness changes to February 2000 (i.e., three years earlier than the first
acquisition). The extrapolated value of SRTM elevation is thus poorly constrained and very
sensitive to small changes or noise during the ICESat period. This method provides only
region-wide averages. The results of these methods are summarized in Table 3.9.

Table 3.9: Existing SRTM-C penetration estimates in m, provided as hyspsometric averages over the
glacierized area. The estimates marked with an asterisk are from Kääb et al. (2015).

Sub-region Gardelle et al. (2013) Kääb et al. (2012)

Hengduan Shan/Nyainqentanglha 1.7 10*

Bhutan 2.4 6*

Everest 1.4 2.5 ± 0.5
West Nepal N/A

1.5 ± 0.4
Spiti Lahaul N/A
Hindu Kush N/A 2.4 ± 0.4
Karakoram 3.4 2.4 ± 0.3

Pamir 1.8 5-6*
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Methods

Similarly to the ICESat data, ASTER rates of elevation changes can also be extrapolated back
in time at the date of SRTM acquisition (Wang and Kääb, 2015; Berthier et al., 2016; Dussail-
lant et al., 2018). The extrapolated trends are calculated pixel by pixel and are called the
reconstructed SRTM, which is a raster with dimensions similar to the SRTM. The estimate
of the penetration is obtained by subtracting the SRTM from the reconstructed SRTM.

The uncertainty on these estimates are high and not easy to assess. The best estimate is
probably a ± 3 m for the ASTER penetration averaged over the glacierized area (Berthier
et al., 2016).

In the following sections, we compare ASTER estimates with SPOT5-SRTM estimates (Gardelle
et al., 2013). We work on the extent of Gardelle et al. (2013), with the RGI 5.0. Despite
temporal inconsistencies, we assume than the main source of difference in terms of rate of
elevation changes (dh/dt) is the SRTM penetration. We focused specifically on two regions,
Nyainqentanglha and Pamir, as these are regions where the previous estimates where in
marked disagreement (Kääb et al., 2015). In particular, Kääb et al. (2015) suggested SRTM
penetration estimates more the three times larger than the estimates of Gardelle et al. (2013),
in order to reconcile the geodetic mass balances.

Eastern Nyainqentanglha

Figure 3.18: Estimates of SRTM penetration as a function of elevation from Gardelle et al. (2013)
(blue curve) and ASTER extrapolation (red curve) for a sub-region of Nyainqentanglha. The shaded
histogram represents the glacier hypsometry. The apparent negative penetration discussed in the
text has almost no influence in this region as it concerns a very limited glacierized area.

In the sub-region studied in Gardelle et al. (2013), the ASTER method gives a larger SRTM
penetration estimate than the X-band method (Figure 3.18 and Table 3.10). The mean glacier
penetration is 2.5 m, which is roughly twice as large as the X-band estimate. If we apply the
ASTER correction to the SPOT5-SRTM estimate, the region-wide mass balances are in closer
agreement with -0.38 ± 0.14 m w.e. a−1 for the SPOT5-SRTM estimate (instead of -0.29 ±
0.14 m w.e. a−1) and -0.43 ± 0.23 m w.e. a−1 for the ASTER estimate.
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It is likely that the 10 m of penetration estimated by Kääb et al. (2015), is an overestimation
of the actual penetration, due to an ICESat dh/dt trend that is far too negative (section
3.7).

Central Pamir

Figure 3.19: Estimates of SRTM penetration as a function of elevation from Gardelle et al. (2013) (blue
curve) and ASTER extrapolation (red curve) for a sub-region of central Pamir. The shaded histogram
represents the glacier hypsometry.

For the central Pamir, we obtain an apparent negative penetration with ASTER extrapolation
(Figure 3.19). For the lower most part of the glacierized area, the extrapolation of ASTER
trends resulted in a DEM with lower elevation than the SRTM. How can we explain such a
negative apparent penetration? We have two main hypothesis: 1- the ASTER DEMs are ac-
quired mainly in summer/fall, because of the frequent cloud cover in winter in this region;
2- there was probably a thick, and potentially wet, layer of snow in Pamir in February 2000,
and consequently the surface reconstructed by ASTER could be lower than the surface seen
by SRTM. This interpretation is supported by the large amplitude of seasonal glacier eleva-
tion fluctuations observed in this region (Wang et al., 2017). In order to test these hypothesis
and to provide realistic uncertainty assessments on the penetration estimates, we plan to
perform the following experiments:

• carefully find the ASTER DEMs that were acquired around February 2000, (almost)
simultaneously with the SRTM (if they exist) for a direct comparison

• extrapolate the ASTER trends only from DEMs acquired between January and March

• use a WorldView DEM acquired around 2015 in winter (January to March) as a ref-
erence surface and apply the ASTER linear trend to evaluate the surface elevation in
February 2000. This would provide an independent estimate of the penetration and
thus help to quantify the uncertainty.

As I haven’t done this work yet, I apply a very simple "seasonal correction", that consists in
adding 2 m to the penetration, which represents the maximum of observed negative pen-
etration, in order to have positive values of penetration only. This probably leads to an
overestimation of the total penetration, if this problem of negative penetration is due to the
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presence of wet snow, which is not present at higher elevations. The mean penetration on
glaciers estimated by ASTER is 2.0 m without the seasonal correction and 4.0 m with the
seasonal correction.

Table 3.10: Hypsometric averages of the SRTM penetration (mean glacier SRTM penetration) and
their influence of the region-wide mass balance. The number in parenthesis beneath the SRTM
penetration values from ASTER are the ASTER estimates plus the seasonal correction (see text).
Case 1 corresponds to the SPOT5-SRTM estimates corrected with the X-band correction (Gardelle
et al., 2013), case 2 corresponds to the SPOT5-SRTM estimates corrected with the ASTER correction
(in parenthesis, when accounting for the seasonal correction) and case 3 corresponds to the ASTER
mass balance estimates.

SRTM penetration (m) Mass balance (m w.e. a−1)
ASTER Gardelle et al. (2013) Case 1 Case 2 Case 3

Nyainqentanglha 2.5 1.7 -0.29 ± 0.14 -0.38 ± 0.14 -0.43 ± 0.23
(2.5) (-0.38 ± 0.14)

Pamir 2.0 1.8 0.14 ± 0.14 0.12 ± 0.14 -0.07 ± 0.07
(4.0) (-0.08 ± 0.14)

From ICESat, the penetration was estimated at 5-6 m for the Pamir (Kääb et al., 2015).
This estimate is in relatively good agreement with the upper bound of the ASTER esti-
mate (with seasonal correction). Moreover, the ICESat dh/dt trend is more negative than the
ASTER trend for Pamir, and consequently the ICESat penetration estimate is probably too
high.

The SPOT5-SRTM mass balance corrected with the ASTER penetration correction without
the seasonal correction is very close to the original mass balance from Gardelle et al. (2013),
with 0.12 ± 0.14 m w.e. a−1 versus 0.14 ± 0.14. The SPOT5-SRTM mass balance corrected
with ASTER penetration correction and the seasonal correction is -0.08 ± 0.14, which is
almost equal to the ASTER mass balance of -0.07 ± 0.07 (Table 3.10).

Application to the entire HMA?

The extrapolation of ASTER trends to estimate the biases in the SRTM-C DEM over glacier-
ized areas is similar to the method of Kääb et al. (2012) developed for ICESat, but is extrapo-
lated over shorter time, as the first ASTER images became available in spring 2000. Most of
the geodetic studies about HMA glacier mass changes for the periods 1970s-2000 and 2000-
2010s relied on the SRTM DEM. Consequently, regional estimates of the SRTM penetration
are needed to re-evaluate these studies. These estimates cannot be based on ASTER trend
extrapolation only because this method has a high uncertainty and is empirical. It should
therefore be complemented with estimates based on firn modeling and/or interpretation of
the SRTM backscatter signal intensity, which can be a good proxy for the presence of liquid
water.

3.8.2 Glacier contribution to streamflow: balance versus imbalance con-
tributions

The glacier seasonal delay can be calculated as the sum of the monthly differences between
ablation and precipitation divided by the annual precipitation on glacier (Kaser et al., 2010).
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According to this definition, the seasonal delay is a scalar between 0 and 1, 0 corresponding
to a glacier which accumulates and melts exactly at the same time and 1 corresponding to a
glacier which has totally distinct accumulation and ablation seasons. It is noteworthy that
this definition includes the seasonal snow on glacier (and even on the non glacierized area
of the catchments that are above the glacier terminus) and consequently it would still be
non zero in absence of the glacier. In HMA, glaciers located in the monsoon influenced
regions have a low seasonal delay, ranging from 0.17 to 0.33, whereas regions dominated
by the westerlies have higher values, up to 0.79 for the Aral Sea (Table 3.11, values from
Kaser et al., 2010). This means that the river flow fluctuations in the latter regions (at least
in the upper reaches of the catchments) are less prone to be influenced by year to year
precipitation fluctuations, as the discharge is sustained by glacier melt during the dry season
for catchments with a high seasonal delay. Conversely, in regions with a low seasonal delay
the glaciers do not melt during the dry months and therefore do not provide the same service
to the population living downstream. This seasonally delayed runoff can also be called
glacier balance contribution to streamflow (Pritchard, 2017).

It is also possible to calculate the contribution to runoff from the long term change in the
glacier storage. This is named the excess discharge (Radić and Hock, 2014) or the glacier
imbalance contribution (Pritchard, 2017). The seasonality of the imbalance contribution is
not clear, as it is a multi-annual average value. The special cases of glaciers with positive
mass balance is counter intuitive, because the glacier cannot "pump" the water from the
rivers, consequently it was suggested to set this contribution to 0, when it it negative (Radić
and Hock, 2014).

The glacier imbalance contribution is larger than the balance contribution for the basins
strongly influenced by the monsoon (Brahmaputra, Ganges, Salween and Yangtze) and lower
for the Aral Sea basin, which has a strong seasonality. The contributions are of similar mag-
nitude for the Indus basin. They are not comparable for the Tarim basin, because the glaciers
are gaining mass (Table 3.11). These results are not directly comparable with those of Huss
et al. (2017), as the latter included the snow water equivalent (SWE) in their quantification,
which is the dominant term for most of the basins (often one or two orders of magnitude
larger that the glacier imbalance contribution). Moreover, they did not include the glacier
seasonal delay in their analysis, which should be negligible in front of the SWE, at least on
the annual scale. Note that the glacier seasonal delay could be dominant at the monthly
scale for some dry and winter type accumulation catchments (Huss et al., 2017).

3.8.3 Spatially resolved geodetic observations, new data to calibrate and/or
validate global glacier models

Global glacier models aim at answering a wide range of questions related to the climate-
glacier relationship and the future of glaciers. This wide range of applications led to sig-
nificant advances, such as the quantification of the anthropogenic contribution to recent
glacier mass losses (Marzeion et al., 2014), of the committed glacier mass losses (Marzeion
et al., 2018), of the glacier contribution to SLR under different climate scenarios (e.g., Radić
and Hock, 2014) or of future glacier contribution to streamflow changes (Huss and Hock,
2018). However, there is still room for substantial improvements in the representation of
glaciological processes and about the calibration strategy.

Global glacier models are relatively recent tools, as their performances were hampered by
the lack of complete glacier inventories before 2012 (Pfeffer et al., 2014). By necessity, global
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Table 3.11: Glacier contribution to streamflow. The basin area, mean basin precipitation, mean
glacier precipitation and seasonal delay are taken from Kaser et al. (2010). The seasonal delay is
defined as the sum of the monthly differences between the ablation and precipitation on glaciers
divided by the annual precipitation on glaciers. The glacier area and imbalance contributions are
from Brun et al. (2017). The glacier balance contribution is re-calculated from the mean glacier
precipitation, the seasonal delay and the glacier area.

Basin Basin Glacier Mean basin Mean glacier Seasonal Glacier Glacier
area area precipitation precipitation delay balance imbalance

[km2] [km2] [mm yr−1] [mm yr−1] contrib. contrib.
[m3 s−1] [m3 s−1]

Aral Sea 1234075 13120 309 657 0.79 216 41
Brahmaputra 527666 9513 1145 382 0.17 20 163

Ganges 1023609 8314 1118 349 0.33 30 84
Indus 1139814 24698 405 304 0.55 131 125

Salween 410376 1195 1775 797 0.25 8 24
Tarim 1053180 18409 87 129 0.38 29 -12

Yangtze 1746593 1422 1062 592 0.33 9 14

glacier models are very crude representations of the glaciological processes (e.g., Radić and
Hock, 2006; Marzeion et al., 2012; Huss and Hock, 2015). Very few of them include frontal ab-
lation at tide-water glacier terminus (with the exception of Huss and Hock, 2015) or melt be-
neath supraglacial debris. Glacier models need to include ice dynamics in order to simulate
glacier geometry changes. The state-of-the-art option would be to solve for the ice flow equa-
tions using a finite element model, such as Elmer/Ice model (Gagliardini et al., 2013). Nev-
ertheless, this solution is computationally too demanding at the moment and the technical
issues related to the lack of constraints on the glacier bed geometry prevent the implemen-
tation of such models at the moment. Models including simplified, but physically-based, ice
dynamics are promising alternative (Clarke et al., 2015; Maussion et al., 2018). Otherwise,
most of the current models rely on a parametrized glacier geometry change, known as the
∆h-parametrization (Huss et al., 2010) or through empirical area-volume scaling (Bahr et al.,
2015).

The calibration strategies are different for each model. Some of them rely only on field mea-
sured point mass balances (Radić and Hock, 2014), whereas other rely on regional glacier
mass balance geodetic estimates (Huss and Hock, 2015) or on the glacier geometry (Marzeion
et al., 2012). All of these calibration strategies have some drawbacks. For instance, the cali-
bration on field measured mass balances is a good strategy where the glacier measurements
are numerous, but does not work where the measurements are sparse. The calibration on
geodetic mass balances is possible globally, but it relies on the poorly spatially resolved es-
timates of Gardner et al. (2013). The geometric calibration of Marzeion et al. (2015) could
explain part of the discrepancies between the model outputs and the geodetic estimate for
the 2000-2016 period (for the entire HMA, the model outputs were roughly three times as
negative as the geodetic mass balance with -45 Gt yr−1 versus -16 Gt yr−1, section 3.7).

An alternative calibration strategy could consist in calibrating individually the glaciers on
their individual geodetic mass balances derived in this study (or on homogeneous groups of
glaciers in order to reduce the geodetic estimate uncertainty). Obviously the model could
not be validated with these geodetic observations, but it could be validated against past
moraine extents or against geodetic estimates for the 1970s-2000 period, which are now
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available in multiple regions of the world, and in particular in HMA (section 2.3).
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This chapter is written after an article submitted to the Journal of Geophysical Research: Earth
Surface:
Brun, F., P. Wagnon, E. Berthier, V. Jomelli, S. B. Maharjan, F. Shrestha, and P. Kraaijenbrink
(2018a), Non ubiquitous influence of debris cover and proglacial lakes on the variability of
the High Mountain Asia glacier mass balances, in review at Journal of Geophysical Research:
Earth Surface

4.1 A short introduction

Individual glacier mass balances for the period 2000-2016 and glacier surface classifications
became available almost simultaneously, from the work presented in the previous chapter
(Brun et al., 2017) and from the study of Kraaijenbrink et al. (2017). Consequently, it created
the opportunity to address the following research question: are the debris-covered glaciers
different from the debris-free glaciers in terms of glacier-wide mass balance? Despite its
apparent simplicity, this question raised other tricky issues such as:

1. How can we define a debris-covered glacier?

2. What is the share of the climate influence in the mass balance variability? At which
spatial scale should we work to dissociate the influence of the debris cover and the
influence of the climate?

3. How to untangle the effect of the debris from the other morphological variables?

First, we need an acceptable definition of a debris-covered glacier. Such a definition is not
available in the literature and, consequently, we had to build our own definition. The dis-
tinction between debris-free and debris-covered glaciers is somehow arbitrary, but is intu-
itive and very helpful for the analysis, therefore, we decided to use it.

Second, the question of the climate influence is also complicated to address, because of the
strong link between climate and glacier-wide mass balance through the precipitation and
surface energy balance. If we want to isolate the effect of the glaciers geometry, we need to
work with populations of glaciers located in a homogeneous climate. We decided to work
with the regions defined in Brun et al. (2017). The region-wide mass balances correlate
well with the region mass balance sensitivity average calculated by Sakai and Fujita (2017)
with R2 = 0.47, showing relatively homogeneous conditions at this spatial scale (figure 4.1).
Interestingly, the correlation between mass balance and mass balance sensitivity is not as
good for the 1◦ × 1◦ tiles, with R2 = 0.32. This can be interpreted as a less significant effect
of climate on these finer scale and further justify our choice.

Third, the morphology of glaciers is linked with their debris cover (Scherler et al., 2011b),
and consequently, one needs to use the appropriate statistical tools to assess the influence
of each of these variables on the glacier mass balance. For this study, we use a multivariate
linear model, which is easier to interpret than a principal component analysis.

This work was the opportunity to collaborate with Vincent Jomelli, a geomorphologist who
came in the field with us in November 2017. His point of view was very relevant, especially
for the interpretation of the statistical analysis, which is not a common approach in the
field of glaciology. The collaboration with Sudan Maharjan and Finu Shrestha was very
stimulated as well, as they work on glacial lakes, a topic which is timely in terms of hazard
assessment and risk management. Last but not least, this study was made possible by the
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Figure 4.1: Mass balance as a function of MBS from Sakai and Fujita (2017). Each small dot represents
a 1◦ × 1◦ tile and the large dots represent the regional averages.

impressive work of Philip Kraaijenbrink, who classified automatically thousands of Landsat
images to produce maps of glacier surface classifications for the entire HMA.

4.2 Abstract

We analyze the 2000-2016 mean glacier-wide mass balance of 6 560 individual glaciers of
High Mountain Asia larger than 2 km2 in order to understand the drivers of the variabil-
ity. We separate the dataset into 12 regions assumed to be climatically homogeneous. After
a careful selection of the morphological variables which had the strongest influence on the
mass balance, we find that the slope of the glacier tongue, mean glacier elevation, percentage
of debris cover, pond density and avalanche contributing area all together explain a maxi-
mum of 46 % and a minimum of 8 % of the glacier-wide mass balance variability, within a
given region. The best predictor of the glacier-wide mass balance is the slope of the glacier
tongue and the mean glacier elevation for most regions, with the notable exception of the
inner Tibetan Plateau, where debris cover is the best predictor. Within seven regions out
of twelve, debris-free and debris-covered glaciers have non significantly different glacier-
wide mass balance. Past studies assessed the influence of debris and surpaglacial ponds on
glaciers with variables that are difficult to interpret (advance/retreat or tongue-wide thin-
ning rate); we challenge some of their conclusions. Lake-terminating glaciers have more
negative mass balances than the regional averages, the influence of lakes being stronger on
small glaciers than on large glaciers.
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4.3 Introduction

Mountain glaciers are widely recognized as sensitive indicators of climate change (Oer-
lemans, 1986). However the response of each individual glacier to climate variability is
modulated by its climate sensitivity and its geometry, complicating the climatic interpre-
tation. Recent studies showed the contrasted glacier mass changes at the scale of High
Mountain Asia (HMA) for the beginning of the twenty-first century (e.g., Kääb et al., 2015;
Gardelle et al., 2013; Gardner et al., 2013; Brun et al., 2017). Causes of these spatio-temporal
changes are still not fully understood. The heterogeneous climatology (Maussion et al., 2014)
could be responsible for various glacier mass balance sensitivities to temperature, explain-
ing partly the regional pattern of recent glacier mass changes (Sakai and Fujita, 2017). How-
ever the nature of glacier tongues (debris-free or debris-covered) and morphology of the
glaciers and glacier catchments, that show large variations in HMA may also play a signifi-
cant role, which is to our knowledge insufficiently explored in this region. In particular, the
influence of the presence of debris at the surface of many HMA glaciers is the subject of an
ongoing hot debate.

In the European Alps, annual fluctuations of glacier-wide mass balance are strongly corre-
lated among themselves for a given region (e.g., Vincent et al., 2017), and can be related to
meteorological annual fluctuations (e.g., Rabatel et al., 2013). Nevertheless, multi-decadal
averages of individual glacier mass balances and the glacier geometry (or morphological
variables) are linked (e.g., Paul and Haeberli, 2008; Huss, 2012; Huss et al., 2012; Rabatel
et al., 2013; Fischer et al., 2015; Rabatel et al., 2016).

In HMA, Salerno et al. (2017) conducted a statistical analysis of the thinning rates of glaciers
in the Everest region, in relationship with morphological variables. They found that the
glacier tongue slope (named down gradient in their study), was the main morphological
variable controlling the glacier thickness changes, and they suggested that this was partially
explained by preferential development of glacial ponds on shallow slopes (e.g., Quincey
et al., 2007). They also found that the presence of debris-cover was not a significant contrib-
utor to differences in thinning rates among the studied glaciers. Nevertheless, they exam-
ined a restricted sample of glaciers (28) and analyzed only tongue-averaged thinning rates,
which are less straightforward to interpret than glacier-wide mass balances as they are the
sum of surface mass balance and emergence velocity (e.g., Cuffey and Paterson, 2010).

Additionally, compared with land-terminating glaciers, lake-terminating glaciers shrink
faster in Sikkim (Basnett et al., 2013), have more negative rates of elevation changes in
Bhutan, Everest region and West Nepal (Gardelle et al., 2013) and have more negative mass
balances in the Everest region (King et al., 2017). Terminal lakes develop when supraglacial
ponds coalesce into a single lake dammed by a terminal moraine (e.g., Benn et al., 2012;
Thompson et al., 2012). Eventually, the terminal lakes enhance the frontal ablation by dy-
namic thinning, calving and thermo-erosion (e.g., Benn et al., 2012). To our knowledge,
the only study quantifying the influence of terminal lake on glacier-wide mass balance was
conducted on 32 glaciers (9 of them being lake-terminating glaciers) and restricted to the
Everest region (King et al., 2017).

In this study, we extend the work of Salerno et al. (2017) and King et al. (2017) to the entire
HMA, by analyzing 6 560 individual glacier mass changes in relationship with morpholog-
ical variables. For each of the twelve regions defined in Brun et al. (2017), we explore the
variables which have a significant influence on the glacier-wide mass balance, with a focus
on the differences between debris-covered and debris-free and between lake-terminating
and land-terminating glaciers.
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Figure 4.2: Distribution of the debris-covered and lake-terminating glaciers in HMA. Each bar of
the histogram represents the total area of the glaciers which belong to this interval in terms of mean
debris-cover. The vertical dashed bars represent the area weighted debris-cover average, which is
also the upper number. The lower number represents the proportion of ice that belongs to a debris-
covered glacier (with a debris threshold of 19 %). The yellow diamonds represent the locations of
the lake-terminating glaciers.

4.4 Data and methods

4.4.1 Glacier-wide mass balance and morphological data

All the glacier-wide mass balance (Ṁ) data are calculated from linear fit of multi-temporal
digital elevation models (DEMs) obtained from the Advanced Spaceborne Thermal Emis-
sion and Reflection Radiometer (ASTER) satellite (Brun et al., 2017). Only glaciers larger
than 2 km2 are included, because the random error on the glacier-wide mass balance de-
creases with the glacier area. The glaciers with less than 70 % of good data coverage are
excluded from the analysis, leading to a total number of glaciers of 6 557. They represent
54 % of the total glacierized area of the HMA. The individual glacier mass balances have a
median uncertainty of ± 0.22 m w.e. a−1 (Brun et al., 2017). The glacier-wide mass balances
are calculated using the RGI 5.0 glacier mask (Pfeffer et al., 2014).

Based on the literature (e.g., Huss, 2012; Fischer et al., 2015; Salerno et al., 2017), we explore
glacier morphological variables that were shown to have a potential influence on Ṁ: area,
aspect, mean slope, slope of the lower 20 % (Tongue slope), mean elevation (Mean elev.), me-
dian elevation, minimum elevation, maximum elevation, percentage of debris-cover (DC),
pond density (PD) and avalanche contributing area (Contrib. area). The glacier morpho-
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Figure 4.3: Percentage of the glacier debris-cover as a function of the glacier median elevation. The
dots represent individual glaciers and are colorized accordingly to the logarithm of their normalized
avalanche contributing area, defined as the ratio of the avalanche contributing area divided by the
glacier area.

logical variables are calculated from the supplementary data of Kraaijenbrink et al. (2017),
meaning that they are computed on the basis of a 30 m grid clipped to the RGI 5.0 glacier
extents. The percentage of debris-cover is calculated as the ratio of the glacier area classified
as debris in Kraaijenbrink et al. (2017) divided by the total glacier area. The pond density is
calculated as the number of pixels classified as ponds within the ablation area (defined as
the area below the median elevation) divided by the percentage of the glacier ablation area
covered by debris. If some pixels are classified as ponds but there is no pixel classified as
debris below the median glacier elevation, then the pond density is assigned to zero. The
avalanche contributing area is defined as the area in the catchment upstream of the glacier
median elevation with slope higher than 30◦. The catchment upstream of the median glacier
elevation is calculated based on the Shuttle Radar Topographic Mission (SRTM) DEM (Farr
et al., 2007) and the upslope area module (Freeman, 1991) implemented in the SAGA soft-
ware (Conrad et al., 2015). Through the data analysis, we found some obvious outliers (10
glaciers), for instance glaciers which had a very low minimum elevation. These errors come
from artifacts in the SRTM and we exclude these glaciers from the analysis, leading to a
final number of 6 560 glaciers.
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Figure 4.4: Pearson correlation coefficients between selected variables. The + denotes correlation
significant at p < 0.01.
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4.4.2 Debris-covered glaciers and debris-free glaciers

To our knowledge, there is no widely-accepted definition of what is a debris-covered glacier.
For instance, Xiang et al. (2018) use a 5 % threshold for the debris-cover fraction (Yang Xi-
ang, personal communication), whereas Janke et al. (2015) use a 25 % threshold to define
the partially debris-covered glaciers. We determine an optimal threshold of 19 % of debris-
cover, based on the classification of 100 randomly selected glaciers produced by five differ-
ent operators (see Supplementary Text in section 4.8 and Figures 4.7 and 4.8). It is note-
worthy that this distinction is somehow arbitrary, as there is a continuum between debris-
covered and debris-free glaciers, however we find useful to make this categorization, as it
simplifies the analysis. We comparing debris-covered and debris-free glaciers, we test the
sensitivity to this threshold by testing 14 % and 24 % thresholds.

4.4.3 Lake-terminating and land-terminating glaciers

From a quality controlled lake inventory produced by ICIMOD (Maharjan et al., 2018) and
the glacial lake inventory produced by Zhang et al. (2017), we automatically select the
glaciers in contact with lakes (within a 50 m buffer). Then from visual inspection of Google
Earth imagery, we retain the 133 glaciers, which are actually lake-terminating glaciers. The
lake inventory does not cover the Tien Shan and Pamir Alay regions and we find only 1, 1, 3
and 5 lake-terminating glaciers in Kunlun, Hindu Kush, Pamir and Karakoram, respectively.
Consequently, we focus the analysis on the six remaining regions: Bhutan (21 lakes), East
Nepal (47 lakes), inner Tibetan Plateau (TP, 16 lakes), Spiti Lahaul (7 lakes), West Nepal
(11 lakes) and Nyainqentanglha (19 lakes). Eight of these glaciers are excluded from the
analysis because their rate of elevation change coverage is not good enough.

4.4.4 Multivariate linear model

The multivariate linear model aims at finding the set of coefficients (a1, a2,... an), which
explain a maximum of the mass balance (Ṁ), when multiplying the predictors (x1, x2,... xn),
such as:

Ṁ = a1x1 + a2x2 + ...+ anxn (4.1)

We worked with standardized predictors and standardized Ṁ to allow for a direct compar-
ison between the coefficients ai . The standardized predictor Xs derived from the variable X
is defined as:

Xs =
X −X√

V(X)
(4.2)

where X is the variable regional average and V(X) is its regional variance.

We explore the morphological variables that explain the maximum of the variance, but the
selection of the different variables to include in the multivariate linear model is subjective
and we could not find an optimal combination of variables which minimized the Akaike
Information Criterion (AIC, Akaike, 1974), while maximizing the explained variance R2 for
all the regions simultaneously. Similarly, standard approach such as the forward selection
and backward elimination (e.g., Hocking, 1976), gives different results for different regions,
mainly because the variables were very redundant (for example the mean and the median
elevation). Instead, we favor the variables which are often selected in the literature and/or
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Table 4.1: Results of the multivariate linear regression to explain the glacier-wide mass balance for
each region. The variables are standardized, and therefore the coefficients associated with each vari-
able are directly representative of their relative influence on the glacier-wide mass balance. R2 is the
squared Pearson coefficient for the multivariate linear regression, including all the predictors. We
reported only the coefficients of the variables statistically significant in predicting Ṁ (p < 0.01). The
dominant variable for each region is highlighted in bold font. The acronyms are the same one as used
in Figure 4.2.

Region B EN HK TP Ka Ku N P PA SL TS WN
R2 0.46 0.27 0.22 0.22 0.10 0.16 0.24 0.08 0.20 0.19 0.37 0.26
n 106 434 297 742 1196 717 398 552 141 679 881 417

Tongue slope [-] 0.44 0.45 0.36 0.23 0.18 - 0.47 0.26 0.28 0.43 0.24 0.51
Mean elev. [-] 0.73 0.35 0.36 0.23 -0.34 0.20 - 0.18 - 0.16 0.48 0.18
DC [-] - - - -0.41 -0.16 -0.13 0.16 - - - 0.12 -
PD [-] - -0.13 - - - - - - - -0.14 - -
Contrib. area [-] 0.36 0.17 - 0.18 - - - - - 0.19 - -

variables we want to test, such as the debris cover, the pond density or the avalanche con-
tributing area (Huss et al., 2012; Salerno et al., 2017).
All the calculations are performed using the ols tool from Python’s pandas package.

4.5 Results

4.5.1 Contrasted glacier morphologies in the different regions

The different regions have varying debris-cover, with mean debris cover ranging from 3.2 %
in the inner TP to 24.3 % in the East Nepal (Figure 4.2). With a threshold of 19 % to dis-
tinguish between debris-free and debris-cover glaciers, we find that debris-covered glaciers
occupy between 1.5 % in the inner TP and 56.7 % in the East Nepal of the total glacierized
area (Figure 4.2). At first order, the debris-cover is controlled by the local relief, and in
particular the area above the glacier, which contributes to the debris supply (Scherler et al.,
2011b). We extend the analysis of Scherler et al. (2011b), which cover only a limited number
of glaciers (287) over selected regions (Hindu Kush, Karakoram, Kunlun, Spiti Lahaul, West
Nepal, East Nepal, Bhutan), to the entire HMA: in most regions, the debris cover increases
with the contributing area and decreases with the median elevation, as the insulating effect
of debris allows for the existence of debris-covered tongues at low elevation (Figure 4.3).
Very few glaciers are debris covered in the inner TP, where glaciers are often small ice caps
(i.e. with no head-walls above their accumulation area). The glaciers located in Tien Shan
do not follow the same distribution as in the other regions, as the debris cover is neither
related with the median elevation, nor with the avalanche contributing area (Figure 4.3).
The lake-terminating glaciers are mostly located in the south-eastern margin of the HMA
(Figure 4.2).

4.5.2 Morphological variables and glacier-wide mass balance

For the different regions, the morphological variables have different influence on Ṁ and dif-
ferent correlations among each others (Figure 4.4). Note that we do not present the results
for all the initially selected variables. The aspect and area are not significant contributors to
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Ṁ for almost all of the regions. The median elevation, minimum elevation and maximum
elevations are discarded because the mean elevation is a better predictor in most cases, and
is less sensitive to the quality of the input DEM than the maximum and minimum elevation.

It is noteworthy that Ṁ has always a significant (p < 0.01) positive correlation with the
tongue slope (Figure 4.4), meaning the gentler the glacier slope, the more negative Ṁ. The
mean elevation is often significantly correlated with Ṁ, most of the time positively, but
sometimes negatively. For half of the regions, the DC is significantly and negatively corre-
lated with Ṁ, meaning the higher the debris-cover, the more negative the glacier-wide mass
balance. However, for the other regions, it is the opposite (for the Nyainqentanglha and
Tien Shan), or the correlation is not significant. The pond density and contributing area are
usually not significantly and negatively correlated with Ṁ.

The morphological variables are often correlated with each other. In particular, the debris-
cover is always significantly negatively correlated with the mean glacier elevation, with the
notable exception of the Tien Shan (Figures 4.3 and 4.4). The contributing area is often posi-
tively and significantly correlated with the debris-cover and pond density. The pond density
is always significantly and negatively correlated with the tongue slope, because ponds de-
velop preferentially on shallow slopes (Quincey et al., 2007; Miles et al., 2017b).

The multivariate linear model explains 8 to 46 % of Ṁ variability (Table 4.1). The regions
where the explained variability is the lowest are the Pamir, Karakoram and Kunlun. The
regions where the explained variability is the highest are the Bhutan and Tien Shan. Except
for the Kunlun region, the tongue slope is always a significant predictor of Ṁ variability
and for seven regions out of twelve, it is the predictor which has the strongest influence
on Ṁ variability. The mean elevation has a significant contribution to Ṁ variability for ten
regions out of twelve and is its dominating component for five regions. The debris-cover
has a significant contribution to Ṁ variability for five regions and is sometimes positive
and sometimes negative. It is dominant only for the inner TP, with a negative value. In the
other regions, it has a small contribution compared with the other predictors. The avalanche
contributing area and the pond density are significant contributors to Ṁ variability only for
four and two regions, respectively. They have a small contribution compared with the other
predictors (Table 4.1).

4.5.3 No systematic difference between debris-covered and debris-free
glaciers in terms of glacier-wide mass balance

In terms of regional area weighted averages, the debris-covered glaciers have a Ṁ signifi-
cantly more negative than the debris-free glaciers in the East Nepal, inner TP, Kunlun and
Pamir Alay. In the Tien Shan it is the opposite, and for all the other regions, the differences
are not significant.

In terms of glacier-wide mass balance, for glaciers grouped by mean elevation (Figure 4.5),
we can see differences between regions. For instance, in the East Nepal, Nyainqentanglha,
Pamir Alay and in the inner TP, the debris-covered glaciers have more negative mass bal-
ances, whereas it is the opposite for Bhutan, Pamir and Tien Shan.



90

1.0 0.5 0.0 0.5 1.0

Median elevation [m a.s.l.]

1.0

0.5

0.0

0.5

1.0

A
re

a
 w

e
ig

h
te

d
 m

a
ss

 b
a
la

n
ce

 [
m

 w
.e

. 
a
−

1
]

debris-free glaciers debris-covered glaciers

4800 5200 5600 6000 6400

0.8
0.6
0.4
0.2
0.0
0.2

Bhutan

80
24

4500 5000 5500 6000 6500 7000

0.8
0.6
0.4
0.2
0.0
0.2

East Nepal

269
159

4200 4500 4800 5100 5400

0.8
0.6
0.4
0.2
0.0
0.2

Hindu Kush

197
99

4000 4500 5000 5500 6000 6500

0.8
0.6
0.4
0.2
0.0
0.2

Inner TP

719
11

4000 4500 5000 5500 6000 6500

0.8
0.6
0.4
0.2
0.0
0.2

Karakoram

1042
135

4000 4500 5000 5500 6000 6500

0.8
0.6
0.4
0.2
0.0
0.2

Kunlun

568
117

4000 4400 4800 5200 5600

0.8
0.6
0.4
0.2
0.0
0.2

Nyainqentanglha

231
160

4000 4400 4800 5200 5600

0.8
0.6
0.4
0.2
0.0
0.2

Pamir

423
128

3300 3600 3900 4200 4500

0.8
0.6
0.4
0.2
0.0
0.2

Pamir Alay

96
45

4000 4500 5000 5500 6000 6500 7000

0.8
0.6
0.4
0.2
0.0
0.2

Spiti Lahaul

505
175

3600 3900 4200 4500 4800

0.8
0.6
0.4
0.2
0.0
0.2

Tien Shan

705
171

4000 4500 5000 5500 6000 6500

0.8
0.6
0.4
0.2
0.0
0.2

West Nepal

246
170

Figure 4.5: Glacier-wide mass balances for debris-covered and debris-free glaciers (threshold be-
tween debris-covered and debris-free glaciers is set to 19 % of debris cover). Each dot represents the
area-weighted Ṁ average of the glaciers with mean elevation belonging to a given 10 percentile of
the glacier mean elevation. The error bars represent the uncertainty on the mean (i.e. the standard
deviation of glacier-wide mass balances divided by the square root of the number of glaciers within
the sample). The dots in the right hand side plots represent the regional averages (the errorbars
show the uncertainty on the mean), and the horizontal dashes represent the same averages with a
threshold between debris-covered and debris-free glaciers at 14 and 24 % of debris cover.
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These results are not very sensitive to the threshold used to discriminate between debris-
free and debris covered glaciers. Although the altitudinal distribution of debris-covered and
debris-free glaciers is strongly modified if we use threshold of 14 or 24 % to discriminate
debris-covered and debris-free glaciers, the differences of Ṁ between debris-free and debris-
covered glaciers are no different from the reference differences (with a 19 % threshold) to
more than ± 0.05 m w.e. a−1.

4.5.4 Influence of proglacial lakes on glacier-wide mass balance

In general, lake-terminating glaciers have more negative Ṁ than the regional average (Fig-
ure 4.6). They regularly lie further than one standard deviation from the mean. They have
mean Ṁ that are between 0.11 to 0.32 m w.e. a−1 more negative than the regional averages,
in Nyainqentanglha and West Nepal, respectively. Nevertheless, the lake influence on Ṁ is
dampened by the glacier area, as the large lake-terminating glaciers tend to have Ṁ closer
to the regional average than the small lake-terminating glaciers (Figure 4.6).

4.6 Discussion

4.6.1 Complex influence of the morphological variables and debris-cover
on the glacier-wide mass balance

With explained variances of Ṁ ranging from 8 to 46 % (mean value of 23 %), the multiple
regressions are in line with values obtained for the Alps. Rabatel et al. (2016) found that
the slope of the tongue and the glacier median elevation explained 25 % of the variance
of a serie of 30 glacier-wide mass balances averaged over 31 years. Huss (2012) found that
a combination of 3 variables (area, median glacier elevation and slope of the tongue) ex-
plained 35 % of the variance of a serie of 50 glacier-wide mass balances averaged over 100
years. The explained variance reached 51 % when using a combination of 6 variables. The
anti-correlation between the Ṁ and the area, was found only for glaciers smaller than 0.1
km2 in the Alps, and above this area, the 1980-2010 mass balances of Swiss glaciers was
relatively constant with glacier size (Fischer et al., 2015). Here we analyzed only glaciers
larger than 2 km2, explaining why we did not find such a link.

The multiple correlations among the predictors complicate the interpretation of the results,
but the multivariate linear model can partially separate the contribution of each predictor
(Table 4.1). For instance, the negative correlation between Ṁ and the debris cover is sur-
prising, because debris is expected to insulate the glacier tongue and reduce its ablation
(e.g., Østrem, 1959). But this correlation is somehow artificial and driven by the correlations
between the debris-cover and the mean elevation and tongue slope, which are themselves
correlated with Ṁ (Figure 4.4). The multivariate linear model shows that the dominant in-
fluences are the tongue slope and mean elevation, and that the negative correlation between
the debris-cover and Ṁ is only apparent. This is further supported by the fact that debris-
covered glaciers and debris-free glaciers do not have systematic differences in terms of Ṁ
when they are grouped by mean elevation (Figure 4.5).
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Ṁ
 [

m
 w

.e
. 
yr

−
1
]

100 101 102
1.5

1.0

0.5

0.0

0.5
-0.42

-0.55

Bhutan

100 101 102
1.5

1.0

0.5

0.0

0.5
-0.33

-0.52

East Nepal

100 101 102
1.5

1.0

0.5

0.0

0.5
-0.14

-0.28

Inner TP

100 101 102
1.5

1.0

0.5

0.0

0.5
-0.62

-0.73

Nyainqentanglha

100 101 102
1.5

1.0

0.5

0.0

0.5
-0.37

-0.63

Spiti Lahaul

100 101 102
1.5

1.0

0.5

0.0

0.5
-0.34

-0.67

West Nepal

Figure 4.6: Ṁ as a function of glacier area. The black crosses represent the land terminating glaciers
and the large black dots the lake-terminating glaciers. The blue stars in East Nepal represent the nine
lake-terminating glaciers studied by King et al. (2017). The red diamonds represent the 5 percentile
averages of all glaciers (for instance, the first diamond represents the 0 to 5 percentile, centered on
the 2.5 percentile). The red envelope represents the ± one standard deviation from the mean, within
a 5 percentile. The red number (and red horizontal dashed line) is the region-wide mass balance, and
the black number (and black horizontal dashed line) is the mean of the lake-terminating glacier mass
balances. The plots were cut at 102 km2, as all the lake-terminating glaciers have an area smaller than
this value. Note that for East Nepal, one lake-terminating glacier (with a size of 2.6 km2) has a mass
balance of -1.9 m w.e. yr−1 and therefore is missing on the plot.
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4.6.2 Specificities of debris-covered glaciers

The pond density has a non significant influence on Ṁ, except for the East Nepal (where
Salerno et al. (2017) found a similar result) and Spiti Lahaul. This result is surprising as
an abundant literature highlighted the role of supraglacial ponds as entry points for the
energy for debris-covered glaciers (e.g., Sakai et al., 2000; Miles et al., 2016). Consequently,
the conclusions of Salerno et al. (2017), who suggested an important control of the ponds on
the glacier surface lowering, were reproduced for the East Nepal region in this study, but
cannot be extended to the entire HMA.

Even though we did not document glacier front position changes, it was already shown for
selected regions of HMA that the debris-covered tongues experience limited retreat com-
pared with debris-free tongues (e.g., Scherler et al., 2011a; Xiang et al., 2018). However,
debris-covered and debris-free glaciers have mostly similar Ṁ, meaning that they have to
respond through different mechanisms to climate changes. The debris-covered glaciers thin
differently from the debris-free glaciers: debris-covered glacier thinning is distributed over
their lower reaches independently of the elevation, whereas debris-free glaciers experience
front retreat (Rowan et al., 2015; Rowan, 2017; Salerno et al., 2017). Consequently, the ice
dynamics play a major role for the evolution of debris-covered tongues, and the stable front
positions of debris-covered glaciers should not be interpreted as balance mass budget (Scher-
ler et al., 2011a).

4.6.3 Proglacial lake influence on glacier mass balance

Lake-terminating glaciers have Ṁ that are more negative than the regional average, in most
cases. However, the lake influence depends on the glacier size and the lake’s stage of devel-
opment (Benn et al., 2012; King et al., 2017). The glacier sample of King et al. (2017) has a
mean Ṁ of -0.61 ± 0.11 m w.e. a−1 (versus -0.70 ± 0.27 m w.e. a−1 in their study), which
is slightly more negative than the average of all lake-terminating glacier of East Nepal (Fig-
ure 4.6). The results presented in this study are a first step, and more studies should be
conducted on specific lake-terminating glaciers to better understand the lake influence on
the glacier dynamics and mass balance (King et al., 2018). Local studies are even more
needed because of the risk of glacial lake outburst floods (GLOFs) associated (Haritashya
et al., 2018).

4.6.4 Limitations of our analysis

The statistical analysis presented here is sensitive to outliers, biases and uncertainties in the
data. The individual mass balances data have themselves a relatively high level of uncer-
tainty with a median uncertainty of 0.22 m w.e. a−1 (ranging from 0.14 to 0.78 m w.e. a−1),
depending on the glacier area, on the proportion of the glacier surface surveyed and on the
number of DEMs available to extract a reliable rate of elevation change signal (Brun et al.,
2017).

The other data sources are also subject to uncertainty in the glacier delineation (Paul et al.,
2013), which, in turn, introduces large uncertainties in the debris-cover extent, as formerly
glacierized area would be classified as debris-covered area. The overall accuracy of the
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glacier surface classification is 91 % (Kraaijenbrink et al., 2017). Moreover, the avalanche
contributing area is sensitive to the quality of the DEM used to determine the upstream
area of each glaciers (Tribe, 1992). These intrinsic limitations should be kept in mind, how-
ever the quality of the data is high enough to conduct the analysis presented here.

The separation of the glaciers into debris-covered and debris-free glaciers is a bit artificial
and arbitrary. Nevertheless, the choice of different thresholds has a limited influence on the
results (Figure 4.5), and therefore the classification is still insightful.

Another limitation of our study is the separation of glaciers into regions that we assumed
homogeneous in terms of climate. The regions considered in this study have much larger
spatial extent than the Swiss or French Alps (< 300 and 200 km long, respectively), as they
spread from ∼ 300 km (Pamir) to more than 2 000 km (Inner TP). Regional divisions remain
arbitrary and alternative delineations could be provided. This is especially true for regions
such as the Tibetan Plateau and the Tien Shan, where we put together glaciers that are under
very different climate influences (e.g., Sakai and Fujita, 2017).

4.7 Conclusion

We assessed the main morphological controls on glacier-wide mass balances of HMA glaciers
for the period 2000-2016. The morphological variables have various influences over our
twelve studied regions and they explain more than one quarter of the mass balance vari-
ability for one third of the regions. The influence of the debris is not completely clear and
complicated to untangle from the effect of the other morphological variables, because heav-
ily debris-covered tongues are often situated at lower elevation than debris-free tongues,
where ablation is higher. Overall, we did not observe systematic differences between debris-
free and debris-covered glaciers in terms of glacier-wide mass balances.

The lake-terminating glaciers have more negative mass balances than the region average.
Nevertheless, this effect is not systematic and specific studies need to be conducted on these
glaciers to better quantify the lake influence and assess the GLOF hazard.

4.8 Supplementary methods

Finding a threshold on the debris cover relative area to classify the glaciers into two
categories: debris-covered and non debris-covered To create a reference database, we
asked five operators to classify 100 randomly selected glaciers, into two categories: debris-
covered (DC) or non debris-covered (non DC), based on Google Earth images. The sum of
the votes for each glacier will thus vary from 0 to 5. For the rest of the study, we will consider
that any glacier with three votes or more is DC and is non DC otherwise. Individually, the
different operators classified between 15 and 30 glaciers as DC. In total, 21 glaciers were
classified as DC.

The link between the number of votes and the debris threshold is not straightforward (Fig-
ure 4.7). This is due to three main factors. First, the separation of the glaciers into two
categories is somehow arbitrary and the different operators have different perceptions of
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Figure 4.7: Debris cover as a function of the number of votes. Each black dot represents a glacier
and the red crosses represent the median for each class. The horizontal dashed lines show debris
thresholds of 10, 15 and 20 %.

what is a DC glacier. Second, the automatic calculation of the debris cover (Kraaijenbrink
et al., 2017) is sometimes quite wrong. For instance, the blue arrow on Figure 4.7 shows
a small debris-free glacier (RGI ID 15.11028) located on the steep north facing slope, in a
cloudy region, where the algorithm used for the automatic detection of debris was not suc-
cessful as it classified snow and ice into debris, due to the effect either of clouds or shadows.
Third, the operators can misinterpret the Google Earth imagery. This was the case for the
glaciers shown by the red arrow on Figure 4.7 (RGI ID 13.39060). The debris extend only
on the right hand side of the tongue, but the dark ice was interpreted as debris by almost all
the operators.

Keeping these limitations in mind, it is still possible to define relevant quantities to as-
sess the quality of the test method (which is the classification based on a threshold on the
debris-cover) against the reference method (which is the classification based on the manual
classification by 5 operators). Each glacier is classified by both methods and we use the
following notation:

• TP (true positive): glaciers classified as DC by the reference method and as DC by the
test method

• FP (false positive): glaciers classified as non DC by the reference method and as DC by
the test method

• FN (false negative): glaciers classified as DC by the reference method and as non DC
by the test method

• TN (true negative): glaciers classified as non DC by the reference method and as non
DC by the test method
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Figure 4.8: Recall, precision and accuracy as a function of the threshold used to categorized the
glaciers on DC or non DC.

A good test method should ideally minimize and balance FP and FN. Additional quantities
can be defined:

• recall T P
T P+FN is the rate of detection of DC relative to the total number of DC

• precision T P
T P+FP is the probability for a glacier detected as DC of being actually a DC

• accuracy T P+TN
T P+FP+TN+FN is the success rate of the method

Ideally, all the above mentioned quantities should be as close to 1 as possible. In practice,
the optimal threshold is obtained where the precision and the recall are equal (e.g., Herreid
and Pellicciotti, 2018). We tested relative debris-covered area thresholds ranging from 10 to
25 % and found an optimal around 19 % (Figure 4.8). The accuracy of the test method for
this threshold is 84 %.

4.9 Going one step further

The statistical analysis presented in this chapter is not fully satisfying, as it does not provide
definitive explanations in terms of glaciological processes. I guess that I was also a bit disap-
pointed by the weakness of the conclusions, whereas I would have expected more contrast
among the different categories of glaciers. However, the enthusiasm of Vincent Jomelli gave
me a different point of view about the strength of these results, and I deeply thank him for
this!

One remaining limitation of this study is the fact that we did not take into account the cli-
mate influence and assumed climatically homogeneous regions, even though we know that
they are not completely homogeneous. Future work should be based on a collaboration with
HMA climate specialists. They would bring new perspectives about the problem and could
help us to refine the region divisions. Another direction could be the study of the surface
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mass balance of neighboring large debris-free and debris-covered tongues. Vincent et al.
(2016) showed that the tongue-wide ablation of the debris-covered Changri Nup Glacier
was reduced compared with a near-by debris-free tongue. However, this is based on a single
glacier tongue and such a comparison would benefit from being repeated. Based on large
scale glacier surface velocity products (e.g., Dehecq et al., 2015), ice thickness estimates (e.g.,
Huss and Farinotti, 2012) and glacier rate of elevation changes, it is possible to estimate the
ablation of debris-covered tongues and to compare them with debris-free tongues. How-
ever, the thickness estimates by Huss and Farinotti (2012) rely on a mass balance gradient
hypothesis, and one should be careful not to produce only a circular reasoning.
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This chapter is written after an article published in the journal The Cryosphere:

Brun, F., P. Wagnon, E. Berthier, J. M. Shea, W. W. Immerzeel, P. D. A. Kraaijenbrink, C. Vin-
cent, C. Reverchon, D. Shrestha, and Y. Arnaud (2018b), Ice cliff contribution to the tongue-
wide ablation of Changri Nup Glacier, Nepal, central Himalaya, The Cryosphere, 12(11),
3439–3457, doi: 10.5194/tc-12-3439-2018

5.1 A short introduction

Ablation at ice cliffs is probably one of the main processes contributing significantly to the
ablation of a debris-covered tongue. It is possible to measure the volume losses of individual
cliffs due to their backwasting (Brun et al., 2016). However, previous attempts were based on
very high resolution data (terrestrial photogrammetry), which require extensive field work,
preventing the application of this method at the scale of a glacier tongue. Consequently,
this study had initially three main objectives:

1. providing the first observation-based assessment of the ice cliff contribution to the
ablation of a debris-covered glacier tongue

2. applying the initial method to lower resolution and gridded data, such as UAV and
Pléiades DEMs in order to cover larger areas

3. improving the treatment of the emergence velocity

This study is based on three months of field work, which represented a substantial part of
my PhD. All these expeditions were great human adventures and taught me a lot about Hi-
malayan glaciers. None of this work could have been done without Patrick Wagnon, who
organized all the logistics and gathered the people with the skills needed for such cam-
paigns. He even learned how to fly a drone! In 2011, Christian Vincent and Patrick Wagnon
collected precious ice thickness data. The Utrecht University team (Walter Immerzeel and
Philip Kraaijenbrink) and Joe Shea (ICIMOD and now at Prince Georges University) did
most of the UAV acquisition and processing. Etienne Berthier acquired the Pléiades images
and we exchanged a lot about the processing. Etienne Berthier, Sonam Sherpa and Dibas
Shrestha were all very skillful field assistants for the (extremely boring) task of surveying
ice cliffs from terrestrial photogrammetry. The experiment design of cliff monitoring was
first suggested by colleagues from ETHZ (Pascal Buri, Jakob Steiner, Evan Miles, Francesca
Pellicciotti), and refined by myself. Camille Reverchon worked as an intern under my su-
pervision and processed the first set of images used for the terrestrial photogrammetry. I
presented this work at the Alpine Glaciology Meeting 2018 (Chamonix) and at the European
Geoscience Union meeting 2018 (Vienna), where it was awarded an Outstanding Student
Poster and Pico (OSPP) award.

5.2 Abstract

Ice cliff backwasting on debris-covered glaciers is recognized as an important mass loss pro-
cess that is potentially responsible for the so-called "debris-cover anomaly", i.e. the fact
that debris-covered and debris-free glacier tongues appear to have similar thinning rates
in Himalaya. In this study, we quantify the total contribution of ice cliff backwasting to
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the net ablation of the tongue of Changri Nup Glacier, Nepal, between 2015 and 2017. De-
tailed backwasting and surface thinning rates were obtained from terrestrial photogramme-
try collected in November 2015 and 2016, unmanned air vehicle (UAV) surveys conducted
in November 2015, 2016 and 2017, and Pléiades tri-stereo imagery obtained in Novem-
ber 2015, 2016, and 2017. UAV- and Pléaides-derived ice cliff volume loss estimates were,
respectively, 3 and 7% less than the value calculated from the reference terrestrial pho-
togrammetry. Ice cliffs cover between 7 and 8% of the total map view area of the Changri
Nup tongue. Yet from November 2015 to November 2016 (November 2016 to November
2017), ice cliffs contributed to 23 +/- 5% (24 +/- 5%) of the total ablation observed on the
tongue. Ice cliffs therefore have a net ablation rate 3.1 ± 0.6 (resp. 3.0 ± 0.6) times higher
than the average glacier tongue surface. However, on Changri Nup Glacier, ice cliffs still
cannot compensate for the reduction of ablation due to debris-cover. In addition to cliffs
enhancement, a combination of reduced ablation and lower emergence velocities could be
responsible for the debris covered anomaly on debris-covered tongues.

5.3 Introduction

Ablation areas in High Mountain Asia (HMA) are heavily debris-covered, meaning that a
potentially large part of melt water originates from ice ablation of debris-covered glacier
tongues (Kraaijenbrink et al., 2017). Numerous studies have demonstrated that a debris
layer thicker than 5–10 cm has a dominant insulating effect and dampens the ablation of ice
beneath it (e.g., Østrem, 1959; Nicholson and Benn, 2006; Reid and Brock, 2010; Reznichenko
et al., 2010; Lejeune et al., 2013). Yet counter-intuitively, similar thinning rates (change in
glacier surface elevation over time) have been observed for clean ice and debris-covered ice
at similar elevations across HMA (Gardelle et al., 2013; Kääb et al., 2012). This ‘debris-cover
anomaly’ (Pellicciotti et al., 2015) has been observed in the Khumbu region (Nuimura et al.,
2012), the Kangri Karpo Mountains (Wu et al., 2018), and at Kanchenjunga (Lamsal et al.,
2017) and Siachen (Agarwal et al., 2017) glaciers.

Two main hypotheses have been proposed to explain this anomaly. First, while ablation rates
are reduced by thick debris, ice cliffs act as local hot spots for melt and thus could contribute
disproportionately to the tongue-averaged ablation (Sakai et al., 1998, 2002; Reid and Brock,
2014; Immerzeel et al., 2014a; Pellicciotti et al., 2015; Steiner et al., 2015; Buri et al., 2016b).
Additionally, other processes linked to supraglacial and englacial water systems could lead
to substantial ablation (e.g., Sakai et al., 2000; Miles et al., 2016, 2018; Benn et al., 2017;
Watson et al., 2018). Second, debris-covered tongues likely have a lower emergence velocity
compared with debris-free tongues (Anderson and Anderson, 2016; Banerjee, 2017). As a
result, similar thinning rates (surface mass balance rate minus emergence velocity) could
potentially be observed for debris-covered and clean ice glaciers, though the measured mass
balance rates would be more negative for clean ice.

In order to partially test the first hypothesis, there is a need to calculate the total contribu-
tion of the additional melt processes to the tongue-wide surface mass balance. In this work,
we focus on the ice cliff contributions, as the processes related to the glacial water system
are currently not quantifiable at the scale of a glacier tongue. For simplicity, hereafter we
use the term net ablation instead of surface mass balance as we focus only on the ablation
areas. We introduce the variable fC , defined as the spatially integrated ratio between the
net ablation from all ice cliffs and the net glacier tongue ablation, to quantify the enhanced
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ablation due to the presence of ice cliffs:

fC =
ḃC
ḃT

=
∆VC
AC
× AT
∆VT

(5.1)

where ḃ is the net ablation, ∆V is the volume loss, A is the area, and the subscript refers to
the cliffs (C) or the glacier tongue (T ). Additionally, we define the quantity f ∗C , which is the
spatially integrated ratio between net ablation from all ice cliffs, and the net ablation on all
non-cliff areas on the glacier tongue (noted with the subscript NC):

f ∗C =
ḃC
ḃNC

=
∆VC
AC
× ANC
∆VNC

=
∆VC
AC
× AT −AC
∆VT −∆VC

= fC
∆VT

∆VT −∆VC
AT −AC
AT

(5.2)

f ∗C has the advantage of not including the ice cliff contributions in the total tongue ablation,
it is thus useful for modeling studies where sub-debris and cliff ablation are estimated in-
dependently or in order to scale the ice cliff ablation from the sub-debris ablation. fC has
the advantage of being directly linked to the total ice cliff contributions to ablation. f ∗C is
expected to be larger than fC , and both terms refer to a glacier-wide value.

Previous model-based estimates of fC range between 6 and 14 (Sakai et al., 2000; Reid and
Brock, 2014; Buri et al., 2016a), while values of f ∗C range between 7 (Juen et al., 2014) and
12 (Sakai et al., 2000). Two studies have quantified fC using direct observations: Brun et al.
(2016) found fC = 6 over Lirung Glacier by extrapolating volume losses measured from very
high resolution photogrammetry on a limited number of cliffs and Thompson et al. (2016)
found a value of 8 by digital elevation model (DEM) differencing at Ngozumpa Glacier in
the Nepalese Himalaya.

Emergence velocities (we) significantly greater than zero have been found previously on
debris-covered glaciers, but we has been neglected in the calculation of fC in all the above-
mentioned studies. Values of we equal to 5.1–5.9 ± 0.28 m a−1 (Nuimura et al., 2011), 0.41 ±
0.05 m a−1 (Vincent et al., 2016) and 0.00–0.35 ± 0.10 m a−1 (Nuimura et al., 2017) have been
found for, respectively, the debris-covered tongues of Khumbu, Changri Nup and Lirung
glaciers in Nepal. However, we stress the fact that these emergence velocities have been
measured at different locations of these debris-covered tongues (in particular close to the
clean ice/debris transition on Khumbu Glacier), on glaciers with very different dynamics.
Neglecting the emergence velocities (i.e., comparing thinning rates instead of ablation rates)
introduces a systematic overestimation of fC . This is due to the fact that cliffs ablate at
higher rates than the rest of the glacier tongue: ice cliff thinning rates are thus less influ-
enced than the thinning rates of debris-covered ice when neglecting the emergence velocity.
As a consequence, the ratio of the cliff thinning rate divided by the mean tongue thinning
rate will overestimate fC . To correctly estimate fC and the fraction of total ice cliff net abla-
tion, thinning rates need to be corrected with the emergence velocity.

Recent studies advocate the use of terrestrial photogrammetry to understand patterns of
ice cliff retreat (e.g., Watson et al., 2017a). Nevertheless, these data can only be collected in
the field with some difficulty, and thus can only be acquired on a limited number of cliffs.
Remote sensing platforms (unmanned aerial vehicles [UAVs], satellites) offer the potential
to provide high resolution topographic data with a glacier-wide or region-wide coverage
but have not yet been evaluated for detailed multi-temporal monitoring of ice cliffs. Here
we test the possibility to use gridded elevation data (i.e. DEMs) obtained from both UAV
and Pléiades imagery to assess the total ice cliff contribution to the tongue-wide net abla-
tion.
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In this study, we use three very high resolution topographic datasets based on terrestrial
photogrammetry, UAV imagery, and Pléiades imagery collected over the tongue of Changri
Nup Glacier, Nepal between 2015 and 2017. From the terrestrial photogrammetry, 3D mod-
els of 12 cliffs are created to calculate reference ice cliff volume losses from 2015 to 2016.
We introduce a new method to calculate ice volume losses based on DEM differencing and
geometric changes (e.g. ice emergence) induced by glacier flow. The new method is vali-
dated with terrestrial photogrammetric estimates of ice cliff volume loss and applied to the
entire Changri Nup Glacier tongue to estimate the fraction of tongue-wide net ablation due
to ice cliffs.

5.4 Study area

This study focuses on the debris-covered part of the tongue of the Changri Nup Glacier, lo-
cated in the Everest region of Nepal (Fig. 5.1). The glacier accumulates mass partly through
avalanche deposition from the surrounding steep slopes (up to ∼6700 m a.s.l.) and flows
down to 5250 m a.s.l. The local equilibrium line altitude (ELA) calculated for the nearby
debris-free West Changri Nup Glacier is approximately 5600 m (Sherpa et al., 2017). We use
the same glacier tongue outline as Vincent et al. (2016), which was derived from a combina-
tion of UAV imagery, velocities measured on the ground and field observations. This outline
is substantially different from the outline available in the Randolph Glacier Inventory 6.0
(Pfeffer et al., 2014), which erroneously connects the debris-covered Changri Nup Glacier
and the debris-free West Changri Nup Glacier.

Debris covers an area of 1.49 ± 0.16 km2 (Fig. 5.1) on the tongue of Changri Nup Glacier.
Twelve ice cliffs were ground-surveyed (Table 5.1 and Fig. 5.1), and the analysis was then
extended to more than 140 ice cliffs of various sizes (Fig. 5.1). The map view area of all
ice cliffs was 70± 14× 103 m2, 72± 14× 103 m2 and 70± 14× 103 m2 in November 2015, in
November 2016 and in November 2017, respectively (see section 4.4.4 for the uncertainty
assessment of the cliff map view areas).

5.5 Data

5.5.1 Terrestrial photogrammetry

Terrestrial photographs of 12 ice cliffs (Table 5.1) were collected during two field campaigns:
24–28 November 2015 and 9–12 November 2016, using survey methods similar to those de-
scribed in Brun et al. (2016) and Watson et al. (2017a). Between 200 and 400 photographs of
each ice cliff were taken from various camera positions using a Canon EOS5D Mark II digi-
tal reflex camera with a Canon 50 mm f/2.8 fixed focal length lens (Vincent et al., 2016). For
each ice cliff, we derived point clouds (PCs) and triangulated irregular networks (TINs) with
Agisoft Photoscan 1.3.4 Professional (Agisoft, 2017). In order to align the photographs and
georeference the final point clouds and derived products, between 7 and 17 ground control
points (GCPs) made of pink fabric were spread around each cliff. GCP positions were sur-
veyed with a Topcon differential global positioning system (DGPS) unit with a precision of
∼ 0.10 m. All markers were used as GCPs and therefore no independent markers were avail-
able for validation. After optimization of the photographs alignment, the marker residuals
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Figure 5.1: Map of Changri Nup Glacier tongue (red outline). The light blue shapes are the twelve
cliffs surveyed with the terrestrial photogrammetry and the orange shapes are all the cliffs of the
tongue. The background image is the Pléiades images of November 2016 (copyright: CNES 2016,
Distribution Airbus D&S). The ice thickness was measured along the upper line of the glacier tongue
outline in 2011 (Vincent et al., 2016). The dotted area is the debris-free part of the tongue (measured
on November 2017).

were on average 0.27 m for the 2015 campaign and 0.18 m for the 2016 campaign. The 3D
area of the surveyed cliffs ranged from 600 m2 to more than 11 000 m2 (Table 5.1).

5.5.2 UAV photogrammetry

UAV imagery of Changri Nup Glacier was obtained in November 2015, November 2016,
and November 2017 using the Sony Cyber-shot WX DSC-WX220 mounted on the fixed-
wing eBee UAV manufactured by senseFly (Table 5.4). Aerial imagery was processed using
a Structure from Motion (SfM) procedure in Agisoft Photoscan (see Vincent et al. (2016) and
Kraaijenbrink et al. (2016a) for details) to produce dense point clouds. Orthomosaics (0.10 m
resolution) and DEMs (0.20 m resolution) were produced for each year. Additional mission
and processing details for each year are given below.

In 2015, five separate eBee flights between 22 –24 November were flown to cover the sur-
face of the glacier. The data were georeferenced using a set of 24 GCPs that were spatially
well-distributed and measured using the Topcon DGPS (Fig. 5.2). Based on 10 additional
independent GCPs, the error of the 2015 UAV product was determined to be 0.04 m hor-
izontal and 0.10 m vertical, which is in the range of expected accuracy (Gindraux et al.,
2017).

On 10 November 2016, Changri Nup was surveyed with three eBee flights. To georeference
the 2016 UAV imagery, we distributed a total of 17 markers on the glacier and measured
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Table 5.1: Characteristics of the 12 surveyed cliffs. The 3D mean area was calculated as the mean of
the November 2015 and 2016 areas, which were measured from the PCs obtained with the terrestrial
photogrammetry on CloudCompare. The perimeter was calculated from the cliff footprint of Novem-
ber 2015 and 2016. The backwasting rate was calculated as the ratio between the cliff backwasting
volume obtained from terrestrial photogrammetry and the 3D mean area, for the period November
2015–November 2016. The cliffs are usually not perfectly planar and they exhibit multiple aspects.
The main aspects were calculated by fitting a plan through the cliff PC or through parts of the PC in
CloudCompare, the main aspect is in bold when it was possible to determine it.

Cliff ID 3D mean Cliff footprint Footprint Elevation Backwasting Main aspects
area [m2] [m2] perimeter [m] [m a.s.l.] rate [m a−1] (slope [degree])

Cliff 01 7543 6575 711 5330 7.5 ± 0.6 SW (44°) / S (46°) / W (39°) / NE (59°)
Cliff 02 1315 1406 260 5343 4.4 ± 0.5 SW (25°) / NW (29°)
Cliff 03 3033 1821 479 5347 4.9 ± 0.5 N (69°)
Cliff 04 1851 1774 286 5352 3.1 ± 0.4 N (42°) / NW (57°) / E (36°)
Cliff 05 11294 8592 607 5353 4.4 ± 0.5 SW (44°) / NW (51°)
Cliff 06 5267 5064 639 5331 5.9 ± 0.5 N (60°) / W (52°) / S (45°) / SW (86°)
Cliff 07 752 979 153 5350 5.6 ± 0.5 SW (41°)
Cliff 08 1282 1307 227 5325 5.8 ± 0.5 S (58°) / SW (59°)
Cliff 09 2408 2263 386 5350 5.4 ± 0.5 SW (60°) / S (46°)
Cliff 10 2426 2521 284 5338 4.5 ± 0.5 N (35°)
Cliff 11 775 630 194 5452 1.2 ± 0.4 N (38°)
Cliff 12 587 653 165 5464 2.5 ± 0.4 W (58°) / SW (50°) / S (40°)

their coordinates with the Topcon DGPS. Unfortunately, due to time constraints, the result-
ing spatial distribution of the markers was suboptimal (Fig. 5.2). Using only these markers
as GCPs had considerable consequences for processing accuracy, and we therefore defined
16 additional virtual tie points. Tie point coordinates were sampled from the November
2015 UAV orthomosaic and DEM (Fig. 5.2), and we selected specific features on boulders
that were (a) clearly identifiable on both the 2015 and 2016 image sets, and (b) located on
stable terrain (Immerzeel et al., 2014a), which we determined from visual inspection of the
Pléiades orthoimages and DEMs.

In 2017, three separate flights were used to survey the glacier on 23 November, and 30 GCPs
were collected (Fig. 5.2). Residuals, based on 6 independent check points, were 0.10 m in
horizontal and 0.14 m in vertical.

5.5.3 Pléiades tri-stereo photogrammetry

Three triplets of Pléiades images were acquired over the study area on 22 November 2015,
13 November 2016, and 24 October 2017 (Table 5.5). The along-track angles of the acqui-
sitions gave base-to-height ratios that ensured suitable stereo capabilities (e.g., Belart et al.,
2017). For each acquisition, we derived a 2 m DEM and a 0.5 m orthoimage using the
Ames Stereo Pipeline (ASP; Shean et al., 2016) using only the rational polynomial coeffi-
cients (RPCs) provided with the imagery (no GCPs) and the same processing parameters as
Marti et al. (2016). We used the stereo routine of ASP to derive one PC from each triplet of
images, which was gridded into a single 2 m DEM using the point2dem routine. Orthoimages
were generated from the image closest to the nadir using the mapproject function and a 2 m
resolution DEM, which was gap-filled with 4 and 8 m DEM resolutions derived similarly.
This ensured sharp and gap-free images.

Each Pléiades orthoimage was co-registered to the corresponding UAV orthomosaic by vi-
sually matching boulders on stable ground. The accuracy of this co-registration was ex-
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Figure 5.2: Map of Changri Nup Glacier showing the extent of the UAV DEMs and the location of
the markers used. The background image is the multispectral Pléiades image of November 2016
(copyright: CNES 2016, distribution Airbus D&S).

amined by calculating the median displacement on a 2.4 km2 area of stable terrain located
off-glacier. An east to west residual displacement of 0.05 m and a north to south residual
displacement of -0.09 m was identified after co-registration. This absolute co-registration
was needed to compare the UAV and Pléiades datasets, but would not be necessary while
working with Pléiades data only. In the latter case, the robustness of the Pléiades processing
based only on RPCs would be sufficient to co-register the images and DEMs relatively using
automatic co-registration methods.

Each Pléiades DEM was shifted with the same horizontal displacement as the corresponding
orthoimage (Table 5.5). Automatic co-registration methods applied to the manually-shifted
DEMs (Berthier et al., 2007; Nuth and Kääb, 2011) resulted in no improvement of the stan-
dard deviation of elevation changes on stable terrain. Thus, no further horizontal shift was
applied. The vertical shift between the two Pléiades DEMs, calculated as the median eleva-
tion change on stable terrain, was equal to -7.43 m and -3.31 m for the periods November
2015–November 2016 and November 2016–November 2017, respectively. These vertical
offsets are quite large but expected, as the DEMs are derived from the orbital parameters
only (Berthier et al., 2014). We corrected these offsets by subtracting them from the elevation
difference map. Elevation changes over stable terrain have no relation to the slope, aspect
or curvature (Fig. 5.3).
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Figure 5.3: Elevation changes on stable terrain from Pléiades DEMs of November 2015 and Novem-
ber 2016 as a function of curvature, slope and aspect.
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For these three satellite-based datasets, the duration between acquisition dates was 350 to
381 days. All displacements and volumes were linearly adjusted (divided by the number of
days between the acquisition dates and multiplying by the total number of days in a year)
to obtain annual velocities and change rates.

5.5.4 Update of existing datasets

We updated two datasets from Vincent et al. (2016): the glacier surface velocity and the cross
sectional ice thickness data.

Surface velocity fields

Surface velocity fields were derived from the correlation of the Pléiades orthoimages and
UAV orthomosaics using COSI-corr (Leprince et al., 2007). The UAV orthomosaics were re-
sampled to a resolution of 0.5 m to match the Pléiades orthoimages. For both data sets we
choose an initial correlation window size of 256 pixels and a final size of 16 pixels (Kraai-
jenbrink et al., 2016a). The step was set to 16 pixels, leading to a final grid spacing of 8
m.

Figure 5.4: Annual horizontal velocity fields deduced from the correlation of Pléiades orthoimages.
The field is linearly interpolated in the area of missing data.

The raw correlation outputs were filtered to retain pixels with a signal to noise ratio larger
than 0.9. We manually removed pixels at ice cliff locations, as cliff retreat lead to large geo-
metric changes and therefore poor correlation. These outputs were filtered with a 9×9 pixel
window moving median filter and then gap-filled with a bilinear interpolation (Fig. 5.4).
The patterns of displacement from UAV and Pléiades are in very good agreement. The ve-
locities measured with Pléiades match well with the field data (ablation stake displacements
measured with a DGPS between November 2015 and November 2016), with the notable ex-
ception of a stake located where the velocity gradient is high and for which the Pléiades
images could not be correlated due to snow, leading to a poor bilinear interpolation (Fig.
5.5). Nevertheless, the maximum displacement in the remote sensing data (around 11 m
a−1) is less than that observed in the 2011–2015 field data (around 12 m a−1; Vincent et al.,
2016). This is due to a slowdown of the glacier that is also observed also in the 2015–2016
field data.
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Figure 5.5: Comparison of the field measured velocity with the Pléiades measured velocity. The
dashed line is the 1:1 line.

Cross section ice thickness

A cross sectional profile of ice thickness was measured upstream of the debris-covered
tongue (Fig. 5.1) in October 2011, with a ground penetrating radar (GPR) working at a fre-
quency of 4.2 MHz (Vincent et al., 2016). The original cross-sectional area was 79 300 m2 in
2011 and 78 200 m2 in 2015 (Vincent et al., 2016). Between November 2015–November 2016
and November 2016–November 2017, the cross sectional area decreased from S2015−2016 =
76 900 m2 to S2016−2017 = 76 340 m2 (with Syr1−yr2 being the mean cross sectional area be-
tween the year 1 and 2), based on the 0.86 m a−1 thinning rate measured over the November
2015–November 2017 period along the profile. Following Azam et al. (2012), who measured
the ice thickness of Chhota Shigri Glacier (15.48 km2 flowing from 5830 to 4050 m a.s.l.
with a maximum measured ice thickness of ∼270 m) using the same methods, we estimated
that the absolute uncertainty on the ice thickness is ± 15 m, which leads to an uncertainty on
the cross sectional area (σS) of ± 10 000 m2, as the length of the cross-section is 670 m.

5.6 Methods

5.6.1 Emergence velocity

The emergence velocity refers to the upward flux of ice relatively to the glacier surface in an
Eulerian reference system (Cuffey and Paterson, 2010). For the case of a glacier in steady-state
(i.e., no volume change at the annual scale), the emergence velocity balances exactly the net
ablation for any point of the glacier ablation area (Hooke, 2005). For a glacier out of its steady
state (such as Changri Nup Glacier) the thinning rate in the ablation area is the sum of the
net ablation and the emergence velocity (Hooke, 2005). On debris-covered glaciers, while the
thinning rate is relatively straightforward to measure from DEM differences, for example,
the ablation is highly variable in space and difficult to measure (e.g., Vincent et al., 2016). In
order to evaluate the mean net ablation of Changri Nup Glacier tongue from the thinning
rate, we estimate mean emergence velocities (we) for November 2015–November 2016 and
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November 2016–November 2017 using the flux gate method of Vincent et al. (2016). As
the ice flux at the glacier front is 0, the average emergence velocity downstream of a cross-
section can be calculated as the ratio of the ice flux through the cross-section (Φ in m3 a−1),
divided by the glacier area downstream of this cross-section (AT in m2):

we =
Φ

AT
(5.3)

This method requires an estimate of ice flux through a cross-section of the glacier, and is
based here on measurements of ice depth and surface velocity along a profile upstream of
the debris-covered tongue (Figs. 5.1 and 5.4). The ice flux is the product of the depth-
averaged velocity (ū in m a−1) and the cross-sectional area. For the periods November 2015–
November 2016 and November 2016–November 2017, centerline velocities were equal to
10.8 m a−1 and 11.1 m a−1, respectively. Assuming that mean surface velocity is usually 70
to 80 % of the centerline velocity (e.g., Azam et al., 2012; Berthier and Vincent, 2012), this
gives mean surface velocities along the upstream profile of 8.1 ± 0.6 m a−1 in 2015-2016,
and 8.3 ± 0.6 m a−1 for 2016-2017. We used the relationship between the centerline velocity
and the mean velocity, instead of an average of the velocity field along the cross section,
because the image correlation was not successful on a relatively large fraction (∼ 30 %) of
the cross section.

Converting the surface velocity into a depth-averaged velocity requires assumptions about
basal sliding and a flow law (Cuffey and Paterson, 2010). Little is known about the basal con-
ditions of Changri Nup Glacier, but Vincent et al. (2016) assumed a cold base, and therefore
no sliding. This leads to ū being approximated as 80 % of the surface velocity, assuming n =
3 in Glen’s flow law (Cuffey and Paterson, 2010). As an end-member case, assuming that the
motion is entirely by slip implies ū equals to the surface velocity (Cuffey and Paterson, 2010).
Consequently, we followed Vincent et al. (2016) and assumed no basal sliding, but we took
the difference between the two above-mentioned cases as the uncertainty on ū. This gives ū
= 6.5 ± 1.6 m a−1 for 2015-2016 and ū = 6.6 ± 1.7 m a−1 for 2016–2017.

Assuming that cross-sectional area (σS) and the depth-averaged velocity (σū) are indepen-
dent, uncertainty in the ice flux (σΦ ) can be estimated as:

σΦ
Φ

=

√
σū
ū

2
+
σS
S

2
(5.4)

Given the above mentioned values for the depth-averaged velocity, the cross-sectional area
and the associated uncertainties, the relative uncertainty in the estimated ice flux is ∼30 %.
As a result, for the November 2015–November 2016 and November 2016–November 2017
periods, the ice flux was 499 700 ± 150 000 m3 a−1 and 503 840 ± 150 000 m3 a−1, respec-
tively. The glacier tongue area was considered unchanged at 1.49 ± 0.16 km2, corresponding
to we = 0.33 ± 0.11 m a−1 for 2015-02016 and we = 0.34 ± 0.11 m a−1 for 2016–2017.

It is notoriously difficult to delineate debris-covered glacier tongues (e.g., Frey et al., 2012).
Uncertainty in the outline position of ± 20 m leads to a relative uncertainty in the glacier
area of 11 %, which is higher than the 5 % given by Paul et al. (2013). In this case, the
uncertainty on the glacier outline is not the main source of uncertainty in we. However,
if we had used automatically delineated outlines, this would be an important source of
uncertainty. The updated emergence velocity is ∼20 % lower than estimated for the 2011-
2015 period (Vincent et al., 2016), due to both the thinning and deceleration of the glacier
at the cross-section. As the difference in we between November 2015–November 2016 and
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November 2016–November 2017 is insignificant, we consider we to be constant and equal
to we = 0.33 ± 0.11 m a−1 for the rest of this study. It is noteworthy that we is likely to be
spatially variable, however, we have no means to assess its spatial variability.

5.6.2 Ice cliff backwasting calculation

Point cloud deformation

α
us

‐ us tan α 

ws

glacier flowline

glacier surface

 glacier surface tangent

Figure 5.6: Definition of the different flow components, adapted from Hooke (2005).

Every point on the glacier surface moves with a horizontal velocity us, along a surface slope
α and is advected upwards following the vertical velocity ws (Fig. 5.6; Hooke, 2005; Cuffey
and Paterson, 2010):

ws = us tanα +we (5.5)

When DEM differencing is applied, observed thinning rates at every point on the glacier
surface is a combination of net ablation and displacement caused by glacier flow. In order
to exclusively measure the volume loss associated with the net ablation, we deformed the
PCs by displacing individual points for the datasets acquired in November 2015 and in
November 2016. This accounts for three-dimensional glacier flow between November 2015
and November 2016 and between November 2016 and November 2017, respectively. For
the terrestrial photogrammetry and UAV data, we applied these deformations directly to
each point in the PCs. For the Pléiades data, we artificially oversampled the DEM on a 0.5
m resolution grid and converted this DEM to a PC, using the gdal_translate function. All the
points of the PCs were displaced in x, y and z direction:

xt+dt = xt +us,xdt
yt+dt = yt +us,ydt
zt+dt = zt +wsdt

(5.6)

where us,x and us,y are the x and y components of the horizontal velocity, dt is the duration
between the two acquisitions and z is the glacier surface elevation.

Even though we is likely to be spatially variable, we consider it to be homogeneous over
the whole ablation tongue. The horizontal velocity us was directly taken from the bilinear
interpolation of the Pléiades velocity field (Fig. 5.4). The term us tanα, can be expressed
as:

us tanα =
z(x+us,xdt,y +us,ydt)− z(x,y)

dt
(5.7)

As the ice flows along the longitudinal gradient instead of the rough local surface slope, we
extracted z from a version of the Shuttle Radar Topography Mission (SRTM) DEM smoothed
with a Gaussian filter using a 30 pixel kernel size (Fig. 5.7).

For the Pléiades and UAV data, we then gridded the deformed PCs using the point2dem ASP
function (Shean et al., 2016) and derived the associated maps of elevation changes (Figs. 5.9
and 5.10).
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Figure 5.7: Maps of elevation of Changri Nup Glacier (black outline) obtained from the original
SRTM DEM (a) and from the SRTM DEM blurred with a five (b), thirty (c) and sixty (d) pixel Gaussian
kernel.
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Ice cliff volume change from TINs

In order to measure the volume changes due to cliff retreat from the TINs derived from ter-
restrial photos, we applied the method from Brun et al. (2016) with some methodological
improvements. First, the field of displacement was assumed to be homogeneous at the cliff
scale in Brun et al. (2016). In this study, we use interpolated values of the local field of dis-
placement with a resolution of 8 m. This would be an important methodological refinement
for ice cliffs on fast flowing glaciers with a rotational component, but has minor influence
for the cliffs of interest in this study (Fig. 5.8a). Second, we added more analogous points in
the cliff edge triangulation method. Analogous points are points that are assumed to match
in the two acquisitions (e.g. the corners of cliffs; Fig. 5.8b). Brun et al. (2016) discretized
the triangulation problem assuming that the final number of points was equal on the upper
and on the lower side of the cliff outline (i.e. implicitly assuming that the two corners of
the cliffs were the only analogous points). In this study, the operator can choose how many
analogous points are needed to link the two cliff outlines. Consequently, the method is now
able to handle larger geometry changes than previously, under the assumption that some
analogous parts of the cliffs are identifiable on both cliff outlines.

Ice cliff volume change from DEMs

To calculate ice cliff volume change from the DEMs, the mean elevation change was cor-
rected for glacier flow below a cliff mask multiplied by the projected map view area of the
mask. The cliff mask was defined as the union of the shapefiles of the cliff outlines, and
is called the cliff footprint and noted A2D hereafter. The cliff outlines were manually de-
lineated both on the Pléiades and UAV orthoimages for November 2015, November 2016
and November 2017. For each acquisition, we used deformed outlines of November 2015
and November 2016 cliffs when working with the corresponding deformed DEM difference.
We manually edited the cliff mask to make sure we included the terrain along which the
cliff retreated. In particular, this implied linking the corners of the cliff outlines of the two
acquisitions in many cases (Fig. 5.8c).

5.6.3 Sources of uncertainty on the ice cliff backwasting

The main sources of uncertainties on the volume loss estimates are (1) the uncertainty on the
spatial distribution of the emergence velocity (σe); (2) uncertainties of the horizontal surface
displacement (σd); (3) uncertainty introduced by the displacement along the slope (σw); (4)
uncertainties of the cliff outlines delineation (σm) and (5) uncertainties of the various repre-
sentations of the glacier surface in TINs and DEMs (σz). The first, second and third sources
of uncertainties are common to the three datasets and the third and fourth ones are specific
to each dataset. We assume these five sources of uncertainty to be independent.

Emergence velocity

We calculated a mean emergence velocity for the tongue of 0.33 ± 0.11 m a−1, but as the
spatial variability was unknown extreme values of emergence velocities were tested to esti-
mate σe. We choose 0.00 m a−1 as a lower limit because the emergence velocity is positive
in the ablation area (Hooke, 2005; Cuffey and Paterson, 2010). For a thinning glacier, the net
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Figure 5.8: Examples of the methodological processing for cliff 05, located on a slow flowing area (left
panels) and cliff 11, located in a fast flowing area (right panels). For all the panels the cliff outlines
are represented in UTM45/WGS84. a- influence of the glacier flow correction, and comparison with
a uniform translation. B- example of analogous points needed for the triangulation regularization.
c- difference between the individual cliff outlines and the cliff footprint needed to calculate the cliff
contribution for gridded data (DEMs).
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ablation is higher than the emergence velocity (e.g., Hooke, 2005), consequently, the net ab-
lation can be used as a proxy for the upper bound for the emergence velocity. The maximum
net ablation measured with stakes within the period 2014–2016 on the tongue of Changri
Nup (2.22 m a−1) was chosen as the upper limit (Vincent et al., 2016). We tested these values
on the terrestrial photogrammetry-based volume change estimate of each cliff (Fig. 5.11a).
Except for cliff 11, the relative volume change that resulted from the test was always below
+40 % for an increase in the emergence velocity and -5 % for a decrease in the emergence
velocity. Cliff 11 likely exhibits a high sensitivity to the emergence velocity due to its rel-
atively shallow slope and its very small volume loss (Tables 5.1 and 5.2). The tested range
of values of emergence velocities is rather extreme for the case of Changri Nup Glacier, and
we therefore assumed that the uncertainty due to the emergence velocity was equal to the
median of the relative volume change for an increase in the emergence velocity (23 %). As a
consequence, σe = 0.23V , where V is the cliff volume change.

Horizontal displacement

The quality of the horizontal surface displacement derived from Pléiades orthoimages was
evaluated by comparison with field measurements of the surface displacement. The median
of the absolute difference between the 16 field measurements (stakes and marked rocks)
and the corresponding Pléiades measurements was 30.8 cm. We therefore assumed that the
uncertainty introduced by the horizontal displacement (σd) is 30 cm. The conversion into
volumetric uncertainty, σd , was made by multiplying this uncertainty by the cliff 3D area
(A3D) for the terrestrial photogrammetry and by the cliff footprint area (A2D) for the UAV
and Pléiades (Table 5.1).

Displacement along the glacier slope

The uncertainty on us tanα depends mostly on the uncertainty on the mean slope of the
surrounding glacierized surface (Hooke, 2005). Kernel sizes of 5 and 60 pixels used to fil-
ter the SRTM DEM produced respective mean elevation changes on the cliff mask of -0.51
and -0.33 m a−1. As these values correspond to relatively sharp and very smooth DEMs,
half of the difference between these two values (10 cm) is a good proxy for the uncertainty
due to this correction. We converted this uncertainty into a volumetric uncertainty (σw) by
multiplying it by the cliff 3D area (A3D) for the terrestrial photogrammetry and by the cliff
footprint area (A2D) for the UAV and Pléiades.

Cliff mapping

The uncertainty on the cliff mapping from Pléiades orthoimages was empirically assessed
by asking eight different operators (most of the co-authors of this study) to map six cliffs
for which we had reference outlines from the terrestrial photogrammetry. The operators
had access to the Pléiades orthoimage of November 2016 and to the corresponding slope
map. We calculated a normalized length difference defined as the difference between the
area mapped by the operator and the reference area divided by the outline perimeter. The
median normalized length difference ranged between -0.7 and 1.7 m, and was on average
equal to 0.6 m, meaning that the operators systematically overestimated the cliff area. The
mean of the absolute value of the median normalized length difference was 0.8 m, which
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was used as an estimate for the cliff area delineation uncertainty. We conservatively as-
sumed the same value for the Pléiades orthoimages and UAV orthomosaics, even though it
should be lower for the UAV orthomosaics because of their higher resolution. For the ter-
restrial photogrammetry data, we assumed no uncertainty on the cliff area. The volumetric
uncertainty σm was obtained by multiplying this value by the perimeter of cliff footprint
and by the mean elevation change from DEM differences for UAV and Pléiades.

Accuracy of the topographic data

The uncertainty on the vertical accuracy of the terrestrial photogrammetry was directly
estimated as the mean of the GCPs residual of all cliffs (0.21 m). For the UAV and Pléiades
orthoimages we followed the classical assumption of partially correlated errors (Fischer et al.,
2015; Rolstad et al., 2009) and therefore σz is given by:

σz =

 A2Dσ∆h

√
Acor

5A2D
;A2D ≥ Acor

A2Dσ∆h ;A2D < Acor
(5.8)

where Acor = πL2, with L being the decorrelation length and σ∆h being the normalized me-
dian of absolute difference (NMAD; Höhle and Höhle, 2009) of the elevation difference on
stable ground. We experimentally determined L = 150 m for both the UAV and Pléiades
data, even though the spherical model was not fitting the Pléiades semi-variogram very
well. We found σ∆h = 0.27 m for the UAV and 0.36 m for Pléiades.

Under the assumption that the different sources of uncertainty are independent, the final
uncertainty on the volume estimate σV is:

σV =
√
σ2
e + σ2

d + σ2
w + σ2

m + σ2
z (5.9)

5.7 Results

5.7.1 Comparison of TIN based and DEM based estimates

The volume changes estimated from terrestrial photogrammetry (our reference) and from
UAV / Pléiades data are in good agreement and within error bars (Table 5.2 and Fig. 5.12).
The total volume loss estimated for these twelve cliffs for the period November 2015–
November 2016 is 193 453 ± 19 647 m3 a−1 using terrestrial photogrammetry and 188 270
± 20 417 m3 a−1 and 181 744 ± 19 436 m3 a−1 using UAV and Pléiades, respectively. The
total relative difference is therefore -3 % for the UAV and -7 % for Pléiades, which is smaller
than the uncertainty on each estimate (∼10 %, calculated as the quadratic sum of the twelve
individual cliff uncertainty estimates, assumed to be independent). The total Pléiades and
UAV estimates are lower than the reference estimate, nevertheless, this is probably due to
the estimate of the largest cliff (cliff 01), as there is no systematic under estimation of the
volume for individual cliffs (Fig. 5.12).
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Figure 5.9: Panels showing maps of: raw elevation change for UAV (a, c), elevation change corrected
from flow for UAV (b, d). The panels c and d correspond to a zoom in the dashed rectangle (a).
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Figure 5.10: Panels showing maps of: raw elevation change for Pléiades (a, c), elevation change
corrected from flow for Pléiades (b, d). The panels c and d correspond to a zoom in the dashed
rectangle (a).
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Figure 5.11: Sensitivity of the normalized volume change estimate to the emergence velocity for each
cliff with two tested emergence velocities (a) and for all cliffs with various emergence velocities tested
(b). In the latter, each cross represent a cliff and the open circles represent the median, note that cliff
11 relative volume change is not visible for emergence velocities higher than 2.2 m a−1, because it is
more than 150 %. The volume estimates are from terrestrial photogrammetry data.
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Table 5.2: Volume loss from the three methods for each cliff

Cliff ID Volume Volume Volume
terrestrial photogrammetry UAV Pléiades
[m3 a−1] [m3 a−1] [m3 a−1]

Cliff 01 54066 ± 12735 51587 ± 12946 44259 ± 11303
Cliff 02 5538 ± 1361 5726 ± 1664 6464 ± 1877
Cliff 03 14374 ± 3486 9460 ± 3038 10345 ± 3318
Cliff 04 47771 ± 11733 49691 ± 12258 48075 ± 12066
Cliff 05 5543 ± 1442 6136 ± 1767 6802 ± 1975
Cliff 06 12562 ± 3020 13224 ± 3651 13459 ± 3736
Cliff 07 7146 ± 1709 7496 ± 2080 7762 ± 2169
Cliff 08 29685 ± 7092 29315 ± 7635 28748 ± 7596
Cliff 09 4034 ± 967 4203 ± 1167 3838 ± 1104
Cliff 10 10439 ± 2559 9143 ± 2472 10485 ± 2845
Cliff 11 1398 ± 386 1747 ± 595 1000 ± 431
Cliff 12 899 ± 350 542 ± 311 507 ± 339
Total 193453 ± 19647 188270 ± 20417 181744 ± 19436

5.7.2 Sensitivity to the emergence velocity

As Changri Nup Glacier is a slow flowing glacier, the emergence velocity is small and the
associated uncertainty is low (Fig. 5.11a). Nevertheless, with our dataset it is possible to
explore more extreme emergence velocities up to 5 m a−1, which is a value inferred for a
part of the Khumbu Glacier tongue and which is also the maximum emergence velocity
measured on a debris-covered tongue (Nuimura et al., 2011). Our results show that, as a rule
of thumb, every 1 m a−1 error on the emergence velocity would increase the one-year volume
change estimate by 10 % (Fig. 5.11b). It is noteworthy that the main source of uncertainty
on the cliff volume change is the uncertainty on the emergence velocity.

5.7.3 Importance of the glacier flow corrections

In order to check the internal consistency of the glacier flow correction, we calculated mean
net ablation over the glacier tongue (the mean rate of elevation change minus the emergence
velocity) before and after corrections. For the period November 2015–November 2016, with-
out flow correction the mean tongue net ablation was equal to -1.07 ± 0.27 m a−1 and -1.18
± 0.36 m a−1 for the UAV and Pléiades DEM differences, respectively. After the glacier flow
correction (Eq. 5.6), the mean tongue net ablation was equal to -1.10 ± 0.27 m a−1 and -1.20
± 0.36 m a−1 for the UAV and Pléiades data, respectively. The very good consistency between
each estimate lends confidence to the fact that our glacier flow correction conserves mass.
The same consistency was found for the period November 2016–November 2017.

For individual cliffs, the contribution of the glacier flow corrections were small relative
to the uncertainties (Fig. 5.12), except for cliff 11 and 12 that experienced a small volume
change. These two cliffs are also located in the fastest flowing part of the glacier tongue. The
low magnitude of the glacier flow correction is a result of (1) the small displacements of most
of the cliffs and (2) the vertical displacement due to slope, which tended to compensate for
the emergence velocity (Fig. 5.6). Nevertheless, for the two smallest and fast moving cliffs



122

103 104 105

Volume change from photogrammetry [m3  a−1 ]

103

104

105

V
o
lu

m
e
 c

h
a
n
g
e
 f

ro
m

 P
le

ia
d
e
s 

[m
3

 a
−

1
]

Cliff 02

Cliff 03

Cliff 08

Cliff 06

Cliff 07

Cliff 12

Cliff 05

Cliff 04

Cliff 09

Cliff 10

Cliff 11

Cliff 01

a

Pleiades corrected

Pleiades non corrected

103 104 105

Volume change from photogrammetry [m3  a−1 ]

103

104

105

V
o
lu

m
e
 c

h
a
n
g
e
 f

ro
m

 U
A

V
 [

m
3

 a
−

1
]

Cliff 02

Cliff 03
Cliff 08

Cliff 06

Cliff 07

Cliff 12

Cliff 05

Cliff 04

Cliff 09

Cliff 10

Cliff 11

Cliff 01

b

UAV corrected

UAV non corrected

Figure 5.12: Comparison of the ice cliff volume changes estimated from DEM differences between
Pléiades (a) or UAV (b) and terrestrial photogrammetry. Note the log scale. For each panel, "cor-
rected” means taking into account the geometric corrections due to glacier flow and “non corrected”
means neglecting them.
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(cliffs 11 and 12), these corrections were much larger and resulted in improved estimates of
volume change for both Pléiades and UAV data (Fig. 5.12).

5.7.4 Total contribution of ice cliffs to the glacier tongue net ablation for
the period November 2015–November 2016

In addition to the 12 cliffs mapped in the field, we manually mapped 132 additional ice cliffs
from the Pléiades and UAV orthoimages and slope maps. The total map view cliff footprint
area from November 2015 and November 2016 was 113 ± 21 × 103 m2, i.e. 7.4 % of the
total tongue map view area. Averaged over this cliff mask, the UAV (respectively Pléiades)
rate of elevation change corrected from glacier flow and emergence was -3.88 ± 0.27 m a−1

(respectively -3.91 ± 0.36 m a−1). This corresponds to a total average volume loss at ice cliffs
of 440± 54× 103 m3 a−1.

The three largest cliffs contribute to almost 40 % of the total net ablation from cliffs (Fig.
5.13). As there is some variability in the rate of cliff thinning, the volume change of each
cliff is not always directly related to its area (Figs. 5.13 and 5.14). Nevertheless, the largest
cliffs dominate the volume loss, as 80 % of the total cliff contribution originates from the
20 largest cliffs in our study and all the cliffs below 2 000 m2 (i.e., the 120 smallest cliffs)
contribute to less than 20 % of the total volume loss (Fig. 5.13).

For the same period the tongue-averaged rate of elevation change was -0.79 ± 0.21 m a−1

(average of the UAV and Pléiades thinning rates). After adding the emergence velocity,
this corresponds to a net glacier tongue ablation of 1.12 ± 0.21 m a−1 or a volume loss of
1.9± 0.2× 106 m3 a−1. Consequently, the fraction of total net glacier tongue ablation due to
cliffs was 23 ± 5 %, these cliffs covered only 7.4 % of the tongue area. The factors fC and f ∗C
were thus equal to 3.1 ± 0.6 and 3.7 ± 0.7, respectively.

5.7.5 Total contribution of ice cliffs to the glacier tongue net ablation for
the period November 2016–November 2017

For the period November 2016–November 2017, we relied on the Pléiades and UAV data
only. The cliff footprint area from November 2016 and November 2017 was 120 ± 21 × 103

m2, i.e. 7.8 % of the total tongue area. Averaged over this cliff mask, the UAV (respectively
Pléiades) rate of elevation change corrected for glacier flow and emergence was -4.76 ± 0.27
m a−1 (-4.43 ± 0.36 m a−1). The average from the Pléiades and UAV data gives a total ice cliff
volume loss of 550± 66× 103 m3 a−1.

The average thinning rate over the terminus was -1.18 ± 0.21 m a−1 (average of the UAV
and Pléiades thinning rates). This corresponds to a net glacier tongue ablation of 1.51 ±
0.21 m a−1, after correction for the emergence, or a total volume loss of 2.3 ± 0.2 × 106 m3

a−1. Consequently, between 2016 and 2017 ice cliffs contributed to 24 ± 5 % of the net
glacier tongue ablation. The factors fC and f ∗C were thus equal to 3.0 ± 0.6 and 3.6 ± 0.7,
respectively.
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Figure 5.13: Individual ice cliff contributions for the period November 2015–November 2016 based
on the UAV data. The left axis shows the cumulative volume (black dots) and area (black crosses),
expressed as a percentage of the total volume or area, respectively.

5.8 Discussion

5.8.1 Cliff evolution and comparison of two years of acquisition

The total are covered by ice cliffs did not vary significantly from year to year, ranging from
70 ± 14 × 103 m2 in November 2015 and 2017 to 71 ± 14 × 103 m2 in November 2016. The
twelve individual cliffs surveyed showed substantial variations in area within the course of
one year, with a maximum increase of 57 % for the large cliff 06 and a decrease of 34 %
for cliffs 03 and 09 (Table 5.3). The total area of these twelve cliffs increased by 8 % in
one year. Interestingly, over the same period, Watson et al. (2017a) observed only declining
ice cliff area on the tongue of Khumbu Glacier (∼6 km away), suggesting a lack of regional
consistency. All the large cliffs (most of them are included in the twelve cliffs surveyed with
the terrestrial photogrammetry) persisted over two years of survey, including the south or
south-west facing ones (Table 5.1), although south facing cliffs are known to persist less than
non south facing ones (Buri and Pellicciotti, 2018). However, we observed the appearance
and disappearance of small cliffs, and terrain that was difficult to classify as cliff or non-
cliff, highlighting the challenge in mapping regions covered by thin debris (e.g., Herreid and
Pellicciotti, 2018).

We calculated backwasting rates for the twelve cliffs monitored with terrestrial photogram-
metry for the period November 2015–November 2016 (Table 5.1). The backwasting rate is
sensitive to cliff area changes (because it is calculated as the rate of volume change divided
by the mean 3D area) and should be interpreted with caution for cliffs that underwent large
area changes (e.g., cliffs 01, 02, 03, 06, 09 and 11; Table 5.3). The backwasting rates ranged
from 1.2 ± 0.4 to 7.5 ± 0.6 m a−1, reflecting the variability in terms of ablation rates among
the terrain classified as cliff (Fig. 5.14). The lowest backwasting rates are observed for cliffs
11 and 12, located on the upper part of the tongue, roughly 100 m higher than the other
cliffs (Fig. 5.1 and Table 5.1). The largest backwasting rates were observed for cliff 01,
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Table 5.3: 3D area changes of the twelve field monitored cliffs

Cliff ID Area 2015 [m2] Area 2016 [m2] Relative area change (%)

Cliff 01 6126 8961 46
Cliff 02 1135 1496 32
Cliff 03 3650 2415 -34
Cliff 04 1915 1788 -7
Cliff 05 11323 11265 -1
Cliff 06 4099 6435 57
Cliff 07 749 756 1
Cliff 08 1286 1278 -1
Cliff 09 2897 1918 -34
Cliff 10 2659 2192 -18
Cliff 11 466 707 52
Cliff 12 818 732 -11
Total 37124 39942 8

which expanded significantly between November 2015 and November 2016. The backwast-
ing rates are lower than those reported by Brun et al. (2016) on Lirung Glacier (Langtang
catchment) for the period May 2013–October 2014, which ranged from 6.0 to 8.4 m a−1

and lower than those reported by Watson et al. (2017a) on Khumbu Glacier for the period
November 2015–October 2016, which ranged from 5.2 to 9.7 m a−1 (we reported the values
for cliffs which survived over their entire study period only). These differences are likely
due to temperature differences between sites. Indeed, the cliffs studied here are at higher
elevation (5320–5470 m a.s.l.) than the two other studies (4050–4200 m a.s.l. for Lirung
Glacier and 4923–4939 m a.s.l. for Khumbu Glacier).

While a comparison between only two years of data cannot be used to extrapolate our results
in time, we note the similarity between the total ice cliff contribution to net ablation (23 ± 5
% and 24 ± 5 % in November 2015–November 2016 and November 2016–November 2017,
respectively). In contrast, total net ablation of the Changri Nup Glacier tongue was ∼25 %
higher for the period November 2016–November 2017 than for the period November 2015–
November 2016. While a difference in meteorological conditions between these two years is
a likely cause of the greater ablation totals, the ice cliffs seem to contribute a constant share
to the total ablation.

5.8.2 Influence of emergence velocity and glacier flow correction on fC
and f ∗C

In most studies quantifying ice cliff ablation (Brun et al., 2016; Thompson et al., 2016), the
glacier thinning rate was assumed to be directly equal to the net ablation rate, i.e. emer-
gence velocity was assumed to be zero. If we make the same assumption (but still include
the corrections for horizontal displacement and the vertical displacement due to the slope),
we find a mean thinning rate of 0.80 ± 0.10 m a−1 for the tongue and of 3.59 ± 0.17 m a−1

for the cliffs (average of UAV and Pléiades data) for the period November 2015–November
2016. This results in calculated values of fC = 4.5 ± 0.6 (and f ∗C = 5.4 ± 0.7), which is 50 %
higher than the actual value. Ice cliffs would thus contribute to ∼34 % of the total tongue
ablation. For the period November 2016–November 2017, the same assumption results in
fC = 3.6 ± 0.6 (and f ∗C = 4.3 ± 0.7), and an ice cliff contribution of ∼29 % to the total tongue
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ablation. Neglecting we might partially explain why previous studies found significantly
higher values of fC , and our results stress need to estimate and take into account ice flow
emergence, even for nearly-stagnant glacier tongues like Changri Nup Glacier (see Discus-
sion below).

Values of fC and f ∗C not corrected for the emergence velocity can be compared to the previous
observational estimates. Both Brun et al. (2016) and Thompson et al. (2016) found values
higher than our estimates. Part of the difference might arise from the different climatological
settings, as Lirung and Ngozumpa glaciers are located at lower elevation than Changri Nup
Glacier.

Figure 5.14: Rate of glacier surface elevation change for cliff and off-cliff terrain (Pléiades DEM
difference November 2015–November 2016, corrected from flow). Note the strongly different Y axis.

5.8.3 Ice cliff ablation and the debris-cover anomaly

Between November 2011 and November 2015, Vincent et al. (2016) quantified the reduction
of area-averaged net ablation over the glacier tongue due to debris-cover. They obtained
a tongue-wide net ablation of -1.2 m w.e. a−1 and -3.0 m w.e. a−1 with and without de-
bris, respectively. As demonstrated in this study, ice cliffs ablate at -3.5 m w.e. a−1, ∼3.6
times faster than the non-cliff terrain of the debris-covered tongue for the period November
2015–November 2016, and ∼1.2 times faster than the tongue if it was entirely debris-free.
Consequently, approximately 75 % of the tongue would have to be covered by ice cliffs to
compensate for the lower ablation rate under debris and to achieve the same overall abla-
tion rate as a clean ice glacier under similar conditions. Since ice cliffs typically cover a very
limited area (Herreid and Pellicciotti, 2018), it is unlikely that they can enhance the ablation
of debris-covered tongues enough to reach the level of ablation of ice-free tongues.

Other ablation-related processes such as supra-glacial ponds (Miles et al., 2016) or englacial
ablation (Benn et al., 2012) may contribute to higher ablation rates than what can be expected
on the basis of the Østrem curve. Yet the contribution of these processes is not sufficient to
enhance the ablation of the debris-covered tongue of Changri Nup Glacier at the level of
clean ice ablation, as Vincent et al. (2016) already showed that the insulating effect of debris
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dominates for this glacier. As a consequence, and based on this case study, we hypothesize
that the reason for similar thinning rates over debris-covered and debris-free areas, i.e. the
"debris-cover anomaly", is largely related to a reduced emergence velocity compensating for
a reduced ablation due to the debris mantle.

This hypothesis currently applies to the Changri Nup Glacier tongue only, and it is unclear
if it can be extended to the debris cover anomaly identified at larger scales. The high quality
data available for Changri Nup Glacier are not available for other glaciers at the moment,
and we thus provide a theoretical discussion below.

The mass conservation equation (e.g., Cuffey and Paterson, 2010) gives the link between thin-

ning rate (∂h∂t in m a−1), ablation rate and emergence velocity for a glacier tongue:

∂h
∂t

= −1
ρ
ḃ+

Φ

A
(5.10)

where Φ (m3 a−1) is the ice flux entering in the tongue of area A (m2), ρ is the ice density (kg
m−3), and ḃ is the area-averaged tongue net ablation (kg m−2 a−1 or m w.e. a−1).

Consider two glaciers with tongues that are either debris-covered (case 1- referred hereafter
as "DC") or debris-free (case 2 – referred hereafter as "DF"), and similar ice fluxes entering
at the ELA i.e., ΦDC = ΦDF. The ice flux at the ELA is expected to be driven by accumulation
processes, and it is reasonable to assume similarity for both debris-covered and debris-free
glaciers. There is a clear link between the glacier tongue area and its mean emergence
velocity: the larger the tongue, the lower the emergence velocity. These theoretical con-
siderations have been developed by Banerjee (2017) and Anderson and Anderson (2016), the
latter demonstrating that debris-covered glacier lengths could double, depending on the
debris effect on ablation in their model. Real-world evidence for such differences in debris-
covered and debris-free glacier geometry remain largely qualitative. For instance, Scher-
ler et al. (2011b) found lower accumulation-area ratios for debris-covered than debris-free
glaciers. Additionally, based on the data of Kraaijenbrink et al. (2017), we found a negative
correlation (r = -0.36, p < 0.01) between the glacier minimum elevation and the percentage
of debris cover (Fig. 5.15). The combination of these two observations hints at both reduced
ablation and a larger tongue for debris-covered glaciers.

Consequently, the qualitative picture we can draw is that the ablation area of glaciers with
considerable debris-cover is usually larger than for debris-free glaciers (ADC > ADF). This
results in lower emergence velocities (we,DC = Φ/ADC < Φ/ADF = we,DF). If the glacier is in
mass and dynamical equilibrium, in both debris-covered and debris-free cases, the thinning
rate at any elevation is 0, because the emergence velocity compensates the surface mass bal-
ance. However, both we and ḃ will be lower for the debris-covered tongue (Fig. 5.16). In
an unbalanced regime with consistent negative mass balances, as mostly observed in High
Mountain Asia (Brun et al., 2017), similar thinning rates between debris-free and debris-
covered tongues could be the combination of reduced emergence velocities and lower ab-
lation for debris-covered glaciers (Fig. 5.16). Evidence for reduced debris-covered glacier
velocities and loss of connectivity between accumulation and ablation areas (Neckel et al.,
2017) will lead to further reductions in both ice fluxes and we.

In conclusion, our field evidence shows that enhanced ice cliff ablation alone could not
lead to a similar level of ablation for debris-covered and debris-free tongues. While other
processes can substantially increase the ablation of debris-covered tongues, we highlight
the potentially important role of the neglected emergence velocity in the explanation of the
so-called ’debris-cover anomaly’.
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Figure 5.15: Glacier minimum elevation as a function of the percentage of debris cover for the
glaciers larger than 2 km2 in High Mountain Asia (6571 glaciers in total). The black crosses rep-
resent individual glaciers and the red diamonds shows the mean of the glacier minimum elevation
for each five percentile of debris cover. For instance, the first diamond represent the mean of the
glacier minimum elevation for glaciers with a percentage of debris cover between 0 (minimum) and
0.51 % (5th percentile).

5.8.4 Applicability to other glaciers

Determining the total ice cliff contribution to the net ablation of the tongue (i.e., the fC
factor defined in this study) of a single glacier has limited value by itself, because we do
not know the variability between glaciers. In particular, it is too early to conclude if the
range of fC values reported in the literature reflects inconsistencies amongst the different
methods, or is actually a reflection of variability between glaciers. For instance, model-
based fC values (Sakai et al., 1998; Juen et al., 2014; Buri et al., 2016a; Reid and Brock, 2014)
are not directly comparable with the observations (Brun et al., 2016; Thompson et al., 2016),
because they usually require additional assumptions about e.g., the sub-debris ablation or
emergence velocity. The definition of debris-covered tongues, the nature of their surface,
and their hypsometry might also have a considerable effect on fC .

A significant obstacle to applying our method to other glaciers is the need to estimate the
emergence velocity, which requires an accurate determination of the ice fluxes entering
the glacier tongues. The measurement of ice thickness with GPR systems is already chal-
lenging for debris-free glaciers, as it requires transmitter, receiver and antennaes must be
pulled along transects on the glacier surface. It is even more challenging for debris-covered
glaciers, as the hummocky surface prevents the operators from dragging a sledge. More
field campaigns dedicated to ice thickness and velocity measurements (Nuimura et al., 2011,
2017) or the development of airborne ice thickness retrievals through debris are needed, as
stressed by the outcome of the Ice Thickness Models Intercomparison eXperiment (Farinotti
et al., 2017). The precise retrieval of emergence velocity pattern using a network of abla-
tion stakes combined with DGPS is a promising alternative, in particular if combined with
detailed ice flow modeling (e.g., Gilbert et al., 2016).
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Figure 5.16: Conceptual representation of the interplay of net ablation (ḃ) and emergence velocity
(we) for debris-free (DF, blue color) and debris-covered (DC, brown color) glacier tongues. In the
left panel both glaciers are at equilibrium (no thinning) and in the right panel their tongues are
thinning at roughly the same rate ∂h/∂t, shown by the grey shaded area. In the unbalanced state,
the values are scaled according to Vincent et al. (2016). For the steady state, we assumed a similar
emergence velocity for the debris-free tongue. The inset shows the share of the ice cliffs versus the
other processes for the tongue-wide ablation on Changri Nup Glacier tongue. It is noteworthy that
this representation is only conceptual, that it is based on our current understanding of the interplay
of ablation and ice dynamics of a single, small glacier tongue (Changri Nup), and that the emergence
velocity values are very poorly constrained.

5.9 Conclusions

In this study, we estimate the total contribution of ice cliff to the total net ablation of a
debris-covered glacier tongue for two consecutive years, taking into account the emergence
velocity. Ice cliffs are responsible for 23-24 ± 5 % of the total net ablation for both years, de-
spite a tongue-wide net ablation approximately 25 % higher in the second year. On Changri
Nup Glacier, the fraction of total net ablation from ice cliffs is too low to explain the so-
called "debris-cover anomaly". Other contributions, such as ablation from supra-glacial
lakes, or along englacial conduits, are potentially large and have yet to be quantified. For
the specific case of Changri Nup Glacier they are likely not large enough to compensate for
the reduced ablation (Vincent et al., 2016). Consequently, we hypothesize that the "debris-
cover anomaly" could be a result of lower emergence velocities and reduced ablation, which
leads to thinning rates comparable to those observed on clean ice glaciers. However, ice cliffs
are still hot-spots of ablation and consequently of enhanced thinning; without them, the
thinning rates of debris-covered and clean ice might not be similar.

Our method requires high-resolution UAV or satellite stereo imagery, and is restricted to
glaciers where thickness estimates at a cross section upstream of the debris-covered tongue
are available, and emergence velocity can be estimated. A comparison of cliff ablation en-
hancement factor (fC or f ∗C) values calculated for other debris-covered glaciers under our
suggested framework would be informative, in order to compare estimates of ice cliff ab-
lation for other and potentially much larger debris-covered tongues. Though our results
cover only two years of data where net ablation totals differed by 25%, the area occupied
by ice cliffs and their relative contribution to ablation (fC) remained almost constant. A
main limitation of our study is its short spatial and temporal extent, and it would be worth-
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while to obtain longer-term estimates of the relative ice-cliff contribution to net ablation at
multiple sites. These estimates would lead to the development of empirical relationships
for cliff enhanced ablation that could be included in debris-covered glacier mass balance
models.

In line with a previous study (Vincent et al., 2016), we stress the need for more research
about the emergence velocity of debris-covered (and nearby debris-free) tongues, as the
assumption that thinning rates are equal to net ablation rates is incorrect, and can lead to
inaccurate conclusions. Two research directions could be (a) to measure cross sectional ice
thicknesses for multiple debris-covered glaciers and (b) to install dense networks of ablation
stakes to assess the spatial variability of ice flow emergence.

Table 5.4: Characteristics of the three UAV flights. The horizontal and vertical residuals are assessed
on independent additional GCPs (Agisoft, 2017).

Date of Number of Number of Number of Horizontal Vertical
acquisition images GCPs virtual GCPs residuals (cm) residuals (cm)

22–24/11/2015 582 24 0 4 10
16/11/2016 475 17 16 N/A N/A
23/11/2017 390 30 0 11 14
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Table 5.5: Characteristics and IDs of the Pléiades images. Horizontal shifts relative to the UAV ortho-
images are also given.

Date of B/H Shift Shift
acquisition eastward (m) northward (m)

22/11/2015 0.36;0.26;0.10 -4.3 0.3
13/11/2016 0.47;0.28; 0.20 6.6 3.7
24/10/2017 0.34;0.25;0.09 1.0 4.2

5.10 Going one step further

This work has potential widespread application to other debris-covered glacier tongues. It
requires very high resolution satellite images, such as Pléiades or WorldView images which
are now almost routinely used in glaciology (e.g. Berthier et al., 2014). However, it also
requires ice thickness data (at least one cross section). The collection of ice thickness data is
labor intensive and ice thickness measurements are extremely sparse in HMA, and there is
a real need to collect more ice thickness data to better understand the dynamics of debris-
covered glacier tongues.

Fortunately, the ice thickness of Khumbu Glacier has been measured (Gades et al., 2000) and
used to tune an ice dynamics model (Rowan et al., 2015). Consequently, it is worth trying
to apply similar methods to this glacier tongue and assess whether the ice cliffs contribute
similarly as on Changri Nup Glacier tongue.
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6.1 Summary of the results

The aim of this work was to explore the influence of debris on the glacier mass balance in
HMA, by taking advantage of the different spatial scales. Below, I summarize some partial
responses to the questions raised at the end of chapter 2.

Question 1 What are the recent changes of glaciers at the scale of HMA? Can we produce
homogeneous glacier elevation change data with a resolution high enough to capture
individual glacier mass balances?

In chapter 3, we processed more than 50 000 individual ASTER DEMs in order to extract
time series of elevation, which were then converted into rate of elevation changes. The
method was not novel by itself (e.g., Willis et al., 2012; Nuimura et al., 2012), but it is
the first time it was applied over such a large area. My main contribution to this work
was the automation of existing procedures (Nuth and Kääb, 2011; Gardelle et al., 2012a;
Berthier et al., 2016) and the careful validations against published and unpublished individ-
ual glacier geodetic mass balances estimates. Additional comparison with high resolution
glacier-wide geodetic estimates in central Asia showed good agreement with ASTER based
estimates (Barandun et al., 2018). Within the same framework, we managed to produce a
quasi exhaustive geodetic estimate of HMA glacier mass changes, and individual glacier
mass balances for more than 6 500 glaciers larger than 2 km2.

Our individual glaciers estimates were recognized as timely and potentially very useful
for glacier modeling studies (Farinotti, 2017; Barandun et al., 2018). These data were later
used to understand the local context of glacier mass changes associated with the collapse of
the Aru-Co glaciers in summer 2016 (Kääb et al., 2018). They were also used to assess the
glacier contribution to the increasing lake volume of the Tibetan Plateau (Zhang et al., in
prep.), to untangle the glacier contribution in the endorheic basins of HMA to changes in
the terrestrial water storage (Wang et al., 2018) and were used to show that the twenty-first
century slowdown of glaciers in HMA (derived from the automatic processing of Landsat
archive, Dehecq et al., 2015) is driven by the driving stress reduction induced by the glacier
thinning (Dehecq et al., 2018). These data were included in a compilation as the reference
for the 2000-2016 HMA glacier contribution to SLR (Bamber et al., 2018).

Question 2 What is the influence of the debris cover on the glacier-wide mass balance? Is
it possible to quantify this influence? Are the debris-covered and debris-free glaciers
different in terms of glacier-wide mass balances?

In chapter 4, we showed that the percentage of debris cover has sometimes a positive corre-
lation with the mass balance and sometimes a negative correlation. In terms of quantitative
contribution to the mass balance variability, we found that this variable was always a small
contributor in the multivariate linear model, with the exception of the inner TP. The influ-
ence of the debris on the glacier mass balance is not completely clear and complicated to
untangle from the effect of the other morphological variables.

One of the limitations of this study is the use of the debris cover extent as an input variable.
The debris thickness would make more sense from a physical point of view, but the debris
thickness maps derived from satellite thermal imagery and available at the scale of HMA
are suspected to underestimate the debris thickness, as it was shown by the rejection of the
article of Sasaki et al. (2016). If realistic maps of debris thickness become available at the
scale of HMA, it would be interesting to conduct a new analysis with these data.
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We investigated the glacier-wide mass balance, which is influenced by processes in the ab-
lation area (i.e. the ice melt beneath debris), but is also influenced by processes related to
the accumulation. For instance, we assumed in chapter 4 that the investigated regions were
climatically homogeneous. This hypothesis is probably not verified everywhere and espe-
cially the precipitation can be highly variable in space and time within short distances in
mountainous areas.

Debris-covered and debris-free glaciers have non significantly different mass balances for
seven regions out of twelve. For four regions debris-covered glaciers have significantly
more negative mass balances that debris-free glaciers (because they are located at lower
elevations), and for the remaining region it is the opposite. On average, field based mass
balance measurements are biased towards too negative mass balances in HMA, but our new
results suggest that it is not due to the fact that only debris-free glaciers are monitored, as
sometimes suggested (e.g., Azam et al., 2018).

Question 3 Which terms of the ablation budget of a debris-covered tongue are quantifiable
from remote sensing and field observations?

In chapter 5, we showed that it was possible to quantify the influence of ice cliffs at the scale
of a single small glacier-tongue. This is clearly one step forward compared to previous stud-
ies, which showed larger thinning rates on areas of glacier tongues covered by cliff than on
areas with less cliffs, but did not estimate the exact ice cliff contribution to ablation (Ragettli
et al., 2016b; Watson et al., 2017b; Huang et al., 2018). We found that over two contrasted
years, the ice cliffs contributed to 23 and 24 ± 5 % of the total net ablation of Changri Nup
Glacier tongue, even though they occupied only 7 to 8 % of the tongue surface.

This study demonstrated the need of cross-sectional ice thickness measurements to com-
plement the surface elevation changes measured from satellite platforms. For Changri Nup
Glacier, ice thickness measurements consist in a single cross section measure, located ∼ 200
m upstream of the clean ice/debris transition. It would be useful to have multiple mea-
surements downstream of this one, in order to calculate ice flux through multiple gates
and therefore refine our hypothesis about the distribution of the emergence for the glacier
tongue. However, it is extremely challenging to measure ice thickness with a GPR on the
portions of the glacier that are heavily debris-covered because it is tough to drag it on the
ground due to the rocks and ice cliffs.

From this study, we concluded that the ice cliffs should occupy ∼ 75 % of the glacier tongue
area in order to have the same mass balance as a nearby debris-free tongue. This means that
ice cliffs matter, but they are likely insufficient to compensate for the insulating effect of
debris. However, this conclusion remains valid for the tongue of Changri Nup Glacier only
and we cannot extrapolate it to other glaciers.

We targeted the process (ice cliff retreat) that is the easiest to quantify at the scale of a
debris-covered glacier tongue. The other processes would require more intensive field cam-
paigns. For instance, the quantification of the ice melt beneath debris would require a pre-
cise knowledge of the debris thickness on the entire tongue, which is not achievable at the
moment. The quantification of the pond and englacial melt is even more challenging, as
only indirect measurements are possible.

To summarize, two major contributions of this PhD work can be distinguished. First, I
showed that the neither the debris cover, nor the supraglacial pond density were good pre-
dictors of glacier mass balance. This means that the large scale influence of debris cover
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and supraglacial features is not clear, and that more research is needed to understand the
respective influence of these features. Second, we showed that ice cliffs, despite contribut-
ing to a substantial part of the ablation, were not the dominant term of the ablation budget,
due to their limited spatial extent.

6.2 Outlook for future research

Based on the literature review, the results and methodological developments presented in
this manuscript, the very insightful discussions with colleagues, but also based on the diffi-
culties, wrong tracks, and other detours, I can attempt to give seven research directions for
future work, grouped into three major themes.

6.2.1 About debris-covered glaciers

Direction 1: closing the ablation budget of a debris-covered glacier tongue This is a
real need in order to validate models, but also possibly to derive empirical relationships
among the pond or/and cliff extents and the ablation. However, this quantification would
require multiple prerequisites. First of all, knowing the ice flux entering the glacier tongue
is required, in order to calculate the net ablation rate and not only the rate of thinning
(Vincent et al., 2016). The ice flux through a cross sectional gate is calculated from the
glacier surface velocity and the mean ice thickness along a cross section. The glacier surface
velocity is relatively easy to access from satellite products (e.g., Dehecq et al., 2015; Usman
and Furuya, 2018). However, ice thickness cannot be measured from satellite platforms,
and, to my knowledge, in HMA, ice thickness data are available for few debris-covered
glaciers, which are Changri Nup, Lirung and Khumbu glaciers (Vincent et al., 2016; Nuimura
et al., 2017; Gades et al., 2000). Second, the cliff contribution quantification requires high
resolution topographic data. In chapter 5, we demonstrated that tri-stereo Pléiades data are
suitable to measure ice cliff backwasting, even without GCPs. Pléiades data can virtually be
acquired anywhere, and consequently I plan to reproduce the work done on Changri Nup
Glacier tongue on Khumbu Glacier tongue, which should be more challenging than this
early work, as Khumbu Glacier is larger and flowing faster than Changri Nup Glacier.

In term of surface and englacial hydrology, Lirung, Ngozumpa and Khumbu glaciers are
relatively well understood (e.g., Miles et al., 2017c; Benn et al., 2017; Watson et al., 2018). As
a consequence, it is possible that Lirung Glacier will be the first debris-covered glacier on
which all processes could be quantified, despite an accumulation through snow avalanches
which is not well constrained.

Direction 2: better understanding the ice dynamics of debris-covered tongues Ice dy-
namics controls the englacial debris transport (Wirbel et al., 2018) and needs to be accounted
for if ones wants to interpret rates of thickness changes in terms of surface mass balance
(chapter 5). It is also likely that ice dynamics plays a role in the development of ice cliffs
and/or supraglacial ponds, but this research direction has barely been explored yet.

Consequently, more ice thickness measurements are needed and 3D ice flow modeling, for
instance with community used codes such as Elmer/Ice model (Gagliardini et al., 2013), is
a promising research direction. Indeed, glacier flow modeling is a relevant tool to assess
the relationship between thickness changes, surface mass balance and ice dynamics (e.g.,
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Gilbert et al., 2016). It could help extending the work of Vincent et al. (2016), to assess the
bulk debris effect on surface mass balance.

Direction 3: quantifying the long term debris supply and its link with the erosion In
this dissertation, I explored only very short time scales of debris-covered glacier evolution
and changes; I ignored the longer timescales. However, the glaciers, and in particular the
debris-covered glaciers, play the role of conveyor belts that remove debris from the foot
of the head-walls, allowing them to further retreat through frost-cracking (Scherler et al.,
2011b; Ward and Anderson, 2011; Scherler, 2014). The process of frost-cracking is highly
sensitive to the temperature (Scherler, 2014). In terms of ablation processes, the formation
of ice cliffs is not yet clearly understood (Benn et al., 2012), nor is their temporal evolution
on the long run.

It is generally accepted that, over decadal timescales, the debris supply is controlled by
mass movement (e.g., landslides or rockfalls). Nevertheless, over longer (centennial to mil-
lennial) timescales the debris supply rate is expected to be influenced by the erosion rate and
therefore by the climate and tectonic uplift (e.g., Gibson et al., 2017). Consequently, as on
the longer run, the debris supply has a potentially strong influence on glacier mass balance
and ice dynamics (Rowan et al., 2015; Anderson and Anderson, 2016), it is important to bet-
ter constrain the current rates of debris supply (e.g., Gibson et al., 2017) and to assess how
they evolve in relationship with climate, for future projections but also for palaeoclimate
interpretations.

6.2.2 About HMA climatology

Direction 4: improving the quality of the high altitude precipitation products The hy-
drological cycle of major rivers of HMA is largely influenced by the high altitude precipi-
tations, partly through snow and glacial processes (e.g., Lutz et al., 2014). However, due to
extreme topographic gradients and lack of observations, the variability and amount of high
altitude precipitations are poorly known in HMA and the different datasets (observational
or modeled with assimilated data) are often in strong disagreement (Palazzi et al., 2013;
Ceglar et al., 2017).

Usually, the high altitude precipitation are underestimated (Palazzi et al., 2013). The glaciers
can be used as natural pluviometers, and the accumulation can be estimated by the oppo-
site method of Kaser et al. (2010). The ablation is assumed as a function of elevation and
the precipitation vertical structure is tuned, until the accumulation matches the ablation
(Immerzeel et al., 2012a, 2015; Sakai et al., 2015). However, these studies relied on simplified
assumptions, including a balanced mass budget for the glaciers (Immerzeel et al., 2012a), or
glacier mass changes derived at the region scale from ICESat (Immerzeel et al., 2015). The
incorporation of more resolved glacier mass balances (chapter 3) could improve such inver-
sions. Moreover, the use of highly resolved atmospheric models, such as WRF or MAR, is
now frequent in HMA (e.g., Ménégoz et al., 2013; Collier et al., 2013; Collier and Immerzeel,
2015; Kumar et al., 2015; Maussion et al., 2014; de Kok et al., 2018) and they can be used to
make more reasonable assumptions about the vertical distribution of precipitations.

Direction 5: applying the albedo or snowline methods to gain insights about the annual
variability of glacier mass balances The glacier end-of-summer snowlines, used as prox-
ies for the ELA, have successfully been used to study the glacier/climate relationship (Clare
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et al., 2002; Chinn et al., 2005; Rabatel et al., 2013). The albedo method, which consists in
tracking the glacier mean albedo to find its annual minimum, and link it to the glacier-wide
mass balance is also a promising approach (Dumont et al., 2012; Brun et al., 2015; Davaze
et al., 2018). These methods and the geodetic method complement one another (Barandun
et al., 2018). However, they are currently limited by the lack of fully automatic and reliable
procedures to retrieve end-of-summer or transient snowlines in a full satellite archive. The
aim of Lucas Davaze’s PhD project (2016-2019) is to produce such a method. Two other
limitations could prevent the use of these methods at the scale of HMA: the persistent cloud
cover during the ablation season for the monsoon influenced regions prevent from reliable
observations of the snowline and the interpretation of the snowlines in a context of sum-
mer accumulation type glacier is not completely clear (e.g., Rabatel et al., 2012; Brun et al.,
2015).

6.2.3 About methodological developments

Direction 6: assessing the SRTM-C penetration bias The potential and limitations of
ASTER trend extrapolation to estimate the SRTM-C DEM penetration bias has been dis-
cussed extensively in section 3.8.1. The extrapolation of ASTER trends would be an im-
provement compared with the ICESat trend extrapolations or X-band method estimates,
which are currently widely used in the literature (section 3.8.1). However, the understand-
ing of this bias requires a much larger effort, involving multidisciplinary skills. It remains
likely that the best effort would still lead to estimates provided large uncertainties.

Direction 7: using the ASTER glacier-wide mass balances for model calibration or val-
idation The geodetic method based on timeseries of ASTER DEMs is not a new method
(e.g., Willis et al., 2012; Nuimura et al., 2012; Wang and Kääb, 2015), but it is now highly
automated (based on the developments made by myself and by Romain Hugonnet) and has
the potential to be applied at the scale of the globe. It was recently applied to the Northern
Patagonian Icefield (Dussaillant et al., 2018), in Alaska (Berthier et al., 2018) and is currently
applied to the entire Andes (PhD project of Ines Dussaillant 2016-2019). There is room
for methodological improvements, for example the implementation of the MMASTER suite
in Mic-Mac software could potentially improve the quality of ASTER DEMs (Girod et al.,
2017). However, this method relies on optical images, which are degraded by the pres-
ence of clouds, preventing its application in some regions (for instance there was only one
good ASTER image acquired for Brøggerhalvøya Glacier, Ny Ålesund, over 16 years; Luc
Girod personal communication). The global monitoring of ice changes for the beginning
of the twenty-first century will potentially be performed by Romain Hugonnet, within the
framework of the putative ASTERIX project1. This new global estimate would be more than
welcome for glacier model calibration, as it would ensure a consistent, global (except in the
regions that are too cloudy) and spatially resolved glacier mass change estimate (section
3.8.3).

The ASTER archive has been largely populated through the GLIMS project, and it has been
fully open in April 2016, enabling our work on HMA glacier mass balances. Moreover, the
revisit of such archives benefices from the continuous development and improvement of
image processing algorithm, such as ASP (Shean et al., 2016). The automatic processing of
massive amount of data is now very frequent in glaciology, and will likely become more and
more standard (e.g., Dehecq et al., 2015; Maurer et al., 2016; Mouginot et al., 2017). The full

1ASTER-based monitoring of Ice in eXtinction
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release of SPOT5 raw stereo images, acquired within the SPIRIT project (Korona et al., 2009),
could lead to major progresses in glaciology, because the algorithm correlation routines have
been substantially improved and show better performances over low contrast terrain, such
as Greenland and Antarctica glaciers, than the earlier ones. Similarly, Pléiades data acquired
within the ISIS projects, and in particular the targeted acquisitions of the WGMS reference
glaciers, are now free for all users. In the same line, the release of the High Mountain Asia
8m DEM (Shean, 2017), based on WorldView images acquired mainly from 2013 to 2016
will likely trigger a massive production of glacier mass changes data.

Among these different research directions, some are more appealing to me than others. Af-
ter these three years of PhD, I would like to shift a bit my focus and the research direction 4
is my favorite. Through collaborations with hydrologists (Mimeau et al., 2018), and partici-
pation to field campaigns, which include glaciological mass balance and GPS measurements
on Mera Glacier within the CRYOBS-CLIM2 framework, but also maintenance of automatic
weather stations, I have developed a feel that high altitude precipitation measurement and
modeling will be a major challenge for the coming years. During this PhD work, I learned
that satellites are fantastic tools, but they are even more appropriate when complemented
with ground observations (e.g., Vincent et al., 2016; Sherpa et al., 2017). I also realized the
importance of long term glacier mass balance monitoring programs, and I am happy that I
(modestly!) contributed to the monitoring of Mera Glacier. I also realized that going back
and forth between large scale and small scale studies was a true enrichment to my research
and reflection, and I hope to have the possibility to work in such stimulating context in the
future!

2La CRYosphère, un Observatoire du CLIMat
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ABSTRACT. Mass losses originating from supraglacial ice cliffs at the lower tongues of debris-covered
glaciers are a potentially large component of the mass balance, but have rarely been quantified. In
this study, we develop a method to estimate ice cliff volume losses based on high-resolution topographic
data derived from terrestrial and aerial photogrammetry. We apply our method to six cliffs monitored in
May and October 2013 and 2014 using four different topographic datasets collected over the debris-
covered Lirung Glacier of the Nepalese Himalayas. During the monsoon, the cliff mean backwasting
rate was relatively consistent in 2013 (3.8 ± 0.3 cm w.e. d−1) and more heterogeneous among cliffs in
2014 (3.1 ± 0.7 cm w.e. d−1), and the geometric variations between cliffs are larger. Their mean back-
wasting rate is significantly lower in winter (October 2013–May 2014), at 1.0 ± 0.3 cm w.e. d−1.
These results are consistent with estimates of cliff ablation from an energy-balance model developed
in a previous study. The ice cliffs lose mass at rates six times higher than estimates of glacier-wide
melt under debris, which seems to confirm that ice cliffs provide a large contribution to total glacier melt.

KEYWORDS: debris-covered glaciers, ice cliffs, terrestrial and aerial photogrammetry, structure for motion,
ice volume losses

1. INTRODUCTION
Debris-covered glaciers are notable features in the Pamir-
Karakoram-Himalaya (PKH) region (e.g. Scherler and
others, 2011; Bolch and others, 2012), covering ∼10% of
the glacierized area (Bolch and others, 2012), and are of im-
portance for melt and mass balance because they normally
lay at low elevations. Despite an insulating effect of debris
when thick enough (e.g. Østrem, 1959; Nicholson and
Benn, 2006; Reid and Brock, 2010; Lejeune and others,
2013), recent large-scale studies based on remote sensing
have provided evidence that they might be loosing mass at
rates comparable with those of debris-free ice (e.g. Kääb
and others, 2012; Nuimura and others, 2012; Gardelle
and others, 2013; Holzer and others, 2015), which has
been referred to as the debris-covered glacier anomaly
(e.g. Pellicciotti and others, 2015).

A number of pioneering (e.g. Sakai and others, 2000,
2002) and more recent studies (Steiner and others, 2015;
Buri and others, 2016; Miles and others, 2016) have sug-
gested that supraglacial lakes and cliffs are responsible for
larger than expected volume losses. These features have
low albedo and are exposed directly to the atmosphere, en-
hancing the radiative transfer and turbulent energy fluxes at
the glacier surface (Buri and others, 2016; Miles and others,
2016). Due to their steep slopes (commonly >45° and

sometimes overhanging) and the complex topography of
debris-covered glaciers, the cliffs also receive additional long-
wave radiation emitted from the surrounding debris-covered
terrain, thus further enhancing their melt (Reid and Brock,
2014; Steiner and others, 2015; Buri and others, 2016).

However, actual quantitative estimates of the total contri-
bution of ice cliffs backwasting (i.e. the volume loss at cliff
scale) to the total mass balance of debris-covered glaciers do
not exist. Modelling studies are still in their infancy and
cannot be yet used to quantify the total contribution of cliffs
to the glacier mass balance. Most numerical models (based
on calculation of the energy balance at the cliff surface)
have been developed at the point scale (Sakai and others,
1998, 2000; Han and others, 2010; Reid and Brock, 2014;
Steiner and others, 2015) and some have quantified the total
contribution of cliffs to melt by extrapolation of point estimates
of backwasting (Sakai and others, 1998, 2000; Han and
others, 2010; Reid and Brock, 2014). Most of these models
were validated only against point scale measurements and
over short periods of time given the difficulty of maintaining
ablation stakes on cliffs (Reid and Brock, 2014; Steiner and
others, 2015) or against cliff edge retreat measurements
(Sakai and others, 1998; Han and others, 2010). A recent
attempt has been made to develop a fully distributed model
of cliff backwasting that could provide estimates of total cliff
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backwasting volumes and patterns (Buri and others, 2016), but
that model focuses on mass losses due to the energy exchange
with the atmosphere and still does not include all relevant pro-
cesses contributing to cliff volume changes. In addition, nu-
merical models need validation through distributed ground
data that, to our knowledge, are not yet available.

Thus, this paper’s main aim is to develop a method that
allows calculation of total backwasting volumes of supra-
glacial cliffs from dense point clouds of glacier and cliff topog-
raphy obtained via terrestrial and aerial photogrammetry, using
Structure from Motion (SfM) techniques (Westoby and others,
2012) or, alternatively using dGPS measurements of the cliff
outline, which are comparable with the type of data that may
be obtained from very-high-resolution optical satellite photo-
grammetry. The volumetric change estimates obtained in this
way canbeusedboth to quantify total volume losses and to val-
idate the models currently being developed.

In formulating the new method proposed here, we focus
on an approach to provide total volume losses, but not the
spatial pattern of backwasting. Several methods have been
proposed to estimate temporal changes of complex surfaces.
One of the most refined methods is the M3C2 algorithm
implemented in the Cloud Compare open-source software
(Lague and others, 2013). This method enables computation
of distances between two point clouds. Its main strength is
that it does not require a priori information on the surface
orientation, as it calculates local normals to the surface
using neighboring points. However, a consequence of the
method’s practicality is that the surface change is measured
perpendicular to the surface, which presents a challenge
for ice cliff backwasting, where sloped features undergo a
linear translation. Given the limitation of tools like M3C2,
we developed a specific method to estimate volumetric
change associated with ice cliff backwasting, which we
applied to selected cliffs on the debris-covered tongue of
Lirung Glacier in the Nepalese Himalaya. We used an exist-
ing dataset of triangulated irregular networks (TINs) obtained
from unmanned aerial vehicle (UAV) surveys (Immerzeel and
others, 2014; Kraaijenbrink and others, 2016) and a novel
TIN dataset derived from terrestrial photogrammetric
survey. We calculate cliff backwasting over two monsoon
seasons (May–October 2013 and May–October 2014) and
one winter season (October 2013–May 2014). We then
compare these estimates with those obtained with a simpler
approximation similar to the method of Han and others
(2010) and discuss whether simplified geometry assumptions
can produce a realistic estimate of backwasting. We also
document the cliff evolution as inferred from our detailed esti-
mates of cliff geometry and volumetric loss and discuss the
possible processes responsible for the observed evolution.

2. STUDY AREA
Lirung Glacier (28.24°N; 85.56°E) is a debris-covered glacier
located in the Upper Langtang Valley of the Central Nepalese
Himalayas (Fig. 1, inset). It flows from Langtang Lirung peak
(7234 m a.s.l.) down to ∼4000 m a.s.l. (e.g. Sakai and others,
1998; Immerzeel and others, 2014; Buri and others, 2016). In
this study, we focus on the lower ablation zone (ranging
between 4000 and 4450 m a.s.l.), which is entirely covered
by a heterogeneous debris layer and is detached from the
glacier upper area (Ragettli and others, 2015).

Ice cliffs on Lirung Glacier have been monitored during
four field campaigns in May 2013, October 2013, May

2014 and October 2014. The monitored cliffs have a
height ranging between 10 and 30 m, a width ranging
between 40 and 200 m and a mean slope ∼45° (Table 1).
For the remainder of this study, we focus on the cliffs indi-
cated as cliff 1–5 (Fig. 1; Table 1). Cliff 4’ indicates the
western side of cliff 4, which was observed for the first time
in October 2013 (this area was previously covered by
debris) and has been surveyed since May 2014.

3. DATA

3.1. Differential GPS data
The dGPS measurements are based on simultaneous use of
two GPS devices: a base station and a rover. The relative ac-
curacy between both devices is usually better than 5 cm, in
the horizontal and vertical (Immerzeel and others, 2014).
During the May 2014 field campaign, 13 cliff outlines were
mapped by dGPS on Lirung Glacier (Fig. 1); in October
2014 two cliffs were fully mapped and three were partially
mapped (i.e. only the upper edge was mapped; Fig. 1). To
map a cliff outline, one dGPS point was recorded every 5
m for all debris/ice margins. The cliff edge was measured
as accurately as possible, but it was not always possible to
map the exact edge, it being too hazardous due to unstable
terrain and rockfall. In cases where a supraglacial pond
was present at the foot of the cliff, the cliff bottom was not
surveyed.

The dGPS points have two main uses: to reconstruct the
cliff surface from its outline and to serve as ground control
points (GCPs) for the photogrammetric models.

3.2. High-resolution topographic data
The topographic data were utilized as TINs from terrestrial or
airborne (UAV) SfM photogrammetry. All the terrestrial and
aerial photographs were processed using the commercial
Agisoft software (Agisoft, 2013), which uses an SfM workflow
(e.g. Westoby and others, 2012; Immerzeel and others, 2014;
Passalacqua and others, 2015; Kraaijenbrink and others,
2016). The first step of SfM workflow is based on keypoint
(i.e. matching features) extraction from the images collected
in the field. This is achieved by feature recognition algo-
rithms, such as the Scale Invariant Feature Transform
method (e.g. Snavely and others, 2008). These keypoints
allow for the derivation of a first low-density point cloud
and constrain the camera pose (so-called bundle block ad-
justment). The cloud densification is done by a pair-wise
depth map computation algorithm (Furukawa and Ponce,
2009). It is finally triangulated to obtain an irregularly trian-
gulated mesh, also called a TIN.

In May and October 2013, the topographic data were
obtained by UAV photogrammetry (Immerzeel and others,
2014; Kraaijenbrink and others, 2016). Despite a high
viewing angle, there was enough overlap in the photographs
to resolve the overhanging sections of the cliffs on the final
TINs. The flight altitude was chosen in order to obtain
images with a ground resolution ∼4–7 cm (Kraaijenbrink
and others, 2016). A step-by-step description of the process-
ing workflow is available in Kraaijenbrink and others (2016).
The extraction of the cliff surfaces from the TIN representing
the whole glacier is based on visual inspection of the TIN.
The resulting TINs have an original point density ranging
from 2.3 to 7.8 points m−2. The TINs representing cliff 2
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and cliff 3 in May 2013 were linearly re-sampled at 10
points m−2 to facilitate the manual delineation of the cliff.

In May and October 2014, the topography of the cliffs was
obtained from terrestrial photographs using SfM. We pro-
cessed between 10 and 200 pictures to generate each cliff
TIN. We filtered the sparse point clouds by removing ∼15–
20 % of the points with the highest reprojection error and re-
construction uncertainty. The TINs were derived from the
dense point clouds using a number of triangle elements
with the same order of magnitude as the number of points
in the cloud. The final TINs from the terrestrial photogram-
metry had a much higher point density than the UAV TINs,
ranging from 14 to 243 points m−2. We used 4–8 distinguish-
able features (such as a high point on the cliff, or a cliff
corner) as GCPs for each cliff in order to properly

georeference the SfM output. The GCPs were chosen
among the dGPS points forming the cliff outline. We then
manually extracted the cliff outline from the TIN, which we
compared with the full set of dGPS observations for valid-
ation of the SfM TIN (Fig. 2; Table 2).

3.3. Displacement data
As the avalanche-fed and nearly-flat tongue of Lirung Glacier
is disconnected from its steep accumulation zone, the ice
flows very slowly. Immerzeel and others (2014) measured
surface velocities between ∼0 m a−1 (almost stagnant ter-
minus) to 5 m a−1.

Between May 2014 and October 2014, marked rocks near
the cliffs were monitored with a dGPS to track the glacier

Fig. 1. Map of Lirung Glacier tongue showing the cliffs surveyed in May 2014 (black polygons and dots) and in October 2014 (red polygons
and dots). The blue polygons show the areas where terrestrial photographs were taken to measure ice cliff backwasting. The background is an
orthophoto taken in October 2013 (Immerzeel and others, 2014). The black thick line represents the glacier outline, manually delineated
based on the May 2013 UAV-based orthophoto (Immerzeel and others, 2014). All the coordinates are in UTM 45N/WGS84 (m). The inset
shows the location of the Langtang catchment in Nepal.
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surface displacement. The surface displacement data used in
this study are listed in Table 3. All cliff outlines are translated
horizontally and vertically down-glacier to the October 2014
base to remove glacier motion from the volume calculations
(Fig. 3). The local displacement for each cliff is assumed to
be equal to the median of the measured velocities in a 50 m
buffer around the cliff outlines, excluding the cliffs themselves.

4. METHODS

4.1. Underlying principle
Ice cliff retreat can be idealized as in Figure 4, where cliff
backwasting between ti and ti+1 is the volume represented

by the shaded area (cross-sectional view). In this case, the
cliff backwasting can be seen as the volume sandwiched
between the cliff surfaces at different times after correction
of the cliff position for glacier flow. We developed two
methods to calculate this volume: (1) the ‘dGPS method’ tri-
angulates the dGPS outline of the cliffs to produce two inter-
polated surfaces, and the outlines of the two surfaces are then
triangulated to enclose a volume; (2) the ‘TIN method’ is
based on the extraction of the cliff triangulated surface (i.e.
TIN) obtained by photogrammetry. Then the outlines of the
cliff at t1 are triangulated with those at t5 to enclose a
volume (Figs 5, 6).

The TIN method is expected to provide the most realistic
volume estimates, as it does not require assumptions on the
cliff surface geometry. Nevertheless, the dGPS method has
the advantage that it can be applied to very high-resolution
satellite images or airborne data, and thus offers greater po-
tential for future applications at regional scale.

4.2. Surface reconstruction and volume calculation

4.2.1. dGPS method
The main assumption we make to triangulate the surface
from the outlines is that the cliff surface is mostly flat so
that it is consistent to link the upper edge of the cliff with
the bottom edge. As the dGPS points are not equally
spaced (especially when parts of the outlines cannot be
reached because they are too steep or bordered by a lake),
we interpolate along the surveyed cliff edge to obtain cliff
outlines of 500 nodes on the upper and lower edges for 1:1

Table 1. Characteristics of the studied cliffs

Cliff ID Height Width Area Slope Aspect
m m m2 ° °

Cliff 1 9 42 381 45 321 (NW)
Cliff 2 21 102 1921 48 31 (NE)
Cliff 3 21 80 1494 47 351 (N)
Cliff 4 11 72 1117 43 265 (W)
Cliff 4’* 32 65 1369 39 47 (NE)
Cliff 5 21 245 6441 43 313 (NW)

For all cliffs we present the mean value of multiple years of observations
(Fig. 7a for dates). The mean slope and aspect is calculated from 20 cm
DEMs derived from the cliff TINs and therefore are only indicative (because
for an equal area a steep slope is represented by fewer pixels).
*Cliff 4’ indicates the western side of cliff 4, which was observed for the first
time in October 2013 and has been surveyed since May 2014.

Fig. 2. Distance (3-D) between the field dGPSmapped cliff outlines (dots) and the generated TIN cliff outlines (black). The dots are coloured as
a function of the distance to the closest point in the TIN outline. All the coordinates are in UTM 45N/WGS84. Note the difference in horizontal
scale between the different cliffs. Cliff 4 is poorly aligned for October 2014, partially due to the lack of dGPS points at the bottom of the cliff.
dGPS points are very helpful in aligning the 3-D models and constraining the photogrammetric processing.
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correspondence between outlines. The number of points
interpolated between two adjacent dGPS points is a function
of the distance between these points normalized by the
median distance between adjacent dGPS points along this
cliff edge. The upper and lower cliff edges are separated
manually. Once the outline is interpolated, we triangulate
it according to the rule illustrated in Figure 6a. The point
number (i− 1) of the bottom edge (yi−1) is linked with the
point number i of the bottom edge (yi) and with the point
number i of the upper edge (xi). Then xi is linked with yi
and xi+1.

4.2.2. TIN method
For the TIN method the cliff surface is delineated and
extracted based on visual inspection of the coloured TIN
and of the raw photographs (the cliff has different color and
texture than the surrounding terrain).

In both cases we obtain a TIN that contains the cliff
surface. These TINs are linearly translated down-glacier to
the position where they would have been in October 2014
if the glacier was motionless (Fig. 3). We used for this the vel-
ocity data of Table 3.

The triangulation of the ice volume loss is similar to the tri-
angulation of the surface from the dGPS outline (Fig. 6b). For
the TIN method, the original cliff outline extracted from the
TIN is also interpolated to produce a cliff outline of 1000
points.

The final three meshes (cliff at t1, cliff at t2 displaced to
October 2014 base and the mesh obtained by joining the

two cliff outlines) are imported into the open-source software
MeshLab (Cignoni and others, 2008). In Meshlab, the face
normals are oriented outwards and merged into a single
mesh, from which the volume is calculated according to
Mirtich (1996).

4.3. Uncertainty assessment
The main sources of uncertainties in our methods are: (1) the
emergence velocity, which is not taken into account, (2) un-
certainty of the cliff outline position as determined from
the TIN vertices, (3) uncertainty and spatial variability of the
glacier surface displacement field and (4) uncertainty of the
georeferencing.

It is difficult to assess the uncertainty associated with the
first and second sources of errors. The emergence velocity
can be estimated by calculating the ice flow through a
cross section of the glacier. This can be performed by mea-
suring the ice surface velocity (and assuming a given ice vel-
ocity profile) and the ice thickness along the cross section.
The surface velocity can be estimated from our data (either
from the UAV or the dGPS data), but the ice thickness is
unknown. However, the emergence velocity was previously
estimated to be ∼0.18 m a−1 (Naito and others, 1998), which
is low compared with the 1.1 m a−1 average lowering of the
glacier surface (Immerzeel and others, 2014). The discrimin-
ation between cliff and non-cliff surfaces is a potential
source of error ((2) above), but it is usually straightforward
to distinguish between vertical bare ice and the surrounding
rocks because they have different colors and the cliff surface

Table 2. Differences between dGPS and TINs cliff outlines

Cliff ID |Δx| |Δy| |Δz| Distance Number of dGPS points

Median Std Median Std Median Std Median Std
m m m m m m m m

Cliff 1 – May 2014 0.2 0.2 0.1 0.2 0.1 0.1 0.3 0.2 57
Cliff 1 – Oct 2014 0.1 0.1 0.1 0.2 0.1 0.1 0.3 0.2 47
Cliff 2 – May 2014 0.3 0.3 0.2 0.3 0.4 0.4 0.7 0.5 79
Cliff 2 – Oct 2014 0.2 0.7 0.7 0.9 0.8 0.5 1.6 1.0 108
Cliff 4 – May 2014 0.7 1.1 0.9 1.5 0.7 0.5 1.4 1.7 78
Cliff 4 – Oct 2014 0.8 0.7 0.4 0.9 0.7 0.9 1.5 1.3 46
Cliff 5 – May 2014 1.0 1.8 1.2 2.0 1.5 1.6 2.2 2.6 170
Cliff 5 – Oct 2014 0.3 0.8 0.4 0.7 0.5 0.7 0.8 1.2 76
Median 0.3 0.7 0.4 0.8 0.6 0.5 1.1 1.1

All the values correspond to the absolute difference between the cliff TIN outline and dGPS outline. Table based on the same data as Figure 2.

Table 3. Glacier surface displacement corresponding to each cliff

Cliff ID May–Oct. 2013 Oct. 2013–May 2014 May–Oct. 2014

Dx Dy Dz Dx Dy Dz Dx Dy Dz
m m m m m m m m m

Cliff 1 −0.1 −0.4 −0.8 0.2 −0.4 – 0.3 −0.7 −1.2
Cliff 2 0.1 −0.8 −1.0 0.4 −0.2 – 0.2 −0.3 −1.6
Cliff 3 1.3 −0.3 −0.5 – – – 1.2 −0.2 −0.6
Cliff 4 1.8 −0.1 −1.0 – – – 1.6 −0.7 −1.1
Cliff 5 – – – – – – 0.7 −1.4 −0.7
Median 0.7 −0.3 −0.9 0.3 −0.3 – 0.7 −0.7 −1.1

Dx and Dy are increasing towards the east and north, respectively. Dz is the difference in elevation. The data from May–October 2014 are obtained by tracking
marked rocks with dGPS. The May–October 2013 data and the October 2013–May 2014 come from feature tracking on UAV orthophotos and DEMs (Immerzeel
and others, 2014).
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is smooth and flat compared with the surrounding
environment.

Uncertainty on cliff displacement due to glacier motion
((3) above) is not easy to assess. Our method assumes that
the local displacement field is homogeneous within the
cliff. This is a reasonable assumption for small cliffs (e.g.
cliff 1) but is more questionable for larger cliffs, even
though they are mostly perpendicular to the flow. The
larger cliffs (almost as large as the glacier width) are very
likely to experience some differential flow. The glacier-
wide boulder tracking study of (Immerzeel and others,
2014) showed that the 147 boulders have a mean displace-
ment (horizontal and vertical) of 1.1 m with a standard devi-
ation of 0.7 m over the study period. Assuming the
uncertainty in the displacement is equal to the ratio of the
standard deviation to the average, we obtain an uncertainty

of 60%. The displacements between May and October,
and October and May are, on average 1.4 and 0.4 m, re-
spectively (Table 3; for May–October we use the average
over the two periods May–October 2013 and May–
October 2014). This leads to uncertainties in displacement,
Δdisplacement, of 0.8 m between May and October and 0.2 m
between October and May.

The main uncertainty remains the location of the cliff out-
lines as derived from the SfM workflow and by dGPS meas-
urement ((4) above). The absolute median distance
between each point of the cliff dGPS outline and of the
closest point of the cliff TIN outline is higher in z (0.6 m)
than in x and y (0.4 and 0.4 m, respectively; Table 2). We
also take into account the intrinsic uncertainty on dGPS loca-
tion, which is assumed to be ±0.3 m. The total uncertainty on
the cliff location can be calculated as the quadratic sum of

Fig. 3. Cliff outlines fromMay 2013 to October 2014. The light coloured outlines are the original cliff outlines and the darker outlines are after
correction for the glacier flow according to the October 2014 base. All the coordinates are in UTM 45N/WGS84 system (m). Note the
difference in the horizontal scale.

Fig. 4. Idealized cross-section views of a retreating cliff between times t1 and t5. The cliff backwasting is represented by the grey shaded areas
(projections of the backwasting volumes).
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these errors, which leads to an uncertainty in outline loca-
tion, Δoutline, of 0.9 m.

Assuming that both errors in displacement and location
are independent, the overall uncertainty in the location is
calculated as:

Δoverall ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δ2
displacement þ Δ2

outline

q

¼ 1:2 m between May and October
0:9 m between October and May

�
ð1Þ

It is difficult to assess whether this overall error in location has
preferential directions, so we use it as the upper bound for the
worst-case scenario (i.e. we take the error to be exactly in the
backwasting direction). Using typical values 6 m of back-
wasting (Dbw) over the monsoon season, and 2 m over the
winter, obtained with our method (Table 4), we obtain the
following relative uncertainties:

Δbw ¼ Δoverall

Dbw
¼ 20% between May and October

45% between October and May

�
ð2Þ

The uncertainty on the cliff area ((2) above) is negligible in
comparison, so we represent the maximum uncertainty of
volume calculations using Δbw.

5. RESULTS
We calculate a normalized volume loss, called hereafter
average cliff backwasting rate, as the volume loss between
t1 and t2 divided by the average of the cliff areas at t1 and
t2, converted to cm w.e. assuming an ice density of 900
km m−3. Figure 7 and Table 4 show the backwasting rate cal-
culated with the TIN method for all cliffs and seasons inves-
tigated. This normalization is useful for comparing cliff
changes within different areas (Fig. 7a), but it may not be ap-
propriate to normalize by the mean area when the area
changes drastically between the two dates (for instance cliff
1 and cliff 4’ between May and October 2014; Fig. 7).
Cliffs lose mass at much faster rates between May and
October (3.8 ± 0.3 cm w.e. d−1 in 2013 and 3.1 ± 0.7 cm
w.e. d−1 in 2014) than between October and May (1.0 ±
0.3 cm w.e. d−1; Table 4), in agreement with Steiner and
others (2015). We suspect that a large part of the measured
melt between October and May happens just after observa-
tions in October or just before observations in April/May, cor-
responding to the end and start of the melt season in
Langtang catchment (Steiner and others, 2015). The consist-
ency in the backwasting rates between the two monsoon
seasons suggests similar controls of backwasting. Cliffs with
area spanning over two orders of magnitude lose mass at
similar rates (Fig. 7). The reduced backwasting rate during
winter is expected and can be explained by a reduction in
the total energy reaching the cliff surface, especially the in-
coming shortwave and longwave radiation, which are the
two main energy fluxes (Steiner and others, 2015). In
winter, the solar elevation angle is lower, reducing incoming
shortwave radiation over the entire glacier tongue, and espe-
cially affecting the cliff surfaces due to their northerly aspects
and steep slopes. The incoming longwave radiation from the
surrounding debris is also reduced due to the lower average
temperature of the debris surfaces. In addition, refreezing
may play a strong role in the reduction of melt in winter
(Steiner and others, 2015).

The backwasting rates obtained using the TIN method are
compared with the backwasting rates obtained using the
dGPS method in Table 4. The data are sufficient to apply
the latter only for cliff 1 and cliff 2 between May and
October 2014. The cliff outlines were fully mapped for cliff
3, 4 and 4’ in May 2014 as well, but lack of time did not
allow the survey to be repeated in October 2014. Cliff 5’s
bottom edge has never been accessible because of a large
supraglacial lake. For cliff 1 the agreement is very good
and the volume loss estimated with the dGPS method is
<1.5% lower than the TIN method’s result. On the other
hand for cliff 2 the agreement is not as good and the dGPS
method underestimates the volume loss by 9%. This is
within the uncertainty of the TIN method and could be due
either to the complex geometry of cliff 2 (which exhibits an

Fig. 5. Chart of the workflow.

Fig. 6. Schematic of the principle of the triangulation (a) of a cliff outline (used in the dGPS method) and (b) between two cliff outlines to
calculate the melted ice volume. For the sake of readability, the density of points is reduced. In real cases, the points are closer and more
evenly distributed along each outline.
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overhanging face) or the incomplete dGPS outline of cliff 2
(Fig. 2), which leads to an underestimation of the volume
loss. As they are, these results are insufficient to reach a con-
clusion about the dGPS method’s accuracy.

6. DISCUSSION

6.1. Method’s limitations and comparison with M3C2
method
The method developed in this paper has the potential to
provide estimates of cliff backwasting that can be used to val-
idate melt models and/or to provide a direct estimate of cliff
contribution to total glacier mass balance. The method
requires several steps of manual processing: delineating the
cliff outlines, merging the different TINs and calculating the
volume of the mesh. This was not a limiting factor in this
study, but it will be useful to automate some of these steps
to apply the method more systematically.

The TIN and dGPS methods are not suitable for estimating
backwasting rates for cases, in which the cliff geometry
changes significantly, as for cliff 1, which shrank between
May andOctober 2014 (Fig. 7a). Despite the high confidence

in the volume loss estimate, we can obtain a backwasting
rate of 0.7 or 3.8 cm w.e. d−1 if we normalize by the cliff
area of May 2014 or October 2014, respectively. A similar
effect can be observed for cliff 4, which expanded between
May and October 2014.

The method is also intrinsically limited by the accuracy of
the topographic data and it can only be applied to calculate
backwasting rates over periods long enough to measure
changes that are significantly higher than the uncertainty of
the method.

Another main limitation of the TIN and dGPS methods is
the fact that they provide only estimates of total volume
loss, and cannot be used to calculate the spatial distribution
or patterns of cliff backwasting. A promising alternative
method is the M3C2 algorithm, which was developed to
measure distances between point clouds (Lague and others,
2013). This method is based on calculation of local
normals to the initial surface, which are then used to calcu-
late distances from the other surface. This algorithm was
tested without success on our data, which describe the geom-
etry of the cliff surface alone. However, the test was unsuc-
cessful for two reasons. First, as the backwasting is usually
not perpendicular to the cliff face, mismatches occur

Fig. 7. Area change (a) and backwasting rate (b) of all cliffs as a function of time. The backwasting rate is defined as the volume change
between t1 and t2 divided by the number of days and the mean cliff area. The average melt rate (grey) is from Immerzeel and others
(2014). Note that the y-axis for the upper panel has a logarithmic scale. Shaded areas in both panels indicate the monsoon period (15
June–30 September).

Table 4. Volume loss obtained for all cliffs over the study period

Method May–Oct. 2013 Oct. 2013–May 2014 May–Oct. 2014

Dbw Rate Volume Dbw Rate Volume Dbw Rate Volume

m cm w.e. d−1 m3 m cm w.e. d−1 m3 m cm w.e. d−1 m3

Cliff 1 TIN 6.0 3.8 (3.6) 3241 2.4 1.2 1189 3.6 2.2 1103.1
Cliff 1 dGPS – – – – – – 3.6 2.2 1113
Cliff 2 TIN 5.7 3.7 (3.1) 12 050 2.0 1.0 4393 5.9 3.6 12 728
Cliff 2 dGPS – – – – – – 5.2 3.2 11 251
Cliff 3 TIN 6.0 3.9 9986 – – – – – –

Cliff 4 TIN 6.9 4.5 7901 1.5 0.7 1984 5.0 3.1 6733
Cliff 4’ TIN – – – – – – 4.2 2.6 6372
Cliff 5 TIN – – – – – – 6.5 4.0 46 627

The bracketed May–October 2013 values for cliff 1 and cliff 2 are the estimates of Buri and others (2016).
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between normals calculated at the cliff surface at t1, which
frequently miss the cliff surface at t2. Based on our attempts
with the algorithm, this results in a loss of up to 82% of
points, with the highest efficacy when the backwasting is
smallest (winter). Second, interpretation of spatial patterns
of backwasting are subjected to high relative georeferencing
errors – a slight lateral shift in the position of cliff geometry
observed at t2 may emphasize backwasting at one part of
the cliff over another; the volume estimate will not be
affected so heavily but the spatial patterns may be very sen-
sitive to such a change. Finally, computation of volumetric
change from M3C2 distances is not a trivial undertaking
(Lague and others, 2013). As a result, we believe that the
method presented here has value as an alternate approach
to assess volumetric change of ice cliffs.

However, algorithms for cloud comparison are fast devel-
oping and the M3C2 method is very promising for future ana-
lyses of the spatial patterns of backwasting, especially for
short-return time intervals. Thus, we present here some
recommendations for data collection targeting M3C2 use,
and highlight the challenges that future applications will
face. First, to maximize the likelihood of surface normals
from t1 intercepting the surface at t2, we suggest a closed-
volume approach to terrestrial SfM. This entails measuring
the entire ice cliff depression, as well behind the cliffs
(rather than the cliff geometry alone), such that the area of
volumetric change is fully enclosed by the two point
clouds. Second, the georeferencing needs to be more accur-
ate than was performed for this study. Therefore, we recom-
mend georeferencing of the TINs on artificial GCPs (i.e.
painted rocks for instance) instead of natural features, for
easier identification and stronger constraint in the SfM pro-
cessing. Third, we recommend more frequent surveys of
cliff geometry, studying changes over shorter time intervals

than used for this study and maximizing the usable area of
the cliff.

6.2. Comparison with a simplified approach
Both the TIN and dGPS methods require collection of sub-
stantial field data. It is beneficial to determine the minimum
amount of input data required to obtain a satisfying estimate
of cliff backwasting rate. To estimate ice cliff backwasting,
Han and others (2010) measured the distance between the
cliff edge and a distinguishable fixed boulder at t1, and mea-
sured it again at t2 (1 month later in their case). We adapted
their method and measured the horizontal distance between
the cliff upper edge at t1 and at t2 on the ortho-photos. For
comparison, we calculated the backwasting distance (i.e.
volume loss divided by the cliff average area with no
density correction (m)) taking into account the cliff geometry
provided by our topographic dataset. Interpolating the two
cliff edges to obtain the same number of points along each
edge, we took the median distance between these pairs of
points as the distance between the edges. After correcting
for glacier flow and excluding cliff 4’ from the analysis
because its shape changed too much, we compared the hori-
zontal distance between the edges with our estimate of the
perpendicular backwasting (called backwasting distance;
Fig. 8 – left panel). The horizontal distance is higher than
the backwasting distance (mean bias of 2.9 m). If we calcu-
late the horizontal backwasting by projecting the backwast-
ing distance (i.e. by dividing the backwasting distance by
the sine of the slope), the mean bias is reduced (0.9 m) but
the correlation is slightly worse (R2= 0.58 after projection
versus 0.66 without correction; Fig. 8). Even if the agreement
between the two methods is not fully satisfying, it has the po-
tential to be used widely because cliff edges are visible on

Fig. 8. Comparison of the cliff backwasting measured with our method (x-axis) and the horizontal displacement of the cliff edge (y-axis). The
circles correspond to the period May–October 2013, the diamonds to the period October 2013–May 2014 and the squares to the periodMay–
October 2014. The dashed line is the 1:1 line. The backwasting distance is calculated as the volume loss divided by the cliff area. Note that
cliff 4’ is excluded from the analysis. The x error bars are calculated assuming 15% uncertainty in the volume loss results and the y error bars
correspond to 1 m of error in the edge backwasting observation.
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very high-resolution satellite imagery. However, a major
drawback of this method is that it cannot provide estimates
of the volume loss (because the cliff area and slope are a
priori unknown) and is therefore of limited interest.

6.3. Comparison with model results
The present study derives mass losses from cliff backwasting
that can be used to validate models. Buri and others (2016)
developed a distributed energy balance model that calcu-
lates melt for each grid cell of a high-resolution DEM of the
cliff. They applied the model to cliff 1 and 2 of Lirung
Glacier for 8 May–23 October 2013. The model was
forced with data from an AWS located on-glacier. Buri and
others (2016) ran the model on a 20 cm grid extracted from
an UAV DEM (Immerzeel and others, 2014; Buri and
others, 2016). Buri and others (2016) calculated average
melt rates of 3.6 and 3.1 cm w.e. d−1 for cliff 1 and 2 respect-
ively, results consistent with ours: 3.8 ± 0.8 and 3.7 ± 0.7 cm
w.e. d−1, respectively (Table 4). The volume losses calcu-
lated with the TIN method are slightly higher than the
model estimates (even if the uncertainties on both are still
large). This can be explained by the fact that Buri and
others (2016) calculated only the volume losses associated
with melt due to energy exchange with the atmosphere,
whereas other processes, such as the contribution to radiative
fluxes of a lake or thermoerosion at the base of the cliff, may
also contribute to cliff backwasting.

6.4. Insight into mechanisms of cliff area changes
The repeated high-resolution topographic surveys are very
useful for documenting cliff evolution. The expansion of
cliff 4, with the appearance of a new cliff on its western
side (cliff 4’), or the shrinkage of cliff 1 are striking beha-
viours, in contrast to cliff 2 and 5, which maintain a constant
shape (Figs 3, 9). The most interesting change observed in
this study is the shrinkage of cliff 1, which nearly disappeared
between May and October 2014 (Figs 3, 7, 9).

A first possible mechanism responsible for the disappear-
ance of cliff 1 may be the absence of a lake at its foot. The
lake contributes to the ice cliff radiation budget and main-
tains the steep slope at the lower section of the cliff
through thermoerosional undercutting (Miles and others,
2016). Field evidence suggests that a pond was present
during May–October 2013, which then disappeared, trigger-
ing the substantial changes in cliff 1 from May to October
2014.

A second possible mechanism may be the limiting volume
of the topography behind the cliff. We analyzed the sur-
rounding terrain within a 2 m buffer around the upper cliff
edge. For cliff 1, we observed that a small ridge, parallel to
the cliff edge and located ∼1 m from the edge in the north-
eastern side of the cliff disappeared between October 2013
and May 2014. It is likely that its disappearance limited the
amount of ice available for melt.

These process-oriented hypotheses remain qualitative and
speculative, but our method has produced one of the first
quantitative datasets of cliff evolution over several seasons,

Fig. 9. Evolution of the cliffs between May 2013 and October 2014. The X, Y and Z coordinates are in meters with arbitrary origins. X and Y
correspond to the easting and northing, respectively. All the TINs from which these figures are produced are shifted to the October 2014 base
to correct for the ice flow.
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showing interesting phenomena of growth and decay that
should be incorporated into advanced numerical models of
cliff evolution.

7. CONCLUSIONS
In this study we have developed a method based on high-
resolution topographic data to assess volume loss due to
ice cliff backwasting, and applied the method to selected
ice cliffs of Lirung Glacier (Langtang Valley, Nepal). Our
results confirm the significant contribution of ice cliffs to
total mass loss, with backwasting rates of 3.5 ± 0.7 cm d−1

over the monsoon. This rate is 6 times higher than the
average glacier ablation rate over the same period
(Immerzeel and others, 2014), thus substantiating a potential
explanation for the so-called debris-covered anomaly. This
is, to our knowledge, the first accurate, high-resolution esti-
mate of ice cliff backwasting from ground data, and is import-
ant as a confirmation of the results of the few existing
modelling studies (Han and others, 2010; Reid and Brock,
2014; Steiner and others, 2015; Buri and others, 2016).

We have provided the first time series of cliff 3-D changes,
encompassing a period of two monsoon seasons and one
winter season. This time series shows geometric develop-
ments that are not uniform, with some cliffs exhibiting few
changes and a striking persistence over the two monsoon
seasons, while others grow or shrink substantially. These
variable observations point to the heterogeneity of the pro-
cesses controlling cliff evolution and dynamics, even on a
relatively small glacier such as Lirung Glacier, and to the
need for process-based modelling studies of cliff
developments.

While there is some evidence that cliffs form preferentially
on stagnant tongues, we still lack an understanding of their
distribution, formation and future change. The datasets in
this study can provide the necessary basis for numerical
studies of cliff evolution.

In addition, the existing energy balance models of cliff
backwasting are still affected by parametric uncertainties
and errors due to the poorly understood variability of me-
teorological forcing at the cliff’s local scale (Steiner and
others, 2015; Buri and others, 2016). Availability of accurate,
high-resolution datasets of 3-D cliff backwasting such as pre-
sented here can help to significantly constrain these uncer-
tainties and inform model development. While assessment
of ice cliff volume changes with this method is not practical
at the scale of large glaciers or basins, more datasets of the
type presented in this paper can provide critical calibration
and validation data for numerical model development, and
be used to test simplified methods of cliff volume change esti-
mates based on satellite images. These data are now easier to
collect and process thanks to the recent advances in UAVs
and photogrammetric software.
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