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Chapter 1

Introduction

In this chapter we review the main ideas of this thesis and informally explain some (if not all) of

the results. We address each of the chapters in order, and suitable references to the actual results

and formal presentation of the concepts are provided along the text.

One of the central ideas of this work is that ofrenormalisation. Roughly speaking, quantum

physical systems often produce ill-de�ned quantities arising from in�nities which appears when

considering self-interactions at various scales. Even though at a �xed scale these interaction

might be �nite computed quantities it is possible that adding up an in�nite number of scales

produces in�nities. Renormalisation is a way of dealing with these in�nities by specifying

relationships between the parameters of the theory in such a way to produce (a �nite number of)

what is calledcounter-terms. These terms are also diverging but in such a way that they exactly

cancel the diverging quantities.

Even directly at the level of the continuum description of some Quantum Field Theory models

the objects involved are ill-de�ned, and the naïve attempt at de�ning them as the continuum

limit of some regularisation of the problem has to be carefully done. In general some form

of renormalisation has to be performed. Ideally the limiting object, and hence the physical

predictions of the theory, will not depend on the speci�c form of this prescription.

A wide amount of renormalisation procedures have been proposed by physicists throughout

the years. Among these there is the Bogoliugov�Parasiuk�Hepp�Zimmerman (BPHZ for short)

renormalisation procedure, which has been recently studied from a mathematical point of view

by M. Hairer and others by means of the theory of Regularity Structures.
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1.1 Hopf-algebraic deformations of products

A key step in various of the existing renormalisation procedures for perturbative QFTs is taking

Wick products. In its simplest form, a Wick product associates to a pair of random variablesX;Y

with �nite moments another random variable

: XY: B XY � XEY � YEX + 2E»X¼E»Y¼ �E»XY¼:

Although this de�nition might seem arbitrary at �rst it enjoys a rich structure intimately related

to theLeonov�Shiryaev relation(eq. (1.5) below, see also Section 4.3.3) between moments

and cumulants, and thus to moment generating functions. The �rst thing we remark is that

E: XY: = 0, that is, the Wick product is always a centred random variable independently of the

speci�c distribution ofX andY provided that the involved expectations are �nite, and this is in

fact one of the de�ning properties of general Wick products. We also observe that: XY: is

a degree 2 polynomial inX andY. Of particular interest is the Wick square: X2 : and more

in general the Wick powers of a single random variable with an appropriate amount of �nite

moments, which are then given by a polynomial inX of appropriate degree.

De�nition 1.1.1. Given a collection¹Xk : k 2 Nº of random variables with �nite moments of

all orders. For any multi-index� , theWick polynomial : X� : is a random variable recursively

de�ned by setting: X0 : B 1 and

X� =
Õ

� + =�

�
�

�; 

�
E»X � ¼: X : : (1.1)

In the above de�nition by a multi-index we mean a function� : N ! N with �nite support,

and we have set up the notations

X� =
Õ

n2N

X� n
n ; X� =

Ö

n2N

X� n :

The Wick power: Xn : is a polynomial of degreen in X. The speci�c form of this polynomial

depends on the distribution ofX and they are known explicitly in some speci�c cases. For

example, ifX has a standard Gaussian distribution then: Xn : = hn¹Xº and the polynomialshn

are known as Hermite polynomials. They are an orthogonal family inL2¹! º where! ¹xº = e� x2•2

is the Gaussian weight, that is, they satisfy the relation

¹

R
hn¹xºhm¹xº! ¹xºdx = � nm:

An interesting as well as delicate example of an application of Wick products is the one

appearing in Regularity Structures in the papers [15, 20, 56]. In this setting, the variableX

4



is space-time white noise which is a random distribution living in a Besov space of negative

regularity. Usually one is interested in taking products ofX with itself which are ill-de�ned.

Then, one tries to regulariseX by performing convolution with a smooth kernel depending on a

small parameter" > 0 and then trying to take the limit as" ! 0. Naturally this limit cannot be

well de�ned and some kind of renormalisation has to be performed. It turns out that altoughX"

will not converge in a suitable space sinceEX2
" will be proportional to some negative power of" ,

the Wick square: X2
" : is centered so the sequence is bounded inL2.

In Chapter 4 we construct a Hopf algebra describing Wick products as the action of a linear

functional on it. Thus we abstract the combinatorial properties of Wick polynomials into a

combinatorial setting. In particular, we generalise Wick polynomials to arbitrary multivariate

distributions with �nite moments of all orders. We then use this Hopf-algebraic presentation

of Wick polynomials to relate Wick products with Hopf-algebraic deformations of the classical

product of polynomials. More precisely, given a collection¹Xa : a 2 Aº of random variables we

let H = R»xa : a 2 A¼be the commutative polynomial algebra on formal variables¹xa : a 2 Aº,

i.e. H is the vector space spanned by monomialsx� and product is given byx� � x� = x� + � . The

coproduct� : H ! H 
 H is given by

� x� =
Õ

� + =�

�
�

�; 

�
x� 
 x :

Then, we de�ne linear maps� : H ! R andW : H ! H by letting h�; x� i B E»X� ¼and

W¹x� º B : x� : . With these notations, eq. (1.1) can be rewritten as an identity of linear maps on

H as

� ? W = id

where? is the convolution product¹� ?  º¹x� º = ¹� ?  º� x� . This gives a way to write the

Wick product: X� : in terms of� .

Theorem 1.1.2.For all multi-indices� we have

W¹x� º = ¹� � 1 ? idº¹x� º (1.2)

where� � 1 is theconvolutional inverseof the linear map� .

Observe that although it is not apparent from the notation, this de�nition depends heavily on

� . We callW¹x� º the generalised Wick polynomial associated to the distribution of¹Xa : a 2 Aº.

In particular, using that the inverse of� can be explicitly computed we obtain the following

formula for : x� : .

5



Theorem 1.1.3.Wick polynomials have the explicit expression

: x� : = x� +
Õ

n� 1

¹� 1ºn
Õ

� + 1+:::+ n=�

�
�

 1; : : : ;  n; �

�
� ¹x 1º � � � � ¹x nºx� : (1.3)

The groupG¹Hº = f � 2 H � : � ¹1º = 1gacts canonically onH given by means of the map

� � : H ! H de�ned as

� � ¹x� º B ¹� 
 idº� x� = ¹� ? idº¹x� º:

This is a group action since one can verify that� � 1?� 2 = � � 1 � � � 2 so that in particular¹� � º� 1 = � � � 1.

These maps can be used to induce adeformationof the Hopf algebra structure ofH by setting

x� �� x� B � � � 1¹� � ¹x� º� � ¹x� ºº;

� � x� B ¹� � 1
� 
 � � 1

� º� � � ¹x� º;

h" � ; x� i B h"; � � ¹x� ºi = h�; x� i :

We then have

Theorem 1.1.4.For any� 2 G¹Hº the quintuple¹H; �� ;1; � � ; " � º de�nes a Hopf algebra, and the

map� � 1
� is a Hopf algebra isomorphism from the initial Hopf algebraH onto the deformed one.

In the particular case where� = � is the map representing the moments of the collection

¹Xa : a 2 Aº de�ned above and Theorem 1.1.2 we obtain

Theorem 1.1.5.The Wick product mapW : H ! H is equal to� � � 1. In particular W :

¹H; �; � º ! ¹ H; �� ; � � º is a Hopf algebra isomorphism and

: x� � x� : = : x� : �� : x� :

for all monomialsx� ; x� 2 H.

One of the main di�culties for the application of Theorem 1.1.2 is the computation of the

inverse� � 1 appearing in eq. (1.2). For a general element� 2 G¹Hº its inverse is given by the

formal series

� � 1 =
Õ

n� 0

¹" � � º?n:

We prove that in fact this computation can be simpli�ed by introducing a larger Hopf algebra

structureĤ such thatH is a left comodule over it, and such that every element inG¹Hº lifts to

a unique character̂� over Ĥ. In particular, the convolutional inversê� � 1 can be computed by

means of the extended antipodeŜon Ĥ, i.e. we have that̂� � 1 = �̂ � Ŝ. The advantage in this
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situation is thatĤ has a graded structure and thus the antipodeŜhas a recursive formula when

applied to an arbitrary monomial in̂H. Concretely, we de�neĤ to be the free commutative

polynomial algebra overH, so that as a vector spacêH is also spanned by the monomialsx� but

product is just juxtapositionx� � x� . That is, we consider each monomial inH to be a di�erent

variable inĤ. For example, for any single variable we havexa � xa = x2
a , xa � xa in Ĥ. There is

a canonical way to extend the coproduct� : H ! H 
 H to a coproduct̂� : Ĥ ! Ĥ 
 Ĥ so that

¹Ĥ; � ; �̂ º is a graded connected Hopf algebra with antipodeŜgiven explicitly by the formula

Ŝx� = � x� +
Õ

n� 2

¹� 1ºn
Õ

� 1+���+ � n=�

�
�

� 1; : : : ; �n

�
x� 1 � � � � � x� n

whence we deduce eq. (1.3) by restriction.

Finally, we generalise this construction to a larger class ofmonomialsappearing in the theory

of Regularity Structures. In this case, the underlying Hopf algebra is the Butcher�Connes�

Kreimer Hopf algebra over the collection of non-planar decorated rooted trees. In [56] these trees

are used to represent generalised Taylor expansions, and related to the problem of multiplication

of distributions. Our setting then allows us to interpret the renormalised products in [20, 56] as

Hopf algebraic deformations of the pointwise product of smooth functions by using the Hopf

algebra structure over trees in a similar way, thus connecting Regularity Structures with Wick

renormalisation. In particular, we identify the BPHZ renormalisation character appearing in [15,

20] as a Wick product of trees in the sense of Theorem 1.1.2.

Concretely, in the language of Regularity Structures a random distribution can be considered

as a random linear mapX over trees taking values in the space of continuous functions onRd,

such thathX;1i = 1. If we suppose thathX; � i¹ 0º has �nite moments of all orders so that we may

de�ne a linear map on trees by setting

� ¹� º B E»hX; � i¹ 0º¼

Theorem 1.1.6.Suppose thatX is stationary in the sense thathX; � i¹ x + �º has the same law as

hX; � i for all trees� andx 2 Rd. The only character� on forests such that

E»ĥX;  � � i¹ 0º¼= 0

for all non-empty forests� coincides with�̂ � 1, whereX̂ is the unique character extension to

forests ofX.

We also use this Hopf-algebraic language to describe generalised versions of the Leonov-

Shiryaev relation between moments and cumulants. Moment�cumulant relations appear naturally

in the context of stochastic integration with respect to random measures, the Itô integral being

an speci�c example of this broader theory. In particular they are related to chaos expansions.
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See for example G. Peccati and M. Taqqu's book [100]. In the case of a univariate distribution

X with �nite moments of all orders, if we denote its moments by� n B EXn, the sequence of

cumulants¹� nº is de�ned by the relation

exp

 
1Õ

n=1

tn

n!
� n

!

=
1Õ

n=0

tn

n!
� n (1.4)

and in fact the sequence¹� nº characterises the distribution ofX. Some classical examples include

the standard Gaussian distribution whose cumulants are� 1 = 0, � 2 = 1 and� n = 0 for all n � 3.

The Poisson distribution of parameter� > 0 is characterised by the constant sequence� n = � for

all n � 1. Equation eq. (1.4) is actually equivalent to the Leonov�Shiryaev relations

� n =
nÕ

m=1

�
n � 1
m� 1

�
� m� n� m

which are closely related to the Bell polynomials and Faà di Bruno's formula.

With the same notations as in eq. (1.1) we can de�ne joint cumulants¹Ec»X� ¼ºin terms of joint

moments of a collection¹Xa : a 2 Aº of random variables via the generalised Leonov-Shiryaev

relation

E»X� ¼=
j� jÕ

n=1

1
n!

Õ

� 1+���+ � n=�

�
�

� 1; : : : ; �n

� nÖ

i=1

Ec»X� i ¼: (1.5)

This equation gives a recursive de�nition ofEc»X� ¼by induction over the sum

j� j B
Õ

a2A

� a:

If we de�ne the linear functionals� : H ! R and� : H ! R by

� ¹x� º B E»X� ¼; � ¹x� º B Ec»X� ¼

as before, we can lift eq. (1.5) into our abstract setting.

Proposition 1.1.7.We have

� = exp?¹� º = " +
Õ

n� 1

1
n!

� ?n:

We can invert this relation and obtain

Proposition 1.1.8.We have

� = log?¹� º =
Õ

n� 1

¹� 1ºn

n
¹� � " º?n:
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In particular,

Ec»X� ¼=
Õ

n� 1

¹� 1ºn� 1

n

Õ

� 1+���+ � n=�

�
�

� 1; : : : ; �n

� nÖ

i=1

E»X � i ¼:

1.2 Modifying Rough Paths

Rough paths theory was initiated by T. Lyons twenty years ago in the seminal paper [86]. The

main goal of his approach is to systematically treat di�erential equations of the form

dyt =
Õ

a2A

fa¹ytºdxa
t ; y0 = � (1.6)

whereA is a �nite index set withjAj = d, fa : R ! R are smooth functions andxa are some

irregular paths de�ned over a compact time interval. In some situations the pathxa will be so

irregular that the derivatives appearing in eq. (1.6) might only be de�ned as distributions. In

this case, the classical theory of Di�erential Equations will not be able to provide an answer to

this problem. This kind of equations are common for example when dealing with Stochastic

Di�erential Equations (SDEs) driven by Brownian paths.

The classical approach is to assume some extra structure on the paths, such as in K. Itô's

theory of stochastic integration. In this approach the pathx is assume to come from a realisation

of a stochastic process, adapted to an appropriate �ltration, having a semi-martingale property

and �nite quadratic variation. Solutions are then only de�ned outside a set of probability zero,

and are never de�ned at a given path. Moreover, the solution mapx 7! y wherey is the Itô

solution to eq. (1.6) is not continuous: this is illustrated by the Wong�Zakai theorem [119, 120],

stated here in a somewhat loose version �in particular, the exact hypothesis have been relaxed.

Theorem 1.2.1.Let B denote a standard Brownian motion and let¹B" º"> 0 be a sequence of

smooth approximations. Lety" be the classical solution to the ODE

Ûy"
t = f ¹y"

t º ÛB"
t

where f is a smooth function. Then, as" ! 0, the processy" converges a.s. to the solutiony of

theStratonovichSDE

dyt = f ¹ytº � dBt :

Therefore, in the Brownian case, the Wong�Zakai theorem [119, 120] gives an answer: for a

class of �reasonable� approximations to Brownian motion, the solutions to eq. (1.6) converge

to the stochastic di�erential equation interpreted in the Stratonovich sense. It is still possible

to recover the Itô interpretation in the limit, but one has to apply some corrections to the

approximations. This can be seen as an instance ofrenormalisation. Note however that there are
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other kinds of reasonable approximations to Brownian motion for whichy" does not converge. In

1991, Lyons showed that in fact an even stronger statement is true: any subsetC � C¹»0;1¼ºsuch

that the integral
¯ 1
0 udx is de�ned for everyx;u 2 C must have Wiener measure zero. Hence,

this probabilistic approach cannot provide a pathwise meaning to rough equations of the form

eq. (1.6).

Lyons' novel insight was to postulate that the only missing information in order to make

pathwise sense out of an driven equation such as eq. (1.6) are the iterated integrals of the path

x = ¹x1; : : : ;xdº against itself. This is motivated by the following observation: for simplicity

assume thatd = 1 and that the pathx is of classC1. Then, by a solution of eq. (1.6) one means a

C1 pathy such that

yt = � +
¹ t

0
f ¹ysº Ûxs ds:

If we compute the increment�y st B yt � ys, by Taylor expandingf up to �rst order we �nd that

�y st = f ¹ysº� xst + Rst (1.7)

where the remainder

Rst B
¹ t

s
� f ¹yºsuÛxu du

satis�es the boundjRstj . kxkC1kyk1 jt � sj2 and the identity� Rsut = � f ¹yºsu� xut, where� R is

the second-order �nite increment� Rsut B Rst � Rsu � Rut. Approximation(1.7) is also the basis

for some numerical schemes extending the usual Euler's method to the controlled setting, and to

more irregular paths. See [34, 46, 79].

A classical result of L. C. Young states that it is possible to continuously extend the integral

operator

I ¹u; xºt =
¹ t

0
us Ûxs ds

from C0 � C1 ! C1 to C � C� ! C� as long as + � > 1 [121]. Moreover, this extension is

the uniqueC� function I ¹u; xº satisfying

� I ¹u; xºst = us� xst + o¹jt � sjº

with the precise estimate on the remainder

j� I ¹u; xºst � us� xstj . jt � sj +� :

Therefore we can still make sense of eq. (1.6) in the case where the trajectories of the driving

processx lie on the Hölder spaceC , for any > 1
2. Of course, almost surely Brownian motion

does not belong to this space.
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However, observe that in this case the solutiony satis�es

�y st = f ¹ysº� xst +
1
2

f ¹ysº f 0¹ysº
¹ t

s
� xsudxu + Rst:

The two-parameter functionX st =
¯ t

s � xsudxu is such thatjX stj . jt � sj2 and its second-order

increments are� X sut = � xsu� xut. Moreover, Young's estimate implies that the remainder

Rst B �y st � f ¹ysº� xst � 1
2X st

satis�esjRstj . jt � sj3 and its �nite increments are also know. Observe that in this scenario,

the functionAst B f ¹ysº� xst + f ¹ysº f 0¹ysºX st satis�es the hypothesis of Gubinelli's Sewing

Lemma (Theorem 3.1.3) as long as � 1
3, hence we can �nd anintegral I : »0;1¼ ! R such that

� Ist = f ¹ysº� xst + f ¹ysº f 0¹ysºX st + o¹jt � sjº;

which is a possible reformulation of eq. (1.6) in this context. At this point, the existence ofX does

not depend on the ability to integratex against itself but only on its de�ning properties, i.e. on

the form of its second-order increment and its regularity at the diagonal. In the one-dimensional

case it is easily seen that settingX st = 1
2¹xt � xsº2 works for any -Hölder path as long as � 1

3.

One can iterate this idea and obtain that if � 1
N+1 then it su�ces to �nd appropriate objectsX k,

for k = 2; : : : ;N, satisfying similar analytical and algebraic conditions. In this way we arrive at

our �rst de�nition of a rough path.

De�nition 1.2.2. A  -rough pathover x is a collection¹X k : k = 1; : : : ;Nº such thatX1
st = � xst,

X k
st =

kÕ

j =1

X j
suX

k� j
ut

and jX k
stj . jt � sjk for all k 2 N ands;u;t 2 »0;1¼.

So, if X is a -rough path overx the germAst = f ¹ysº� xst + f ¹ysº f 0¹ysºX2
st + � � � will satisfy

the hypothesis of Theorem 3.1.3 and so one can recast eq. (1.6) in a suitable way. For some

choices ofx, a �canonical� choice of a rough path is available: for example, ifx is smooth

then itssignature[23, 86] serves this purpose. Other cases where geometric rough paths have

been constructed are Brownian motion and fractional Brownian motion (see [27] for theH > 1
4

case and [96] for the general case) among others. Still one might require additional properties

from the integral given by the Sewing Lemma which might not be obvious. For example, it is

not clear that integrals constructed this way should satisfy integration by parts for any choice

of X k. In a stochastic integration context, the notion of integral so obtained coincides with

Stratonovich's integral rather than Itô's version. If one would like to obtain Itô's stochastic

integral, it is mandatory to letX st = 1
2¹¹xt � xsº2 � ¹ t � sºº as one would expect given the
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interpretation ofX as an iterated integrals. In fact, the properties of the �nite integral operator�

(see Section 3.1.1) entail that given a �xed second order processX, settingX0
st = X st + � hst, for

any2 -Hölder functionh, yields another valid second order process, hence a di�erent notion of

integral. Therefore, modulo a shift by a2 -Hölder function all -rough paths are of the above

form.

The case in dimensiond � 2 is drastically di�erent. For simplicity we only address the

cased = 2, but the same remarks hold for anyd � 2. Whenx = ¹x1; x2º has more than one

component we have to deal with integrals of the components against themselves. As before, ifx

is smooth or -Hölder for � 1
2 the integral

X i j
st =

¹ t

s
� xi

sudx j
u (1.8)

is well de�ned and it satis�es� X i j
sut = � xi

su� x j
ut andjX i j

stj . jt � sj2 . For a general -Hölder

pathx we may proceed as before, postulating the existence of �iterated integrals�X i j , and we can

recourse to Theorem 3.1.3 in order to build a notion of integral againstx, hence de�ne a notion

of solution to the corresponding multi-dimensional version of eq. (1.6). However, in this case

the algebraic relations that these integrals ought to satisfy are not as simple, and in particular

there is no canonical choice of the values ofX i j for an arbitrary pathx 2 C . For example, the

pathX i j
st = � � xi

s� x j
st satis�es� X i j

sut = � xi
su� x j

ut, but it behaves only asjt � sj whent � s, not as

jt � sj2 as required. We may think of the collectionX i j as a matrix (2-tensor) on the indices

i; j 2 f 1; : : : ;dg and as such we may decompose it as a sum of a symmetric matrixS and an

anti-symmetric matrixA where

Si j B
X i j + X ji

2
; Ai j B

X i j � X ji

2
:

By using the properties of the �nite increment� (see Section 3.1.1, in particular eq. (3.4)) it is

not hard to see thatSi j
st = 1

2� xi
st� x j

st satis�es

� Si j
sut =

1
2

¹� xi
su� x j

ut + � x j
su� xi

utº (1.9)

so the symmetric part can always be de�ned for an arbitrary path, but �nding the anti-symmetric

part is a non-trivial task. Indeed, in the iterated integral interpretation the matrixA has entries

given by

Ai j
st =

1
2

¹ t

s
� xi

sudx j
u � � x j

sudxi
u (1.10)

so this matrix is tightly related to the construction of the Lévy area process. This process is

known to be discontinuous in the uniform topology, and even in the 2-variation topology, as

a function ofx so approximations by smooth functions are immediately ruled out as a valid

strategy. In fact, we remark that sinceA is antisymmetric the couple� x + A actually lives in the
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vector spaceRd � so¹dº B g2. This vector space is thefree 2 step nilpotent Lie algebrawhere

the Lie bracket is given by

»x + A; y + B¼= x 
 y � y 
 x:

Moreover, there is an exponentialexp2 : g2 ! G2 given by

exp2¹x + Aº B 1 + x + A +
1
2

x 
 x (1.11)

whereG2 B 1 + Rd � ¹ Rd 
 Rdº is theLie groupassociated tog2 which is free 2 step nilpotent.

The multiplication law onG2 can be explicitly stated as

¹1 + x + Xº � ¹1 + y + Yº = 1 + x + y + X + Y + x 
 y

but can also be described by means of the Baker�Campbell�Hausdor� formula (see eq. (5.7)).

Observe from eq. (1.11) that the exponential actually adds the symmetric matrix1
2x 
 x to A

thus obtaining a matrixX 2 Rd 
 Rd with symmetric part �xed byx in the fashion ofS. Thus,

de�ning the antisymmetric matrixA in eq. (1.10) is equivalent to �nding a matrixX satisfying

the algebraic constraint below eq. (1.8) provided that we �x the symmetric part as in eq. (1.9).

This choice of the symmetric part is clearly not unique but it is in some sense canonical; indeed,

the identityX i j
st + X ji

st = � xi
st� x j

st commes from the integration by parts rule

¹ t

s
� xi

sudx j
u +

¹ t

s
� x j

sudxi
u = � xi

st� x j
st (1.12)

for smooth pathsx = ¹x1; x2º. This identity is an example of a more general set of relations

known asshu�e relations, in reference to the �ipping of the indices appearing in the previous

equation.

This can be formalised and generalised by taking the dual point of view. Consider the set

A = f 1; : : : ;dg and letM¹Aº denote the free monoid overA. Elements ofA can be regarded

as words with letters fromA and we let1 denote the empty word which acts as the identity for

concatenation. Theshu�e product tt : H 
 H ! H is de�ned recursively bya tt 1 = 1 tt a = a

for all a 2 A and

au tt bv = a¹u tt bvº + b¹au tt vº

wherea;b 2 A andu; v 2 M¹Aº are non-empty words. The spaceH also carries a coproduct
�� : H ! H 
 H given by deconcatenation of words

�� ¹a1 � � � anº =
nÕ

k=0

a1 � � � ak 
 ak+1 � � � an
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in such a way that¹H; tt ; �� º becomes a graded connected Hopf algebra. It is known that linear

functionalsX 2 H � which are multiplicative in the sense thathX;u tt vi = hX;uihX; vi form

a group. Moreover, if we identify words of length greater than two with zero, the truncated

group so obtained is isomorphic toG2 de�ned above. We arrive at the following de�nition (see

Section 5.4 for the general case).

De�nition 1.2.3. Let  2 »1
3; 1

2º. A weakly -regulargeometric rough pathis a pathX : »0;1¼2 !

G2 such thatXst = Xsu? Xut and

jhXst;uij . jt � sj jvj:

Notice that in this case the shu�e relation in eq. (1.12) might be rewritten as

hXst; i tt j i = hXst; i ihXst; j i

so the fact thatX takes values in the groupG2 is just an expression of the fact that the integral

represented byX satis�es integration by parts. Also, if we write Chen's ruleXst = Xsu? Xut in

coordinates we see that

X i j
st = hXst; i j i = hXsu? Xut; i j i = X i j

su + X i j
ut + � xi

su� x j
ut

i.e. we recover the algebraic constraint we had before, namely� X i j
sut = � xi

su� x j
ut.

A general theorem by T. Lyons and N. Victoir [88] gives the existence of a geometric rough

path over any given -Hölder path. The precise result is as follows:

Theorem 1.2.4(Lyons�Victoir extension). If p 2 »1;1º n N, a continuous path of �nitep-

variation can be lifted to a geometricp-rough path. For anyp, a continuous path of �nite �nite

p-variation can be lifted to a geometric¹p + " º-rough path.

Of course, this require extending De�nition 1.2.3 to lower regularities by the addition of

supplementary higher-order components, which can be seen in a similar way to represent iterated

integrals and higher-order Lévy area processes. This theorem and its proof are very abstract

and thus do not provide a concrete way of constructing the required iterated integrals. In

Chapter 5 (see in particular Theorem 5.3.4), we provide an alternative approach, inspired by the

Lyons�Victoir construction, to construct these integrals in an iterative manner. In its simplest

form, namely when 2 »1
3; 1

2º andd = 2 we only need to construct one path sincedimso¹2º = 1.

This may be done by a technique akin to Gubinelli'sSewing Lemma(Theorem 3.1.3), by �rst

de�ning the antisymmetric matrixA over a dyadic partition of the interval»0;1¼(say). We

�rst de�ne the values ofAst for consecutivedyadicss = k2� m; t = ¹k + 1º2� m by making some
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choices: for example, we start by settingA01 = 0, and this choice is arbitrary. We may as well

replace this initial value by any antisymmetric matrix of our choice and obtain a di�erent rough

path. Now, Chen's rule can be rephrased at the level ofg2 by using the BCH formula (see eq. (5.7)

below): in this case we have that, sinceX = exp2¹� x + Aº,

exp2¹� xst + Astº = exp2¹� xsu + Asuº � exp2¹� xut + Autº

= exp2

�
� xst + Asu + Aut +

1
2

»� xsu + Asu; � xut + Aut¼
�

whence

� Asut = Ast � Asu � Aut =
1
2

¹� xsu 
 � xut � � xut 
 � xsuº: (1.13)

Therefore, we also need to choose the values ofA on the dyadics in such a way so that eq. (1.13)

is preserved. Then, we use Chen's rule again in order to extend this de�nition to any pair of

dyadics. At last, a continuity argument (Lemma 5.1.6) allows the passage to the limit and de�ne

the value ofA for any s;t 2 »0;1¼. For this last step we need the fact that there is a suitable

metrisable topology inG2 compatible in a nice way with the analytic bound in De�nition 1.2.3.

Remark1.2.5. The previous argument, i.e. the case 2 »1
3; 1

2»andd = 2, already appears in

[88]. 4

Finally, a word about the non-geometric case. In some situations, the imposition of the usual

rules of calculus might lead to an �undesirable� notion of integral; such is the case of Brownian

motion where the Itô integral might be preferred over Stratonovich's since, even though both

are adapted, the latter is the limit of non-adapted sums so it needs to �look into the future�.

Moreover the Itô integral enjoys a martingale property and it is an isometry into the space of

square integrable functions; none of this is true for the Stratonovich integral. The shu�e relations

mentioned in the above paragraph present the integration by parts rule in an algebraic language.

For example, ifx1 andx2 are smooth paths and we setX i j
st =

¯ t
s � xi

sudx j
u, the usual integration by

parts implies thatX i j
st + X ji

st = � xi
st� x j

st. In 1977, K. T. Chen showed [23] that a similar relation

holds for higher-order iterated integrals

X i1���in
st =

¹

s<u1<���<un<t
dxin

undxin� 1
un� 1 � � � dxi1

u1:

Considering the family of linear maps onH given by

hXst; i1 � � � ini = X i1���in
st

we see that this can be rephrased as requiring thatXst be multiplicative with respect to the shu�e

product. This is the context of Lyons' original theory and essentially it dealt only with this case.

In 2010, M. Gubinelli further extended the theory to the non-geometric case in what he called

branched rough paths. His approach is based on E. Hairer and G. Wanner's observation that
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solutions to the classical ODEÛy = f ¹yº can be expanded as a Butcher series

yt = � +
Õ

� 2T

1
� !

f� ¹ytºt j� j

where the sum is overnon-planartrees [16, 54].

In the branched case, the shu�e algebra is replaced by the Butcher�Connes�Kreimer Hopf

algebraH over non-planar rooted trees decorated by the alphabetA. This is the commutative

polynomial algebra over the spaceT of decorated trees where the coproduct� : H ! H 
 H

can be represented by means of admissible cuts (see Section 2.5 for further details). As before,

the set of linear mapsX 2 H � which are multiplicative form a group, which we denote byG.

De�nition 1.2.6. A branched -rough path is a pathX : »0;1¼2 ! G such thatXst = Xsu? Xut

and

jhXst; � i j . jt � sj j� j:

In this de�nition, j� j denotes the number of nodes in the tree� . We can think of a branched

rough path as a family of paths indexed by forests, satisfying additional regularity and algebraic

relations.

The connection between these two settings, namely geometric and branched rough paths, was

extensively explored by M. Hairer and D. Kelly [57]. In a subsequent work, Y. Bruned, C. Curry

and K. Ebrahimi-Fard examined the algebraic aspects of this relation [14]. The main contribution

of Hairer and Kelly's article is to give an application (latter dubbed the Hairer�Kelly map)

converting branched rough paths to geometric rough paths. They also provide another map, which

they denote by' g, converting geometric rough paths to branched rough paths. As a by-product of

this conversion they obtain Itô�Stratonovich conversion formulas which generalise the classical

formula converting Itô integrals into Stratonovich integrals to a more general class of driving

paths. However, they remark that their construction is far from optimal in the general case since,

even in the Brownian setting, the formula obtained contains redundant terms that have to be

collected afterwards. In [14] this conversion is addressed in the context of semimartingale driving

noises, interpreting the Hairer�Kelly map as the arbori�cation of the Ho�man exponential.

We take up on this problem by constructing a translation map, similar to the Hairer�Kelly

map, allowing to rewrite branched rough paths as a more general class of geometric rough

paths, calledanisotropic geometric rough paths, introduced in Section 5.5. Roughly, this new

setting allows us to identify the redundant data constructed by the original Hairer�Kelly map as

components having high regularity, thus permitting a �ner control over what objects have to be

actually constructed and what objects are already �xed by the other levels.

The idea of iteratively constructing the values ofhX; � i for trees of increasing size by means

of the �nite second order increment� already appears in Gubinelli's work on branched rough
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paths. He uses this technique in [51], together with hisSewing map(Theorem 3.1.3), to prove an

extension theorem stating that branched rough paths depend e�ectively only on a �nite number

of trees. In other words, once one has the values ofX on trees with at mostN B b � 1c nodes,

the rest of the values are uniquely de�ned.

One of the main results of this chapter is the following:

Theorem 1.2.7.Let ¹xa : a 2 Aº be a collection of real-valued -Hölder paths. There is a

geometric -rough pathX such thathXst;ai = xa
t � xa

s for all a 2 A.

The proof consists of an iterative construction of a geometric rough path over the given

Hölder paths, thus improving Theorem 1.2.4. In order to achieve our construction we have to

keep a balance between the analytical and algebraic constraints imposed by the de�nition of a

geometric rough path: on one hand, the algebraic conditions demand that at each step Chen's

rule and the multiplicativity of the rough path are to be kept, and on the other hand the path so

obtained should be -Hölder continuous with respect to a suitable metric, see De�nition 5.3.1.

Our approach heavily relies on an explicit form of the Baker�Campbell�Hausdor� formula by

Reutenauer [103] (formula(5.9)), as well as on analytic techniques akin to Gubinelli's Sewing

Lemma [50], exploiting the fact that the group of characters over the shu�e Hopf algebra is in

fact a Lie group whose topology may be metrized in various ways.

In fact, our technique allows us to generalise Lyons and Victoir's construction to di�erent

cases and so we obtain

Theorem 1.2.8.Let ¹xa : a 2 Aº be a collection of real-valued -Hölder paths. There is a

branched -rough pathX such thathXst; a i = xa
t � xa

s for all a 2 A.

Theorem 1.2.9.Let ¹xa : a 2 Aº be a collection of real-valued paths and let¹ a : a 2 Aº be real

numbers with0 <  a < 1, such thatxa is  a-Hölder. There is an anisotropic geometric rough

pathX such thathXst;ai = xa
t � xa

s for all a 2 A.

In physical applications, it is interesting to understand the limiting behaviour of regularised

(or discretised) solutions to eq. (1.6). Moreover, there are some reasonable approximations for

which the corresponding solutions do not converge [85]. In this case, one has to perform some

kind of modi�cations to the involved quantities in order to obtain a meaningful limiting object.

For this reason we explore possible modi�cations to rough paths both in the geometric and in

the branched case. In the branched case we prove that the abelian groupC of collections of

functions¹g� : � 2 Tº such thatg� is  j� j-Hölder acts transitively over the space of branched

rough paths.

Theorem 1.2.10.The groupC acts transitively on branched rough paths. Giveng 2 C and a

branched rough path there is another branched rough path of the same regularitygX such that
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g0¹gXº = ¹g + g0ºX for all g0 2 C . Moreover, ifX and X0are any two branched rough paths of

the same regularity, then there existsg 2 C such thatX0 = gX.

Our method works by iteratively constructing each level with the help of a general extension

theorem (see Theorem 5.3.4). The main di�culty for the proof of Theorem 1.2.10 is that this

successive construction of level has to respect not only Chen's rule and the analytical constraints

imposed by the de�nition of rough path, but also the modi�cation already done to the previous

levels. In particular, the way in whichC acts on rough paths is by adding the increment of a

 j� j-Hölder function to each �component�hX; � i . To see why this should be the case consider a

 2 »1
3; 1

2»so thatN = 2, and assume that the �rst levelshXst; a i andhX0
st; a i are equal and �xed.

Chen's rule then implies that if we setF B hXst; a
b i and de�neF0accordingly then

� Fsut = hXsu; b ihXut; a i = hX0
su; b ihX0

ut; a i = � F0
sut

so that there exists a2 -Hölder functiong such that

hX0
st; a

b i = hXst; a
b i + gt � gs:

Modulo some technical considerations this is the core of the argument and so our construction is

fully explicit. A similar kind of modi�cation was considered by Bruned, Chevyrev, Friz and

Preiÿ in [13], but in the case where the modi�cations are given by constant multiples of an

extra pathX0 which they assume to be regular enough so the translation1respects the de�nition

of a rough path. The advantage is that they can describe the result of this translation as the

action of a left comodule over the Butcher�Connes�Kreimer Hopf algebra by using a version

of the extraction-contraction coproduct investigated in [17] and the cointeraction property it

satis�es with respect to the usual Connes�Kreimer coproduct. For the moment we do not have a

similar description of our modi�cation in such an algebraic setting, but Theorem 1.2.10 is general

enough to allow for modi�cations by arbitrary Hölder functions. Also, for the same reason,

the �renormalisation group�C we obtain is in�nite-dimensional as opposed to the one found

in [13]. Another instance of this modi�cation theorem and its relation to Rough Di�erential

Equations has been studied in [14] by Bruned, Curry and Ebrahimi-Fard, where they assume that

the underlying Hopf algebra has a quasi-shu�e structure. This is supposed to represent the fact

that the base paths are semi-martingales so that the Itô rule provides a deformed product where

there's an extra term coming from the quadratic variation, hence the quasi-shu�e structure.

1In their terminology
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1.3 Directed Polymers

One of the main motivations for this work was to study a coupled system of singular stochastic

PDEs arising from as a scaling limit of a physical model called themultilayer semi-discrete

directed polymerintroduced by I. Corwin and A. Hammond [25]. This model, which we explain

below, was introduced in order to understand a continuous model introduced by N. O'Connell

and J. Warren known as themultilayer Stochastic Heat Equation(multilayer SHE for short) a

few years earlier [98]. The multilayer SHE, for a �xedn 2 N and� > 0, is de�ned by its chaos

expansion

Z ¹nº
� ¹s; x; t; yº = p¹s; x; t; yºn

 

1 +
1Õ

k=1

¹

� k ¹s;tº

¹

Rk
R¹nº

k ¹u; z; s; x; t; yº � 
 k¹du;dzº

!

wherep¹s; x; t; yº is the standard heat kernel,R¹nº
k is the correlation kernel of a collection of

n non-intersecting Brownian motions and� is a Gaussian space-time white noise onR+ � R.

The precise sense in which this iterated stochastic integral is de�ned is rigorously treated in

Section 6.2. The random �eld for the casen = 1 �rst appeared in [3] as a scaling limit of the

partition function of the (discrete) directed polymer model under intermediate disorder. Later

on, it would be used in [2] to de�ne a continuum random polymer for whichZ ¹1º
� acts as the

partition function. This partition function can be interpreted as the mild solution to the classical

multiplicative SHE

@tZ =
1
2

� Z + � Z � (1.14)

which corresponds to the Hopf-Cole solution to the KPZ equation. However, to our knowledge

no similar description exists for the dynamics of the �eldsZ ¹nº
� for n > 1 although some partials

results in this direction have been obtained [83].

This family of stochastic processes has many properties shared by other related models such

as the classical SHE, which have already been shown in the recent works [26, 83, 84, 95]. In

particular, they bear a re

One way of thinking ofZ ¹nº
� is by formally interpreting it as the partition function for a

n-layer continuum directed polymer. In then = 1 case the value of the �eld can be formally seen

as giving the average quenched energy of a continuum polymer

Z ¹1º
� ¹s; x; t; yº = p¹s; x; t; yºEx

�
exp

�
�

¹ t

s
� ¹u; Xuºdu

� �
�
�
� Xt = y

�

whereX is a Brownian motion underP (andE is the associated expectation). Of course the

above equality is only formal as the right-hand side is ill-de�ned as� is not a real function but

a random distribution. This already makes clear that if one wants to formally de�ne this �eld

as the limit of discrete approximations some form of renormalisation has to be involved. In
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this interpretation, it is also clear by use of the Feynman�Kac formula thatZ ¹1º
� should satisfy

eq. (1.14). It can be shown thatZ ¹1º
� appears as the scaling limit of the partition function for

discrete and semi-discrete directed polymers in the intermediate disorder regime [3, 93], with

convergence in the sense of chaos expansions inL2.

A similar formal argument can be made forn > 1. In this case,Z ¹nº
� can be now seen to be

formally equal to the energy

Z ¹nº
� = p¹s; x; t; yºnEn

x

"

exp

 

�
nÕ

i=1

¹ t

s
� ¹u; Xi

uºdu

! �
�
�
�
�
X1

t = � � � = Xn
t = y

#

where now¹X1; : : : ;Xnº is a standard Brownian motion underPn. Some additional care has to be

taken here as it is now immediately obvious that one can actually make direct sense of the measure

P driving the processes¹X1; : : : ;Xnº so this already adds some extra di�culty. Nonetheless, as

in the previous case, one can also viewZ ¹nº
� as the limiting partition function of appropriately

de�ned multilayer polymer models under the same regime [26, 95]. In Chapter 6 we show this

for the multilayer semi-discrete directed polymer de�ned in [25]. See also [95] for an alternative

proof.

As stated in a previous paragraph, the dynamics governing the behaviour ofZ ¹nº
� its not fully

understood. In their seminal paper [98], O'Connell and Warren study this dynamic under a

smoothness assumption for the noise potential� . Concretely, they replace� by a smooth function

' and derive a set of PDEs satis�ed by the now smooth �eldz¹nº
� . They prove that the ratios

u¹nº
� = z¹nº

� • z¹n� 1º
� satisfy the nested system of PDEs

� tu
¹nº
� =

1
2

� u¹nº
� + � ©


«

' + � log©

«

z¹n� 1º
�

pn� 1
ª
®
¬

ª
®
¬

u¹nº
� (1.15)

wherez¹0º
� � 1, subject to the initial conditionsu¹nº

� ¹s; x; s; yº = � ¹x � yº. The irregularity of the

initial condition also poses additional problems for the analysis of these equations in the stochastic

setting. After showing this, O'Connell and Warren state that they were not able to show that if

now ' is replaced by a suitable molli�cation� " of the space-time white noise, the corresponding

solutionsu¹nº
�;" converge to a meaningful limit in an appropriate topology as" ! 0. We note that

this is to be expected as this is also the case forn = 1, where already some renormalisation is

needed in order to make sense of eq. (1.14) as the limit of smoothed-out versions as one removes

the smoothing. In the single layer setting this result was proven by M. Hairer and C. Labbé by

using the theory of Regularity Structures [58]. Speci�cally, they show that one has to consider

instead the modi�ed equation

@tZ �;" =
1
2

� Z �;" + � ¹Z �;" � C" º� "

20



whereC" is a function of" which diverges as" ! 0. They show this by essentially using the

BPHZ renormalisation scheme built into Regularity Structures which uses Wick renormalisation

as a crucial step.

To our knowledge there are no similar results in the casen > 1, and this was one of the main

motivations for the work done on the previous chapters. We would like to have a similar kind of

result expressing the �eldZ ¹nº
� as the renormalised limit of the classical solutions to the system

eq. (1.15) as in the single layer case. It could be also interesting to treat more general cases by

letting, for instance, the distribution of the background noise to be di�erent from a Gaussian

distribution. E�orts in this direction directly at the level of the KPZ equation have been made by

Hairer and Shen [59]. Again, a crucial step in order to be able to show this is to understand the

�ner structure of Wick products which play a more prominent role in this setup.
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Chapter 2

Algebra

In this chapter we will introduce the main algebraic tools needed for the principal concepts

appearing in the core of the work. We will provide suitable references at the beginning of each

section.

2.1 Some category theory

Although not strictly necessary, category theory provides a unifying framework for some of the

objects that will appear throughout this chapter, which areuniversalin a broad sense. We will

just provide the main de�nitions and facts without going in too much detail, and focusing mainly

on examples that will be used further in the text. This part is loosely based on Appendix B of the

book by J.-L. Loday and B. Vallette [81].

A categoryis a collection of objects andarrowsor maps between them, such that for any three

objectsC, C0andC00and arrowsf : C ! C0andg : C0 ! C00there is a notion of composition

whereg � f : C ! C00is again an arrow, and this operation is supposed to be associative. Each

object comes with a special arrowidC : C ! C such that for anyf : C ! C0 andg : C0 ! C

we havef � idC = f andidC � g = g. Given two objectsC andC0we denote byHomC¹C;C0º the

set of arrows between them. Categories will be written in sans-serif upright font and its objects

will be denoted in serif italic style. The concept is best illustrated with examples. The category

Set has sets as objects and functions as arrows; given a commutative ringR the categoryRMod

consists of (left)Rmodules withR-linear maps as arrows, and in the particular case whereR = k

is a �eld this is the categoryVectk of vector spaces overk.

A functor between to categoriesC andD is a mapping sending objectC of C to objects

D of D and arrows to arrows, such thatF¹idCº = idF¹Cº, if f : C ! C0 is an arrow inC then

F¹ f º : F¹Cº ! F¹C0º is an arrow inD, andF¹g � f º = F¹gº � F¹ f º. Given a pair of functors
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L : C ! D andR : D ! C, we say thatL is left-adjoint to R andR is right-adjoint to L if there

is a �natural� isomorphism

HomD¹L¹Cº;Dº � HomC¹C; R¹Dºº

for any two objectsC andD in the respective categories. In some categories there is a special

functor, called theforgetful functorand denoted byU, obtained by �forgetting� some of the

structure. A functor left-adjoint to the forgetful functor is called afree functor, denoted byF;

then, the above equality of hom-sets translates into the following property: for each pair of

objectsC in C andD in D, and an arrowf 2 HomC¹C;U¹Dºº, there is anf̂ 2 HomD¹F ¹Cº;Dº

such thatU¹ f̂ º = f .

2.2 Algebras

The next three sections are based of the standard references such as M. E. Sweedler's book [113],

or the books [9, 10] by N. Bourbaki. We �x once and for all a �eldk of characteristic zero. An

algebra is tripleA = ¹A;m;uº whereA is ak-vector space, andm : A 
 A ! A andu : k ! A

arek-linear maps such that the diagram

A 
 A 
 A A 
 A

k 
 A

A 
 A A

A 
 k

id
 m

m
 id

m

u
 id

m

id
 u

commutes. The main square expresses associativity of the product and the side triangles say

thatu¹1º 2 A is the neutral element. Frequently we will not distinguish between the tuple and

the vector space and so statements such aslet A be an algebrawill appear. Likewise, we will

most usually denote the image ofm on two elementsx; y 2 A simply by juxtaposition, that is,

m¹x 
 yº = xy.

Let A andA0 be two algebras. Analgebra map or homomorphismis a map� : A ! A0
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respecting the products and units, i. e. such that the diagram

A 
 A A

k

A0 
 A0 A0

mA

� 
 � �

uA

uA0
mA0

commutes.

An ideal of an algebraA is a subspacea � A such thatm¹a 
 A + A 
 aº � a, that is, it

absorbs left and right multiplication by elements ofA. A subalgebraof A is a subspaceS � A

such thatm¹S 
 Sº � S andu¹kº � S. Ideals serve to form quotients as the next proposition

shows.

Proposition 2.2.1.Let A be an algebra anda � A an ideal. The quotient spaceA•a has an

algebra structure and the canonical projection� : A ! A•a is an algebra map.

Proof. It su�ces to show that if x � x0 2 a andy � y0 2 a thenxy + a = x0y0+ a. But then

there areax;ay 2 a such thatx = x0+ ax andy = y0+ ay , so that

xy = ¹x0+ axº¹y0+ ayº = x0y0+ x0ay + y0ax + axay = x0y0+ a

wherea 2 a by hypothesis. Hence, one can de�ne a product onA•a unambiguously by setting

¹x + aº¹y + aº = xy + a. This also means that if� ¹xº = x + a is the canonical projection then

� ¹xyº = xy + a = � ¹xº� ¹yº. Obviously, �u = � � u acts as the unit. �

Proposition 2.2.2.LetA be an algebraa � A be an ideal. SupposeA0 is another algebra and

that f : A ! A0 is an algebra homomorphism such thata � ker f . Then, there exists a unique

algebra morphism~f : A•a ! A0such thatf = ~f � � .

Proof. De�ne ~f ¹x + aº = f ¹xº for eachx 2 A. This is well de�ned since ifx + a = y + a then

there isa 2 a such thatx = y + a and so

~f ¹x + aº = f ¹xº

= f ¹y + aº

= f ¹yº + f ¹aº

= f ¹yº

= ~f ¹y + aº:
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Moreover, for allx; y 2 A we have

~f ¹¹x + aº¹y + aºº = ~f ¹xy + aº

= f ¹xyº

= f ¹xº f ¹yº

= ~f ¹x + aº ~f ¹y + aº:

�

It is a simple exercise to show that an arbitrary intersection of ideals is again an ideal. Thus,

given a subsetS � A one can form the intersection of all the ideals containingS, which is the

smallest ideal containingS, and will be denoted byhSi . This ideal admits aninternaldescription

in terms of the elements ofS.

Proposition 2.2.3.Let S � A. Then

hSi =

(
nÕ

i=1

� i ai si bi : n 2 N; � i 2 k;si 2 S;ai;bi 2 A

)

: (2.1)

Proof. Let I be the set appearing on the right-hand side of eq. (2.1). This set is clearly an ideal

containingS, hencehSi � I . �

A left moduleover an algebraA, or left A-module, is a tupleM = ¹M; � º whereM is a

k-vector space and� : A 
 M ! M is a linear map such that the diagram

A 
 A 
 M A 
 M

k 
 M

A 
 M M

m
 id

id
 � �

u
 id

�

commutes. A right comodule is de�ned similarly.

Let A;A0be two algebras. The tensor productA 
 A0also carries an algebra structure with

productmA
 A0 = ¹mA 
 mA0º � � 2;3, where� 2;3 : A 
 A0 
 A 
 A0 ! A 
 A 
 A0 
 A0 is the

natural isomorphism. Thus, the product onA 
 A0 is given as¹x 
 x0º¹y 
 y0º = xy 
 x0y0.

Clearly, the unit is the mapuA
 A0 = uA 
 uA0.

An algebraA is said to begradedif its underlying vector space can be decomposed as a
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direct sum

A =
1Ê

p=0

Ap

such thatm¹Ap 
 Aqº � Ap+q andu¹kº � A0. The elements ofAp are calledhomogeneousof

degreep. Thus, every element inA can be write as a �nite sum of homogeneous elements, and

these terms are called its homogeneous components. Ifu is an isomorphism thenA is said to be

connected. We denotedeg¹xº = p �sometimesjxj if this does not lead to confusion� if and only

if x 2 Ap.

Proposition 2.2.4.For everyq � 0 the subspace

aq B
1Ê

p=q+1

Ap

is an ideal inA.

Proof. Let x 2 A anda 2 aq. SinceA is graded we have that for allp � 0 andr > q the product

xpar 2 Ap+r � aq. Therefore,xa andax belong toaq since, for example,

¹xaºp =
pÕ

r=0

xr ap� r 2 aq:

�

Corollary 2.2.5. For all q � 0 the quotient algebraA•aq is isomorphic to the algebra

A¹qº B
qÊ

p=0

Ap

with product

x �q y =

8>><

>>
:

xy deg¹xº + deg¹yº � q;

0 deg¹xº + deg¹yº > q

2.2.1 The free algebra

Let V be a vector space. Thep-fold tensor product ofV with itself is the vector spaceV 
 p with

the convention thatV 
 0 � k. The vector space

T¹Vº =
1Ê

p=0

V 
 p (2.2)
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carries a natural product structure given by the natural isomorphismV 
 p 
 V 
 q � V 
¹ p+qº.

Denoting by1 the unique vector spanningV 
 0, the natural isomorphismk 
 W � W 
 k � W

�where W is an arbitrary real vector space� gives that1 acts as the unit for this product. The

algebra¹T¹Vº; 
 ;1º is known in the literature as thetensor algebra overV, and it corresponds to

thefree associative algebraoverV [81]. Observe thatT¹Vº is in fact a graded connected algebra,

where the tensor productsV 
 p are the homogeneous components.

Remark2.2.6. In order to avoid confusion, we reserve the tensor symbol
 to denote the �internal�

tensor product onT¹Vº, i.e. the one giving the algebra structure. When talking about the

�external� tensor product ofT¹Vº with itself we will use the decorated tensor product~
 . So for

example the product onT¹Vº can be written asm¹a ~
 bº = a 
 b. Likewise, the vectors1 ~
 a

and1 
 a = a belong toT¹Vº ~
 T¹Vº andT¹Vº, respectively. 4

There is another equivalent construction of the free algebra. LetA be a set, considered

as an alphabet, and letA� denote thefree monoidover A; the unit in A� will be denoted

by 1. As a set,A� consists of all the �nite sequencesw = ¹a1; : : : ;apº of elements ofA

�called words�, and for such a word denote by` ¹wº = p its length. By de�nition, we have

an associative lawA� � A� ! A� , ¹a;bº 7! a:b such that1:w = w:1 = w for all w 2 A� ,

and if w = ¹a1; : : : ;apº; w0 = ¹a0
1; : : : ;aqº 2 A� thenw:w0 = ¹a1; : : : ;ap;a0

1; : : : ;a0
qº. Evidently

` ¹w:w0º = ` ¹wº + ` ¹w0º. Every mapf : A ! M whereM is some monoid extends uniquely to a

monoid morphismf : A� ! M by f ¹a1 : : :apº = f ¹a1º : : : f ¹apº.

Denote byk A� the free vector space overA� . The bilinear extension of the monoid law onA�

induces a product onk A� , where1 remains as the unit, as is easy to check. Every mapf : A ! A

whereA in any algebra extends uniquely to an algebra morphismf : k A� ! A, hence we can

identify k A� as thefree algebra over the setA, and we denote it bykhAi . Note that in particular

all words can be written as a �nite productw = a1:a2 : : :ap of letters fromA. We denote byAp

the collection of all wordsw 2 A� with ` ¹wº = p. Thus,khAi is graded by word-length and the

subspacesk Ap are the homogeneous components.

Remark2.2.7. If V is a vector space of dimension the cardinality ofA, there is a bijection between

a basis forV andA. Thus, we can identifyV as the free vector space overA and then the monoid

operation onA� will coincide with the tensor product onT¹k Aº. 4

The algebrakhAi is sometimes called thenon-commutative polynomial algebraand each

letter from A plays the role of an indeterminate. Observe that there is no restriction on the

cardinality of A. In the case whereA is �nite, khAi is easily seen to be isomorphic to the

non-commutative polynomial ringkhxa : a 2 Ai . For this reason, words inA� �that is, the basis

elements of the underlying vector space� are called monomials.
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The free commutative algebra

There is a natural action of the symmetric groupSp on the vector spaceV 
 p, given by

�: ¹v1 
 � � � 
 vpº = v� ¹1º 
 � � � 
 v� ¹pº:

If we let Sp¹Vº = V 
 p•Sp denote the collection of all orbits of elements ofV 
 p under the action

of Sp, the vector space

S¹Vº =
1Ê

p=0

Sp¹Vº

becomes a commutative algebra with unit1 2 S0¹Vº. This algebra is called thesymmetric algebra

overV.

Remark2.2.8. An equivalent construction can be over an arbitrary setA by consideringV to be

the vector spacek Aspanned byA. The action ofSp is by permuting the letters in a word. 4

We can obtainS¹Vº as a quotient ofT¹Vº by a suitable ideal. Consider the set

S = f u 
 v � v 
 u : u; v 2 Vg

and leta = hSi be the ideal generated by this set. ThenS¹Vº is isomorphic as an algebra to

the quotientT¹Vº•a, because every element inSp can be decomposed into a �nite number of

transpositions.

The commutative algebraS¹Vº enjoys the following universal property: iff : V ! A is any

linear map fromV to a commutative unital algebraA, it uniquely extends to an algebra morphism

f : S¹Vº ! A. This is true in view of Proposition 2.2.2. Indeed, iff : V ! A is a linear map, it

extends uniquely as an algebra homomorphismf : T¹Vº ! A. SinceA is commutative this map

is symmetric, that is,f ¹u 
 vº = f ¹v 
 uº. Hencea � ker f and so Proposition 2.2.2 applies. In

particular, ifA is a �nite alphabet, we can identifyk»A¼with the usual (commutative) polynomial

ring k»xa : a 2 A¼.

A very special case, that will be of interest for latter developments is whenA = f ag �or V is

1-dimensional. In this case bothkhAi andk»A¼are isomorphic to the polynomial ring in one

variablek»x¼. A basis for this space is given by the monomialsf 1; x; x2; : : :gand the product is

the usual product of powersxn � xm = xn+m.

2.2.2 The shu�e algebra

It is possible to endow the spaceT¹Vº de�ned above with another commutative algebra structure

which di�ers from the free commutative algebra constructed above. For the description of this
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product it is best to use the presentation of the free algebra with words. Construct a map bilinear

map tt : k A� 
 k A� ! k A� inductively by setting1 tt a = a tt 1 = a for all a 2 A and, if

v; w2 A� are words anda;b 2 A are any two letters, then

av tt bw = a¹v tt bwº + b¹av tt wº:

For example, we may compute

a tt b = ab+ ba; ab tt cd = abcd+ acbd+ cabd+ cadb+ cdab:

It can be shown that¹k A� ; tt ;1º is a commutative unital algebra, which is also graded and

connected. The homogeneous component of degreep � 0 is spanned byAp, the set of words of

length exactlyp. In the case the setA is totally ordered, it can also be shown that the shu�e

algebra is free over a special set of wordsL¹Aº � A� , calledLyndon words. This means that, as

an algebra, the shu�e algebra is isomorphic to the polynomial ringk»xw : w 2 L¹Aº¼.

2.2.3 Universal enveloping algebras

Let L be a Lie algebra with bracket»�; �¼. Recall that this means that the map»�; �¼: L � L ! L is

bilinear, and satis�es»x; x¼= 0 and the Jacobi identity

»x;»y;z¼¼+ »y;»z; x¼¼+ »z;»x; y¼¼= 0 (2.3)

for all x; y;z 2 L . If L andL0 are two Lie algebras, a linear function� : L ! L0 satisfying

� ¹»x; y¼º = »� ¹xº; � ¹yº¼is said to be aLie algebra homomorphism or map. There is a canonical

way to associate, to any associative algebraA a Lie algebraLA by setting»x; y¼= xy � yx.

A universal enveloping algebrafor L is an algebraA such that for any other algebraA0, every

Lie algebra map� : L ! LA0 uniquely extends to an algebra map� : A ! A0. As with all

objects satisfying universal properties, universal enveloping algebras are unique up to algebra

isomorphism.

Given an arbitrary Lie algebraL , there is a canonical way of constructing its universal

enveloping algebra. Consider the free algebraT¹Lº over the underlying vector space ofL as

constructed on Section 2.2.1 and leta be the ideal generated by the set

S = f x 
 y � y 
 x � » x; y¼: x; y 2 L g:

Proposition 2.2.9.The quotient algebraU¹Lº = T¹Lº•a is a universal enveloping algebra forL .

Proof. Let A0 be an algebra andf : L ! LA0 a Lie algebra morphism. In particular,f is
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linear so it admits a unique extensionf : T¹Lº ! LA0 as an algebra homomorphism. Now, by

Proposition 2.2.3 everya 2 a is a linear combination of elements of the form

v1 
 � � � 
 vi 
 ¹ x 
 y � y 
 x � » x; y¼º 
vi+1 
 � � � 
 vp

wherev1; : : : ; vp; x; y 2 L andp � 1. But the image underf of an element of this form is equal to

f ¹aº = f ¹v1º � � � f ¹vi º¹ f ¹xº f ¹yº � f ¹yº f ¹xº � f ¹»x; y¼ººf ¹vi+1º � � � f ¹vpº = 0

hencea � ker f . Thus, in view of Proposition 2.2.2 there exists a unique algebra map
~f : U¹Lº ! LA0 such thatf = ~f � � . �

2.3 Coalgebras

A coalgebrais a tripleC = ¹C;� ; " º whereC is a k-vector space, and� : C ! C 
 C and

" : C ! k arek-linear maps such that the diagram

k 
 C

C C 
 C

C 
 k

C 
 C C 
 C 
 C

�

� � 
 id

" 
 id

id
 �
id
 "

commutes. Observe that this is the same diagram as before but with �arrows reversed�. We will

use Sweedler's notation to denote the image of� as follows. Forx 2 C we write

� x =
Õ

¹xº

x1 
 x2;

or in a more compact way,� x = x1 
 x2. Sometimes we will also drop the limit on the sum. In

this notation, the coassociativity property¹id 
 � º� = ¹� 
 idº� reads

Õ
x1 
 ¹ x2º1 
 ¹ x2º2 =

Õ
¹x1º1 
 ¹ x1º2 
 x2;

for all x 2 C, hence there is no ambiguity in simply writing

¹id 
 � º� x = ¹� 
 idº� x =
Õ

x1 
 x2 
 x3:
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Likewise, the counit satis�es

x =
Õ

h"; x1i x2 =
Õ

h"; x2i x1:

Let C andC0be two coalgberas. Acoalgebra homomorphismis a map� : C ! C0such that

the diagram

C C 
 C

k

C0 C0 
 C0

�

� � 
 �

"

" 0

� 0

A coidealin a coalgebraC is a subspace such that� c � C 
 c+ c 
 C. A subcoalgebraof C

is a suspaceS such that� S � S 
 S andS � ker" . Coideals serve, as ideals in an algebra, to

form quotients.

Proposition 2.3.1.Let C be a coalgebra andc � C a coideal. The quotient spaceC•c has a

coalgebra structure and the canonical projection is a coalgebra map.

Proof. Let � : C ! C•c be the canonical projection, and de�ne a coproduct� q : C•c !

C•c 
 C•c by � q� ¹xº = ¹� 
 � º� x. To check that� q is well de�ned it su�ces to show that if

� ¹xº = � ¹x0º then� q� ¹xº = � q� ¹x0º. But in that case there is ac 2 c such thatx = x0+ c and

then� x = � x0+ � c, whence

� q� ¹xº = � q� ¹x0º + ¹� 
 � º� c = � q� ¹x0º

sinceC 
 c+ c 
 C � ker¹� 
 � º.

Now de�ne �" : C•c ! k by h�"; � ¹xºi = h"; xi . This is well-de�ned and

¹ �" 
 idº� q� ¹xº = ¹" 
 � º� x = � ¹xº:

The other identity can be checked in a similar way. �

A left comoduleover a coalgebraC, or left C-comodule, is a tupleM = ¹M; � º whereM is a
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vector space and� : M ! C 
 M is such that the diagram

M C 
 M

k 
 M

C 
 M C 
 C 
 M

�

� id
 �

" 
 id

� 
 id

commutes. A right comodule is de�ned in a similar fashion. Using Sweedler's notation, the

image of� is sometimes written

� ¹xº =
Õ

x1 
 x0

so the diagram above imposes the identities

Õ
x1 
 ¹ x0º1 
 ¹ x0º0 =

Õ
¹x1º1 
 ¹ x1º2 
 x0

and Õ
h"; x1i x0 = x:

If C;C0are two coalgebras, their tensor productC 
 C0 is also a coalgebra with coproduct

� C
 C0 = � 2;3�¹ � C 
 � C0ºand counit" C
 C0 = " C 
 " C0, where� 2;3 is the �ip map� 2;3¹a
 b
 c
 dº =

a 
 c 
 b 
 d.

A coalgebraC is said to begradedif its underlying vector space admits a decomposition

C =
1Ê

p=0

Cp

such thatker" � C1 � C2 � � � � and

� Cp �
Ê

q+r=p

Cq 
 Cr :

As before, a graded coalgebraC is said to beconnectedif C0 is one-dimensional.

It is an easy exercise to prove that

Proposition 2.3.2.Fix q � 1. The subspace

cq B
qÊ

p=0

Cp

is a coideal inC.
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2.3.1 The cofree coalgebra

Similarly to the case of an algebra, there is an explicit construction of the cofree coalgebra over a

vector spaceV. LetV be a vector space. As before, let

Tc¹Vº =
1Ê

p=0

V 
 p:

It is possible to de�ne a coproduct� : Tc¹Vº ! Tc¹Vº ~
 Tc¹Vº in the following way: let

� 1 = 1 ~
 1 and for an elementary tensorx = v1 
 � � � 
 vp 2 V 
 p set

� x = 1 ~
 x + x ~
 1 +
p� 1Õ

j =1

¹v1 
 � � � 
 vj º ~
 ¹ vj +1 
 � � � 
 vpº:

The counit is the map such thath"; 1i = 1 andh"; vi = 0 else. The coalgebra¹Tc¹Vº; � ; " º has the

following property: ifC is any coalgebra, each mapf : C ! V extends uniquely to a coalgebra

map f : C ! Tc¹Vº. Note thatTc¹Vº is a graded connected coalgebra where the tensor products

V 
 p play the role of the homogeneous components.

There is another, equivalent construction of the cofree coalgebra. LetA be a set, regarded

as an alphabet, and letA� be the free monoid overA; the unit inA� is denoted by1. There is a

coproduct� : k A� ! k A� 
 k A� such that� 1 = 1 
 1 and if w = a1 : : :ap is a non-empty word

then

� w = 1 
 w + w 
 1 +
pÕ

j =1

a1 : : :aj 
 aj +1 : : :ap:

As before, both constructions are trivially isomorphic.

2.3.2 The convolution algebra

Let C be a coalgebra andA be an algebra. It is possible to obtain an algebra structure on the

space ofk-linear mapsHomk¹C;Aº by transposing the coalgebra structure ofC. Speci�cally,

given�;  2 Homk¹C;Aº, their convolution product is the map� ?  2 Homk¹C;Aº as

¹� ?  º¹xº = m¹� 
  º� x: (2.4)

In Sweedler's notation this reads

¹� ?  º¹xº =
Õ

� ¹x1º ¹x2º:

Associativity of the convolution product follows from both the associativity ofm and the
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coassociativity of� since

»� ? ¹ ? � º¼¹xº = m¹� 
  ? � º� x

= m¹id 
 mº¹� 
  
 � º¹id 
 � º� x

= m¹m 
 idº¹� 
  
 � º¹� 
 idº� x

= »¹� ?  º ? � ¼¹xº

The map� = u � " acts as the unit, since

¹� ?  º¹xº = m¹u � " 
  º� x

=
Õ

h"; x1i u¹1º ¹x2º

=
Õ

h"; x1i  ¹x2º

=  
�Õ

h"; x1i x2

�

=  ¹xº:

The other identity is proven similarly.

This shows that in particular the linear dualC� = Homk¹C; kº of C possesses an associative

algebra structure. In this case, the counit ofC plays the role of the unit inC� . The associative

algebra¹C� ;?; " º is known as thedual algebraof the coalgebraC.

There is a nice duality between subcoalgebras of¹C;� º and ideals of¹C� ;?º. Recall that for

a subsetJ � C, its anihilator is the subspace

J? B f  2 C� : h ; xi = 0;8x 2 Jg:

Proposition 2.3.3.LetS be a subspace ofC. Then

1. S is a subcoalgebra if and only ifS? is an ideal inC� .

2. S is a coideal if and only ifS? is a subalgebra ofC� .

2.3.3 The restricted and graded duals

We observe however that it is not always possible to turn the dual space of an arbitrary algebra into

a coalgebra by dualising the product. Suppose¹A;m;1º is an algebra and letA� = Homk¹A; kº

denote the dual space of its underlying vector space. The product is a linear mapm: A 
 A ! A

hence its transposem� : A� ! ¹ A 
 Aº� . But in general¹A 
 Aº� is strictly bigger thanA� 
 A� ,

unlessA is �nite-dimensional, in which case they are isomoprhic.
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Suppose there is a subspaceD � A� such thatm� ¹Dº � D 
 D. In this case, the restriction

� = m� jD de�nes a coproduct because, sincem is associative, one has

h¹� 
 idº�  ; x 
 y 
 zi = h�  ; xy 
 zi

= h ; ¹xyºzi

= h ; x¹yzºi

= h�  ; x 
 yzi

= h¹id 
 � º�  ; x 
 y 
 zi :

Moreover, the linear map" : A� ! k de�ned by h";  i = h ; 1i satis�es

h¹" 
 idº�  ; xi = h�  ; 1 
 xi = h ; xi

so that¹D;� ; " º is a coalgebra, which is cocommutative ifA is commutative.

One can consider the spaceA� consisting of all linear maps 2 A� such thatker contains

a co�nite ideal, that is, such that there is an ideala � ker with dim¹A•aº < 1 . This space

satis�es the identity¹A 
 Aº� � A� 
 A� andm� ¹A� º � A� 
 A� . Hence the restriction� = m� jA�

de�nes a coproduct, and the maph";  i = h ; 1i is a counit so¹A� ; � ; " º becomes a coalgebra.

We obtain an alternate construction of the cofree coalgebra [30].

Proposition 2.3.4.LetV be a vector space. ThenT¹V� º� is the cofree coalgebra overV.

In the caseA is also graded one can do a little bit better. SupposeA is a graded algebra with

homogeneous componentsAp. Thegraded dualof A is the space

Agr B
1Ê

p=0

A�
p;

which is a subspace of the full dualA� . One has¹A 
 Aºgr � Agr 
 Agr andm� ¹Agrº � Agr 
 Agr

and so the restriction� = m� jAgr is a coproduct, hence¹Agr; � ; " º is also a coalgebra.

There is a relation between the graded a restricted duals.

Proposition 2.3.5.LetA be alocally �nite graded algebra, i.e. such thatAp is �nite-dimensional

for eachp � 0. ThenAgr � A� .

Proof. Suppose 2 Agr. Then, decomposes as a sum

 =
1Õ

p=0

� p p
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where p 2 A�
p and only a �nite number of coe�cients� p is non-zero. Moreover, for allx 2 A

one has

h ; xi =
1Õ

p=0

� ph p; xpi

wherexp 2 Ap are the homogeneous components ofx.

Let q 2 N be such that p = 0 for all p � q. Then, ifx 2 Aq � Aq+1 � � � � we haveh ; xi = 0,

that is,x 2 ker . But the subspace

a =
1Ê

p=q

Ap

is an ideal (Proposition 2.2.4) inA contained inker such that (Corollary 2.2.5)

A•a �
q� 1Ê

p=0

Ap;

so in particulara is co�nite, whence 2 A� . �

Remark2.3.6. The full linear dualA� of a graded algebra consists of formal series of the type

 =
Õ

p� 0

 p

where p 2 A�
p. In other words, we may identify

A� =
1Ö

p=0

A�
p;

the direct product of the duals. In general this space is much larger thanAgr, except when

dimA < 1 in which caseA� � A� � Agr. In fact, whenA is locally �nite we can identify

Agr � A as vector spaces. 4

2.4 Bialgebras and Hopf algebras

For this section, besides the references given at the beginning of Section 2.2 the reader is also

referred to the more speci�c P. Cartier'sA Primer of Hopf algebras[18] and the nice review by

D. Manchon [89].

A bialgebraB = ¹B;m;u; � ; " º is a 5-tuple such that¹B;m;uº is an algebra and¹B;� ; " º is a

coalgebra, and the either� and" are algebra morphisms, orm andu are coalgebra morphisms.

Here, the tensor productB 
 B is supposed to carry the natural algebra or coalgebra structure

introduced on the previous sections. A proof of the equivalence between these two statements
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can be found in [113].

A morphism of bialgebras is a map which is a morphism of algebras and coalgebras as the

same time. A biideal of a bialgebraB is a subspaceb � B which is an ideal of¹B ;m;1º and

a coideal of¹B ; � ; " º. If b is a biideal thenB •b has a canonical bialgebra structure and the

projection is a morphism of bialgebras.

A Hopf algebraH is a bialgebra together with a linear mapS : H ! H, called theantipode,

such that the diagram

H 
 H H 
 H

H k H

H 
 H H 
 H

S
 id

m�

�

" u

id
 S

m

commutes. This means that the identity

m¹S
 idº� x = m¹id 
 Sº� x = " ¹xº1 (2.5)

holds for allx 2 H. In other words,S is the convolutional inverse ofid in Homk¹H;Hº, hence it

is unique when it exists.

Proposition 2.4.1.Let H andH0be two Hopf algebras andf : H ! H0a bialgebra map. Then

f � S = S0 � f .

The next proposition from [30, 113] gives some of the properties of the antipode.

Proposition 2.4.2.LetH be a Hopf algebra with antipodeS. Then

1. S¹xyº = S¹yºS¹xº,

2. S¹1º = 1,

3. � S¹xº =
Í

S¹x2º 
 S¹x1º and

4. " � S = " .

If H is commutative or cocommutative thenS2 = id.

The following theorem is of utter importance in what follows. We cite it here without proof,

but one can be found in [89].
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Theorem 2.4.3.Let H be a graded connected bialgebra. ThenH is a Hopf algebra, and its

antipode satis�es the recursion

S¹xº = � x +
Õ

¹xº

S¹x1ºx2 = � x +
Õ

¹xº

x1S¹x2º

for all x 2 ker" .

2.4.1 Primitive and group-like elements

Let ¹H;m;� ;Sº be a Hopf algebra. We now single out two special classes of elements ofH. An

elementx 2 H is said to begroup-likeif � x = x 
 x; we denote byG¹Hº the collection of all

group-like elements inH. An elementx 2 H is said to beprimitive if � x = x 
 1 + 1 
 x; we

denote byg¹Hº the collection of all primitive elements inH.

We have

Proposition 2.4.4.The group-like elements form a group with unit1 2 H and inversesx� 1 = S¹xº.

Furthermoreh"; xi = 1 for all x 2 G¹Hº.

Proof. First note that by de�nition� 1 = 1 
 1 so1 2 G¹Hº. Let x; y 2 G¹Hº. Since� is an

algebra morphism then

� ¹xyº = � ¹xº� ¹yº = xy 
 xy

soxy 2 G¹Hº. The counit property implies the identityx = h"; xi x and soh"; xi = 1. Finally,

the de�ning property of the antipode gives the identity

1 = m¹S
 idº� x = S¹xºx = xS¹xº;

that is,x� 1 = S¹xº. �

Proposition 2.4.5.The space of primitive elementsg¹Hº is a Lie algebra under the bracket

»x; y¼= xy � yx, andg¹Hº � ker" .

Proof. Clearlyg¹Hº is a subspace ofH. A simple computation yields

� »x; y¼= � ¹xº� ¹yº � � ¹yº� ¹xº

= xy 
 1 + x 
 y + y 
 x + 1 
 xy � yx 
 1 � y 
 x � x 
 y � 1 
 yx

= ¹xy � yxº 
 1 + 1 
 ¹ xy � yxº

= »x; y¼ 
1 + 1 
 » x; y¼
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hence»x; y¼ 2g¹Hº. Finally, the properties of the counit give the identity

x = h"; xi 1 + x

whenceh"; xi = 0. �

Finally we have the following

Proposition 2.4.6. Let A be an algebra andf 2 A� be an algebra map, i.e. such that

hf ; xyi = hf ; xih f ; yi . Then if¹A� ; � ; " º denotes the dual coalgebra as described in Section 2.3.3

we havef 2 A� , � f = f 
 f andh"; f i = 1.

2.5 Algebraic structures on rooted trees

A non-planar rooted tree is a connected acyclic grapht = ¹Nt;Etº with one distinguished vertex,

called theroot. Graphically, we draw rooted trees with the root at the bottom and growing

northwards; the root is drawn in slightly bigger size. As a convention we think of edges as being

oriented away from the root, but this will not be re�ected in the graphical representation; given

an edgee = ¹x; yº 2 Et we will call x; y 2 Nt its source and target, respectively. The �rst eight

rooted trees are

; ; ; ; ; ; ; :

Non planarity means that we do not distinguish the treefrom . Henceforth we shall

drop the adjectives �non-planar� and �rooted� since this will be the only type of trees we will

consider. Given a treet we write jt j for the number of its vertices or nodes. There is a natural

partial order onNt by declaring thatx � y if and only if there is a path int from the root to

y 2 Nt containing the vertexx. For example, the node set of a linear tree is linearly order with its

root acting as the minimal element, and its unique leaf as the maximal element; the leaves on the

fourth three in the above example are not comparable.

A rooted forestis a �nite collection of rooted trees, irrespective of order; in particular, trees

are a particular kind of forest. There is also theempty forestwhich we will denote by1. We

can union two forests two obtain a third forest, and this operation will be denoted simply by

juxtaposition both symbolically and graphically. Since a forest can be thought of as the union of

its constituent trees, these will be denoted byt = t1t2 � � � tk, and we setjt j = jt1j + jt2j + � � � + jtk j.

The treest1; : : : ;tk forming a forestt are said to be thefactorsof t. Finally, given a forest withk

factorss = t1 � � � tk, we denote byB+¹t1 � � � tkº the tree obtained by grafting each of the roots of

the treest1; : : : ;tk to a new common root, e.g.

B+¹1º = ; B+¹ º = ; B+¹ º = ; B+¹ º = ;
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and it is fairly easy to see that all trees can be obtained fromby iteration of this operation and

the union of forests. We also denote byB� the inverse operation, so for a treet, B� ¹tº is the forest

formed by the children of its root.

Finally, we de�ne the symmetry factors¹tº of a treet recursively by settings¹ º = 1 and

s¹B+¹tn1
1 � � � tnk

k ºº = n1! � � � nk!s¹t1º � � � s¹tkº (2.6)

wheret1; : : : ;tk are distinct trees andti is graftedn1 times onto the root. For example

s¹ º = 1; s¹ º = 1; s¹ º = 2; s
� �

= 1; s
� �

= 1:

2.5.1 The Connes�Kreimer Hopf algebra

First, we will describe a Hopf algebra structure introduced in 1998 [24] by A. Connes and D.

Kreimer in order to describe the renormalisation procedure in the perturbative expansion of

Quantum Field Theories (QFTs for short). Without going into further details, this Hopf algebra

describes the combinatorics behind various �renormalisation procedures� which serve to extract

suitable counterterms from divergent Feynman graphs, which can be thought of as representing

diverging integrals appearing in the Taylor expansion of Green's function of the interaction, with

respect to a dimensionless coupling parameter.

We will now proceed to a mathematical description of this Hopf algebra, which we will

denote byHCK. As an algebra,HCK is constructed as the free commutative algebra over the real

vector space spanned by trees. In particular, it can be seen to be isomorphic, as a vector space,

to the real vector space spanned by forests, with forest union as product and1 as the unit. The

coproduct and counit ofHCK are constructed by using its freeness as a commutative algebra in

the following way: the counit" : HCK ! R is the unique algebra morphism such thath"; ti = 0

for all trees. The coproduct� : HCK ! HCK 
 HCK is the unique algebra morphism such that

� B+¹tº = B+¹tº 
 1 + ¹id 
 B+º� t: (2.7)

In [24] it is shown that this coproduct is coassociative, and that it admits a description in terms of

cuts. Given a treet, we call an arbitrary subsetC � Et a cut; a cut is said to beadmissibleif

any path from the root to any vertex oft contains at most one edge fromC, and it is said to be

elementary if it consists of a single edge. Any admissible cutC of t containingk edges mapst to

a forestC¹tº = t1 � � � tk+1 obtained by deleting the edges fromC. It is customary to denote by

RC¹tº the unique factor ofC¹tº containing the original root, and byPC¹tº the forest formed by

the rest. This notion can be extended to forestst = t1 � � � tk in the obvious way by choosing an
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admissible cutCj for each treet j and letting

C¹tº = C1¹t1º � � �Ck¹tkº; PC¹tº = PC1¹t1º � � � PCk ¹tkº; RC¹tº = RC1¹t1º � � � RCk ¹tkº:

If we denote the set of admissible cuts oft by A¹tº then

� t = t 
 1 + 1 
 t +
Õ

C2A¹tº

PC¹tº 
 RC¹tº: (2.8)

for all t 2 HCK. As an example

� = 
 1 + 1 
 + 
 + 
 + 
 + 
 + 
 ;

and this shows that� is not cocommutative.

Until now, we have de�ned a commutative bialgebraHCK on rooted forests. This bialgebra is

graded by the number of nodes, that is, its homogeneous component of degreen � 0 is spanned

by forests with exactlyn nodes. Since there is only one forest with zero nodes, namely the

empty forest1, we have that in factHCK is connected. Hence, appealing to a general result [89,

Corollary 5] we obtain thatHCK is indeed a Hopf algebra. Moreover, we have the following

recursive expression for its antipodeS : HCK ! HCK by S¹1º = 1 and

S¹tº = � t �
Õ

C2A¹tº

S¹PC¹tººRC¹tº = � t �
Õ

C2A¹tº

PC¹tºS¹RC¹tºº;

for all t 2 HCK. For example,

S¹ º = � ; S¹ º = � + ; S
� �

= � + + + � 3 +

where we have used the fact thatSis an algebra morphism sinceHCK is commutative �in general

it is only an antihomomorphism.

2.5.2 The Grossman-Larson Hopf algebra

There is another Hopf algebra structure that can be de�ned on trees which was �rst de�ned by R.

Grossman and R. Larson in 1989 [48], in order to study e�cient ways to compute the action of

certain di�erential operators. We will denote this Hopf algebra byHGL, and as a vector space is

spanned by trees. The product of two treest = B+¹t1 � � � tkº andt, denoted byt ? t0, is obtained

as the sum of all the ways of grafting the treest1; : : : ;tk to a vertex oft, e.g.

? = + 2 + ; ? = 2 + (2.9)
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so in particular the product is not commutative. Remark that the tree consisting of a single node

acts as the unit. As an algebraHGL is graded bydeg¹tº = jt j � 1 and therefore it is also connected.

The coproduct� ? : HGL ! HGL 
 HGL is given, fort = B+¹t1 � � � tkº, by

� ? t =
Õ

I ;J

tI 
 tJ

where the sum ranges over all the partitionsI; J of the �nite setf 1; : : : ;kgandtI = B+¹ti1 � � � tip º

if I = f i1; : : : ;ipg � f 1; : : : ;kg; also the conventiontœ = 1 is in force. For example

� ? = 
 + 
 + 
 + 
 :

In general,� ? is cocommutative and this endowsHGL with a graded connected cocommutative

bialgebra structure. As before, this implies thatHGL is actually a Hopf algebra and we have a

similar recursive expression for the antipodeS? . As an example

S?¹ º = ; S?¹ º = � ; S?

� �
= 2 + 2 + :

There is an interesting relation between the Connes�Kreimer and the Grossman�Larson

Hopf algebras which was shown by M. E. Ho�man [63]. Given two treest; t0 let ¹t; t0º = s¹tº� t;t0

wheres¹tº is the symmetry factor de�ned in eq. (2.6). This de�nition is extended to rooted

forestst; t0 2 F by ¹t; t0º = ¹B+¹tº;B+¹t0ºº; observe this is well de�ned since for rooted trees

s¹tº = s¹B+¹tºº.

Theorem 2.5.1.The linear map� : HGL ! Hgr
CK given byh� ¹tº;ui = ¹B� ¹tº;uº = ¹t;B+¹uºº is

a Hopf algebra isomorphism.

Thus, the? product inHGL as de�ned above corresponds to the convolution product associated

to the Connes�Kreimer coproduct, that is,h� ¹t ? t0º;ui = h� ¹tº 
 � ¹t0º; � ui . We will present a

full proof of this statement in the next section.

2.5.3 Decorated rooted trees

We now introduce decorated versions of the Connes�Kreimer and Grossman�Larson Hopf

algebras, as this is the right context in which Rough Paths theory is formulated. Fix, once and for

the rest of this section, a �nite alphabetA.

A (non-planar) rooted tree decorated by the alphabetA is a pair� = ¹t;cº wheret is a tree in

the sense of the previous sections andc : Nt ! A is a function. We denote theunderlying treeof

� = ¹t;cº by t¹� º = t; the collection of all decorated trees will be denoted byT; for a positive

integern 2 N, we denote byTn (resp.T¹nº) the collection of trees having at most (resp. exactly)
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n nodes. The vector spaces spanned by these collections will be denoted byB , B n andB ¹nº,

respectively. Graphically, we put decorations besides the nodes, e.g.

a; a
b; a

b c :

A decorated rooted forest is a forest of decorated trees and we use the notation� = � 1 � � � � k

where each factor� i 2 T. The collection of all decorated rooted forests will be denoted byF , and

the empty forests will also be denoted by1. For a natural numbern 2 N, we denote byF n (resp.

F ¹nº) the collection of forests with at most (resp. exactly)n edges; the empty forest is the unique

forest with no vertices. For each lettera 2 A we have mapsBa
+ : F ! T whereBa

+¹� 1 � � � � kº is

the decorated tree obtained by grafting each of the trees� 1; : : : ; �k to a new root decorated bya.

There is also, for each lettera 2 A, a mapBa
� : T ! F such that

Ba
� ¹Bb

+¹� 1 � � � � kºº =

8>><

>>
:

� 1 � � � � k a = b

0 a , b
:

All of the previous notions can be imported into this setting, applying them to the underlying

tree taking care of the decorations since now decorated trees with identical underlying trees are

considered to be di�erent if their decorations do not match for all nodes. For example, ifb , c

we have

s
�

a
b c � = 1; s

�
a

b b
�

= 2:

The decorated version of the Connes�Kreimer Hopf algebra has been considered in [51].

We will denote this Hopf algebra byH A
CK. As an algebraH A

CK is the free commutative algebra

overT; hence, as a vector space it is isomorphic toF and the product is given by the disjoint

union of decorated forests. As before, it is graded by the number of nodes so in particular the

homogeneous component of degreen 2 N is spanned byF ¹nº. Of course, when the alphabet

contains a single letterH A
CK � HCK. The coproduct� : H A

CK ! H A
CK 
 H A

CK is the same as for

HCK by keeping the decorations in each ofPC¹� º andRC¹� º, e.g.

� a
b c = a

b c 
 1 + 1 
 a
b c + b 
 a

c + c 
 a
b + b c 
 a :

The antipode has a similar expression with the inclusion of the decorations so for example

S¹ aº = � a; S
�

a
b c � = � a

b c + b a
c + c

a
b � a b c :

We will now proceed to describe a decorated version of the Grossman�Larson Hopf algebra,

which we denote byH A
GL. For this, we will need a new type of trees, in which the root is distinct

in that it is always undecorated. We draw this special root as a blank node, and we have a map
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B�
+ attaching the trees in a forest to an undecorated root; hence all trees in the vector basis of

H A
GL can be written asB�

+¹� 1 � � � � kº for some decorated forest. Given such a tree� we denote by

deg¹� º = j� j � 1 the number of its decorated nodes. The product and the coproduct are given by

the same formula as before, so for example

a b ? c = c
a b

+ c
a

b + c
b

a + a b c :

Compare this with eq. (2.9), and notice that there the second tree has a factor of two while here

we have two (potentially) di�erent trees due to the decorations. As before, the treeacts as the

unit. The coproduct� ? : H A
GL ! H A

GL 
 H A
GL is again given by partitions of the children of the

root, e.g.

� ? a
b

c = a
b

c 
 + 
 a
b

c + a
b


 c + c 
 a
b
:

Remark2.5.2. Of course, consideringH A
GL to be generated, as a vector space, by forests instead

of trees with an undecorated root would have given an isomorphic construction. The only caveat

is that in that case one has to be more careful in order to de�ne the product and the coproduct.4

2.6 The free pre-Lie algebra

We start this section by recalling the de�nition of a pre-Lie algebra. Aleft pre-Lie algebra

is a vector spaceL together with a linear map. : L 
 L ! L such that theassociator

a¹x; y;zº = x . ¹y . zº � ¹ x . y º . z is left symmetric, i,e.

x . ¹y . zº � ¹ x . y º . z = y . ¹x . zº � ¹ y . xº . z (2.10)

for all x; y;z 2 L . If the associator is right-symmetric instead of left-symmetric,L is said to be a

right pre-Lie algebra. The following proposition justi�es the name.

Proposition 2.6.1. Let ¹L; . º be a pre-Lie algebra, and de�ne»x; y¼. = x . y � y . x. Then

¹L;»�; �¼. º is a Lie algebra.

Proof. It is clear that»�; �¼. is bilinear and»x; x¼. = 0 for all x 2 L . Now we check the Jacobi

identity. Letx; y;z 2 L , then

»x;»y;z¼. ¼. = x . »y;z¼. � » y;z¼. . x

= x . ¹y . z � z . y º � ¹ y . z � z . y º . x

= x . ¹y . zº � x . ¹z . y º � ¹ y . zº . x + ¹z . y º . x;
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and

»z;»x; y¼. ¼. = z . »x; y¼. � » x; y¼. . z

= z . ¹x . y � y . xº � ¹ x . y � y . xº . z

= z . ¹x . y º � z . ¹y . xº � ¹ x . y º . z + ¹y . xº . z;

and also

»y;»z; x¼. ¼. = y . »z; x¼. � » z; x¼. . y

= y . ¹z . x � x . zº � ¹ z . x � x . zº . y

= y . ¹z . xº � y . ¹x . zº � ¹ z . xº . y + ¹x . zº . y;

hence the sum»x;»y;z¼. ¼. + »z;»x; y¼. ¼. + »y;»z; x¼. ¼. = 0 by eq. (2.10). �

Now, let A be a �nite alphabet andT be the collection of all rooted trees decorated byA, as

above. Given three trees�; �; � 2 T denote byn¹�; � ; � º the number of elementary cuts on�

such thatPC¹� º = � andRC¹� º = � . De�ne a bilinear operation onT by

� y � =
Õ

� 2T

s¹� ºs¹� º
s¹� º

n¹�; � ; � º�:

Observe that the sum is actually �nite sincen¹�; � ; � º is non-zero if and only ifj � j = j� j + j� j.

For example
a y b

c =
b
c
a

+ b
c a; b

c y a =
a
b
c

:

This operation makes¹T;y º a pre-Lie algebra as is shown in [22]. In fact, we have

Theorem 2.6.2(Chapoton�Livernet). The pre-Lie algebra¹T;y º is the free pre-Lie algebra

over the vector space spanned byA, once one considers the natural embeddingRA � T1 � T.

This operations bears an interesting relation with the decorated Grossman�Larson product

de�ned in Section 2.5.3.

Proposition 2.6.3.The identity� y � � � y � = B�
+¹� º ? B�

� ¹� º � B�
+¹� º ? B�

+¹� º holds for

all �; � 2 T.

This Proposition together with the Chapoton�Livernet theorem 2.6.2 provides us with a

procedure for de�ning characters onH A
CK as follows: letA be an associative algebra, pick

a1; : : : ;ad 2 A and de�ne� ¹ i º = ai for all i = 1; : : : ;d. Observe that sinceA is associative its

product endows it with a preLie algebra structure. Hence,� extends uniquely to a preLie algebra

morphism� : B ! A, and further to a Lie algebra morphism� : B ! LA. Finally, we use
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the fact thatH A
CK is the universal enveloping algebra of its primitive elements and the previous

proposition.
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Chapter 3

Analysis

In this chapter we will describe the main analytical tools needed to understand �and prove� some

of the results in this work. We will mainly follow M. Gubinelli's line of work, introduced in [50,

51]. There are also some classical notions such as Hölder and Besov regularity, for which the

reader is referred to the classical textbooks [32, 90, 116].

3.1 Hölder spaces

Let »0;T¼be a �xed time interval, and �x once and for the rest of this section a normed vector

space¹V; j � jº. For a functionf : »0;T¼ ! V and� 2 ¹0;1º let

»f ¼� B sup
¹s;tº2»0;T¼2

j ft � fsj
jt � sj�

: (3.1)

The classical� -Hölder spaceC� is the vector space of functions such that»f ¼� < 1 . Note that

eq. (3.1) de�nes only a seminorm, because it becomes zero for all constant functions. Hölder

functions are necessarily continuous since we can bound the di�erencesj ft+h � ft j � » f ¼� jhj� .

The seminorm on eq. (3.1) can be turned into a norm in two di�erent inequivalent ways: one can

considerk f k� = j f0j + »f ¼� or the spaceÛC� = C� •R = f f 2 C� : f0 = 0g. We will also denote

by C0 the space of continuous functions.

Proposition 3.1.1.Let 0 < � < 1. The Hölder spaceC� is an algebra under pointwise product.

Proof. Let f ; g 2 C� . Then

j ftgt � fsgsj � j gt¹ ft � fsºj + j fs¹gt � gsºj

� ¹k gk1 »f ¼� + k f k1 »g¼� ºjt � sj�
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whencef g 2 C� and»f g¼� � k gk1 »f ¼� + k f k1 »g¼� . �

Since we will be working on a compact interval we have the following

Proposition 3.1.2.There is an inclusionC1 � C� � C� � C0 if 0 < � < � < 1. Moreover, this

inclusion is continuous, that is, the canonical map� : C� ! C� is continuous.

Proof. The inclusionC� � C0 was shown in the previous paragraph. A simple computation

gives that if0 < � < � < 1 then»f ¼� � T � � � »f ¼� . In particular the inclusion map� : C� ! C�

is bounded andk�k� � T � � � . Moreover, if f 2 C1 then its derivative is bounded and so by the

Mean Value Theorem»f ¼� � T1� � k f 0k1 . �

It should be noted however that in general these inclusions are strict. As an example take

V = R and consider the functionft = t � which is inC� since the inequality¹t + sº� � t � + s�

holds for alls; t 2 »0;T¼and� 2 ¹0;1º. Therefore,j ft � fsj � j t � sj� and so»f ¼� � 1. But if

� > � then j ft j
t � = t � � � is unbounded sof cannot lie inC� . The same example shows that the

inclusion ofC1 into C� is strict for any� 2 ¹0;1º since f 0
t ! 1 whent ! 0. Taking

ft =
1

log
�
2 t

T

�

with f0 = 0 shows that the inclusionC� � C is strict. In fact, if f were inC� for some� 2 ¹0;1º

then we would have that

Ct� log¹tº � 1

for some positive constantC > 0 and allt 2 »0;1•2¼which is impossible sincet � log¹tº ! 0 as

t ! 0+.

3.1.1 Finite increments

These de�nitions can be extended to functions depending on more than one variable by introducing

suitable �nite increments. We denote byCk the space of continuous functions from»0;T¼k to

V such thatft1;:::;tk = 0 whenevert j = t j +1 for somej = 1; : : : ;k � 1. For eachk � 1 de�ne an

operator� k : Ck ! Ck+1 by

� k ft1;:::;tk+1 B
k+1Õ

j =1

¹� 1ºk+ j ft1;:::;̂t j ;:::;tk+1
(3.2)

wheret̂ j means the argument is omited. In particular we have that� 1 fst = ft � fs and

� 2 fsut = fst � fsu � fut:
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It can be shown [50] that

0 ! R ! C1
� 1�! C2

� 2�! C3
� 3�! � � �

is an acyclic cochain complex. This means that for allk � 1 one has� k+1 � � k = 0 and

ker� k+1 = � kCk. Concretely, each time� k+1 f = 0 we can �nd a functiong 2 Ck such that

f = � kg. From now on, we set

C� =
Ê

k� 1

Ck

and by a slight abuse of notation we obtain an operator� : C� ! C� such that� 2 = 0.

Given > 0, andF in C2 de�ne

kFk = sup
¹s;tº2»0;T¼2

jFstj
jt � sj

:

Let C
2 � C2 denote the space of functions such thatkFk < 1 . Also, let

C1+
2 =

Ø

> 1

C
2:

Given; � > 0 andF 2 C3 de�ne

kFk;� = sup
¹s;u;tº2»0;T¼3

jFsutj
ju � sj jt � uj �

and

kFk = inf
nÕ

kGi k� i ; � � i : F =
Õ

Gi;0 < � i < 
o
:

Let C
3 � C3 denote the space of functions such thatkFk < 1 and set

C1+
3 =

Ø

> 1

C
3:

We will also need to consider the spacesZC
3 = C

3 \ ker� andZC1+
3 = C1+

3 \ ker� .

The following result by M. Gubinelli is of central importance to the theory of branched rough

paths.

Theorem 3.1.3(Sewing Lemma, [51]). There exists a unique linear map� : ZC1+
3 ! C1+

2 such

that � � = id. Moreover, its restriction toZC
3 satis�es the bound

k� Fk �
1

1 � 2�  kFk :
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In the caseV is also an algebra, given a continuous functionf andF;G 2 C2 we de�ne new

functions f F 2 C2, FG 2 C3 andF � G 2 C2 by

¹ f Fºst = fsFst; ¹FGºsut = FsuGut; ¹F � Gºst = FstGst:

It is easy to see that the following relations

� ¹ f Fº = f � F � ¹ � f ºF (3.3)

and

� ¹F � Gº = ¹� Fº � ¹� Gº + ¹Fe+ eFº � � G + � F � ¹Ge+ eGº + FG + GF (3.4)

hold, wheree 2 C2 is the function given byest = 1 for all ¹s; tº 2 »0;T¼2. The spaceC2 is an

algebra under the� product with unite.

3.2 Wavelets

Let L2
c denote the space of functionsf : R ! C such thatt 7! j f ¹xºj2 is integrable with respect

to dx. The standard Fourier transformF : L2
c ! L2

c given by

¹F f º¹! º B
¹ 1

�1
f ¹xºe� 2� ix! dx (3.5)

describes the global �frequency content� of the functionf 2 L2
c . This information can sometimes

be used to describe the global oscillatory behaviour of a given function but it is too sensitive

to discontinuities as the ��ltering function�e� 2� ix! is spread out over the whole real line. In

other words, a change in local behaviour off �think of a jump discontinuity at a given point, for

example� translates into a modi�cation of the whole spectrum content represented by its Fourier

transformF f ; moreover, given this frequency representation it is in general hard to pinpoint

where such events occur as the exponential kernel appearing in eq. (3.5) is not well localised in

space. One way to attempt to solve this problem is to introduce awindowedFourier transform. A

window functionw : R ! R is, roughly, a compactly supported and smooth function. Spatial

localisation can then be achieved by �rst windowing the functionf and then taking the standard

Fourier transform, i.e.

¹F w f º¹!; xº B
¹ 1

�1
f ¹yºw¹y � xºe� 2� iy! dy: (3.6)

Observe that thiswindowed Fourier transformdepends on two parameters, where the extra

parameterx 2 R now describes the centre of the spatial localisation. We remark that here the
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�ltering function y 7! w¹y � xºe� 2� iy! is now well localised in space and in frequency. Under

suitable assumptions on the window function, it can be shown that the coe�cients eq. (3.6) are

enough to characterise (and reconstruct) the original functionf by means of the formula

f ¹xº =
1

w¹0º

¹ 1

�1
¹F w f º¹!; xºe2� ix! d!:

In fact, only a countable number of such coe�cients are actually needed; these coe�cients

correspond to discrete translate of the �lter by some �xedx0 > 0 and frequency! 0:

cn;k¹ f º B ¹F w f º¹nx0; k! 0º =
¹ 1

�1
f ¹yºg¹y � nx0ºe� 2k� iy! 0 dy:

It turns out that there is another, related, type of transform, called thewavelet transform.

Given a function : R ! R called themother wavelet�whose precise properties will be detailed

down below� anda;b 2 R with a , 0 let

¹W f º¹a;bº B
1

p
jaj

¹ 1

�1
f ¹xº 

�
x � b

a

�
dx (3.7)

be thecontinuous wavelet transformof f 2 L2
c . Note the resemblance with the windowed Fourier

transform eq. (3.6). Loosely speaking, we require that the functions a;b¹xº = jaj� 1•2 ¹ x� b
a º

be well localised in time and frequency, as for the Fourier transform. Then, eq. (3.7) provides

another time-frequency description of a functionf 2 L2
c . The �rst parameter is related to �scale�,

i.e. frequency localisation andb is simply is a time shift in order to change localisation in time.

An example of an admissible wavelet function is theMexican hat function ¹tº = ¹1 � x2ºe� x2•2;

other, more interesting examples will be examined in what follows.

One of the main di�erences between eq. (3.6) and eq. (3.7) is that the window size in the

windowed Fourier transform is the same regardless of its frequency localisation whereas the

wavelets a;b have their �window sizes� adapted to the frequency localisation. This allows for

wavelets to better describe the behaviour off at small scales; we will see that this translates

into a better ability to describe function and distributions spaces than what can be done with the

Fourier transform.

In this context there is also an inversion formula,

f = C� 1
 

¹ 1

�1

¹ 1

�1

1
a2

¹W f º¹a;bº a;b dadb: (3.8)

where the normalising constant

C =
¹ 1

�1

j¹F  º¹! ºj
j! j

d!
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is assumed to be �nite. If the mother wavelet is integrable, thenC can be �nite only if

¹F  º¹0º = 0, i.e. if
¯

 = 0. One can also set up a discrete wavelet transform obtained by

considering translates and scaling by �xeda0 > 1 andb0 > 1, i.e.

 n;k¹xº B an•2
0  ¹an

0x � kb0º: (3.9)

for n; k 2 Z. Unfortunately, since there is some redundancy in the wavelet coe�cients

hf ;  n;ki B
¹ 1

�1
f ¹xº n;k¹xºdx (3.10)

in general there is no �inversion formula� just like eq. (3.8). This inversion problem is related

to the fact that the n;k should form an orthonormal basis ofL2
c, which may not be true for

an arbitrary choice of anda0;b0. The choice of mother wavelet is only constrained by

the fact that the normalising constantC appearing in eq. (3.8) should be �nite. For reasons

made clear in the above paragraphs, however, we also require that is well concentrated in

time and in frequency. It turns out that for some special choices of , a0 andb0, the collection

¹ n;k : n; k 2 Zº forms an orthonormal basis ofL2
c .

3.2.1 Multiresolution analysis

One of the principal examples of such a special choice is the Haar wavelet basis, de�ned in 1910

by A. Haar [53]. The mother wavelet is the step function

 ¹xº =

8>>>>><

>>>>>
:

1 0 � x < 1
2

� 1 1
2 � x < 1

0 otherwise

: (3.11)

Even though this function is not very well localised, its translates and scalings do form an

orthonormal basis ofL2
c , see [32] for a proof. In the proof, one builds the sequence of subspaces

Vn consisting of functions inL2
c which are constant in each interval»2nk;2n¹k + 1ºº. This nested

sequence� � � � V� 1 � V0 � V1 � � � � � L2
c is such that

Ø

n2Z

Vn = L2
c

and Ù

n2Z

Vn = f 0g:

Moreover, they satisfyf 2 Vn if and only if f ¹2n�º 2 V0 and f 2 V0 if and only if f ¹� � kº 2 V0

for all k;n 2 Z. Also, the function' such that' ¹xº = 1 if 0 � x < 1 and0 else is such that
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¹' ¹� � kº : k 2 Zº is a Schauder basis forV0.

De�nition 3.2.1. A sequence of subspaces¹Vn : n 2 Zº of L2
c such that

1. � � � � V� 1 � V0 � V1 � � � � ,

2. Ø

n2Z

Vn = L2
c;

3. Ù

n2Z

Vn = f 0g;

4. f 2 Vn if and only if f ¹2n�º 2 V0 for all n 2 Z,

5. f 2 V0 if and only if f ¹� � kº 2 V0 for all k 2 Z, and

6. there is' 2 V0 such that¹' ¹� � kº : k 2 Zº is a Schauder basis forV0

is called amultiresolution analysis. The function' appearing in 6. is called thescaling function

of the multiresolution analysis.

We remark right away that the scaling condition 4. together with 6. implies that for each

n 2 Z the functions' n;k¹tº = 2n•2' ¹2nt � kº, k 2 Z for an orthonormal (Schauder) basis for

Vn. In particular, observe that the functions' 1;k¹xº =
p

2' ¹2x � kº, k 2 Z spanV1 by 4. and 6.

above, and sinceV0 � V1 by 1. then there are coe�cients¹� k : k 2 Zº such that

' ¹xº =
Õ

k2Z

� k ' ¹2x � kº:

It turns out that setting

 ¹xº B
Õ

k2Z

¹� 1ºk� 1� k ' ¹2x � kº

and n;k¹xº B 2� n•2 ¹2� nx � kº then¹ n;k : k 2 Zº spans the orthogonal complementWn of Vn

in Vn� 1.

Proposition 3.2.2.Let ¹Vn :2 Zº be a multiresolution analysis. Then there exists an associated

orthonormal wavelet basis¹ n;k : n; k 2 Zº of L2
c such that, ifPn denotes the projection ontoVn

then

Pn+1 = Pn +
Õ

k2Z

h�;  n;ki  n;k: (3.12)

55



A simple consequence of 2. in de�nition 3.2.1 is that the projectionsPn f converge tof in L2
c

asn ! 1 . Then, eq. (3.12) implies that the decomposition

f =
Õ

k2Z

hf ; ' 0;ki ' 0;k +
1Õ

n=0

Õ

k2Z

hf ;  n;ki  n;k (3.13)

also holds inL2
c . Depending on the regularity properties of the mother wavelet, a multiresolution

analysis can be used to describe and characterise functional and distributional classes other than

L2
c .

3.2.2 Function spaces

One of the main tools of the preceding work has been the Fourier transform. We now present

the Schwartz space of rapidly decreasing functions, which is specially adapted to this kind of

transformation. Givenn; k 2 N and a smooth functionf : R ! C let

k f kn;k B sup
t2R

jxk f ¹nº¹xºj (3.14)

The linear spaceS composed of all smooth functions such thatk f kn;k < 1 for all n; k 2 N is

known as theSchwartz spacein honour of L. Schwartz who de�ned them for the �rst time [108].

We observe that the classical spaceC1
c of smooth functions with compact support �also known

as test functions� is included inS, and if � 2 S then¹1 + x2º� ¹xº is bounded and so

¹ 1

�1
j� ¹xºjp dx � sup

x2R
j¹1 + x2º� ¹xºjp

¹ 1

�1

1
1 + x2

dx < 1

for all 1 � p � 1 , hence we have the inclusionsC1
c � S � Lp. A standard result then implies

that the Schwartz space is dense inLp in theLp norm, for allp 2 »1;1¼.

The standard topology onS is given by the family of norms de�ned in eq. (3.14). This

topology is induced by the metric

¹�;  º 7!
Õ

n;k� 0

2�¹ n+kº k� �  kn;k

1 + k� �  kn;k

and S becomes a complete metric space. Its topological dualS0, the space oftempered

distributions, consists of all linear functionals� : S ! C continuous with respect to the above

topology. Given� 2 S, the linear functionalT� : S ! C given by

hT� ;  i B
¹ 1

�1
� ¹xº ¹xºdx

is continuous in the topology ofS by a standard argument. Moreover, it is an injection since
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if T� = 0 thenhT� ; � i = k� k2
L2 = 0 whence� = 0. We therefore have a continuous injection

S ,! S0. In fact, since the inclusionS � Lp is also continuous for allp 2 »1;1¼andS is dense

in Lp, in a similar way we have thatS ,! Lp ,! S0 for all 1 � p � 1 .

The main feature of the Schwartz space is that it bears a close relation to the Fourier transform.

Theorem 3.2.3.The Fourier transform is a continuous automorphism ofS.

Proof. The result is standard but we provide a (partial) proof nonetheless for the sake of

completeness, and because it introduces two useful properties of the Fourier transform. Let

� 2 S. We �rst observe from the de�nition that all the derivatives of� , as well as its product by

any polynomial still belong toS. Next, let! 2 R; for anyh 2 R we then have

F � ¹! + hº � F � ¹! º =
¹ 1

�1
� ¹xºe� 2� ix!

�
e� 2� ixh � 1

�
dx

= � 2� ih
¹ 1

�1
x� ¹xºe� 2� ix! dx + o¹hº:

sincex 7! xn� ¹xº is a Schwartz function �in particular it is integrable� for alln 2 N. Therefore,

we obtain the formula
d

d!
F � = � 2� iF ¹x� º; (3.15)

valid for all � 2 S. Iterating eq. (3.15) we obtain the formula

dn

d! nF � = ¹� 2� iºF ¹xn� º (3.16)

for all n 2 N. In particular,F � 2 C1 for any� 2 S.

Now we have to evaluate the behaviour of the Fourier transform at in�nity. For this, observe

that

! F � ¹! º =
¹ 1

�1
! e� 2� ix! � ¹xºdx

= �
1

2� i

¹ 1

�1
� ¹xº

d
dx

e� 2� ix! dx

=
1

2� i
F ¹� 0º¹! º

after integrating by parts and using the behaviour of� at in�nity. We have shown that

F ¹� 0º¹! º = 2� i! F � ¹! º (3.17)

and therefore

F ¹� ¹nºº¹! º = ¹2� i! ºnF � ¹! º (3.18)

is valid for all n 2 N.
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Next, if  is any Schwartz function then

jF  ¹! ºj �
¹ 1

�1
j ¹xºj dx < 1

so in particularF  is bounded. This fact, together with formulas(3.16)and(3.18)imply that

! k dn

d! n F � is bounded for allk;n 2 N, that is,F � 2 S whenever� 2 S.

Continuity is implied by the fact that if� n ! � in S, in particular� n ! � uniformly. A

proof of the invertibility ofF can be found in [108]. �

The continuity of this transformations allows to extendF toS0. Indeed, if� 2 S0is a tempered

distribution, thenhF �;  i = h�; F  i uniquely de�nes the tempered distributionF � 2 S0.

Other classes of interesting subspaces ofS0are theBesov spacesBs
p;q for s 2 R, p;q 2 »0;1¼

(although we will only be interested in the cases wherep;q 2 ¹1;1ºº . These spaces admit various

�equivalent, of course� de�nitions, but essentially they capture the local behaviour (regularity,

integrability) of its members, see for example [117] for a precise de�nition in these terms. The

�rst parameters 2 R is closely related to smoothness in the fashion of the Hölder spacesC� or

the smoothness parameter in the Sobolev spacesWs
p. The second parameter0 � p � 1 describes

integrability, and plays basically the same role as in the Sobolev spacesWs;p. Finally, the third

parameter0 � q � 1 corresponds to approximation and, in essence, describes the growth of the

coe�cients of an approximating function series; c.f. the coe�cients of the Fourier series of an

L2 function are iǹ 2. In fact, the Besov spaces contain bothC� andWs
p as special cases, hence

they provide a �ner way to analyse functions on the real line.

For our purposes it will enough to characteriseBs
p;q in terms of discrete wavelet expansionsà

la eq. (3.13), as is done in [90]. See also [61]. Let¹�;  º be the scaling function and the mother

wavelet associated to the Daubechies orthonormalr -regular multresolution analysis, i.e.� is of

classCr with compact support. Recall that we denote� k = � ¹� � kº and n;k = 2n•2 ¹2n � � kº

for k;n 2 Z.

De�nition 3.2.4. Let1 � p;q � 1 andjsj < r . The Besov spaceBs
p;q is the space of distributions

� 2 S0such that

k� kBs
p;q B

 
Õ

k2Z

jh�; � ki j p

! 1• p

+

2
6
6
6
6
4

1Õ

n=0

2j ¹qs+q•2� q• pº

 
Õ

k2Z

jh�;  n;ki j p

! q• p3
7
7
7
7
5

1•q

< 1 (3.19)

with the usual modi�cations whenp;q = 1 .

It can be shown that eachBs
p;q is a Banach space, fors 2 R and1 � p;q � 1 . Moreover, the

following equalities hold:Bs
1 ;1 = Cs for 0 < s < 1 andBs

p;p = Ws;p for s > 0 not an integer.
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Part II

Results
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Chapter 4

Hopf-algebraic deformations of products

4.1 Introduction

Chaos expansions and Wick products have notoriously been thought of as key steps in the

renormalisation process in perturbative quantum �eld theory (QFT). The technical reason for

this is that they allow to remove contributions to amplitudes (say, probability transitions between

two physical states) that come from so-called diagonal terms � from which divergences in the

calculation of those amplitudes may originate. Rota and Wallstrom [107] addressed these issues

from a strictly combinatorial point of view using, in particular, the structure of the lattice of set

partitions. These are the same techniques that are currently used intensively in the approach by

Peccati and Taqqu in the context of Wiener chaos and related phenomena. We refer to their book

[100] for a detailed study and the classical results on the subject, as well as for a comprehensive

bibliography and historical survey.

Recently, the interest in the �ne structure of cumulants and Wick products for non-Gaussian

variables has been revived, since they both play important roles in M. Hairer's theory of regularity

structures [56]. See, for instance, references [20, 59]. The progress in these works relies

essentially on describing the underlying algebraic structures in a transparent way. Indeed, the

combinatorial complexity of the corresponding renormalisation process requires the introduction

of group-theoretical methods such as, for instance, renormalisation group actions and comodule

Hopf algebra structures [15]. Another reference of interest on generalised Wick polynomials in

view of the forthcoming developments is the recent paper [82].

Starting from these remarks, in this chapter we shall discuss algebraic constructions related

to moment�cumulant relations as well as Wick products, using Hopf algebra techniques. A

key observation, that seems to be new in spite of being elementary and powerful, relates to the

interpretation of multivariate moments of a family of random variables as a linear form on a

suitable Hopf algebra. It turns out that the operation of convolution with this linear form happens
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to encode much of the theory of Wick products and polynomials. On the one hand, this approach

enlightens the classical theory, as various structure theorems in the theory of chaos expansions

follow immediately from elementary Hopf algebraic constructions, and therefore are given by the

latter a group-theoretical meaning. Our methods should be compared with the combinatorial

approach in [100]. On the other hand, we show a natural relation with the results and techniques

that have been developed in the theory of regularity structures.

Our approach has been partially motivated by similarities with methods that have been

developed for bosonic and fermionic Fock spaces by C. Brouder et al. [11, 12] to deal with

interacting �elds and non-trivial vacua in perturbative QFT. This is not surprising since, whereas

the combinatorics of Gaussian families is re�ected in the computation of averages of creation

and annihilation operators over the vacuum in QFT, combinatorial properties of non-Gaussian

families correspond instead to averages over non-trivial vacua.

The main idea of this chapter is that the coproduct of a bialgebra allows to deform the product

and that this permits to encode interesting constructions such as generalised Wick polynomials. In

the last sections of this paper, we show how the above ideas can be used in more general contexts,

which include regularity structures. Regarding the latter, we mention that these ideas have been

used and greatly expanded in a series of recent papers [15, 20, 56] on renormalisation of regularity

structures. These papers handle products ofrandomdistributions which can be ill-de�ned and

need to berenormalised. The procedure is rather delicate since the renormalisation, which we

rather calldeformationin this paper, must preserve other algebraic and analytical structures.

Without explaining in detail the rather complex constructions appearing in [15, 20, 56], we

describe how one can formalise this deformed (renormalised) product of distributions by means

of a comodule structure.

4.1.1 Generalised Wick polynomials

The main results of the �rst part of this chapter (Theorems 4.5.1 and 4.5.4) are multivariate

generalisations of the following statements for single real-valued random variableX with �nite

moments of all orders.

We denote byH B R»x¼the algebra of polynomials in the variablex, endowed with the

standard product

xn � xm B xn+m; (4.1)

for n;m � 0. We equipH with the cocommutative coproduct� : H ! H 
 H de�ned by

� xn B
nÕ

k=0

�
n
k

�
xn� k 
 xk: (4.2)
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Product eq. (4.1) and coproduct eq. (4.2) together de�ne a connected graded commutative

bialgebra, and therefore a Hopf algebra onH. On the dual spaceH � a dual product� ? � 2 H �

can be de�ned in terms of eq. (4.2)

¹� ? � º¹xnº B ¹� 
 � º� xn;

for �; � 2 H � . This product is commutative and associative, and the spaceG¹Hº B f � 2 H � :

� ¹1º = 1g forms a group for this multiplication law.

Given a real-valued random variableX with all moments �nite, we de�ne the functional

� 2 H � given by� ¹xnº B � n = E¹Xnº. Then� 2 G¹Hº and therefore its inverse� � 1 in G¹Hº is

well de�ned.

Theorem 4.1.1(Wick polynomials). We de�neW B � � 1 ? id : H ! H, i.e., the linear operator

such that

W¹xnº = ¹� � 1 
 idº� xn =
nÕ

k=0

�
n
k

�
� � 1¹xn� kº xk: (4.3)

Then

ˆ W : H ! H is the only linear operator such that

W¹1º = 1;
d
dx

� W = W �
d
dx

; � ¹W¹xnºº = 0; (4.4)

for all n � 1.

ˆ W : H ! H is the only linear operator such that for alln � 0

xn = ¹� 
 Wº� xn =
nÕ

k=0

�
n
k

�
� ¹xn� kºW¹xkº:

We call W¹xnº 2 H the Wick polynomial of degreen associated to the law ofX. If X

is a standard Gaussian random variable then the recurrence eq. (4.4) shows thatW¹xnº is the

Hermite polynomialHn. Therefore eq. (4.3) gives an explicit formula for such generalised Wick

polynomials in terms of the inverse� � 1 of the linear functional� in the groupG¹Hº.

The Wick polynomialW permits to de�ne adeformationof the Hopf algebraH.

Theorem 4.1.2.The linear operatorW : H ! H has an inverseW� 1 : H ! H given by

W� 1 = � ? id. If we de�ne forn;m � 0 the product

xn �� xm B W¹W� 1¹xnº � W� 1¹xmºº;

and de�ne similarly a twisted coproduct� � , thenH endowed with�� , � � and " � B � is a

bicommutative Hopf algebra. The mapW becomes an isomorphism of Hopf algebras. In
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particular

W¹xn1+���+nk º = W¹xn1º �� W¹xn2º �� � � � �� W¹xnk º;

for all n1; : : : ;nk 2 N.

Furthermore, we present Hopf-algebraic versions of classical multivariate formulae on

relations between moments and cumulants.

We recall that in the case of a single random variableX with �nite moments of all orders,

the sequence¹� nºn� 0 of cumulants ofX is de�ned by the following formal power series relation

between exponential generating functions

exp

 
Õ

n� 0

tn

n!
� n

!

=
Õ

n� 0

tn

n!
� n; (4.5)

wheret is a formal variable and� n = E¹Xnº is thenth-order moment ofX. Note that� 0 = 1 and

� 0 = 0. Equation eq. (4.5) is equivalent to the classical recursion

� n =
nÕ

m=1

�
n � 1
m� 1

�
� m� n� m: (4.6)

In fact, equation eq. (4.5) together with eq. (4.6) provide the de�nition of the classical Bell

polynomials, which, in turn, are closely related to the Faà di Bruno formula [105].

Then we show multivariate generalisation of the following formulae

Theorem 4.1.3.Setting�; � 2 H � , � ¹xnº B � n and� ¹xnº B � n, n � 0, we have the relations

� = exp?¹� º = " +
Õ

n� 1

1
n!

� ?n; (4.7)

� = log?¹� º =
Õ

n� 1

¹� 1ºn� 1

n
¹� � " º?n; (4.8)

where" ¹xkº B 1¹k = 0º.

The above formulae eq. (4.7) and eq. (4.8) are Hopf-algebraic interpretations of the classical

Leonov�Shiryaev relations[78], see eq. (4.10) and eq. (4.11) below.

4.1.2 Deformation of products

Theorem 4.1.2 above introduces the idea of a deformed product�� in a polynomial algebra.

This idea is used in a very important way in the recent theory of regularity structures [15, 20,
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56], which is based onproducts of random distributions, i.e. of generalised functions onRd.

Such products are in fact ill-de�ned and need to berenormalised; this operation corresponds

algebraically to a deformation of the standard pointwise product, and is achieved through a

comodule structure which extends the coproduct eq. (4.2) to a much larger class of generalised

monomials.

In the last sections the notion of a deformed product is extended to more general comodules

and we discuss one important and instructive example, the space of decorated rooted trees

endowed with the extraction-contraction operator. This setting is relevant for branched rough

paths [51], and constitutes a �rst step towards the more complex framework of regularity structures

[15].

4.1.3 Overview

In Section 4.2 a brief review classical multivariate moment�cumulants relations is given. Section

4.3 provides an interpretation of these relations in a Hopf-algebraic context. In Section 4.4 the

previous approach to generalised Wick polynomials is extended. Section 4.5 is devoted to Hopf

algebra deformations, which are applied to Wick polynomials in Section 4.6. In Section 4.7

still another interpretation of Wick polynomials in terms of a suitable comodule structure is

introduced. Section 4.8 explains the deformation of the pointwise product on functions. Section

4.9 addresses the problem of extending these results to Hopf algebras of non-planar decorated

rooted trees replacing monomials.

For convenience and in view of applications to scalar real-valued random variables, we �x the

�eld of real numbersR as ground �eld. Notice however that algebraic results and constructions

in this chapter depend only on the ground �eld being of characteristic zero.

This chapter is based on the preprint [39].

4.2 Joint cumulants and moments

We start by brie�y reviewing classical multivariate moment�cumulant relations. Given an index

setA, we denote byM ¹Aº the set of all �nitely supported functions� : A ! N. For � 2 M ¹Aº

we denote bysupp� = f a 2 A : � a , 0g its support. Observe that ifA is itself �nite, thenM ¹Aº

coincides with the setNA of all N-valued functions onA.

The setM ¹Aº is a poset under pointwise majoration, i.e. we say that� � � if and only

if � a � � a for all a 2 A. Moreover, it is an abelian semigroup under pointwise adition

¹� + � ºa = � a + � a. In fact, it is the free commutative semigroup generated by the indicator

functions of the one-element setsf ag for a 2 A.
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Suppose we are given a collectionX = ¹xa : a 2 Aº of commuting variables. We de�ne the

powersx0 B 1 and

x� B
Ö

a2A

x� a
a :

We also de�ne, for�; � 2 M ¹Aº with � � � ,

� ! B
Ö

a2A

� a!;
�
�
�

�
B

Ö

a2A

�
� a

� a

�
;

and more in general we let �
�

� 1; : : : ; � p

�
B

Ö

a2A

� a!

� 1
a! � � � � p

a!

if � 1; : : : ; � p 2 M ¹Aº are such that� = � 1 + � � � + � p, and zero otherwise. Note that for a given

� 2 M ¹Aº there is only a �nite number of elements inM ¹Aº satisfying this condition. Finally,

for � 2 M ¹Aº we let

j� j B
Õ

a2A

� a < 1 :

4.2.1 Cumulants

If we have a �nite family of random variables¹Xa : a 2 Aº such thatXa has �nite moments of all

orders for everya 2 A, then the analogue of the exponential formula eq. (4.5) holds

exp©
«

Õ

� 2M¹Aº

t �

� !
� �

ª
®
¬

=
Õ

� 2M¹Aº

t �

� !
� � ; (4.9)

This de�nes in a unique way the family¹� � ; � 2 M¹Aºº of joint cumulants of¹Xa;a 2 Aº once the

family of corresponding joint moments¹� � ;2 M¹Aºº is given. When it is necessary to specify

the dependence of� � on ¹Xa : a 2 Aº we shall write� � ¹Xº, and similarly for� � .

Identifying a subsetB � A with its indicator function1B 2 f0;1gA � M ¹Aº, we can use the

notation� B and� B for the corresponding joint cumulants and moments. The families¹� B;B � Aº

and¹� B;B � Aº satisfy the so-calledLeonov�Shiryaev relations[78, 110]

� B =
Õ

� 2P ¹Bº

Ö

C2�

� C (4.10)

� B =
Õ

� 2P ¹Bº

¹j� j � 1º! ¹� 1ºj� j� 1
Ö

C2�

� C; (4.11)

where we writeP ¹Bº for the set of all set partitions ofB, namely, all collections� of subsets

(blocks) ofB such that[ C2� C = B and elements of� are pairwise disjoint; moreoverj� j denotes

the number of blocks of� , which is �nite sinceB is �nite. Formulae(4.10)and(4.11)have been
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intensively studied from a combinatorial perspective, see, e.g., [100, Chapter 2]. Regarding the

properties of cumulants we refer the reader to [110].

Formula(4.10)has in fact been adopted, for instance, in [59] as a recursive de�nition for

¹� B;B � Aº. This approach does indeed determine the cumulants uniquely by induction over the

cardinalityjBj of the �nite setB. This follows from the right-hand side containing� B, which

is what we want to de�ne, as well as� C for someC with jCj < jBj, which have been already

de�ned in lower order.

Although this recursive approach seems less general than the one via exponential generating

functions as in eq. (4.9), since it forces to consider only� 2 f0;1gA, it turns out that they

are equivalent. Indeed, replacing¹Xa : a 2 Aº with ¹Yb : b 2 A � Nº, whereYb B Xa for

b = ¹a; kº 2 A � N, then for� 2 M ¹Aº we have

� � ¹Xº = � B¹Yº; B = f¹ a; kº : a 2 A; 1 � k � � ag:

Now we show that the Leonov�Shiryaev relations eqs. (4.10) and (4.11) have an elegant

Hopf-algebraic interpretation which also extends to Wick polynomials. Notice that a di�erent

algebraic interpretation of eqs. (4.10) and (4.11) has been given in terms of Möbius calculus

[100, 110]. Moreover, the idea of writing moment�cumulant relations in terms of convolution

products is closely related to Rota's Umbral calculus [71, 106].

4.3 From cumulants to Hopf algebras

In this section we explain how classical moment�cumulant relations can be encoded using Hopf

algebra techniques. These results may be folklore among followers of Rota's combinatorial

approach to probability, and, as we already alluded at, there exist actually in the literature already

various other algebraic descriptions of moment�cumulant relations (via generating series as well

as more sophisticated approaches in terms of umbral calculus, tensor algebras and set partitions).

Our approach is most suited regarding our later applications, i.e., the Hopf algebraic study of

Wick products. Since these ideas do not seem to be well-known to probabilists, we believe that

they deserve a detailed presentation.

4.3.1 Moment�cumulant relations via multisets

Throughout the chapter we consider a �xed collection of real-valued random variables¹Xa : a 2 Aº

de�ned on a common probability space¹
 ;F;Pº for an index setA. We suppose thatXa has

�nite moments of all orders for everya 2 A. Consider a collectionX = ¹xa : a 2 Aº of variables
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and letH B R»X¼be the commutative polynomial Hopf algebra described in Section 2.2

De�nition 4.3.1. For every� 2 M¹Aº, we de�ne the cumulantEc¹X� º inductively overj� j by

Ec¹X0º = 0 and else

E¹X� º =
j� jÕ

n=1

1
n!

Õ

� 1;:::;� n2M¹Aº

�
�

� 1; : : : ; � n

� nÖ

i=1

Ec¹X� i º: (4.12)

Remark4.3.2. If � 2 M¹Aº \ f 0;1gA, then eq. (4.12) reduces to the �rst Leonov�Shiryaev

relation eq. (4.10), since on the right-hand side of eq. (4.12)� 1; : : : ; � n 2 M¹Aº are also inf 0;1gA

and in particular the binomial coe�cient (when non-zero) is equal to 1. 4

As we will show in eq. (4.14) below, expression(4.12) is equivalent to the usual formal

power series de�nition of cumulants (whose exponential generating series is the logarithm of

the exponential generating series of moments). As for eq. (4.10), expression(4.12)does indeed

determine the cumulants uniquely by induction overj� j. This is because the right-hand side only

involvesEc¹X� º, which is what we want to de�ne, as well asEc¹X�� º for some�� with j �� j < j� j,

which is already de�ned by the inductive hypothesis. De�ne two linear functionals onH:

� : H ! R

x� 7! � ¹xaº B E¹X� º

� : H ! R

x� 7! � ¹x� º B Ec¹X� º;
(4.13)

with � ¹1º B 1 and� ¹1º B 0.

4.3.2 Exponential generating functions

Let us �x a �nite subsetS = f a1; : : : ;apg � A. For � 2 M¹Sº we set

t � B
pÖ

i=1

¹ti º� ai ;

wheret = ¹ti : i = 1; : : : ;pº are commuting variables. Then we de�ne the exponential generating

function of� 2 H � as the formal series

� � ¹t;Sº B
Õ

� 2M¹Sº

t �

� !
� ¹� º 2 R»»t¼¼:
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Then from de�nition 4.3.1 we get the usual exponential relation between the exponential moment

and cumulant generating functions of� and� , analogous to eqs. (4.5) and (4.9):

� � ¹t;Sº =
Õ

� 2M¹Sº

t �

� !
� ¹� º

=
Õ

n� 0

1
n!

Õ

� 2M¹Sº

Õ

� 1;:::;� n2M¹Sº

1
� !

�
�

� 1; : : : ; � n

� nÖ

i=1

�
t � i

� ¹� i º
�

=
Õ

n� 0

1
n!

Õ

� 1;:::;� n2M¹Sº

nÖ

i=1

 
t � i

� i !
� ¹� i º

!

=
Õ

n� 0

1
n!

©

«

Õ

� 2M¹Sº

t �

� !
� ¹� ºª®

¬

n

= exp¹� � ¹t;Sºº:

(4.14)

From eq. (4.14) we obtain another recursive relation between moments and cumulants. We have

� ¹x� � xaº =
Õ

� 1;� 22M¹Aº

�
�

� 1; � 2

�
� ¹x� 1

� xaº� ¹� 2º: (4.15)

This recursion is the multivariate analogue of the one in eq. (4.6).

4.3.3 Moment�cumulant relations and Hopf algebras

Recall thatH is a graded connected Hopf algebra with product induced by the semigroup structure

onM¹Aº by x� � x� = x� + � . The coproduct� : H ! H 
 H can be equally described as

� x� =
Õ

� + � 0=�

�
�

�; � 0

�
x� 
 x� 0

: (4.16)

It is the unique algebra map such that the variablesxa are primitive. The counit is de�ned by

h"; x� i = 1� =0.

We denote� 0 B id : H ! H, � 1 B � : H ! H 
 H, and forn � 2:

� n B ¹� 
 idº� n� 1 : H ! H 
¹ n+1º:

Proposition 4.3.3.We have

� = exp?¹� º = " +
Õ

n� 1

1
n!

� ?n: (4.17)
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Proof. By the de�nitions of� and� n we �nd that

� 
 n� n� 1A =
Õ

B1;:::;Bn2M¹Aº

�
A

� 1 : : : � n

� nÖ

i=1

� ¹� i º;

and, by eq. (4.12), this yields the result. �

Remark4.3.4. Formula eq. (4.17) is the Hopf-algebraic analogue of the �rst Leonov�Shiryaev

relation eq. (4.10). 4

Since � ¹œº = 0, � 
 n� n� 1¹Aº vanishes wheneverjAj > n. Similarly, under the same

assumption,¹� � " º?n¹Aº = 0. It follows that one can handle formal series identities such as

log?¹exp?¹� ºº = � or exp?¹log?¹� ºº = � without facing convergence issues. In particular

Proposition 4.3.5.We have

� = log?¹� º =
Õ

n� 1

¹� 1ºn� 1

n
¹� � " º?n: (4.18)

From Proposition 4.3.5 we obtain the formula

Ec¹X� º =
Õ

n� 1

¹� 1ºn� 1

n

Õ

� 1;:::;� n2M¹Aº

�
�

� 1 : : : � n

� nÖ

i=1

E¹X � i º (4.19)

which may be considered the inverse to eq. (4.12).

Remark4.3.6. The formula(4.18)is the Hopf-algebraic analogue of the second Leonov�Shiryaev

relation eq. (4.11). Moreover, for� 2 M¹Aº \ f 0;1gA, then eq. (4.19) also reduces to the second

Leonov�Shiryaev relation eq. (4.11), since on the right-hand side of eq. (4.19)� 1; : : : ; �n 2 M¹Aº

are also inf 0;1gA. 4

4.3.4 A sub-coalgebra

If one prefers to work in the combinatorial framework of the Leonov�Shiryaev formulae eq. (4.10)-

eq. (4.11) rather than with eq. (4.12)-eq. (4.19), then one may consider the linear spanJ of the

setf x� : � 2 M¹Aº \ f 0;1gAg, namely all monomials where the partial degree of each variable

is at most one.

ThenJ is a linear subspace ofH, which isnota sub-algebra ofH for the product, since for

example any single variablexa 2 J but xa � xa = x2
a < J. The coproduct� de�ned in eq. (4.16)

coacts however nicely onJ since if x� 2 J then

� x� =
Õ

� 1+� 2=�

� 1 
 � 2 2 J 
 J:
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Moreover the restriction of" to J de�nes a counit for¹J; � º. ThereforeJ is a sub-coalgebra ofH.

With a slight abuse of notation we still write? for the dual product onJ�

hf ? g; x� i B hf 
 g;� x� i ;

for x� 2 J and f ; g 2 J� . If we denote as before

� : J ! R

x� 7! � ¹x� º B E¹X� º

� : J ! R

x� 7! � ¹x� º B Ec¹X� º;

with � ¹œºB 1 and� ¹œºB 0, then the Leonov�Shiryaev relations eq. (4.10)-eq. (4.11) can be

rewritten inJ� as, respectively,

� = exp?¹� º = " +
Õ

n� 1

1
n!

� ?n

and

� = log?¹� º =
Õ

n� 1

¹� 1ºn� 1

n
¹� � " º?n:

4.4 Wick Products

The theory of Wick products, as well as the related notion of chaos decomposition, play an

important role in various �elds of applied probability. Both have deep structural features in

relation to the �ne structure of the algebra of square integrable functions associated to one or

several random variables. The aim of this section and the following ones is to revisit the theory

on Hopf algebraic grounds. The basic observation is that the formula for the Wick product is

closely related to the recursive de�nition of antipode in a connected graded Hopf algebra. This

approach seems to be new, also from the point of view of concurring approaches such as umbral

calculus [71, 106] or set partition combinatoricsà la Rota�Wallstrom [107].

4.4.1 Wick polynomials

We are going to use extensively the notion of Wick polynomials for a collection of (not necessarily

Gaussian) random variables which is de�ned as follows.

De�nition 4.4.1. Given a collection¹Xa : a 2 Aº of random variables with �nite moments of all

orders, for any� 2 M¹Aº the Wick polynomial: X� : is a random variable de�ned recursively
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by setting: X0 : = 1 and postulating that

X� =
Õ

� 1;� 22M¹Aº

�
�

� 1 � 2

�
E¹X � 1º: X� 2 : : (4.20)

As for cumulants, eq. (4.20) is su�cient to de�ne: X� : by recursion overj� j. Indeed, the

term with � 2 = � is precisely the quantity we want to de�ne, and all other terms only involve

Wick polynomials: X� : , for � 2 M¹Aº with j� j < j� j.

It is now clear that formula eq. (4.20) can be lifted toH as

x� =
Õ

� 1;� 22M¹Aº

�
�

� 1 � 2

�
E¹X � 1º: x� 2 : ; (4.21)

and written in Hopf algebraic terms as follows

x� = ¹� ? Wº¹x� º = ¹� 
 Wº� x� ; (4.22)

for A 2 M¹Aº. We have setW : H ! H, W¹x� º B : x� : and callW the Wick product map

(see Theorem 4.5.4 for a justi�cation of the terminology). Notice that it depends on the joint

distribution of theXas. Formula 4.22 is the Hopf algebraic analogue of the de�nition of the

Wick polynomial : XB : used in references [59, 82]. Moreover, introducing the algebra map

ev : x� 7�! X� from H to the algebra of random variables generated by¹Xa : a 2 Aº, one gets

by a recursion overj� j thatev¹ : x� : º = : X� : (for that reason, from now on we will call slightly

abusively both: x� : and the random variable: X� : the Wick polynomial associated tox� ).

4.4.2 A Hopf algebraic construction

We want to present now a closed Hopf algebraic formula for the Wick polynomials introduced in

De�nition 4.4.1. We de�ne the setG¹Hº B f � 2 H � : � ¹1º = 1g. Then it is well known that

G¹Hº is a group for the?-product. Indeed, any� 2 G¹Hº has an inverse� � 1 in G¹Hº given by

� � 1 =
Õ

n� 0

¹" � � º?n: (4.23)

As usual, this in�nite sum de�nes an element ofH � since, evaluated on any monomialx� 2 H, it

reduces to a �nite number of terms.

Theorem 4.4.2.Let � 2 G¹Hº be given by� ¹x� º = E¹X� º andW¹x� º = : x� : , then for all

� 2 M¹Aº

: x� : = ¹� � 1 ? idº¹x� º = ¹� � 1 
 idº� x� : (4.24)
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Proof. The identity follows from eq. (4.22) and from the associativity of the? product. �

From eq. (4.23) and eq. (4.24) we obtain

Proposition 4.4.3.Wick polynomials have the explicit expansion

: x� : = x� +
Õ

n� 1

¹� 1ºn
Õ

� 2M¹Aº

Õ

� 1;:::;� n2M¹Aº
� i , 0

�
�

� 1; : : : ; �n; �

�
� ¹x� 1º � � � � ¹x� nºx� :

4.5 Hopf algebra deformations

The groupG¹Hº = f � 2 H � : � ¹1º = 1gequipped with the? product acts canonically onH by

means of the map' � : H ! H

' � ¹x� º B ¹� 
 idº� x� ; (4.25)

for � 2 G¹Hº and a monomialx� 2 H. In other words,' � = � ? id = id?� , since� is

cocommutative. This is a group action since one checks easily using the coassociativity of� that

' � 1?� 2 = ' � 1 � ' � 2;

so that in particular

¹' � º� 1 = ' � � 1:

These maps' � , being invertible, allow to de�nedeformationsof the standard product� in

H, as well as of the coproduct� de�ned in eq. (4.16) and of the counit. Namely we de�ne

�� : H 
 H ! H, � � : H ! H 
 H and" � by

x� �� x� B ' � 1
� ¹' � ¹x� º � ' � ¹x� ºº;

� � x� B ¹' � 1
� 
 ' � 1

� º� ' � x� ;

h" � ; x� i B h"; ' � ¹x� ºi = h�; x� i :

(4.26)

Although" � = � , we �nd it useful to introduce the notation" � to feature the new role of� as a

counit.

Notice that, ash�; 1i = 1, we have' � ¹1º = 1 andx� �� 1 = x� . Dually,

¹" � 
 idº � � � ¹x� º = ¹" 
 ' � � 1º� ' � ¹x� º = x� :

Then we have
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Theorem 4.5.1.For any� 2 G¹Hº, the quintuple¹H; �� ;1; � � ; " � º de�nes a Hopf algebra. The

map

' � 1
� : ¹H; �;1; � ; " º ! ¹ H; �� ;1; � � ; " � º

is an isomorphism of Hopf algebras.

Proof. Although the Theorem follows directly from the properties of conjugacy, we detail the

proof. Associativity of�� and coassociativity of� � follow directly. First,

¹x� �� x� º �� x = ' � 1
� ¹' � ¹x� º � ' � ¹x� º � ' � ¹x ºº = x� �� ¹x� �� x º;

which shows associativity. Coassociativity is simple to see as well

¹� � 
 idº� � x� = ¹' � 1
� 
 ' � 1

� 
 ' � 1
� º¹� 
 idº� ' � x�

= ¹' � 1
� 
 ' � 1

� 
 ' � 1
� º¹id 
 � º� ' � x�

= ¹id 
 � � º� � x� :

We check now the compatibility relation between�� and� � :

¹� � x� º �� ¹� � � º = ¹' � 1
� 
 ' � 1

� º
� �

¹' � 
 ' � º� � x� �
�

�
¹' � 
 ' � º� � x� � �

= ¹' � 1
� 
 ' � 1

� º
�
¹� ' � x� º � ¹� ' � x� º

�

= ¹' � 1
� 
 ' � 1

� º�
�
' � x� � ' � x�

�

= � � ¹x� �� x� º:

Finally, we check that' � 1
� : ¹H; �;1; � ; " º ! ¹ H; �� ;1; � � ; " � º is a bialgebra morphism:

' � 1
� ¹x� � x� º = ' � 1

� ¹x� º �� ' � 1
� ¹x� º;

¹' � 1
� 
 ' � 1

� º� x� = � � ' � 1
� x� :

We have proved until now that' � 1
� is a isomorphism of bialgebras. Since¹H; �� ;1; � � ; " � º is a

graded connected bialgebra, it has an antipode. Since moreover the antipode of a Hopf algebra is

unique, we obtain that' � 1
� preserves the antipode as well. �

Remark4.5.2. The construction of eq. (4.26) and Theorem 4.5.1 works also if we replace' � with

any linear invertible map' : H ! H such that' ¹1º = 1. Indeed, in the above considerations we

have never used the formula eq. (4.25) which de�nes' � . 4

Remark4.5.3. There is nothing particular about the structure ofH used in the proof of

Theorem 4.5.1, so the same proof works more generally for any Hopf algebraH and linear

invertible map' : H ! H preserving the unit. 4
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In the particular case of� = � , where� is the moment functional de�ned in eq. (4.13), we

obtain by Theorem 4.4.2 and Theorem 4.5.1:

Theorem 4.5.4.The Wick product mapW¹x� º = : x� : is equal to ' � � 1. ThereforeW :

¹H; �;1; � ; " º ! ¹ H; �� ;1; � � ; " � º is a Hopf algebra isomorphism, in particular

: x� � x� : = : x� : �� : x� : ;

for all monomialsx� ; x� 2 H.

More generally, we obtain for any� 1; : : : ; � n 2 M¹Aº that

: x� 1 � � � x� n : = : x� 1 : �� � � � �� : x� n : : (4.27)

We notice at last an interesting additional result expressing abstractly compatibility relations

between the two Hopf algebra structures onH (see also Proposition 4.7.3 below). We recall

that a linear spaceM is a left comodule over the coalgebra¹H;� ; " º if there is linear map

� : M ! H 
 M such that

¹� 
 idMº� = ¹idH 
 � º�; ¹" 
 idMº� = idM : (4.28)

A left comodule endomorphism ofM is then a linear mapf : M ! M such that

� � f = ¹idH 
 f º�:

In particular the coalgebra¹H;� ; " º is a left comodule over itself, with� = � .

Proposition 4.5.5. If we considerH as a left comodule over itself, then' � is a left comodule

morphism for all linear� : H ! R, namely

� ' � = ¹id 
 ' � º� : (4.29)

In particular the Wick product mapW is a left comodule endomorphism of¹H;� ; " º.

Proof. We have

� ' � = ¹� 
 id 
 idº¹id 
 � º�

= ¹� 
 id 
 idº¹� 
 idº�

= ¹id 
 � 
 idº¹� 
 idº�

= ¹id 
 � 
 idº¹id 
 � º�

= ¹id 
 ' � º� ;
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where we have used, in this order, coassociativity, cocommutativity and then coassociativity

again. �

4.6 Wick products as Hopf algebra deformations

Let a 2 A. We de�ne now the functional� a : H ! R given byh� a; x� i = 1 if and only if x� = xa.

Then we de�ne the operator@a : H ! H as@a B � a ? id = ' � a in the notation eq. (4.25), namely

@ax� = ¹� a 
 idº� x� :

It is simple to see that@a acts as a formal partial derivation with respect toxa, namely it satis�es

for �; � 2 M¹Aº anda;b 2 A

@axb = 1¹a=bº1; @a¹x� � x� º = @a¹x� º � x� + x� � @a¹x� º;

since� a satis�es � a¹1º = 0 and � a¹x� � x� º = � a¹x� ºh"; x� i + h"; x� i � a¹x� º, namely� a is an

in�nitesimal character.

Then the following result is a reformulation in our setting of [82, Proposition 3.4].

Theorem 4.6.1.The family of polynomials¹ : x� : ; � 2 M¹Aºº is the only collection such that

: 1: = 1 and for all non-null� 2 M¹Aº anda 2 A

@a : x� : = : @ax� : and h�; : x� : i = 0: (4.30)

Proof. Since� 2 G¹Hº equation eq. (4.24) implies

h�; : x� : i = h� � 1 ? �; x� i = h"; x� i :

Using eq. (4.29) for� = � a we obtain

� @a = ¹id 
 @aº� :

We conclude from eq. (4.24) that

@a : x� : = ¹� a ? � � 1 ? idº¹x� º = ¹� � 1 ? � a ? idº¹x� º = : @ax� :

by the associativity and commutativity of?. Therefore: x� : satis�es eq. (4.30). The converse

follows from the fact that eq. (4.30) de�nes by recurrence a unique family. �
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4.6.1 Back to simple subsets

As in Subsection 4.3.4, we can restrict the whole discussion to Wick polynomials associated to

�nite sets � 2 M¹Aº \ f 0;1gA and their linear spanJ. Indeed, if� 2 J then : x� : = W¹x� º also

belongs toJ and is de�ned by the recursion

x� =
Õ

� 1+� 2=�

E¹X � 1º: X� 2 : :

As in Theorem 4.4.2, we haveW = � � 1 ? id andid = � ? W, and, as in Proposition 4.4.3,

: x� : = x� +

+
Õ

n� 1

¹� 1ºn
Õ

� 2M¹Aº

Õ

� 1;:::;� n2M¹Aºnf0g

1¹� ++ � 1+���+ � n=� º � ¹x� 1º � � � � ¹x� nºx�

for all � 2 M¹Aº \ f 0;1gA.

However, as we have sees in Section 4.5 above, it is more interesting to work on the bialgebra

H than on the coalgebraJ, see in particular Theorem 4.5.4.

4.7 On the inverse of unital functionals

As we have seen in Theorem 4.4.2, the element� � 1 2 G¹Hº plays an important role in the Hopf

algebraic representation eq. (4.24) of Wick products. From eq. (4.23) we obtain a general way to

compute� � 1. We discuss now another way to represent� � 1 by means of a comodule structure,

which is directly inspired by [15, 20], see Section 4.10.

Let us consider now a linear functional� : H ! R which is also an unital algebra morphism

(or character), namely such that� ¹œº= 1 and� ¹x� + � º = � ¹x� º� ¹x� º for all �; � 2 M¹Aº. Then

we have a simpler way to compute its inverse: namely as� � 1 = � � S, whereS : H ! H is the

antipode, i.e. the only linear map such that

S? id = id?S = 1";

where1 is the unit and" the counit ofH.

However, this does not seem to help in the computation of� , since moments are notoriously

not multiplicative in general. This problem is circumvented by extending� to a character̂�

de�ned on a larger Hopf algebrâH which is constructed fromH, such that the inversê� � 1 will

be computed via the antipode of̂H.

De�nition 4.7.1. Let Ĥ be the free commutative unital algebra (the algebra of polynomials)
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generated byH. We denote by� the product inĤ and we de�ne the coproduct̂� : Ĥ ! Ĥ 
 Ĥ

given by�̂ ¹�x� º = ¹� 
 �º� x� and

�̂ ¹x� 1 � x� 2 � � � � � x� nº = ¹�̂ x� 1º � ¹ �̂ x� 2º � � � � � ¹ �̂ x� nº;

where� : H ! Ĥ is the canonical injection (which we will omit whenever this does not cause

confusion). The unit of̂H is1and the counit is de�ned bŷ" ¹x� 1 � x� 2 �� � �� x� nº = " ¹x� 1º � � � " ¹x� nº.

SinceĤ is a polynomial algebra,̂� is well-de�ned by specifying its action on the elements of

M¹Aº, and requiring it to be multiplicative. It turns the spaceĤ into a connected graded Hopf

algebra, where the grading is

jx� 1 � x� 2 � � � � � x� n j B j� 1j + j� 2j + � � � + j� nj:

The antipodêS : Ĥ ! Ĥ of Ĥ can be computed by recurrence with the classical formula

Ŝx� = � x� �
Õ

� 1;� 22M¹Aºnf0g

�
�

� 1 � 2

�
�
Ŝx� 1

�
� x� 2;

where we dropped the injection� for notational convenience. A closed formula forŜ follows

Ŝx� = � x� +
Õ

n� 2

¹� 1ºn
Õ

� 1;:::;� n<f 0g

�
�

� 1; : : : ; �n

�
� 1 � � 2 � � � � � � n: (4.31)

We denote byC¹Ĥº the set of characters on̂H. This is a group for thê? convolution, dual tô� .

Proposition 4.7.2. The restriction mapR : C¹Ĥº ! G¹Hº, R�̂ B �̂ jH de�nes a group

isomorphism.

Proof. The map is clearly bijective, since a character onĤ is uniquely determined by its values

on H, and every� 2 G¹Hº gives rise in this way to â� 2 C¹Ĥº such thatR�̂ = � .

It remains to show thatR is a group morphism. This follows from

R¹ ^� ?̂  ̂ º¹x� º = ¹ ^� 
  ̂ º�̂ x� = ¹ ^� jH 
  ̂ jHº� x� = ¹R ^� º ? ¹R ̂ º¹x� º;

where ^�;  ̂ 2 C¹Ĥº andx� 2 H. �

For all � 2 G¹Hº we call �̂ the only character on̂H which is mapped to� by the isomorphism

R. By the previous proposition we obtain, in particular, that¹�̂ º� 1jH = � � 1 for all � 2 G¹Hº.

Since�̂ is a character on̂H, we have¹�̂ º� 1 = �̂ � Ŝ. Therefore

� � 1 = ¹ �̂ � ŜºjH : (4.32)
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This formula can be used speci�cally to compute the inverse� � 1 of the functional� in eq. (4.24).

4.7.1 A comodule structure

The above considerations suggest that we can introduce the following additional structure: if we

de�ne � : H ! Ĥ 
 H, � B ¹� 
 idº� , where� : H ! Ĥ is the canonical injection of De�nition

4.7.1, thenH is turned into aleft comoduleoverĤ, namely we have

¹�̂ 
 idHº � = ¹idĤ 
 � º �; idH = ¹"̂ 
 idHº �; (4.33)

see eq. (4.28) above. Note that eq. (4.33) is in fact just the coassociativity of� on H in disguise.

Then we can rewrite the Hopf algebraic representation eq. (4.24) of Wick polynomials as

follows:

: x� : = ¹�̂ � Ŝ 
 idº � x� ; (4.34)

for a monomialx� 2 H, where�̂ is the� -multiplicative extension of� from H to Ĥ. Expanding

this formula by means of the closed formula forŜ, one recovers, by di�erent means, Proposition

4.4.3.

From Proposition 4.5.5 above, we obtain

Proposition 4.7.3.We de�ne the action ofC¹Ĥº on H by

 �̂ : H ! H;  �̂ ¹x� º = ¹�̂ 
 idº � x� ; �̂ 2 C¹Ĥº;

for x� 2 H. Then �̂ is comodule morphism for all̂� 2 C¹Ĥº, namely

� �  �̂ = ¹idĤ 
  �̂ º �:

4.8 Deformation of pointwise multiplication

We show now that the ideas of the previous sections can be generalised and used to de�ne

deformations of other products. The main example for us is the pointwise product on functions

f : Rd ! R, and we explain in the next sections how these ideas appear in regularity structures.

Let us consider the vector spaceV freely generated by a familyT = ¹� i; i 2 I º. We denote by

T the free commutative monoid onT, with neutral elementœ 2T nT. We de�ne also¹C; � ;œº

as the unital free commutative algebra generated byT; thenC is the vector space freely generated
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by T and we have a canonical embedding

V ,! C:

We suppose thatC is a left-comodule over a Hopf algebra¹Ĉ; � ;œ; �̂ ; "̂ º, with coaction

� : C ! Ĉ 
 C satisfying the analogue of(4.33). We stress that the coaction� is not supposed

to be multiplicative with respect to the� product inC.

We say that� : Ĉ ! R is unital if it is a linear functional such that� ¹œº= 1. Then we de�ne,

as in the previous section,

 � : C ! C;  � B ¹� 
 idº�; (4.35)

for every unital� : Ĉ ! R. It is easy to see that

 � �  � 0 =  � ?̂ � 0;

where?̂ is the convolution product with respect to the coproduct�̂ : Ĉ ! Ĉ 
 Ĉ. We then de�ne

the product� � onC as

� � � � B  � 1
� »¹ � � º � ¹  � � º¼; �; � 2 C; (4.36)

where � 1
� =  � � 1 and� � 1 : Ĉ ! R is the inverse of� with respect to thê? convolution product.

It is easy to see that the product� � is associative and commutative, arguing as in the proof of

Theorem 4.5.1. Since we have not supposed the coaction� to be multiplicative with respect to

the� product inC, the product� � is in general di�erent from� .

De�nition 4.8.1. The map � 1
� =  � � 1 is called the generalized Wick� -product map.

We denote byC B C¹Rdº the space of continuous functionsf : Rd ! R, for a �xed d � 1;

we endowC with the associative commutative product� given by the pointwise multiplication.

We consider the spacesLin¹V;Cº andLin¹C;Cº of linear functionals fromV, respectivelyC, to

C. One can think toLin¹V;Cº as a space ofT-indexed functions: this is typically what happens in

perturbative expansions indexed by combinatorial objects (sequences, in usual Taylor expansions

or in Lyons' classical theory of geometric rough paths, or more complex objects such as trees

or forests, as in Gubinelli's theory of non-geometric rough paths or in the theory of regularity

structures, for example).

For � 2 Lin¹V;Cº and� 2 Lin¹C;Cº we use the notation

� ¹� º = h� ; � i 2 C; � 2 V;

� ¹� º = h� ; � i 2 C; � 2 C:
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De�nition 4.8.2. For every� 2 Lin¹C;Cº we denote byV� the vector space freely generated by

f � ¹� º; � 2 Tg. The canonical map fromV� to C is called the evaluation map and is writtenev.

Notice thatV� is not in general embedded inC (the evaluation map is not injective): we view

here the� ¹� º as forming a basis ofV� although, as elements ofC they could possibly satisfy

linear relations. One should think of the� ¹� º's asT-indexed functions: the constructions we will

perform on them will depend also on their indexing. To avoid ambiguities, we reserve from now

on the notation� ¹� º to denote elements ofV� and the notationh� ; � i to denote elements inC.

De�nition 4.8.3. We call every� 2 Lin¹C;Cº a generalised productonT. If � 2 Lin¹C;Cº is

an algebra unital morphism from¹C; �º to ¹C; �º, namely if

h� ;œi = 1; h� ; � 1 � � � � � � ni = h� ; � 1i � � � h� ; � ni ; (4.37)

for � 1; : : : ; �n 2 T, n � 1, then � is called acanonical product, where� is the pointwise

multiplication onC.

A generalised product is therefore a very general concept since we assume a priori no relation

betweenh� ; � i and h� ; � 0i for �; � 0 2 T and� , � 0. However we are mainly interested in

deformations of canonical products, see below.

Lemma 4.8.4.For every� 2 Lin¹V;Cº there exists a unique canonical productR� 2 Lin¹C;Cº

such that

h� ; � i = hR� ; � i ; 8 � 2 T:

Proof. The property (4.37) allows to constructR� uniquely by recursion. �

Now we show that a generalised product� allows to de�ne a genuine commutative and

associative product on the spaceV� .

De�nition 4.8.5. For every� 2 Lin¹C;Cº we de�ne the commutative and associative product

M � onV�

M � ¹� ¹� º; � ¹� ºº B � ¹� � � º; 8 �; � 2 C:

Then¹V� ;M � ; h� ;œiºis a commutative unital algebra and, by the very de�nition,� : ¹C; �º !

¹V� ;M � º is an algebra isomorphism. In particular, for every� 2 Lin¹V;Cº, R� : ¹C; �º !

¹VR� ;M R� º is an algebra morphism andM R� is mapped by the evaluation map to the canonical

pointwise product onC.

We want now to de�nedeformationsof the products of De�nition 4.8.5, taking inspiration

from Section 4.5.
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De�nition 4.8.6. For every� 2 Lin¹C;Cº and every unital� : Ĉ ! R we can de�ne a product

M �
� onV� by

M �
� ¹� ¹� º; � ¹� ºº B � ¹� � � � º; 8 �; � 2 C; (4.38)

such that� : ¹C; � � º ! ¹ V� ;M �
� º is an algebra isomorphism.

We say thatM �
� is a� -deformation ofM � , since in the case� is the counit"̂ of Ĉ, the coaction

property(4.33)of � implies thatM"̂ is the identity map onC, henceM "̂
� coincides withM � . In

particular we have

De�nition 4.8.7. For every� 2 Lin¹V;Cº we can de�ne a� -deformation�� B M �
R� of the

canonical productM R� onVR� , such that

� ¹� 1º �� � � � �� � ¹� nº B R� ¹� 1 � � � � � � � � nº; (4.39)

and� 1; : : : ; �n 2 T.

We stress again that, unlike the pointwise multiplication�, the� -deformation�� is not de�ned

on C but rather, for every �xed� 2 Lin¹V;Cº, onVR� . As stated below De�nition 4.8.6, the

deformationM "̂
R� coincides with the canonical pointwise product onVR� .

Lemma 4.8.8.For every unital� : Ĉ ! R and� 2 Lin¹C;Cº the map

� � B � �  � 1
� 2 Lin¹C;Cº (4.40)

de�nes an algebra isomorphism from¹C; �º to ¹V� � ;M �
� º.

Proof. By eq. (4.38)

M �
� ¹� � ¹� º; � � ¹� ºº = � � ¹� � � º; 8 �; � 2 C;

and the claim follows. �

In particular for� = R� we obtain by eq. (4.39)

� � ¹� 1º �� � � � �� � � ¹� nº B � � ¹� 1 � � � � � � nº; (4.41)

which is reminiscent of eq. (4.27).

Example4.8.9. In the setting of the previous sections, we can considerT = A, so that in this case

V = RA, C = H andĈ = Ĥ. Then the most natural choice of� 2 Lin¹V;C¹RAºº is given by

� Xa B ta, whereta : RA ! R is the evaluation of thea-component, andR� : H ! C is

hR� ; Xa1 : : : Xan i B ta1 � � � tan; a1; : : : ;an 2 A;
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Then eq. (4.41) is the analogue of eq. (4.27) in this context, while eq. (4.39) de�nes a deformation

�� of the pointwise product ofta1; : : : ;tan . This point of view will be generalised in the next

section. �

4.9 Wick products of trees

We now discuss the main example we have in mind of the general construction in Section 4.8,

namely rooted trees, that are a generalisation of classical monomials as we show below. With

the application to rough paths in mind [51], we denote byT the set of all non-planar non-empty

rooted trees with edges (not nodes) decorated with letters from a �nite alphabetf 1; : : : ;dg. We

stress that all trees inT have at least one node, the root.

The setT is a commutative monoid under the associative and commutativetree product�

given by the identi�cations of the roots, e.g.

i1

i2

i3
�

i4

i5 i6
=

i1

i2

i3 i4

i5 i6
; (4.42)

see also [15, De�nition 4.7].

The rooted tree with a single node and no edge is the neutral element for this product. The

set of monomials ind commuting variablesX1; : : : ;Xd can be embedded inT as follows: every

primitive monomialXi is identi�ed with i , and the product of monomials with the tree product.

In this way every monomial is identi�ed with a decorated corolla, for instance

Xi Xj Xk �! i j k : (4.43)

See the discussion around Lemma 4.9.3 below for more on this identi�cation.

We denote byT � T the set of all non-planarplantedrooted trees. We recall that a rooted

tree is planted if its root belongs to a single edge, called the trunk. For example, in the left-hand

side of eq. (4.42), the �rst tree is not planted, while the second is.

We also denote byF the set of non-planar rooted forests with edges (not nodes) decorated

with letters from the �nite alphabetf 1; : : : ;dg, such that every non-empty connected component

has at least one edge. On this space we de�ne the product� given by the disjoint union, with

neutral element the empty forestœ.

We perform the identi�cation

= œ (4.44)

between the rooted tree2 T and the empty forestœ 2F. Then we obtain canonical embeddings
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T ,! T ,! F (4.45)

and moreover

ˆ ¹T; �º is the free commutative monoid onT,

ˆ ¹F; �º is the free commutative monoid onT.

In both cases the element= œis the neutral element. We denote by

ˆ V the vector space generated freely byT,

ˆ C the vector space generated freely byT,

ˆ Ĉ the vector space generated freely byF .

Then we have

ˆ ¹C; �º is the free commutative unital algebra generated byT,

ˆ ¹Ĉ; �º is the free commutative unital algebra generated byT,

and again in both cases the element= œis the neutral element. Finally, by eq. (4.44) and

eq. (4.45) we also have canonical embeddings

V ,! C ,! Ĉ: (4.46)

OnĈ we also de�ne the coproduct̂� , given by the extraction-contraction operator of arbitrary

subforests [17]:

�̂ � =
Õ

� � �

� 
 � • �; � 2 F; (4.47)

where a subforest� 2 F of � is determined by a (possibly empty) subset of the set of edges of� ,

and� • � is the tree obtained by contracting each connected component of� to a single node. We

recall that by eq. (4.44) the empty forest and the tree reduced to a single node are identi�ed and

calledœ. For example,

�̂
i1

i2

i3
=

i1

i2

i3

 œ + œ 


i1

i2

i3
+ i1 
 i2 i3 + i2 
 i1 i3 + i3 


i1

i2

+ i1 i3 
 i2 +
i1

i2

 i3 + i2 � i3 
 i1 :
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If "̂ : Ĉ ! R is the linear functional such that̂" ¹� º = 1¹� = œºfor � 2 F , then¹Ĉ; � ;œ; �̂ ; "̂ º is

a Hopf algebra [17].

Note that, unlike¹Ĥ; �̂ º in Section 4.7,¹Ĉ; �̂ º is not co-commutative; moreover the canonical

embeddingC ,! Ĉ in eq. (4.46) is not an algebra morphism from¹C; �º to ¹Ĉ; �º . We could

also endowC with a coproduct� C (the extraction-contraction operator of a subtree at the root,

which plays an important role in [15] and is isomorphic to the classical Butcher�Connes�Kreimer

coproduct), but we do not need this for what comes next.

We now go back to the construction of Section 4.8. With the embeddingC ,! Ĉ, the coaction

� B �̂ : C 7! Ĉ 
 C

makesC a left-comodule overĈ by an analogue of Proposition 4.7.3. Then we can de�ne

 � : C ! C as in eq. (4.35), for� : Ĉ ! R unital, and a deformed product� � on C as in

eq. (4.36). As discussed before De�nition 4.8.1, the coaction� is not multiplicative with respect

to � and therefore� � is in general truly di�erent from� .

For � 2 Lin¹V;Cº and� B R� 2 Lin¹C;Cº as in Lemma 4.8.4, the map� � = ¹R� º �  � � 1

de�nes by Lemma 4.8.8 an algebra isomorphism from¹C; �º to ¹V� � ;M �
� º, so that in particular

we have the analogue of eq. (4.41).

This idea is very important in regularity structures, where the pointwise product of explicit

(random) distributions is ill-de�ned, while a suitable deformed product is well-de�ned as a

(random) distribution. The above construction allows to recover a precise algebraic structure of

such deformed pointwise products, in the same spirit as Theorem 4.5.4. See Section 4.10 below

for a discussion.

We show now how these ideas can be implemented concretely, that is how a character� can

be constructed in practice in some interesting situation, generalising the construction of Wick

polynomials in the previous sections of this chapter.

Let us now consider aLin¹V;Cº-valued random variableX, such that

ˆ hX;œi = 1,

ˆ X is stationary, i.e.,hX; � i¹� + xº has the same law ashX; � i for all x 2 Rd and� 2 T

ˆ hX; � i¹ 0º has �nite moments of any order for all� 2 T.

Then we can de�ne

� : C ! R; � ¹� º B E¹hRX; � i¹ 0ºº: (4.48)
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There is a unique extension of� to a linear�̂ : Ĉ ! R which is a character of¹Ĉ; �º and we

denote by�̂ � 1 : Ĉ ! R its inverse with respect to thê? convolution product.

Theorem 4.9.1.Let X be as above. The only character� on ¹Ĉ; �º such that

E¹hRX;  � � i¹ 0ºº = 0; 8 � 2 T n fœg

is equal to�̂ � 1.

Proof. We note �rst that for every character� on ¹Ĉ; �º we have

E¹hRX;  � � i¹ xºº = ¹� 
 � º�̂ � = ¹� ?̂ � º �; 8 � 2 T:

In particular

E¹hRX;  �̂ � 1� i¹ xºº = ¹�̂ � 1 
 �̂ º�̂ � = 0; 8 � 2 T n fœg:

On the other hand, since� and�̂ are characters on¹Ĉ; �º , if for all � 2 T

¹� ?̂ �̂ º � = 1¹� = œº;

then the same formula holds by multiplicativity for all� 2 F and we obtain that� = �̂ � 1. �

Remark4.9.2. By stationarity, the functionRX � M�̂ � 1 2 Lin¹C;Cº has the additional property

E¹hRX; M�̂ � 1� i¹ xºº = 0; 8 � 2 T n fœg; x 2 Rd:

In other words,RX � M�̂ � 1 : C ! C gives acentreddeformed product. 4

We now show that the construction on decorated rooted trees generalises in a very precise

sense the Wick products of Section 4.4. We use the identi�cation between monomials ind

commuting variablesX1; : : : ;Xd and corollas decorated with letters fromf 1; : : : ;dg that we have

explained in eq. (4.43). ChoosingA B f 1; : : : ;dgwe obtain a canonical embedding ofH ,! C,

whereH is the polynomial algebra de�ned in Section 4.3.1; we callCor the image ofH in C by

this embedding. Then a simple veri�cation shows that

Lemma 4.9.3.The embeddingH ,! C is a Hopf algebra isomorphism between¹H; �;1; � ; " º

and¹Cor; � ; ; �̂ ; "̂ º, where�̂ is de�ned in eq.(4.47).

We obtain that every deformation� � for a unital� : Ĉ ! R is a product onCor which is

isomorphic to the deformed product de�ned in eq. (4.26) by restricting� : Cor ! R.
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4.10 Connection with regularity structures

It would go beyond the scope of this work to introduce and explain the algebraic and combinatorial

aspects of the seminal theory of Regularity Structures [56]; we want at least to explain how the

concept ofrenormalisation, which plays such a prominent role there, is intimately related to the

deformationof the standard pointwise product described in the previous sections. These ideas

can also be found in the theory ofrough paths[50, 51, 86, 87], which has largely inspired the

theory of regularity structures.

The recent papers [15, 20] introduce a Hopf algebraĤ together with a linear spaceH, which

is moreover a left-comodule over̂H with coaction� : H ! Ĥ 
 H. This framework is then

used to describe in a compact way a number of complicated algebraic operations, related to

the concept ofrenormalisation. The spaceH in [15] is an expanded version of the span of

decorated rooted treesV de�ned in Section 4.9 above; more precisely it is the free vector space

on a more complicated set of decorated rooted trees, which is aimed at representing monomials

of generalised Taylor expansions. The spaceĤ in [15] is a Hopf algebra of decorated forests

with a condition ofnegative homogeneity.

In [15, 20], the linear spaceH codes random distributions, which depend on a regularisation

parameter� > 0. As one removes the regularisation by letting� ! 0, these random distributions

do not converge in general. More precisely, we have (random) linear functions� � : H ! D0¹Rdº

which are well de�ned for all� > 0, but for which there is in general no limit as� ! 0. In fact,

we even have� � : H ! C¹Rdº, and� � is constructed in a multiplicative way as in Lemma 4.8.4

above. Indeed, althoughH is not an algebra, it is endowed with apartial product, i.e., some but

not all pairs of its elements are supposed to be multiplied. We try to make this idea more precise

in the next

De�nition 4.10.1. A partial producton H is a pair ¹M;Sº whereS � H 
 H is a linear space

andM : S ! H is a linear function.

Therefore, if� and � are elements ofH, their productM¹� 
 � º is well de�ned if and

only if � 
 � 2 S. For example, in regularity structures one has an element� 2 H such that

� � � = � � B � � � � , where� is a white noise onRd (a random distribution inD0¹Rdº) and¹� � º�> 0

is a family of molli�ers. Although¹� � º2 is well-de�ned as a pointwise product inC¹Rdº, as

� ! 0 there is no limit inD0¹Rdº and indeed, we do not expect to multiply� by itself in D0¹Rdº.

We express this by imposing that� 
 � < S.

The divergences that arise in this context are due to ill-de�ned products; this is already clear

in the example of� 
 � and¹� � º2. Another more subtle example is the following: we consider

� � B � � � � again, and a (possibly random) functionf� : Rd ! R which, as� ! 0, tends to a

non-smooth functionf . Then the pointwise productf� � � � does not converge in general, since the
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product f � � is ill-de�ned in D0¹Rdº. However a proper deformation of this pointwise product

may still be well de�ned in the limit.

Let ¹� i; i 2 I º � H be a family that freely generatesH as a linear space. We can now give the

following

De�nition 4.10.2. Let � : H ! D0¹Rdº be a linear map and¹M;Sº a partial product onH. We

de�neV� as the vector space freely generated byfh� ; � i i : i 2 I gas in De�nition 4.8.2. Then we

de�ne a partial product onV� as follows:

ˆ S� � V� 
 V� B f � ¹� º 
 � ¹� º : � 
 � 2 Sg, � ¹� º B h� ; � i

ˆ M � : S� ! V� , M � ¹� ¹� º 
 � ¹� ºº B � ¹M¹� 
 � ºº.

We stress that this de�nition allows to de�ne partial products of distributions in a very general

setting. We are clearly inspired by the construction of the previous sections, by realising that we

can even work on distributions rather than on continuous functions.

However the construction of interesting� : H ! D0¹Rdº may not be simple. The method

which is successfully used in a large class of applications in [15, 20, 56] is the following. We

start from a linear� � : H ! C¹Rdº which iscanonicalin the sense that

h� � ;M ¹� 
 � ºi = h� � ; � i � h� � ; � i ; 8 � 
 � 2 S;

where� is the standard pointwise product inC¹Rdº. In order to obtain a convergent limit as

� ! 0, we try to deform this pointwise product, using the comodule structure ofH overĤ. For

all unital multiplicative and linear� : Ĥ ! R we de�ne � : H ! H as in eq. (4.35) and then

we set as in eq. (4.40)

� �
� ¹� º B � � ¹ � 1

� � º; � 2 H:

Then we can de�ne the deformed partial product onV� � :

M �
� �

¹� �
� ¹� º; � �

� ¹� ºº B � �
� ¹� 
 � º; � 
 � 2 S:

If � = � � is chosen in such a way that� � �
� converges to a well de�ned linear map̂� : H ! D0¹Rdº,

then we can de�ne onV�̂ the partial product

M �̂ ¹�̂ ¹� º; �̂ ¹� ºº B �̂ ¹� 
 � º; � 
 � 2 S

which is the analogue of eq. (4.41) in this setting. We note that in general neither� � nor � �

converge; indeed,� � diverges exactly in a way that compensates the divergence of� � , in such a

way that� � �
� converges.
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The fact that the above construction can indeed be implemented in a large number of

interesting situations is the result of [15, 20]. Those papers consider random maps� � with

suitable properties which resemble those ofX in Theorem 4.9.1, namely� � is supposed to be

stationary and to possess �nite moments of all orders. Then, as in Theorem 4.9.1, it is possible to

choose a speci�c element� � : Ĥ ! R which yields acentredfamily of functions� � �  � � 1
�

, see

[15, Theorem 6.17]. Under very general conditions, this special choice produces a converging

family as� ! 0 [20].

Therefore the renormalised (converging) random distributions are acentredversion of the

original (non-converging) ones. The speci�c functional� � 1
� is equal to� � � A, where� � : Ĥ ! R

is an expectation with respect to� � as in eq. (4.48), andA is atwisted antipode; the functional

� � � A plays the role which is played bŷ� � 1 in Theorem 4.9.1.

Remark4.10.3. We stress that the centred family� � �  � � 1
�

can not be in general reduced to the

Wick polynomials of Theorem 4.4.2. This is because the coaction� : H ! Ĥ 
 H in this context

is signi�cantly more complex than eq. (4.16) and eq. (4.47). 4
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Chapter 5

Modifying Rough Paths

5.1 Introduction

The theory of Rough Paths has been introduced by Terry Lyons in the '90s with the aim of giving

an alternative construction of stochastic integrations and stochastic di�erential equations. More

recently, it has been expanded by Martin Hairer to cover stochastic partial di�erential equations,

with the invention of regularity structures.

A rough path and amodelof a regularity structure are mathematical objects which must

satisfy some algebraic and analytical constraints. For instance, a rough path can be described as

a Hölder function de�ned on an interval and taking values in a non-linear �nite-dimensional Lie

group; models of regularity structures are a generalisation of this idea. A crucial ingredient of

regularity structures is therenormalisation procedure: given a family of models depending on

a parameter" > 0, which fails to converge in an appropriate topology as" ! 0, one wants to

modify it in a such a way that the algebraic and analytical constraints are still satis�ed and the

modi�ed version converges. This procedure has been obtained in [15, 20] for a general class of

situations with astationary character.

The same question could have been asked much earlier about rough paths. Maybe this has not

happened because the motivation was less compelling; although one can construct examples of

rough paths depending on a parameter" > 0 which do not converge as" ! 0, this phenomenon

is the exception rather than the rule. However the problem of characterizing the automorphisms

of the space of rough paths is clearly of interest; one example is the transformation from Itô to

Stratonovich integration, but our aim is to put this example in a much larger context.

We recall that there are several possible notions of rough paths; in particular we havegeometric

RPs andbranchedRPs, two notions de�ned respectively by Terry Lyons [86] and Massimiliano

Gubinelli [51], see Sections 5.3 and 5.4 below. These two notions are intimately related to
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each other, as shown by Hairer and Kelly [57], see Section 5.4 below. We note that regularity

structures [56] are a natural and far-reaching generalisation of branched RPs.

In this paper we concentrate on the automorphisms of the space of branched RPs, see remark

5.1.11 for a discussion of the geometric case. LetF be the collection of all non-planar rooted

forests with nodes decorated byf 1; : : : ;dg, see Section 5.4 below, and also Section 2.5. For

instance the following forest

a
b

i
j

k l
m

is an element ofF . We callT � F the set ofrooted trees, namely of non-empty forests with a

single connected component. We grade elements� 2 F by the numberj� j of their nodes.

Let nowH be the linear span ofF . It is possible to endowH with a product and a coproduct

� : H ! H 
 H which make it a Hopf algebra, also known as the Butcher-Connes-Kreimer Hopf

algebra. We letG denote the set of allcharactersoverH, that is, elements ofG are functionals

X 2 H � that are also multiplicative in the sense that

hX; �� i = hX; � ihX; � i

for all forests (and in particular trees)�; � 2 F . Furthermore, the setG can be endowed with a

product� , dual to the coproduct, de�ned pointwise byhX � Y; � i = hX 
 Y;� � i : See Section 2.5

for further details. We work on the compact interval»0;1¼for simplicity, and all results can be

proved without di�culty on »0;T¼for anyT � 0.

De�nition 5.1.1. Given 2 ¼0;1», a branched -rough path is a pathX : »0;1¼2 ! G such that

Xtt = " , it satis�es Chen's rule

Xsu � Xut = Xst; s;u;t 2 »0;1¼;

and the analytical condition

jhX; � i j . jt � sj j� j:

Settingxi
t := hX0t; i i , t 2 »0;1¼, we say thatX is a branched -rough path over the path

x = ¹x1; : : : ;xdº.

Our main result is that we obtain a transitive action of an additive group of functions on

branched rough paths, allowing to translate any given branched rough path into any other

branched rough path by modifying its components. For a �xed 2 ¼0;1», we de�neN := b � 1c.

For instance, if 2 ¼1•3;1•2¼thenN = 2. Let C be the set of all collections of functions

¹g� : � 2 T : j� j � Nº indexed by rooted trees with fewer thanN nodes, such thatg� 2 C j� j¹»0;1¼º,

the classical space of real-valued Hölder functions on»0;1¼with Hölder exponent j� j. Clearly

this set is an abelian group under pointwise addition.

Theorem 5.1.2.There is a transitive action ofC on branched -rough paths¹g;Xº 7! gX such
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that for eachg;g0 2 C and branched -rough pathX the identityg0¹gXº = ¹g + g0ºX holds. For

every pair of branched -rough pathsX andX0 there existsg 2 C such thatgX = X0.

The importance of Theorem 5.1.2 resides in the following remark. Chen's rule states that for

any tree� 2 T the identityhXsu � Xut; � i = hXst; � i holds. By introducing thereduced coproduct

� 0� B � � � � 
 1 � 1 
 � and the functionF �
st = hXst; � i this identity may we rewritten as

� F �
sut = hXsu 
 Xut; � 0� i :

where� F �
sut B F �

st � F �
su � F �

ut is the second order �nite increment considered by Gubinelli [50].

Therefore, ifX and ~X are two branched rough paths above the same base pathsxi 2 C , and

� = i
j we obtain that

� F �
sut = hXsu 
 Xut; � 0� i = ¹x j

u � x j
sº¹xi

t � xi
uº = � ~F �

sut (5.1)

where ~F � is obviously de�ned.

The �nite increment operator� has the following property: ifF : »0;1¼2 ! R is such that

� F = 0 then there existsf : »0;1¼ ! R such thatFst = ft � fs. The proof of this fact is an easy

exercise, and we remark that the functionf is unique up to an additive constant shift, see also

[51, formula (5)]. Thus, by this fundamental property there exists a functiong� : »0;1¼ ! R

such that

F �
st = ~F �

st + g�
t � g�

s : (5.2)

Moreover, since bothF � and ~F � satisfyjF �
stj . jt � sj2 we have thatg� is actually2 -Hölder.

Hence the �rst level �xes the second up to the increment of a2 -Hölder function.

The same argument applies for any tree� such that2 � j � j � N := b � 1c. Indeed, the

reduced coproduct� 0� is a sum of tensor products of trees with strictly less nodes, and therefore

the values ofhXst; � i andh~Xst; � i di�er only by the increment of a j� j-Hölder functiong� . As

soon asj� j � N + 1, then by Gubinelli'sSewing Lemma[50] the function¹s;tº 7! hXst; � i is

uniquely determined by the values ofX on trees with strictly less thanN nodes. More explicitly,

the Sewing Lemma is anexistence and uniqueness result; however, forj� j � N + 1 we have no

uniqueness, as we have already seen, and existence is not trivial.

For instance, suppose thatN � 2, namely � 1•2; suppose we have a branched -rough

pathX and functionsg� 2 C j� j for every tree� 2 T with at mostN nodes. We set

h~Xst; i i := hXst; i i + g i
t � g i

s :

We need now to de�neh~Xst; i
j i . By Chen's rule this must satisfy

� h~X; i
j i sut = h~Xsu; i ih ~Xut; j i
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and the analytical condition requires thatjh~Xst; i
j i j . jt � sj2 . In this setting the Sewing Lemma

does not apply and therefore does not give existence of a functionh~Xst; i
j i with the required

properties, so that a di�erent approach is necessary. The same problem applies for all trees� 2 F

with at mostN nodes. We note that, ifg i 2 CN ¹»0;1¼ºfor all i 2 f 1; : : : ;dg, we have one and

only one choice forh~X; i
j i given by

h~Xst; i
j i := hXst; i

j i +
¹ t

s
hXsu; j i dg i

u + ¹g j

u � g j

s ºdxi
u (5.3)

where the integrals are well-de�ned in the Young sense, see [50, section 3]. However for

g i 2 C ¹»0;1¼º, which is our assumption, the Young integral is not de�ned and any choice of

h~Xst; i
j i can be used to give a weak de�nition of the integral in the right hand side. Therefore this

shows that our discussion involves algebraic and analytical considerations, as it is often the case

for rough paths.

This above discussion shows that Theorem 5.1.2 yields the following

Theorem 5.1.3.Given a branched -rough pathX, the mapg ! gX yields a bijection between

C and the set of branched -rough paths.

Therefore Theorem 5.1.3 yields a complete parametrisation of the space of branched rough

paths. This result is somewhat surprising, since rough paths form a non-linear space, in particular

because of the Chen relation; however Theorem 5.1.3 yields a natural bijection between the space

of branched -rough paths and the linear spaceC .

Moreover, the fact that the above Young integrals are not well de�ned shows why existence

of the mapX ! gX is not trivial.

Theorem 5.1.3 also gives a complete answer to the question of existence and characterization

of branched -rough paths over a -Hölder pathx. Unsurprisingly, for our construction we

start from a result of T. Lyons and N. B. Victoir's [88] of 2007, which was the �rst general

theorem of existence of a geometric -rough path over a -Hölder pathx, see our discussion of

Theorem 5.1.4 below.

5.1.1 Outline of the results

A �canonical� choice of a geometric rough pathX over smoothx is given by itssignature[23,

86]. Other cases where geometric rough paths have been constructed are Brownian motion and

fractional Brownian motion (see [27] for theH > 1
4 case and [96] for the general case) among

others. However, until T. Lyons and N. B. Victoir's paper [88] in 2007, this question remained

largely open in the general case. The precise result is as follows
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Theorem 5.1.4(Lyons�Victoir extension). If p 2 »1;1º n N and  := 1• p, a  -Hölder path

x : »0;1¼ ! Rd can be lifted to a geometric -rough path. For anyp � 1 and " 2 ¼0;  », a

 -Hölder path can be lifted to a geometric¹ � " º-rough path.

The construction of a geometric -rough path requires to satisfy at the same time analytical

and algebraic constraints: on one hand, the algebraic conditions demand that at each step Chen's

rule and the multiplicativity of the rough path with respect to the shu�e product must hold, and

on the other hand the path so obtained should be -Hölder continuous with respect to a suitable

metric, see De�nition 5.3.1.

We follow this approach, using an explicit form of the Baker�Campbell�Hausdor� formula

by Reutenauer [103] (formula(5.9)), as well as on analytic techniques akin to Gubinelli's Sewing

Lemma [50], exploiting the fact that the group of characters over the shu�e Hopf algebra is in

fact a Lie group whose topology may be metrized in various ways.

We now give a heuristic argument of how this construction works: a geometric rough path

is a two-parameter family taking values in the character groupG¹Nº of the truncated shu�e

Hopf algebra¹H¹Nº; �; �� º over an alphabetA, subject to algebraic and analytical conditions (see

De�nition 5.3.1 below). Here the cuto� levelN is given in terms of the regularity of the

underlying path asN B b � 1c, i.e. it is the largest positive integer such thatN � 1. We also

recall that the spaceg¹Nº spanned by thein�nitesimal charactersover H forms a Lie algebra

under the usual commutator bracket for the convolution product and that there is an exponential

mapexpN : g¹Nº ! G¹Nº which is a bijection with inverselogN : G¹Nº ! g¹Nº de�ned by the

usual power series. The reader is referred to Section 2.4 for further details.

De�nition 5.1.5. A geometric rough path is a family¹Xstº0� s;t � 1 such thatXst 2 GN, Xtt = " the

counit ofH. This family also satis�es Chen's ruleXst = Xsu? Xut and the analytical estimate

jhXst; wij . jt � sj` ¹wº for each wordw 2 H with length` ¹wº � N.

Therefore, for each0 � s;t � 1 we can �nd an appropriate logarithmLst = logN¹Xstº,

and the family¹Lstº0� s;t � 1 is such thatLst 2 g¹Nº, Ltt = 0. Moreover, by Chen's rule and the

Baker�Campbell�Hausdor� formula, see (5.7) below, we also have that

Lst = log¹Xsu? Xutº = Lsu + Lut + BCH¹Lsu; Lutº

whereBCH¹A;Bº denotes the remaining terms in the BCH expansion oflog¹exp¹Aº ? exp¹Bºº.

This last equality might be rewritten as the condition

� Lsut B Lst � Lsu � Lut = BCH¹Lsu; Lutº

which is reminiscent of Gubinelli's Sewing Lemma. The analytical condition in De�nition 5.1.5
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translates into the bound

jhLst; wij �
` ¹wºÕ

k=1

1
k

jhX?k
st ; wij . jt � sj` ¹wº:

Observe also that the conditionhXst;ai = xa
t � xa

s also �xes the �rst level of the logarithm as

hLst;ai = xa
t � xa

s . Therefore, constructing the logarithmsL should be equivalent �modulo some

technical considerations� to constructing the geometric rough pathX.

We will also make use of the following observation: the constraint imposed by Chen's relation

allows us to reduce the two-parameter family¹Xstº0� s;t � 1 to a one-parameter family¹Xtº0� t � 1.

In fact, we have that sinceXtt is the neutral element inG¹Nº, equating two of the parametrs in

Chen's rule we obtain that" = Xst ? Xts, i.e. Xst = X� 1
ts . Moreover, settingu = 0 in the same

equation we �nd thatXst = Xs0 ? X0t = X� 1
0s ? X0t , hence it su�ces to �nd Xt B X0t with X0 = " .

Since we are considering group-valued paths, the characterXst = X� 1
s ? Xt naturally plays the

role of the increments of the patht 7! Xt .

In their article, Lyons and Victoir use the fact that the BCH formula is easy to handle in some

speci�c cases in order to provide a direct proof of their theorem, which we now shortly review.

Take a pair¹x1; x2º of  -Hölder paths with1
3 �  < 1

2 so thatN = 2. We look for a logarithm

Lst 2 g¹2º satisfying the conditions detailed above, with a �xed �rst level. In this case, the second

order BCH formula is fully explicit

Lst = Lsu + Lut +
1
2

»Lsu; Lut¼= Lsu + Lut +
1
2

¹Lsu? Lut � Lut ? Lsuº

thus the second level componentsZi j = hL;i j i must satisfyZii = 0, Zi j = � Z ji and

� Z12
sut = Z12

st � Z12
su � Z12

ut =
1
2

�
¹x1

u � x1
sº¹x2

t � x2
uº � ¹ x2

u � x2
sº¹x1

t � x1
uº

�
: (5.4)

The right-hand side of this identity is bounded above by a constant timesjt � uj ju � sj . Then,

eq. (5.4) can be used, making some choices, to de�ne the actual value ofZ12
st on the dyadic

partition of»0;1¼, and this will satisfy the boundjZ12
st j . 2� 2m whenevers = k2� m andt = k2� m

are two consecutive dyadics, as a consequence of(5.4). In particular, we must choose the initial

valueZ12
01, and there is also some freedom in the choice ofZ12, since one can modify it by adding

the increment of aC2 -Hölder function without a�ecting(5.4)as in(5.1)-(5.2). In any case, the

construction depends heavily on these choices and thus the constructed object will neither unique

nor canonical. Nevertheless in our later applications this will not be of great importance (see

Theorem 5.1.2).

With this, we can build the characterYst = exp2¹Lstº on each pair ofconsecutivedyadics,

and then extend the de�nition to arbitrary pairs by Chen's rule. In some way, this is as if we

were doing a �telescopic sum� on the groupG¹Nº. Finally, one makes use of the following result,
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found in [88], to obtain a geometric rough pathX as an extension ofY to arbitrarys;t 2 »0;1¼.

Lemma 5.1.6.Let ¹E; � º be a complete metric space and setD = f tm
k B k2� m : m � 0; k =

0; : : : ;2m � 1g. Supposey : D ! E is a path satisfying the bound� ¹ytm
k
; ytm

k+1
º . 2�  m for some

 2 ¹0;1º. Then, there exists a -Hölder pathx : »0;1¼ ! E such thatxjD = y.

The application of this lemma requires us to have a suitable notion of metric onG¹2º such that

the estimate satis�ed byZ12 translates into the appropriate bound forY, and such that the Hölder

property ofX with respect to this metric implies the desired analytic bounds in De�nition 5.1.5.

In fact, we have the following result

Proposition 5.1.7.There is a metric onGN such that the analytical requirement in De�nition 5.3.1

is equivalent to the fact thatt 7! Xt is  -Hölder with respect to� .

It has now become more apparent why one should have an explicit form of the terms appearing

in the BCH expansion if one hopes to generalise this argument to arbitrary levels. In the above

argument, some of the second level components were �xed by the �rst level, and in general some

of the leveln components will be given by linear combinations of the preceding ones. It turns out

that in order to iterate this procedure, we must have an explicit enough BCH formula allowing us

to prove estimates on the increment appearing in the right-hand side of Equation (5.4), which

then translate into the correct bounds for the application of Lemma 5.1.6.

Using the same idea we extend this construction to the case where the collection¹x1; : : : ;xdº

is allowed to have di�erent regularities in each component, which we callanisotropic (geometric)

rough paths (aGRP).

Theorem 5.1.8.Let x1; : : : ;xd be a collection of real-valued paths such thatxi is  i -Hölder.

There exists an anisotropic rough pathX such thathXst;ei i = xi
t � xi

s for all i = 1; : : : ;d.

The following property also holds: given a collection of functionsgi 2 C i , let �xi
t = xi

t + gi
t

and denote bygX the anisotropic geometric rough path above the path

�xt =
dÕ

i=1

�xi
t ei :

Then, for any two such functionsg andg0we have thatg0¹gXº = ¹g + g0ºX.

This kind of extension to rough paths has already been explored in the papers [7, 52] in the

context of isomorphisms between geometric and branched rough paths. It turns out that the

additional property obtained by our method enables us to explicitly describe the propagation of

suitable modi�cations from lower to higher levels. As a corollary, we devise a way to enlarge a

given rough path by adding components to the base path.
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Corollary 5.1.9. Let ¹x1 : i = 1; : : : ;dº be a collection of real-valued paths such thatxi 2 C i ,

and letX be the anisotropic geometric rough path above¹x1; : : : ;xdº. If x0 2 C 0 is another

path, letV0 = V � Re0 andX0 be the anisotropic geometric rough path over¹xi : i = 0; : : : ;dº.

Then, the restriction ofX0 to V equalsX.

We then go on to describe the interpretation of the above results in the context of branched

rough paths. We provide, in Proposition 5.6.5, an alternate description of the Hairer�Kelly map

as a sum over a suitable set of partitions of the given tree, as opposed to the original iterative

de�nition, which we then use to give a way to encode branched rough paths as anisotropic

geometric rough paths, along the same lines as in [7].

Theorem 5.1.10.Let X be a branched -rough path. There exists an anisotropic geometric rough

path �X indexed by words on trees, with exponents � =  j� j, and such thathX; � i = h�X;  ¹� ºi ,

where is the Hairer�Kelly map.

The main di�erence of this result with [57, Theorem 1.9] is that we obtain an anisotropic

geometric rough path instead of a classical geometric rough path. This means that we do not

construct unneeded components, i.e. components with high regularity, and we also obtain the

right Hölder estimates in terms of the size of the indexing tree. This addresses two problems

mentioned in Hairer and Kelly's work, namely Remarks 4.14 and 5.9 in [57].

Our approach also does not make use of Foissy's and Chapoton's Hopf-algebra isomorphism

[21, 43] between the Grossman�Larson Hopf algebra and the free algebra over a complicated set

I of trees as is done in [7]. This allows us to construct an action of alarger group on the set of

branched rough paths; indeed, using the above isomorphism one would obtain a transformation

group parametrised by¹g� º� 2I whereI it the abovementioned set of trees andg� 2 C j� j; on the

other hand our approach yields a transformation group parametrised by¹g� º� 2T whereT is the

set of all trees with at mostN nodes. With the smaller setI , transitivity of the actiong 7! gX

would be lost.

Remark5.1.11. A similar argument cannot be used to give the analogous result for geometric

rough paths. In the case of branched rough paths, constructing the functionsg� is enough since,

by the freeness of the Connes�Kreimer Hopf algebra, this �xes the values ofhgX; � i for all

forests� . On the contrary, the shu�e algebra isnot free over the vector space spanned by words,

but over a smaller subset calledLyndon words. Therefore, �xing functionsgw for all wordsw

might give an inconsistent objectgX in the sense that it might not respect the character property.

4

Another conclusion that might be drawn from this remark is the following. SinceH is not

free over the vector space spanned by the free monoidM¹Aº over the alphabetA, if we want to

de�ne a characterX 2 H � is su�ces to de�ne its valueshX; wi for all Lyndon words. As stated

above, trying to de�ne the value ofhX; wi for all w 2 M¹Aº might result in a linear map that is
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not multiplicative. The point is that the shu�e product imposes additional relations on these

values that must be taken into consideration. For example, if we are trying to de�nehX;abi for a

two-letter wordab 2 M¹Aº and we know the values ofhX;ai for all a 2 A, we have to consider

the fact that

hX;aihX;bi = hX;abi + hX;bai

asa tt b = ab+ ba, so knowing one ofhX;abi or hX;bai already �xes the other value given that

we knowhX;ai andhX;bi . In [57] Hairer and Kelly introduce a geometric rough path as a path

taking values in the full groupG of characters overH, as opposed to the truncated group as we

have done above which is the original de�nition by Lyons (c.f. De�nition 5.3.1). In a subsequent

remark they claim that these de�nitions are equivalent by invoking [86, Theorem 2.2.1]. This

theorem states that a �multiplicative functional� onG¹Nº satisfying certain analytical conditions

(those of the de�nition of a geometric rough path) can be extended in a unique way to all ofG.

The fact is that there is a confusion in the terminology used by both sets of authors, since what

Lyons calls a multiplicative functional in fact refers to Chen's rule and to the character property,

which he calls �group-like� (in reference to Proposition 2.4.6). Therefore, Lyons' extension

theorem is about linear maps satisfying only Chen's rule and the analytical bound and does not

take care of the character property. We address this issue and we prove that

Theorem 5.1.12.Let X be a geometric -rough path. There exists a patĥX : »0;1¼2 ! G such

that X̂tt = " , satisfying Chen's rule and the analytic estimate with the additional property that its

restriction to words of length less than or equal toN = b � 1c equalsX.

Outline. We start by reviewing all the theoretical concepts needed to make the exposition in

this section formal. In Section 5.3 we state and prove the main result of this chapter, namely

we give an explicit construction of a geometric rough path above any given pathx 2 C ¹Rdº.

Next, in Section 5.5 we extend this result to the wider class of anisotropic geometric rough

paths. Finally, in Section 5.4 we connect our construction with M. Gubinelli's branched rough

paths, and we extend M. Hairer and D. Kelly's work in Section 5.6.1. We also explore possible

connections with renormalisation in Section 5.6.2 by studying how our construction behaves

under modi�cation of the underlying paths. Then, we connect this approach with a recent work

by Bruned, Chevyrev, Friz and Preiÿ [13] in Section 5.6.3 who borrowed ideas from the theory

of Regularity Structures [15, 56] and proposed a renormalisation procedure for geometric and

branched rough paths [13] based on pre-Lie morphisms.

The main di�erence between our result and the BCFP procedure is that they consider

translation only by time-independent factors, whereas �under reasonable hypotheses� we are also

able to handle general translations depending on the time parameter. We also mention that some

further algebraic aspects of renormalisation in rough paths have been recently developed in [14].
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5.2 Preliminaries

For the rest of this section we �x a locally �nite graded connected Hopf algebraH, that is,H

is a vector space endowed with a productm : H 
 H ! H and a coproduct� : H ! H 
 H

satisfying certain compatibility assumtions. There is also a unit1 2 H, a counit" 2 H � and an

antipodeS : H ! H such that

m¹id 
 Sº� x = " ¹xº1 = m¹S
 idº� x

for all x 2 H. As usual we will denote the imagem¹x 
 yº = xy in order to reduce notation. The

fact thatH is locally �nite graded connected means that it can be decomposed as a direct sum

H =
1Ê

n=0

H ¹nº

with H ¹0º = R1, eachH ¹nº is �nite-dimensional and

m¹H ¹nº � H ¹mºº � H ¹n+mº; � H ¹nº =
Ê

p+q=n

H ¹pº 
 H ¹qº:

The reader is referred to Chapter 2 for further details. Each elementx 2 H can thus be

decomposed as a sum

x =
1Õ

n=0

xn

with xn 2 H ¹nº where only a �nite number of the summands are non-zero. We call eachxn the

homogeneous part of degreen of x, and elements ofH ¹nº are said to be homogeneous of degree

n. In this case we writejxnj = n. From now on the grading¹H ¹nº : n 2 Nº will be called the

standard grading.

The grading property ofH implies in particular that for homogeneous elementsx 2 H ¹nº the

coproduct can be written as

� x = x 
 1 + 1 
 x + � 0x

where

� 0x 2
Ê

p+q=n
p;q� 1

H ¹pº 
 H ¹qº (5.5)

is known as thereduced coproduct. Furthermore, the coassociativity of� allows to unambiguously

de�ne its iterates� n : H ! H 
¹ n+1º by setting

� 0 = id; � n = ¹id 
 � n� 1º�
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and we have, for a homogenenous elementx 2 H ¹mº of degreem

� nx = x 
 1 
 � � � 
 1 + 1 
 x 
 1 
 � � � 
 1 + � � � + 1 
 � � � 
 x + � 0
nx

where now

� 0
nx 2

Ê

p1+:::+pn+1=m
pj � 1

H ¹p1º 
 � � � 
 H ¹pn+1º

Remark5.2.1. These facts about the iterated coproduct imply that the bialgebra¹H;� º is

conilpotent, that is, for each homogeneousx 2 H ¹mº there is an integern � 1 such that� 0
nx = 0

and we see that in factn = m. 4

Remark5.2.2. From the above discusion we obtain in particular the inclusion

� 0
nH ¹n+1º � H 
¹ n+1º

¹1º ;

that is, then-fold reduced coproduct of a homogeneous element of degreen + 1 is a sum of

¹n + 1º-fold tensor products of homogeneous elements of degree 1. 4

We recall that in general the dual spaceH � carries an algebra structure given by the convolution

product?, dual to the coproduct� , de�ned by

hX ? Y; xi = hX 
 Y;� xi ;

but in generalH � cannot be made into a coalgebra by dualising the product. In particular,H � is

commutative if and only ifH is cocommutative. For a sequence of mapsX1; : : : ;Xk 2 H � we

have the formula

X1 ? � � � ? Xk = m
¹ k� 1º¹X1 
 � � � 
 Xkº� k� 1: (5.6)

A characteronH is a linear mapX : H ! R such that

hX; xyi = hX; xihX; yi

for all x; y 2 H. An in�nitesimal character(or derivation) onH is a linear map� : H ! R such

that

h�; xyi = h�; xih"; y i + h"; xih�; y i :

We observe thathX;1i = 1 andh�; 1i = 0 for all X 2 G and� 2 g.

It is a known fact that the setG of characters onH is a group with unit" and inverses

X� 1 = S� X = X � S. The spaceg of in�nitesimal characters onH is a Lie algebra under the
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bracket»�; � ¼= � ? � � � ? � . Moreover, there is an exponential mapexp :g ! G

exp¹� º B
1Õ

n=0

� ?n

n!

which is a bijection and its inverse is the maplog : G ! g

log¹Xº B
1Õ

n=1

¹� 1ºn+1 ¹X � " º?n

n
:

Remark5.2.3. The above maps are actually de�ned over bigger spaces. These de�nitions make

sense for maps� 2 ĝ andX 2 Ĝ, whereĝ is the Lie algebra of linear maps mapping1 ! 0 and

Ĝ is the group of linear maps mapping1 ! 1. In fact,g is a sub-Lie algebra of̂g andG is a

sub-Lie group ofĜ. 4

Remark5.2.4. The conilpotency of¹H;� º implies that for each homogeneous elementx 2 H ¹nº

the above series de�ningexpandlog terminate after a �nite number of terms (preciselyn, in

fact). Therefore, for a general elementx 2 H and� 2 g the value ofhexp¹� º; xi is made up of a

�nite sum of �nite sums, so there are no convergence issues involved whatsoever. 4

The grading onH induces a grading ong by restriction toH ¹nº so we can write

g =
1Ö

n=1

Wn;

i.e. the elements ofg correspond to formal series

� =
1Õ

n=1

� n

where� n = � jH ¹nº
2 Wn.

Remark5.2.5. The elements ofg correspond to in�nite formal series and cannot in general be

reduced to �nite sums. The same goes for elements of the character groupG and more in general

for arbitrary elements of the dual spaceH � . This is one of the reasons why it is not possible to

dualise the product onH to induce a coproduct onH � . 4

The Baker�Campbell�Hausdor� formula below describes the group law onG in terms of the

Lie bracketing ong via the exponential map. See [60] for a proof.

Theorem 5.2.6(Baker�Campbell�Hausdor�). Let �; � 2 g, thenlog¹exp¹� º ? exp¹� ºº 2 g.

We de�ne the mapBCH: g � g ! g by

BCH¹�; � º B log¹exp¹� º ? exp¹� ºº: (5.7)
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The main point of this theorem is that, even if one can compute explicitly all the terms appearing

in the series de�ninglog¹exp¹� º ? exp¹� ºº it is not immediately clear that each of these terms

can be rewritten in terms of iterated commutators as the de�nition ofg requires. Another way

to interpret this theorem is to say that there exists an element = BCH¹�; � º 2 g such that

exp¹� º ? exp¹� º = exp¹ º.

More can be said about the Lie seriesBCH¹�; � º 2 g given by the previous theorem. In fact,

it is possible to show that each term of the series is formed by iterated Lie brackets of� and� ,

where the �rst terms are

BCH¹�; � º = � + � +
1
2

»�; � ¼+
1
12

»�; »�; � ¼¼ �
1
12

»�; »�; � ¼¼+ � � � ;

and the following terms are explicit but di�cult to compute. Nevertheless, fully explicit formulas

have been known since 1947 by Dynkin [35].

A more tractable description of the terms appearing in this series was given by Reutenauer in

terms of permutations [103] and a proof in terms of Hopf algebras was given by Loday [80]. Let

� k : ¹H � º
 k ! H � be the linear map

� k¹� 1 
 � � � 
 � kº =
Õ

� 2Sk

a� � � ¹1º ? � � � ? � � ¹kº (5.8)

whereSk denotes the symmetric group of orderk, anda� B ¹� 1ºd¹� º

k

� k� 1
d¹� º

� � 1
is a constant

depending only on thedescent numberof the permutation� 2 Sk. One can then show that

� k¹� 1; : : : ; � kº 2 g if � 1; : : : ; � k 2 g, and that

BCH¹kº¹�; � º =
Õ

i+ j=k

1
i! j !

� k¹� 
 i 
 � 
 j º 2 Wk (5.9)

where

BCH¹�; � º =
1Õ

k=1

BCH¹kº¹�; � º 2 g:

For example, we have that� 1¹� º = � , � 2¹� 
 � º = 1
2¹� ? � � � ? � º and (omitting the?

product)

� 3¹� 1 
 � 2 
 � 3º =
1
3

� 1� 2� 3 �
1
6

¹� 2� 1� 3 + � 1� 3� 2 + � 2� 3� 1 + � 3� 1� 2º +
1
3

� 3� 2� 1:

Playing with these expressions we can observe that in fact� 2¹� 
 � º = 1
2»�; � ¼and

� 3¹� 1 
 � 2 
 � 3º =
1
6

»� 1;»� 2; � 3¼¼ �
1
6

»� 3;»� 1; � 2¼¼

and then we recover the �rst three terms above after summation. This factorization can be
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formalized by means of the Dynkin operator and the Dynkin�Specht�Wever theorem [66]. The

Dynkin operatorD : H � ! g is de�ned as

D¹x1 
 � � � 
 xkº = »x1; : : :»xk� 1; xk¼: : :¼

for x1; : : : ;xk 2 H �
¹1º and the DSW theorem asserts that a homogeneous elementX 2 H �

¹kº is in

g if and only if D¹Xº = kX. A nice short proof of this fact in terms of Hopf algebras can be

found in [118]. Since this is the case for each� k when evaluated in elements ofg we can replace

every monomialX1 ? � � � ? Xk by 1
k»X1; : : : ;»Xk� 1; Xk¼: : :¼. At this point there is still some more

cancelling to be done using the antisymmetry of the Lie bracket and the Jacobi identity, but this

already makes clear the connection between the two formulas. In any case, we will not use this

and will only work with Reutenauer's formula.

From all these considerations we obtain

Lemma 5.2.7.Let x be a homogeneous element of degreek such that

� 0
k� 1x =

Õ

¹xº

x¹1º 
 � � � 
 x¹kº 2 H 
 k
¹1º

Then

h� k¹� 1 
 � � � 
 � kº; xi =
Õ

¹xº

Õ

� 2Sk

a�

kÖ

j =1

h� � ¹ j º; x¹ j ºi :

Proof. This follows directly from the de�nition of' k in eq. (5.8) together with eq. (5.6) and the

fact that since� j ¹1º = 0 we can write

� 1 ? � � � ? � k = m
¹ k� 1º¹� 1 
 � � � 
 � kº� 0
k� 1

instead. �

5.2.1 Nilpotent Lie algebras

From eq. (5.5) we have

Lemma 5.2.8.For anyN 2 N the subspace

HN B
NÊ

k=0

H ¹kº � H

is a counital subcoalgebra of¹H;� ; " º. The canonical projection� N : H ! HN is coalgebra

epimorphism.
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It follows that we can consider the dual algebra¹H �
N;?; " º and the corresponding truncated

Lie algebra

gN =
NÊ

k=1

Wk

and Lie groupGN = exp¹gNº. There is a canonical injection�N B � �
N : H �

N ! H � such

that h�NX; xi = 0 if jxj > N so when working with elements ofH �
N or gN we will always

assume that they satisfy this property. There are also restricted exponential and logarithm maps

expN : gN ! GN andlogN : GN ! gN de�ned by the truncated sums

expN¹� º B
NÕ

n=0

� ?n

n!
; logN¹Xº B

NÕ

n=1

¹� 1ºn+1 ¹X � " º?n

n
: (5.10)

Proposition 5.2.9.The orthogonal subspace

K N B H?
N = f X 2 H � : hX; xi = 0;8x 2 HNg

is an ideal of the algebra¹H � ;?; " º. In particular, the quotient algebraH � •K N is isomorphic to

¹H �
N;?; " º.

Remark5.2.10. The canonical inclusion�N is an algebra monomorphism, being the dual map to

a coalgebra epimorphism. Moreover, it is such that if$ N : H � ! H �
N is the canonical projection

then$ N � �N = idH �
N
. Note however that�N does not mapGN into G or any subgroup of it. In

fact, we see that�N mapsGN to Ĝ andgN to ĝ de�ned inside Remark 5.2.3. RegardinggN see

however the following proposition. 4

Proposition 5.2.11.The canonical inclusion�N mapsgN to g.

Proof. We already know that�N : gN ! ĝ so it only su�ces to check that given� 2 gN we have

that �N� is an in�nitesimal character. Letx; y 2 H, then

h�N�; xyi = h�; � N¹xyºi

=
NÕ

n=0

nÕ

j =0

h�; xj yn� j i

=
NÕ

n=0

nÕ

j =0

¹h�; xj ih"; yn� j i + h"; xj ih�; y n� j iº

=
NÕ

n=0

¹h�; xnih"; y0i + h"; x0ih�; y niº

= h�; � Nxih"; y i + h"; xih�; � Nyi ;

hence�N� 2 g. �
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Remark5.2.12. A similar statement cannot hold forGN. For instance takeX 2 GN and an

elementx 2 HN n f1gsuch thathX; xi , 0. Without loss of generality we may suppose thatx is

homogeneous. Takek large enough so thatkjxj � N + 1. Then

0 = h�NX; xki , hX; xi k:

4

Remark5.2.13. All the above considerations work, with minor modi�cations, if linear maps are

allowed to take values in an arbitrary commutative algebra instead of the ground �eld (in this

caseR). That is, we may consider instead of the dual spaceH � , the spaceL ¹H; Aº of linear

maps fromH to a commutative unital algebraA. Even though this level of generality may seem

super�uous, it could be interesting since the added structure may reveal some further connections

with renormalisation via the Birkho� decomposition of characters. Since our aim is to de�ne

paths taking values in the groupGN satisfying some extra properties, for example, we could

make them depend on an extra parameter" > 0 andA then could be taken to be the algebra of

Laurent series in this extra parameter. See [89] for further details. 4

Regarding the properties of the Lie algebragN we can show that

Proposition 5.2.14.The �nite-dimensional Lie algebragN is stepN nilpotent.

Proof. We recall from Chapter 2 that nilpotency means that the lower central seriesgN
1 � gN

2 � � � �

de�ned inductivelygN
1 B gN, gN

k+1 B »gN;gN
k ¼terminates after a �nite number of steps, that is,

there existsk0 2 N such thatgN
k = f 0gfor all k � k0. The smallest number such that this happens

is called the nilpotency step ofgN. Thus, we have to show thatgN
N+1 = f 0gbutgN

N , f 0g.

We �rst prove that»Wk;Wj ¼ � Wk+ j . Take� 2 Wk; � 2 Wj and an elementx 2 H. Then

h»�; � ¼; xi = h� 
 � � � 
 �; � xi =
Õ

¹xº

h�; x¹1ºih�; x¹2ºi � h �; x¹1ºih�; x¹2ºi

where the only surviving terms are those withjx¹1ºj = k andjx¹2ºj = j or jx¹1ºj = j andjx¹2ºj = k.

In any case this is only possible ifx is homogeneous of degreek + j .

Now, observe that using this fact and induction one can show that

gN
k �

NÊ

j =k

Wj

thusgN
N � WN andgN

N+1 = f 0g. �

As a by-product of this proposition we obtain
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Corollary 5.2.15. The centre ofgN is WN.

Finally we remark that the Baker�Campbell�Hausdor� is also valid ingN with the additional

property that the sum is now �nite due to the nilpotency. We de�ne an operatorBCHN :

gN � gN ! gN by

BCHN¹�; � º B
NÕ

k=1

BCH¹kº¹�; � º (5.11)

whereBCH¹kº 2 Wk is was de�ned in eq. (5.9).

5.2.2 Homogeneous norms

Let L be a �nite-dimensional Lie algebra. A family of dilations onL is a family ¹
 r ºr >0 of

automorphisms ofL such that
 r 
 s = 
 rs. A homogeneous group is a connected simply

connected Lie group whose Lie algebra is endowed with a family of dilations. IfG is a

homogeneous group, the mapexp� 
 r � log is a group automorphism ofG and we also call them

dilations.

De�nition 5.2.16. The elementX 2 L is said to be an eigenvector of the dilation
 with

eigenvalue� 2 R if 
 r X = r � X for all r > 0. For an eigenvalue� 2 R the eigenspaceE� is the

subspace ofL spanned by all the eigenvectors of
 with eigenvalue� .

Since
 r is a Lie homomorphism we have that»E� ;E� ¼ � E� + � .

Lemma 5.2.17.A family of operators¹
 r º is a dilation if and only if
 r = elog¹r ºA for some

matrix A.

Proof. It su�ces to observe thatf ¹r º B 
 er satis�es f ¹r + sº = f ¹r º � f ¹sº. �

Thus, a dilation can only have a �nite number of eigenvalues which correspond to eigenvalues

of the matrixA. In the sequel we order the spectrum of
 (or A) increasingly, i.e.� 1 � � � � � � n

wheren = dimL. Since if 
 is a dilation then~
 r = 
 r � is also a dilation, we may and do

suppose that� 1 � 1.

In the following, we assume the matrixA to be diagonalizable. In this case, we may �x a

basisf X1; : : : ;Xngof L such thatAXj = � j Xj . We use this basis to obtain a normk � konL by

requiring that this basis is orthonormal.

De�nition 5.2.18. Ahomogeneous norm on a homogeneous groupG is a continuous function

j � j : G ! R+ which is of classC1 on G n f1g and such thatjX� 1j = jXj, and j
 r Xj = r jXj.

The homogeneous normj � j is said to be sub-additive ifjXYj � j Xj + jYj.
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In case the homogeneous norm is sub-additive, we can induce a left-invariant metric onG by

setting� ¹X;Yº = jY� 1Xj.

Lemma 5.2.19([45]). SupposeG is a homogeneous group with Lie algebraL . Then there exist

constantsC1;C2 > 0 such that

C1k log Xk � j Xj � C2k log Xk1• � n

for all X 2 G with jXj � 1.

A simple consequence of this lemma is the following

Corollary 5.2.20. All homogeneous norms onG are equivalent.

We can build a dilation ongN as follows: forx 2 H ¹kº set
 r x = r kx and transpose this map

to H � by settingh
 r X; xi = hX;
 r xi .

Proposition 5.2.21.The maps
 r are algebra automorphisms ofH � .

Proof. The map
 r is a coalgebra morphism ofH. Indeed,

� ¹
 r xº = r jxj� x = ¹
 r 
 
 r º� x

by Equation (5.5). �

In fact, the maps
 r are bialgebra automorphisms ofH, hence Hopf algebra automorphisms.

Therefore, we obtain a dilation ongN by simple restriction, and we remark that the spacesWk act

as eigenspaces for
 , with k as the associated eigenvalue.

We �x norms jjj�jjjk on each of the dual spacesH �
¹kº which are compatible with the convolution

product in the sense that

jjjX ? Yjjjn+m � jjjXjjjnjjjYjjjm (5.12)

for all X 2 H �
¹nº andY 2 H �

¹mº. We obtain a homogeneous norm onGN by setting

jXj B max
k=1;:::;N

¹k! jjjXk jjjkº1• k; (5.13)

where

X = " +
NÕ

k=1

Xk

The following formula for the components of the convolution product between two linear

maps follows directly from eq. (5.5).
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Lemma 5.2.22.Given linear mapsX;Y 2 H �
N, write

X = " +
NÕ

k=1

Xk; Y = " +
NÕ

k=1

Yk:

Then

X ? Y = " +
NÕ

k=1

kÕ

j =1

Xj ? Yk� j :

Proposition 5.2.23.The group¹GN; j � jº is homogeneous withj � j sub-additive.

Proof. We only need to prove that the norm de�ned in Equation (5.13) is sub-additive, the other

properties being clear. By Lemma 5.2.22 and the compatibility of the norms(5.12)we have that

jjj¹X ? Yºk jjjk �
kÕ

j =1

�
�
�
�
�
�Xj

�
�
�
�
�
�
j

�
�
�
�
�
�Yk� j

�
�
�
�
�
�
k� j

�
1
k!

kÕ

j =1

�
k
j

�
jXj j jYjk� j

=
1
k!

¹jXj + jYjº1• k

whence the result. �

In particular we obtain a metric� N on GN which is left-invariant and such that the metric

space¹GN; � Nº is complete. This distance may be explicitly computed by Equation (5.13) as

� N¹X;Yº = max
k=1;:::;N

�
k!

�
�
�
�
�
�¹Y� 1 ? Xº

�
�
�
�
�
�
k

� 1• k

Remark5.2.24. In view of Corollary 5.2.20 we may obtain bounds over the distance� N¹X;Yº

by bounding �rstp¹Y� 1 ? Xº for any homgeneous normp onG. The importance ofj � j resides

in that we know it to be sub-additive by Proposition 5.2.23 so we obtain a distance. On some

concrete cases there might be other sub-additive homogenenous norms de�ned onGN but we

choose to work with the one de�ned in eq. (5.13) since it is closely related to rough paths, see

De�nition 5.3.1 and Proposition 5.4.3 4

5.3 Construction of Rough paths

As in the previous section, we �x a locally-�nite graded connected Hopf algebraH. Without loss

of generality we assume thatdimH ¹1º = d and we �x a linear basisf e1; : : : ;edgof it. We also �x
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a number 2¼0;1»and letN B b � 1c be the biggest integer such thatN � 1.

De�nition 5.3.1. A -rough pathis a pathX : »0;1¼ ! GN such thatX0 = " which is -Hölder

with respect to the metric� N de�ned by the homogeneous norm in eq.(5.13). Settingxi
t = hX t;ei i

we say thatX is a  -rough path over¹x1; : : : ;xdº.

Remark5.3.2. By specializing this de�nition to di�erent values ofH we recover bothgeometric

rough paths[86] whereH is the shu�e Hopf algebra over an alphabet andbranched rough paths

[51] whereH is the Butcher�Connes�Kreimer Hopf algebra on decorated non-planar rooted

trees. 4

Remark5.3.3. The classical de�nitions of rough paths of various types consider functions

X : »0;1¼2 ! G with values in an appropriate group, satisfying Chen's rule

Xsu � Xut = Xst

and an analytical estimate. It turns out that one can reduceX to a one-variable pathX : »0;1¼ ! G

by noting that the above equation implies thatXst = ¹X0sº� 1 � X0t . The analytical estimate can be

seen to be equivalent to requiring that the resulting pathX t = X0t is  -Hölder with respect to the

corresponding homogeneous metric� N. 4

We now come to the problem of existence. Our construction of a rough path in the sense of

De�nition 5.3.1 over an arbitrary collection of -Hölder paths¹x1; : : : ;xdº relies in the following

extension theorem. We note that the proof follows very closely the approach of Lyons-Victoir

[88].

Theorem 5.3.4(Character extension). Let1 � n � N � 1 and 2¼0;1»such that¹n + 1º < 1.

Suppose we have a -Hölder pathX : »0;1¼ ! ¹ Gn; � nº. There is a -Hölder path ~X : »0;1¼ !

¹Gn+1; � n+1º extendingX, i.e. such that~X
�
�
Hn

= X.

Proof. The construction of~X is made in two steps.

Step 1. Let D = f tm
k B 2� mk j m 2 N0; k = 0; : : : ;2mg be the dyadics in»0;1¼. Set

Xst = ¹Xn
sº

� 1 ? Xn
t 2 Gn andLst = logn¹Xstº 2 gn wherelogn was de�ned in eq. (5.10). Then,

the BCH formula eq. (5.11) and Chen's rule imply that

Lst = BCHn¹Lsu; Lutº = Lsu + Lut + BCH0
n¹Lsu; Lutº: (5.14)

We look forZst 2 Wn+1 such that the exponentialXn+1
st = expn+1¹�n+1Lst + Zstº still satis�es

Chen's rule. To this e�ect, we �rst de�neZ on the dyadics, starting from a �xed element

w 2 Wn+1 puttingZ0;1 = w and

Ztm
2k;tm

2k+1
= Ztm

2k+1;t
m
2k+2

B
1
2

Ztm� 1
k ;tm� 1

k+1
�

1
2

BCH¹n+1º¹�n+1Ltm
2k;tm

2k+1
; �n+1Ltm

2k+1;t
m
2k+2

º (5.15)
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where�n+1 is the canonical inclusion and we have used Proposition 5.2.11 so that the right-hand

side is well de�ned. To ease notation in the following we identifyL with �n+1L where appropriate.

Note that with thisZst 2 Wn+1 for each pair of consecutive dyadics.

We now look to extend this de�nition to more general pairs of dyadicss;t 2 D. Set

Y0;1 B expn+1¹L0;1 + wº. If s = tm
2k, u = tm

2k+1 andtm
2k+2 are consecutive dyadics then we de�ne

Ysu B expn+1¹Lsu + Zsuº; Yut B expn+1¹Lut + Zutº

and note that by eq. (5.15) we have

logn+1¹Ysu? Yutº = Lsu + Lut + BCH0
n+1¹Lsu; Lutº + Zsu + Zut

= Lsu + Lut + BCH0
n¹Lsu; Lutº + Zst

= Lst + Zst

by eq. (5.14), so that

Ysu? Yut = Yst:

We have also used the fact that�n+1 is an algebra morphism for the? product and thatWn+1 is in

the centre ofgn+1 by Corollary 5.2.15. Therefore, we may set

Ytm
k ;tm

j
B Ytm

k ;tm
k+1

? Ytm
k+1;t

m
k+2

? � � � ? Ytm
j � 1;t

m
j

so that the identityYtm
i ;tm

j
? Ytm

j ;tm
k

= Ytm
i ;tm

k
is valid for any0 � i < j < k � 2m.

Step 2. In order to have a -rough path, De�nition 5.3.1 requires us to construct a -Hölder

path with values inGn+1, and for this we will use Lemma 5.1.6. Set

am B 2m¹n+1º max
k=0;:::;2m� 1

�
�
�
�
�
�
�
�
�Ztm

k ;tm
k+1

�
�
�
�
�
�
�
�
�
n+1

:

Then, if � is a basis element inH ¹n+1º we have by Lemma 5.2.7 and eq. (5.9), fors = tm
k , u = tm

k+1

andt = tm
k+2, that

jhBCH¹n+1º¹Lsu; Lutº; � i j �
Õ

¹� º

Õ

i+ j=n+1

1
i! j !

Õ

� 2Sn+1

ja� j
iÖ

p=1

jhLsu; � � ¹pºi j
n+1Ö

q=i+1

jhLut; � � ¹qºi j :

Now, since� ¹ j º 2 H ¹1º for all j = 1; : : : ;n + 1 we actually have that

jhLsu; � ¹ j ºi j �
dÕ

k=1

jxk
u � xk

s j j� k
¹ j ºj � 2� m

dÕ

k=1

j� k
¹ j ºj
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for some coe�cients� k
¹ j º 2 R, and we have a similar estimate forLut instead ofLsu. Therefore

we obtain that
�
�
�
�
�
�BCH¹n+1º¹Lsu; Lutº

�
�
�
�
�
�
n+1 � C2� m¹n+1º

where the constant

C = max
�

Õ

¹� º

Õ

i+ j=n+1

1
i! j !

Õ

� 2Sn+1

ja� j
n+1Õ

k1;:::;kn+1=1

n+1Ö

`=1

j� k`
¹` ºj:

Therefore, from eq. (5.15) we get

2�¹ m+1º¹n+1º am+1 � 2� m¹n+1º + C2� m¹n+1º ;

hence there is another constantC > 0 such that

am � C
m� 1Õ

j =0

2� j ¹1�¹ n+1º º:

Since we are in the regime where¹n + 1º < 1 we obtain that

sup
m� 0

am �
C

2 � 2¹n+1º
:

To conclude, we observe that

L 7!
nÕ

k=1

jjjLjjj1• k
k

de�nes a norm onH �
n, thus by Lemma 5.2.19 there's a constantC1 such that

jjjLstjjjk � k Lstjk � j¹ Xn
sº

� 1 ? Xn
t jk = � n¹Xn

s;X
n
t ºk � C12� mk

for all k = 1; : : : ;n ands = tm
j , t = tm

j+1 sinceXn is  -Hölder with respect to� n. This and the

previous estimate provide the bound

jYtm
j ;tm

j +1
j � 2� m :

By Chen's rule, the pathY : D ! Gn+1 de�ned byYtm
j

B Y0;tm
j

satis�es

� n+1¹Ytm
j
;Ytm

j +1
º � 2� m ;

thus by Lemma 5.1.6 we obtain a path~X : »0;1¼ ! Gn+1. �

Remark5.3.5. Our construction depends on a �nite number of choices, namely the elementsw

used to start the recursion in eq. (5.15). Di�erent choices give,a priori, di�erent outcomes. 4
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Corollary 5.3.6. Given 2¼0;1»and a collection of -Hölder pathsxi : »0;1¼ ! R, there exists

a  -rough pathX over¹x1; : : : ;xdº in the sense of De�nition 5.3.1.

Proof. We start with the following observation: forn = 1, the groupG1 � H �
¹1º is abelian,

and isomorphic to the additive groupH �
¹1º. Indeed, letX;Y 2 G1 and x 2 H ¹1º. Then, as

� x = x 
 1 + 1 
 x by the grading, we have that

hX ? Y; xi = hX; xi + hY; xi ;

that is,X ? Y = X + Y. Moreover, inH1 the productxy = 0. Therefore, we may sethX1
t ;ei i B xi

t

wheref e1; : : : ;edg is a basis ofH ¹1º and this path is -Hölder with respect to� 1.

By Theorem 5.3.4 there is a -Hölder pathX2 : »0;1¼ ! ¹ G2; � 2º extendingX1 so in

particularhX2
t ;ei i = xi

t also. Continuing in this way we obtain succesive -Hölder extensions

X3; : : : ;X N and we setX B X N. �

The following result already appeared has already been proved in the case where the underlying

Hopf algebraH is combinatorialby Curry, Ebrahimi-Fard, Manchon and Munthe-Kaas in [28].

We remark that their proof works without modi�cations in our context so we have

Theorem 5.3.7.Let X be a  -rough path. There exists a patĥX : »0;1¼ ! G such that

hX̂ � 1
s ? X̂ t; xi . jt � sj jxj.

Remark5.3.8. The proof of this theorem is similar to that of Theorem 5.3.4. The main di�erence

is that in the case of the components of lower regularity the sum de�ningA above does not

converge ing so this path has to be de�ned some other way, and this is the content of the proof of

Theorem 5.3.4. 4

Remark5.3.9. In view of Theorem 5.3.7 we can replace the truncated group in De�nition 5.3.1

by the full group of charactersG. What this means is that -rough paths are uniquely de�ned

once we �x the �rst N levels and sinceH is locally �nite, this amounts to a �nite number of

choices. 4

5.4 Applications

We now apply Theorem 5.3.4 to various kinds of Hopf algebras in order to link this results with

the contexts already existing in the literature.
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5.4.1 Geometric rough paths

In this setting we �x an alphabetA B f 1; : : : ;dg. As a vector spaceH corresponds to the

linear span of thefree monoidM¹Aº generated byA. The product onH is the shu�e product

tt : H 
 H ! H de�ned recursively by1 tt v = v tt 1 = v for all v 2 H, where1 2 M¹Aº is the

unit for the monoid operation, and

¹au tt bvº = a¹u tt bvº + b¹au tt vº

for all u; v 2 H anda;b 2 A, whereauandbv denote the product of the lettersa;b with the words

u; v in M¹Aº.

The coproduct�� : H ! H 
 H is obtained bydeconcatenationof words,

�� ¹a1 � � � anº = a1 � � � an 
 1 + 1 
 a1 � � � an +
n� 1Õ

k=1

a1 � � � ak 
 ak+1 � � � an:

It turns out that¹H; �; �� º is a commutative unital Hopf algebra, and¹H; �� º is the cofree coalgebra

over the linear span ofA. The antipode is the linear mapS : H ! H given by

S¹a1 � � � anº = ¹� 1ºnan : : :a1:

Finally, we recall thatH is graded by the length̀¹a1 � � � anº = n and it is also connected. The

homogeneous componentsH¹nº are spanned by the setsf a1 � � � an : ai 2 Ag. See Chapter 2 for

further details.

De�nition 5.3.1 specialises in this case togeometric rough paths(GRP) as de�ned in [57]

(see just below for the precise de�nition) and Theorem 5.3.4 coincides with [88, Theorem 6].

De�nition 5.4.1. Let  2 ¼0;1» and setN B b � 1c. A geometric rough pathis a mapX :

»0;1¼2 ! GN such thatXtt = " , it satis�es Chen's rule

Xst = Xsu? Xut

for all s;u;t 2 »0;1¼and the analytic boundjhXst; vi j . jt � sj` ¹vº for all v 2 HN.

Remark5.4.2. We note that in De�nition 5.3.1 the pathX (or ratherX t = X0t) takes values in the

truncated character groupGN and not the full groupG. This is in contrast with the de�nition of

branched rough paths (De�nition 5.4.4 below) where paths take values on the full Butcher group.

In [57] this de�nition is stated withG replacing the truncated groupGN and then it is said

that in fact this is equivalent to De�nition 5.3.1 (specialised toH) by invoking an �extension

theorem� in [86]. The fact is that there is a confusion in terminology since what Lyons calls a

�multiplicative functional� refers to Chen's rule and not the character property de�ningG, which
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he calls group-like elements (see [86, De�nition 2.1.1, De�nition 2.1.2]). In other words, Lyons

shows that a collection of linear maps onHN satisfying Chen's rule can be uniquely extended to

a familiy of linear functionals onH keeping this identity. This is clearly weaker than what is

required for the previous equivalence to be true since the extension given by Lyons may fail to lie

in G. We correct this in Theorem 5.3.7. 4

Proposition 5.4.3.A pathX : »0;1¼2 ! GN is a geometric rough path if and only ifX t B X0t is

a rough path in the sense of De�nition 5.3.1.

5.4.2 Branched rough paths

Let T be the collection of all non-planar non-empty rooted trees with nodes decorated by

f 1; : : : ;dg. Elements ofT are written as2-tuples� = ¹T;cº whereT is a non-planar tree with

node setNT and edge setET, andc : NT ! f 1; : : : ;dg is a function. Edges inET are oriented

away from the root, but this is not re�ected in our graphical representation. Examples of elements

of T include the following
i; i

j ; i
j k;

i
j

k l
m:

For � 2 T write j� j = #NT for its number of nodes. Also, given an edgee = ¹x; yº 2 ET we

sets¹eº = x andt¹eº = y. There is a natural partial order relation onNT wherex � y if and only

if there is a path inT from the root toy containingx.

We denote byF the collection of decorated rooted forests and we letH denote the vector space

spanned byF. There is a natural commutative and associative product onF given by disjoint

union of forests, where the empty forest1 acts as the unit. Then,H is the free commutative

algebra over (the vector space spanned by)T which is graded byj� 1 � � � � k j = j� 1j + � � � + j� k j.

Given a labeli 2 f 1; : : : ;dgand a forest� = � 1 � � � � k we denote by»� 1 � � � � k¼i the tree obtained

by grafting each of the trees� 1; : : : ; �k to a new root labelledi, e.g.

» j ¼i = i
j ; » j k¼i = i

j k :

The decorated Connes�Kreimer coproduct [24, 51] is the unique algebra morphism� : F !

F 
 F such that

� »� ¼i = »� ¼i 
 1 + ¹id 
 »�¼i º� �:

This coproduct admits a representation in terms ofcuts. An admissible cutC of a treeT is a

non-empty subset ofET such that any path from any vertex of the tree to the root contains at most

one edge fromC; we denote byA¹Tº the set of all admissible cuts of the treeT. Any admissible

cutC containingk edges maps a treeT to a forestC¹Tº = T1 � � � Tk+1 obtained by removing each

of the edges inC. Observe that only one of the remaining treesT1; : : : ;Tk+1 contains the root
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of T, which we denote byRC¹Tº; the forest formed by the otherk factors is denoted byPC¹Tº.

This naturally induces a map on decorated trees by considering cuts of the underlying tree, and

restriction of the decoration map to each of the rooted subtreesT1; : : : ;Tk+1. Then,

� � = � 
 1 + 1 
 � +
Õ

C2A¹� º

PC¹� º 
 RC¹� º:

This, together with the counit map" : F ! R such that" ¹� º = 1 if and only if � = 1 endowsF

with a connected graded commutative non-cocommutative bialgebra structure, hence a Hopf

algebra structure [89].

As before we denote byH � the linear dual ofH which is an algebra via the convolution

producthX ? Y; � i = hX 
 Y;� � i and we denote byG the set of characters onH, that is, linear

functionalsX 2 H � such thathX; � � � i = hX; � ihX; � i . For eachn 2 N the �nite-dimensional

vector spaceHn spanned by the setF n of forests with at mostn nodes is a subcoalgebra ofH,

hence its dual is an algebra under the convolution product, and we letGn be the set of characters

onHn. Likewise, we denote byB the vector space spanned byT and for eachn 2 N we denote

by B n the �nite-dimensional vector space spanned by the setTn of trees with at mostn edges.

We recall the de�nition of branched rough paths from [51].

De�nition 5.4.4. Fix  > 0and letN = b � 1c. Abranched rough pathis a mapX : »0;1¼2 ! GN

such thatXtt = " for all t 2 »0;1¼, it satis�es Chen's rule

Xst = Xsu? Xut

for all s;u;t 2 »0;1¼and the analytic boundjhXst; � i j . jt � sj j� j for all � 2 HN.

As stated in Remark 5.3.3 by passing to the one parameter pathX t B X0t we can see this

de�nition to be equivalent to De�nition 5.3.1.

Remark5.4.5. To our knowledge the branched version of the Extension Theorem Theorem 5.3.4 is

new. However, a version Theorem 5.3.7 was already shown to hold (speci�cally for the branched

case) by Gubinelli in [51] by means of his Sewing Map.

In this regard, the situation is di�erent from that of geometric rough paths. The Butcher�

Connes�Kreimer Hopf algebra is free as an algebra over the set of trees so de�ning characters

over it is signi�cantly easier than in the geometric case. To de�ne an elementX 2 G it su�ces to

give the valueshX; � i for all trees� 2 T; by freeness there is a unique multiplicative extension to

all of H. This is not at all the case for geometric rough paths: the algebraH above isnot free

over the linear span of words so if one is willing to de�ne a character overH there are additional

algebraic constraints that the valueshX; wi on words must satisfy. See Remark 5.1.11 and the

dicussion thereafter. 4
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As in the previous section we have

Proposition 5.4.6.A pathX : »0;1¼ ! GN is a branched rough path if and only if it is a rough

path in the sense of De�nition 5.3.1.

5.5 Anisotropic rough paths

We now apply our results to another class of rough paths which we callanisotropic geometric

rough paths(aGRPs for short). As in the geometric case, �x an alphabetA = f 1; : : : ;dg and

denote byM¹Aº the free monoid generated byA. Let ¹ a : a 2 Aº be a sequence of real numbers

such that0 <  a < 1 for all a, and let̂ = mina2A  a. For a wordv = a1 � � � ak of lengthk de�ne

! ¹vº =
 a1 + : : : +  ak

̂
=

1
̂

dÕ

a2A

na¹vº a

wherena¹vº = jf j : vj = agj, and observe that! is additive in the sense that! ¹uvº = ! ¹uº+ ! ¹vº

for each pair of wordsu; v 2 M¹Aº. Given� > 0, the set

L � B f v 2 M¹Aº : ! ¹vº � � ̂ � 1g

is �nite; if N� = b� ̂ � 1c thenL � � HN� and

#L � �
dN� � 1
d � 1

:

In analogy with Lemma 5.2.8, the additivity of! implies

Lemma 5.5.1.Fix � > 0. The subspaceH� � H spanned byL � is a subcoalgebra of¹H; �� ; " º.

Consequently, we will consider the dual algebra¹H �
� ;?; " º. In this case, wede�ne g�

a to be

the space of in�nitesimal characters onH� and letG�
a = exp¹g�

aº. As before, there is a canonical

injection�� : H �
� ! H � so we suppose thathX; vi = 0 for all X 2 H �

� andv < L � . We gradeH�

by word length and we observe that since! ¹vº � ` ¹vº we have that

SinceH is cofree over the span ofA, for each� > 0 there is a unique coalgebra automorphism


 � : H ! H such that
 � a = �  a• ̂ a for all a 2 A. In a similar way as before we have that

¹
 � º�> 0 is a one-parameter family of automorphisms ofH. There are also homogeneous norms

jXj B max
v2L �

¹` ¹vº! jhX; vij º1• ! ¹vº (5.16)

and

kXk = max
v2L �

jhlog X; vij 1• ! ¹vº: (5.17)
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These homogeneous norms are symmetric, but neither is sub-additive thus they do not generate a

metric onG�
a .

Signatures

In order to have a useful metric onG�
a we considersignaturesof smooth paths. We now assume

that� � 1 so thatA � L � . Let x = ¹xa : a 2 Aº be a collection of (piecewise) smooth paths, and

de�ne a mapS¹xº : »0;1¼2 ! H � by

hS¹xºst; vi B
¹ t

s
dxvk

sk

¹ sk

s
dxvk� 1

sk� 1 � � �
¹ s2

s
dxv1

s1 :

In his seminal work [23], K. T. Chen showed thatS¹xº is a multiplicative functional, that is,

S¹xºst 2 Ga. In particularlogS¹xºst 2 g thus its restriction toA� is in g�
a and so we can consider

S¹xº also as an element ofG�
a .

Consider the metricda¹X;Yº =
Í

a2A jhX � Y;aij ̂ •  a on H �
¹1º, where we recall thatH¹1º is

the vector space spanned byA. Theanisotropic lengthof a smooth curve� : »0;1¼ ! H �
1

is de�ned to be its length with respect to this metric and will be denoted byLa¹� º. Observe

that sinceda¹
 � X;
 � Yº = � da¹X;Yº we have thatLa¹
 � � º = � La¹� º. We now de�ne another

homogeneous normjjj�jjj : G�
a ! R+, called theanisotropic Carnot�Carathéodory norm, by

setting

jjjXjjj B inf f La¹xº : xa 2 C1 ;S¹xº0;1 = Xg:

Since curve length is invariant under reparametrization in any metric space we obtain, as in [46]

Proposition 5.5.2.The in�mum de�ning the anisotropic Carnot�Carathéodory norm is �nite

and attained at some minimizing patĥx.

Proposition 5.5.3. The anisotropic Carnot�Carathéodory norm is homogeneous, that is,

jjj
 � Xjjj = � jjjXjjj.

Proof. Let x̂ be the curve such thatjjjXjjj = La¹x̂º. For any� > 0 and wordv 2 L � we have

hS¹
 � x̂º0;1; vi = � ! ¹I ºhS¹x̂º0;1; vi

= h
 � S¹x̂º0;1; vi

= h
 � X; vi ;

thusjjj
 � Xjjj � La¹
 � x̂º = � La¹x̂º = jjjXjjj. The reverse inequality is obtained by noting that

X = ¹
 � � 1 � 
 � ºX. �

The anisotropic Carnot�Carathéodory norm can also be seen to be symmetric and sub-additive,

hence it induces a left-invariant metric� � onG�
a .
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De�nition 5.5.4. An anisotropic geometric -rough path, with  = ¹ a; a 2 Aº, is a map

X : »0;1¼2 ! G1
a such that 1.Xtt = " , 2. it satis�es Chen's ruleXsu ? Xut = Xst for all

¹s;u;tº 2 »0;1¼3, and 3.jhX; vij . jt � sj ̂! ¹vº for all v 2 L 1.

Proposition 5.5.5.Anisotropic geometric -rough paths are in one-to-one correspondence with

̂ -Hölder pathsX : »0;1¼ ! ¹ G1
a; � 1º.

Proof. Let X be an anisotropic geometric -rough path andv a word. By de�nition we have that

jhXst; vi j . jt � sj ̂! ¹vº, hencejXstj . jt � sj ̂ . The equivalence betweenj � j andjjj�jjj implies that

� 1¹Xs; Xtº = jjjXstjjj . jt � sj ̂ , hencet 7! Xt is  1-Hölder with respect to� 1. The other direction

follows in a similar manner. �

Proceeding as in the proof of Theorem 5.3.4 we can show

Theorem 5.5.6.Let ¹ a : a 2 Aº be real numbers such that a 2 ¹0;1º and1 <
Í

a2A  aN, and

set̂ = mina2A  a. Let¹xa : a 2 Aº be a collection of real-valued paths such thatxa is  a-Hölder.

There exists an anisotropic rough pathX such thathXst;ai = xa
t � xa

s for all a 2 A.

The following property also holds: given a collection of functions¹ga : a 2 Aº with ga 2 C a ,

let �xa
t = xa

t + ga
t and denote bygX the anisotropic geometric -rough path above the path

�xt =
Õ

a2A

�xa
t a 2 H1:

Then, for any two such functionsg andg0we have thatg0¹gXº = ¹g + g0ºX.

Proof. The only di�erence in the proof of this theorem is in the analytical step, because now we

have to show that

� 1¹Ytm
k ;tm

k+1
º . 2� m̂

in order to apply Lemma 2 of [88]. We recall that the metric space¹G1
a; � 1º only considers the

regularity of the componentshX; vi where the weight! ¹vº < 1 by the very de�nition of the

homogeneous norms in eqs. (5.16) and (5.17). Looking at the proof of Theorem 5.3.4 we see

that this bound comes from the bound onBCH¹n+1º¹Ln
su; Ln

utº provided by Lemma 5.2.7. In this
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case we have, for a wordv 2 L 1 of lengthn + 1 ands = tm+1
2k , u = tm+1

2k+1 andt = tm+1
2k+2,

jhBCH¹n+1º¹L
n
su; Ln

utº;eI i j �
Õ

p+q=n+1

1
p!q!

Õ

� 2Sn+1

ja� j
pÖ

r1=1

jhLn
su; vi � ¹r1ºi j

n+1Ö

r2=p+1

jhLn
ut; vi � ¹r2ºi j

=
Õ

p+q=n+1

1
p!q!

Õ

� 2Sn+1

ja� j
pÖ

r1=1

jx
v� ¹r1º
u � x

v� ¹r1º
s j

n+1Ö

r2=p+1

jx
v� ¹r2º

t � x
v� ¹r2º
u j

�
Õ

p+q=n+1

1
p!q!

Õ

� 2Sn+1

ja� j
pÖ

r1=1

ju � sj v� ¹r1º

n+1Ö

r2=p+1

jt � uj
 v� ¹r2º

=
Õ

p+q=n+1

1
p!q!

Õ

� 2Sn+1

ja� j2� m¹ v� ¹1º+���+ v� ¹n+1ºº

. 2� m̂! ¹vº:

This implies that at each stage we havekYtm
k ;tm

k+1
k . 2� m̂ as before, and the equivalence of norms

implies the desired bound. The rest of the proof follows through.

Now let g;g0be two collections of functions as in the statement of the theorem. We have the

identity

h»g0¹gXº¼t;ai = h¹gXºt;ai + ¹g0ºa
t = xa

t + ga
t + ¹g0ºa

t = h»¹g0+ gºX¼t;ai :

Since bothg0¹gXº and¹g0+ gºX are constructed iteratively by adding at each step a functionZ

satisfying eq. (5.15) on the dyadics, if we letLn and �Ln denote the logarithms corresponding to

g0¹gXº and¹g0+ gºX, Lemma 5.2.7 and the previous identity imply that

BCHn+1¹Ln
su; Ln

utº = BCHn+1¹ �Ln
su; �Ln

utº

and sog0¹gXº = ¹g0+ gºX. �

Corollary 5.5.7. Let ¹xa : a 2 Aº be a collection of real-valued paths such thatxa 2 C a , and

let X be the anisotropic geometric -rough path onG1 given by Theorem 5.5.6. Ifb < A is a new

letter, given0 <  b < 1 andxb 2 C b is another path, letA0 = A[ f bgandX0 be the anisotropic

geometric rough path on over¹xa : a 2 A0º given by Theorem 5.5.6. Then, the restriction ofX0

to words fromM¹Aº coincides withX.

Proof. If Ln and �Ln denote the logarithms used in the construction ofX andX0 respectively, and

v 2 M¹Aº is a word not containingb, the BCH formula gives

hBCH¹n+1º¹ �Ln
su; �Ln

utº; vi =
Õ

p+q=n+1

1
p!q!

Õ

� 2Sn+1

a�

pÖ

r1=1

¹x
v� ¹r1º
u � x

v� ¹r1º
s º

n+1Ö

r2=p+1

¹x
v� ¹r2º

t � x
v� ¹r2º
u º

= hBCH¹n+1º¹L
n
su; Ln

utº; vi :
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Therefore, at each step in the proof of Theorem 5.5.6 the pathsXn and¹X0ºn are such that for

wordsv 2 M¹Aº one has

h¹X0ºn
st; vi = hXn

st; vi

for all s; t 2 »0;1¼. �

5.6 More on branched rough paths

5.6.1 The Hairer�Kelly map

We recall the following result from [57].

Lemma 5.6.1.There exists a graded morphism of Hopf algebras : H ! Tc¹B º satisfying

 ¹� º = � +  n� 1¹� º for all � 2 Tn, where n� 1 denotes the projection of ontoTc¹B n� 1º.

Observe that since is a Hopf algebra morphism, in particular a coalgebra morphism, then

¹ 
  º� 0� = �� 0 ¹� º = �� 0 n� 1¹� º

for all � 2 B n since trees are primitive elements inTc¹B º. In fact, from the proof in [57] we are

able to see that in fact n� 1 is given by the recursion n� 1 = ¹ 
 idº� 0.

Example5.6.2. Here are some examples of the action of on some trees:

 ¹ i º = i

 ¹ a bº =  ¹ aº tt  ¹ bº = a 
 b + b 
 a

 
�

a
b
�

= a
b + b 
 a

 
�

a
c
d

b

�
=

a
c
d

b + b 

a
c
d

+ d 
 a
c d + c

d 
 a
b + d 
 c 
 a

b + d 
 b 
 a
c + b 
 d 
 a

c

+ c
d 
 b 
 a + b 
 c

d 
 a + d 
 c 
 b 
 a + d 
 b 
 c 
 d + b 
 d 
 c 
 a :

�

In order to describe the image of we introduce the following extended labels on the nodes.

Recall that a labeled forest is a pair� = ¹F;cº whereF is a non-planar forestc : EF ! f 1; : : : ;dg

is a function. Anextended labelis a functiono : NF ! N, and we call a triple¹F;c;oº an

extended labelled forest; we also use the notation� o in order to stress the extended label. In

particular, if� o is an extended labelled forest we denote the underlying labelled forest by� .

De�nition 5.6.3. An extended label on a forest is said to beadmissibleif

1. o¹NFº is an interval containing1, we letm = mo B maxo¹NFº � j � j;
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2. the functiono is increasing, that is,o¹xº � o¹yº wheneverx � y, and

3. for each1 � j � m the setOj = f x 2 NF : o¹xº = j gspans a subtree� o
j � � o.

Note that condition (2) implies thato must be increasing in each factor since nodes from

di�erent trees are not comparable, and condition (3) implies that labels must not appear twice in

di�erent factors since each setOj must span asubtreeand not a subforest. We denote byO¹� º

the collection of all the admissible extended labels on the forest� . It is fairly clear that for each

admissible extended label the trees� j form a partition of� into mo disjoint subtrees.

Let F be a forest. ForA � F a subforest we denote by

@F A = f e 2 EF : s¹eº 2 NA; t¹eº < NAg

theboundaryof A in F.

Lemma 5.6.4.Let F be a forest,o 2 O¹Fº an admissible extended label onF and letTj be the

subtree spanned byOj as in De�nition 5.6.3. Then@FTj is an admissible cut.

Proof. Denote byF> the subforest ofF spanned by allx 2 NF n NFj such thaty < x for some

y 2 Tj . If x < F> then the unique path from the root tox does not contain edges in@FTj .

If x 2 F> , suppose that the unique path from the root tox contains two or more edges from

@FTj . Pick any two distinct such edgese1;e2 2 ETj and lety1 = s¹e1º; y2 = s¹e2º 2 NTj . Then,

the paths going from the root tox throughy1 and throughy2 form a cycle inF, which is a

contradiction. �

Proposition 5.6.5.We have the following representation:

 ¹� º =
Õ

o2O¹� º

� m 
 � � � 
 � 1 (5.18)

In particular, each term in this expansion satis�esj� i j > 0 and j� 1j + � � � + j� mj = j� j.

As an example, observe that the following extended labellings are admissible:

¹a; 1º ¹b; 2º;
¹a; 1º

¹c; 1º
¹d; 2º

¹b; 3º;
¹a; 1º

¹c; 1º
¹d; 3º

¹b; 2º;

whereas the following are not:

¹a; 1º ¹b; 1º;
¹a; 1º

¹c; 1º
¹d; 5º

¹b; 3º;
¹a; 1º

¹c; 1º
¹d; 2º

¹b; 2º;
¹a; 1º

¹c; 3º
¹d; 2º

¹b; 1º:

Observe that the two terms in the �rst example give exactly the terms

b 
 d 
 a
c; and d 
 b 
 a

c
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in Example 5.6.2.

Proof of Proposition 5.6.5.The proof is by induction on the number of edges of� , the base case

being trivial (see Example 5.6.2).

Suppose identity eq. (5.18) is true for all forests with at mostk edges, and let� be a tree

with k + 1 edges. LetA � ¹� º = A¹� º [ fœg whereA is the set of admissible cuts of� , and set

Rœ¹� º = � , Pœ¹� º = 1. By de�nition

 ¹� º =
Õ

C2A � ¹� º

 ¹PC¹� ºº 
 RC¹� º

and by the induction hypothesis

 ¹� º =
Õ

C2A � ¹� º

Õ

o2O¹PC ¹� ºº

� m 
 � � � 
 � 1 
 RC¹� º

Given � 2 A � ¹� º ando 2 O¹PC¹� ºº there is a unique extended label~o 2 O¹� º such that

� 1 = RC¹� º. This extended label is de�ned by~o¹xº = 1 if x 2 NRC ¹� º and ~o¹xº = o¹xº + 1 if

x 2 N� n NRC ¹� º. Conversely, given~o 2 O¹� º we have that@�1 2 A¹� º and the extended label

such thato¹xº = ~o¹xº � 1 for x 2 N� n N� 1 belongs toO¹PC¹� ºº. Therefore we have the identity

 ¹� º =
Õ

~o2O¹� º

� 1 
 � � � 
 � m~o:

�

The next theorem can be seen as an improvement of Theorem 4.10 in [57].

Theorem 5.6.6.Let X be a branched -rough path, and setN = b � 1c. There exists an

anisotropic geometric rough path�X indexed byTN with exponents � =  j� j, and such that

hX; � i = h�X;  ¹� ºi .

Proof. We construct�X iteratively as follows. Let�X¹1º be the (anisotropic) geometric rough path

indexed byT1 = f 1; : : : ; dgover the paths¹xi
t B hXt; i i : i = 1; : : : ;dº given by Theorem 5.5.6

(alternatively we could use have used Theorem 5.3.4 since all the exponents are equal).

Suppose we have constructed anisotropic geometrics rough paths�X¹kº, each indexed byTk

over the paths¹x�
t : � 2 Tkº such thatx�

t � x�
s = hXst; � i � h �X¹k� 1º

st ;  k� 1¹� ºi for k = 1; : : : ;n.

This is true forn = 1 by the previous paragraph. If we letF �
st = hXst; � i andG�

st = h�X¹nº
st ;  n¹� ºi
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for � 2 Tn+1 we have, by Chen's rule, that

� F �
sut = hXsu 
 Xut; � 0� i

= h�X¹nº
su �  
 �X¹nº

ut �  ; � 0� i

Since is in particular a coalgebra morphism between¹H;� º and¹H; �� º we obtain the identity

� F �
sut = h�X¹nº

su 
 �X¹nº
ut ; �� 0 ¹� ºi , which then, by Lemma 5.6.1 becomes

� F �
sut = h�X¹nº

su 
 �X¹nº
ut ; �� 0 n¹� ºi = � G�

sut:

Therefore there is a pathx�
t such thatx�

t � x�
s = F �

st � G�
st and then

jx�
t � x�

s j � jh Xst; � i j + jh�X¹nº
st ;  n¹� ºi j

. jt � sj j� j

since n¹� º preserves the number of nodes by Proposition 5.6.5.

We let �X¹n+1º be the anisotropic geometric rough path over¹x�
t : � 2 Tn+1º given by

Theorem 5.5.6 and observe that they coincide onTn. Finally notice that if� is a tree then

h�X¹n+1º
st ;  ¹� ºi = h�X¹j� jº

st ; � i + h�X¹j� jº
st ;  j� j� 1¹� ºi

= x�
t � x�

s + hXst; � i � ¹ x�
t � x�

sº

= hXst; � i

and the corresponding identity for arbitrary forests follows by multiplicativity. The anisotropic

geometric rough path sought for is�X = �X¹Nº. �

5.6.2 Modi�cation

In this section we prove Theorem 5.1.2.

Given > 0, let N = b � 1c and denote byC the set of functionsg : TN � » 0;1¼ ! R such

that g¹�; �º 2 C j� j andg¹�; 0º = 0 for all � 2 TN. It is easy to see thatC is a group under

pointwise addition int, that is,

¹g + g0º¹�; tº = g¹�; tº + g0¹�; tº:

As a consequence of Theorem 5.5.6,¹g;Xº 7! gX is an action ofC on the space of anisotropic

geometric rough paths.
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We use the map in Lemma 5.6.1 to induce an action ofC on branched rough paths. Given

a branched rough pathX andg 2 C we letgX be the branched rough path de�ned by

hgXst; � i = hg �Xst;  ¹� ºi :

where �X is the anisotropic geometric rough path given by Theorem 5.6.6. As a simple consequence

of Theorem 5.5.6 we obtain

Corollary 5.6.7. We haveg0¹gXº = ¹g0+ gºX for all g; g0 2 C .

Theorem 5.6.8.The action ofC on branched -rough paths is transitive: for every pair of

branched -rough pathsX andX0 there existsg 2 C such thatgX = X0.

Proof. We de�ne g 2 C inductively by imposing the desired identity. For trees� 2 T1 =

f 1; : : : ; dgwe setg¹�; tº = hX0
0t; � i � h X0t; � i 2 C so that

hgX; � i = hg �X;  ¹� ºi

= hg �X; � i

= h�X; � i + g¹�; tº � g¹�; sº

= hX0; � i

Suppose we have already de�nedg¹�; �º for all � 2 Tn for somen � 1, satisfying the

constraints in the de�nition ofC . For a tree� with j� j = n + 1 we de�ne

F �
st = hX0

st; � i � h �Xst; � i � h g �Xst;  n¹� ºi

and then

� F �
sut = hX0

su 
 X0
ut; �

0� i � h g �Xsu 
 g �Xut; �� 0 n¹� ºi

= hX0
su 
 X0

ut; �
0� i � h g �Xsu 
 g �Xut; �� 0 ¹� ºi

= hX0
su 
 X0

ut; �
0� i � h g �Xsu �  
 g �Xut �  ; �� 0� i

= hX0
su 
 X0

ut; �
0� i � h gXsu 
 gXut; �� 0� i

= 0

by the induction hypothesis. Hence there isg¹�; �º : »0;1¼ ! R such thatg¹�; 0º = 0 and

g¹�; tº � g¹�; sº = hX0
st; � i � h �Xst; � i � h g �Xst;  n¹� ºi
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whenceg 2 C j� j; by construction

hgX; � i = hg �X;  ¹� ºi

= hg �X; � i + hg �X;  n¹� ºi

= h�X; � i + g¹�; tº � g¹�; sº + hg �X;  n¹� ºi

= hX0; � i :

�

5.6.3 The BCFP renormalisation

In [13] a di�erent kind of modi�cation is proposed. There, a new label 0 is considered so rough

paths �branched and geometric� are over paths taking values inRd+1. Recall that since branched

rough paths are seen as Hölder paths taking values in the character group of the Connes�Kreimer

Hopf algebra, we may think of them as an in�nite forest series of the form

Xst =
Õ

� 2F

hXst; � i � (5.19)

where we regard� as a linear functional onH¹Rd+1º, such thath�; � i = 1 if � = � and zero

else. The aforementioned modi�cation procedure then acts as a translation of the series(5.19).

Speci�cally, for each collectionv = ¹v0; : : : ; vdº 2 ¹B � ºd+1 an operatorMv : H¹Rd+1º� !

H¹Rd+1º� is de�ned, such that for a -branched rough path,¹MvXºst B Mv¹Xstº is a  • N-

branched rough path.

In the particular case wherevj = 0 except forv0, the action of this operator can be described

in terms of an extraction/contraction map1	 : H¹Rd+1º ! H¹Rd+1º 
 H¹Rd+1º. This map acts

on a tree� by extracting subforests and placing them in the left factor; the right factor is obtained

by contracting the extracted forest labelling the resulting node with 0. As an example, consider

	 ¹ i
j kº = 1 
 i

j k + i 
 0
j k + j 
 i

0 k + k 
 i
j 0 + i

j 
 0
k + i

k 
 0
j

+ i j 
 0
0 k + i k 
 0

j 0 + j k 
 i
0 0 + i

j
k 
 0

0 + i
k j 
 0

0 + i
j k 
 0:

Extendingv = v0 2 B � to all of H � as an algebra morphism it is shown that

h¹MvXºst; � i = hXst; ¹v 
 idº	 ¹� ºi : (5.20)

Furthermore, in this caseMvX is a -branched rough path if coe�cients corresponding to trees

1In [13] this map is named� but we choose to call it	 in order to avoid confusion with the operator de�ned here.
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with label zero are required to satisfy the stronger analytical condition

sup
0� s;t � 1

jhXst; � i j
jt � sj¹1�  ºj� j0+ j� j

< 1 ; (5.21)

wherej� j0 counts the times the label 0 appears in� . Essentially, this condition imposes that the

components corresponding to the zero label be Lipschitz on the diagonals = t.

We now show how this setting can be recovered from the results of Section 5.6.2. LetX be a

 -branched rough path onRd+1 satisfying(5.21). SinceMvX is again a -branched rough path,

by Theorem 5.6.8 there exists a collection of functionsg 2 C such thatgX = MvX. Moreover,

this collection is the unique one satisfying

g¹�; tº � g¹�; sº = hXst; ¹v 
 idº	 ¹� ºi � h Xst; � i � h g �Xst;  j� j� 1¹� ºi

for all � 2 T¹Rd+1º where we have used eq. (5.20) in order to expressMvX in terms of	 .

Theorem 28 in [13] ensures that the �rst term on the right-hand side is inC j� j
2 henceg is actually

in C j� j as required.

The approach of [13] is based on pre-Lie morphisms and crucially on acointeraction property,

which has been explored by [17], see in particular [13, Lemma 18]. The cointeraction property

can be used fortime-independentmodi�cations, indeed note that the functionalv in [13] always

constant.

Let us see why this is the case. The approach of [13] is based on a cointeraction property

studied by [15, 17, 42] between the Connes-Kreimer coproduct and anotherextraction-contraction

coproduct� : H ! H 
 H. The formula is the following

¹id 
 � º� = M 1;3¹� 
 � º� :

Let us consider now a characterv 2 H � . If we multiply both sides by¹v 
 id 
 idº and set

M �
v = ¹v 
 idº� : H ! H as in[13, Proposition 17], then we obtain

� M �
v = ¹M �

v 
 M �
vº� ;

namelyM �
v is a coalgebra morphism onH. Then one can de�ne a modi�ed rough path as

vX := MvX = X � M �
v . The crucial Chen property is still satis�ed since

¹vXºst = ¹v 
 Xstº� = ¹v 
 Xsu 
 Xutº¹id 
 � º�

= ¹v 
 Xsu 
 XutºM 1;3¹� 
 � º� = ¹v 
 Xsuº 
 ¹ v 
 Xutº¹� 
 � º� = ¹¹vXºsu 
 ¹ vXºutº�

However this does not work ifv : »0;1¼2 ! H � is a time-dependent character. Indeed in this case
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we set¹vXºst := ¹vst 
 idº� and we obtain

¹vXºst = ¹vst 
 Xstº� = ¹vst 
 Xsu 
 Xutº¹id 
 � º�

= ¹vst 
 Xsu 
 XutºM 1;3¹� 
 � º� = ¹vst 
 Xsuº 
 ¹ vst 
 Xutº¹� 
 � º�

but we can not conclude that this is equal to¹¹vXºsu 
 ¹ vXºutº� . Our construction, as explained

after formula(5.3), is not purely algebraic but is based on a (non-canonical) choice of genealised

Young integrals with respect to the rough pathX.

Moreover our transformation group, in�nite-dimensional, is much larger than that �nite-

dimensional group studied in [13].
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Chapter 6

Directed Polymers

6.1 Introduction

In this section we review the theory of directed polymers and their relation with the domain

of Stochastic Partial Di�erential Equations (SPDEs). We summarise some of the recent

developments in the study of the Kardar�Parisi�Zhang (KPZ) equation and universality class.

For the general theory of SPDEs the reader is referred to the book by Da Prato and Zabczyk [29].

The Kardar�Parisi�Zhang equation, �rst de�ned in [73], describes the evolution of a

randomly growing interface. It is the simplest non-linear local model exhibiting di�usive

behaviour describing the growth of an interface applicable to processes such as vapor deposition.

The equation describing this model in one spatial dimension, known as the KPZ equation, is

given by

@t h = �@2
x h +

�
2

¹@xhº2 + � (6.1)

where� is a space-time white noise, that is, a random Gaussian distribution with formal covariance

structure

E»� ¹t; xº� ¹s; yº¼= � ¹y � xº� ¹t � sº: (6.2)

The parameters�; � � 0 appearing in eq. (6.1) describe relaxation of the interface by surface

tension and latteral growth due to material deposition, respectively. A formal computation (valid

for example when� is replaced by a smooth potential) shows that theHopf�Cole transformation

Z ¹t; xº = exp
� �

2� h¹t; xº
�

maps solutions to eq. (6.1) to solutions to the Stochastic Heat Equation

@tZ = �@2
xZ +

�
2�

Z �: (6.3)

Observe that contrary to the case of the KPZ equation, eq. (6.3) is linear, hence one can

attempt to �nd solutions even when� is as irregular as space-time white noise. For simplicity,

129



we chose� = 1
2 and� = 1. It can be argued that the Hopf�Cole solutionh¹t; xº = log¹Z ¹t; xºº is

the (only) physically meaningful solution in that it has the correct properties expected from the

situations it models.

The importance of eq. (6.1) is that it is in some sense universal. The precise meaning of this

statement is somewhat involved, but in a very loose sense it means that there is a wide class of

physical models �both discrete and continuous� where some quantities of interest converge under

an appropriate scaling limit to a solution to eq. (6.1), independently of the precise structure of

the model. That is to say that for each model in a certain class, called theKPZ universality class,

depending on some parameters, one can rescale those parameters in such a way so that what one

obtains in the limit can be identi�ed as a solution to the KPZ equation. Another interesting feature

of this equation in this situation is that the models exhibit non-Gaussian �uctuations, meaning

that convergence to a non-trivial limit happens on a di�erent scale than that of what we are used

to in the Gaussian setting, and the limiting distributions are not Gaussian in general. Take the

Central Limit Theorem as an example: in this case, if we have a collection¹Xn : n 2 Nº of i.i.d.

random variables with mean� and �nite variance� 2, then the partial sumsSn = X1 + � � � + Xn,

properly rescaled as
Sn � n�

p
n

! Z

whereZ is a normally distributed random variable with mean� and variance� 2. That is to say,

the non-trivial �uctuations ofSn are Gaussian at the scale ofn1•2, i.e.

Sn � n� +
p

nZ:

Now the universality statement can be made a bit more precise: it is expected that for spatial

dimensiond = 1, models belonging to the KPZ universality class have stochastic �uctuations of

the form

h¹t; t2•3xº � � t + t1•3Z (6.4)

where the exact distribution ofZ depends on the class of the initial condition but not on the

details of the model. There are 4 such types or classes of initial conditions, which are detailed

and examined in [101].

Evidence of why this should be true can be obtained by examining how eq. (6.1) rescales. Let

h be a solution to eq. (6.1) and leth� ¹t; xº = � bh¹� � zt; � � 1xº. Space-time white noise satis�es the

formal scaling relation� ¹� � zt; � � 1xº
d
= � ¹z+1º•2� ¹t; xº �the details of this equality are explained in

section 6.2.1 below. Then, applying the chain rule gives thath� satis�es

@t h� =
1
2

� 2� z@2
x h� +

1
2

� 2� z� b¹@xhº2 + � b�¹ z� 1º•2� :

Since one expects the initial conditions to be locally Brownian, this forcesb = 1
2 and then one
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should takez = 3
2 in order to avoid divergence of the non-linear term. Thus, one should see

non-trivial behaviour at the scale ofh� ¹t; xº = � 1•2h¹� � 3•2t; � � 1xº or, taking� = t � 2•3, at the

scales appearing in eq. (6.4).

The �rst model shown to be in the KPZ universality class was theweakly asymmetric simple

exclusion process(WASEP). In 1999, L. Bertini and G. Giacomin showed that an appropriately

rescaled height function converges to the Hopf�Cole solution to eq. (6.1). They also show that if

one smooths out the space-time white noise� appearing on the right-hand side of eq. (6.1) in

space �this is essentially to keep Itô's formula� by performing stochastic convolution against a

suitable smooth molli�er, then the resulting solutions converge weakly to a well-de�ned stochastic

process which is then identi�ed as a Hopf�Cole solution to the KPZ equation. More precisely,

let J� be a symmetric smooth function with compact support and let� �
t ¹xº = h� t; J� ¹x � �ºi 2 C1 .

The, if Z � is the solution to eq. (6.3) with� replaced with� � �which is a classical solution� and

if h� = log¹Z � º then by Itô's formula

@t h� =
1
2

@2
x h� +

1
2

»¹@xh� º2 � C� � 1¼+ � � + o¹1º:

where the constantC > 0 depends only on the molli�er. Observe that the non-linear term has

changed. This is a simple instance ofWick renormalisation. The new non-linear term is in fact

the Wick square: ¹@xh� º2 := ¹@xh� º2 � E¹@xh� º2. Other models belonging to this class are the

ballistic aggregation modeland theEden model.

Finally, we describe the connection withdirected random polymers. A discrete polymer path

is a nearest-neighbour up-right path onZ2
+, started at the origin. Givenn;m 2 N, denote by� m;n

the collection of all polymer paths ending at¹m;nº; clearly this set is �nite. Suppose we are given

a collection¹! i;j ºi;j � 0 of i.i.d random variables. The weight of a path� 2 � m;n is de�ned as

Hm;n¹� º B
m+nÕ

k=1

! � k :

Let Pm;n denote the uniform measure on� m;n. Given a parameter� > 0, known as theinverse

temperatureof the model, de�ne the discrete polymer measure

P�
m;n¹� º B

1

Z �
n;m

e� Hm;n¹� º P¹� º

where the normalizing constant

Z �
m;n B

Õ

� 2� m;n

e� Hm;n¹� º

is known as thepartition function. In the case� = 0 the polymer measureP0
m;n corresponds

to the simple random walk and so it should exhibit di�usive behaviour. On the contrary, in
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the limit � ! 1 the measure concentrates on the single path maximizing the energyHm;n¹� º

and this maximum value plays the role of the free energy of the polymer; this model is known

as last passage percolation. In some particular cases when the distribution of the random

weights is known, the model becomes exactly solvable, meaning that some quantities key for

the analysis become can be explicitly computed: this is the case when! i;j is a geometric or

an exponential random variable. In 2000, K. Johansson showed that under this assumption the

maximal weight chosen byP1
n;m has the conjectured13 �uctuation exponent and that its properly

rescaled �uctuations converge to the GUE Tracy�Widom distribution [68].

Some years later, T. Seppäläinen introduced the log-Gamma polymer which �xes a speci�c

distribution for the weights �the Gamma distribution, so thate! i ; j has the log-Gamma distribution

[109]. The model exactly solvable in this case and in that same article Seppäläinen shows

that the partition function has right �uctuation exponent. Later, A. Borodin, I. Corwin and D.

Remenik also proved that the random variable giving the �uctuations has the GUE Tracy-Widom

distribution under the same scaling [8]. Finally, T. Alberts, K. Khanin and J. Quastel prove

that there is another interesting regime, theintermediate disorder regime, where the size of the

disorder is scaled alongside the polymer and where one can obtain results that are independent

of the distribution of the weights [3]. In particular, they show that if the inverse temperature is

rescaled as� n B n� 1•4� the free energy �uctuates as

log Z � n
n;n � n� ¹� nº + Z �

whereZ � is a solution to section 6.4. They proved, among other things, the following

Theorem 6.1.1(Alberts�Khanin�Quastel). Assume the weights¹! i;j ºi;j � 0 are i.i.d. and such

that e� ¹� º B Ee�! < 1 for all � > 0. Then, the rescaled partition functione� n� ¹n� 1•4 � ºZn� 1•4 �
n;n

converges in distribution to a random variableZ .

In the same paper a heuristic explanation of why then� 1•4 scaling should be the correct one.

Using the rough approximationex � 1 + x one obtains that, after performing a suitable change of

coordinates, that

Z � n
n;n � 1 + � n� 1•4

nÕ

i=1

Õ

x2Z

~! i;xP¹Si = xº

where the~! are still i.i.d, centred and with variance one, andSis a simple random walk under

P. Then, it follows that the right-hand side converges in distribution to a zero mean Gaussian

random variable with variance2� 2
p

�
.

In a subsequent work, the same authors identi�ed the limiting random variable with the

partition function of a model they called thecontinuum random polymer[2]. This polymer

model is such that its partition function is given by the solution to the Stochastic Heat Equation

evaluated at a point. Essentially, given a realisation of the driving space-time white noise� , they
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use the solution to eq. (6.3) to construct a family of measuresP�
� over continuous paths de�ned on

»0;1¼, which turn out to be singular with respect to the standard Wiener measure onC¹»0;1¼ºfor

each� > 0 and almost all� . Nonetheless, the measureQ� ¹dxd� º B P�
� ¹dxºP¹d� º coincides with

the Wiener measure for� = 0. Moreover, the measuresP�
� are a.s. supported on� -Hölder paths

for all � < 1
2 and paths chosen underQ� have»X¼t = t as their quadratic variation. This indicates

that polymer path measureQ� should be just Brownian motion with a drift; this is more or less

true, save for the fact that the drift is not in the Cameron�Martin class (hence the singularity of

Q� w.r.t. Q0). Again, this is indication that there is need forrenormalisation, as indicated above.

In his breakthrough paper [55], M. Hairer made sense of this interpretation by using the theory of

Rough Paths (see Chapter 5), and explicitly computes the required renormalisation constants in

order to make sense of the (solution to the) KPZ equation eq. (6.1) as the limit of (the solutions

to) classical PDEs. The same work would lead him to build his theory of Regularity Structures

[57] a few years later, and for which he was awarded a Fields medal in 2014.

Using the same idea of the proof of Theorem 6.1.1, J. Quastel, G. Moreno-Flores and D.

Remenik showed that a similar result holds true for a related model [93], called thesemi-discrete

directed polymer in a Brownian environment, introduced by N. O'Connell and M. Yor in 2001

[99]. In this model, the gridZ2
+ is replaced with the ensemble of linesR+ � N (hence time is

continuous but space is discrete) and polymer paths are now replaced by the paths of a Poisson

process with rate 1, starting at1 at time0 and ending atN at a �xed timeT > 0. The collection

of such paths is denoted by� N¹Tº, and can be identi�ed with the set of increasing¹N � 1º-tuples

0 < t1 < � � � < tN� 1 < T. The environment is replaced by a countable collection¹B¹kº : k 2 Nº

of independent standard Brownian motions and the weight of a semi-discrete polymer path is

now de�ned as

HN;T¹tº B
NÕ

k=1

B¹kº¹tk� 1; tkº

with the conventionst0 = 0, tN = T. Then, for a given� > 0 one de�nes the �Gibbs measure�

P�
N;T¹dtº B

1

Z �
N;T

e� HN ;T ¹tº dt

where

Z �
N;T B

¹

� N ¹Tº
e� HN ;T ¹tº dt (6.5)

is the partition function of the model. Then one has

Theorem 6.1.2(Quastel�Moreno-Flores�Remenik). AsN ! 1 the partition function

p
Ne� Nt+

p
Nx� � 2•2¹

p
Nt� xºZN� 1•4 �

Nt�
p

Nx;Nt
! Z � ¹t; xº

in L2, uniformly on compact sets of¹0;1º � R.
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In order to further study the properties of the solution to eq. (6.1), I. Corwin and A. Hammond

introduced, in 2013, a �multi-layer� extension of the KPZ equation which they called theKPZ line

ensemble[25], mainly motivated by a similar construction made one year earlier by O'Connell

and Warren [98], themultilayer Stochastic Heat Equation, discussed in section 6.4.1. This

construction relies on the result by Moreno-Flores�Quastel�Remenik (Theorem 6.1.2), as well as

formulas and results by O'Connell [97], and G. Amir, I. Corwin and J. Quastel [4]. The KPZ line

ensemble consists on a collection of continuous curves¹h¹nº : n 2 Nº such thath¹1º has the same

distribution as the solution to the KPZ equation, the entire ensemble has a resampling invariance

over �nite intervals which they call the �Brownian Gibbs property�, andh¹1º when properly

rescaled are uniformly absolutely continuous with respect to Brownian bridges ast ! 1 . The

multilayer extension to the SHE introduced by O'Connell and Warren is introduced by means of

its chaos expansion

Z ¹nº
� ¹t; xº B p¹t; xºn

 

1 +
1Õ

k=1

� k
¹

� k ¹tº

¹

Rk
R¹nº

k ¹s; y ; t; xº

!

� 
 k¹ds;dyº (6.6)

Currently, it is not known whether Corwin and Hammond's KPZ line ensemble or O'Connell and

Warren's multilayer SHE are solutions to some SPDEs although there are some guesses in the

latter case. In the same paper it is conjectured, among other things, that there is a relation between

the KPZ line ensemble and the multilayer SHE in the spirit of the Hopf�Cole transformation.

To state this conjecture, Corwin and Hammond introduce a semi-discrete analogue of the

O'Connell�Warren multilayer SHE which they call theO'Connell�Yor polymer partition function

line ensembleand state a scaling under which this process should converge to the multilayer SHE,

thus giving a �multilayer� analogue of Theorem 6.1.2. In particular, this would imply that the

processes¹h¹nº¹t; xº : n 2 N; x 2 Rº and
�
log

�
Z ¹nº¹t;xº

Z ¹n� 1º¹t;xº

�
: n 2 N; x 2 R

�
are equal for each �xed

t � 0.

This chapter presents a proof of this conjecture which is based on the ideas of Moreno-Flores,

Quastel and Remenik. Concretely we prove that

Theorem 6.1.3.Let Z¹nº
� ¹T;Nº be the point-to-pointn-layer semi-discrete polymer partition

function and letZ ¹nº
� ¹t; xº be the random �eld de�ned in eq.(6.6). Then,

e� nN� 1
2 � 2nN1•2

Z¹nº
� N� 1•4¹N;Nº ! Z ¹nº

� ¹1;0º

in distribution.

Remark6.1.4. While this results were being developed in the context of this thesis, M. Nica came

up with a proof of the same result using similar techniques [95]. In fact, his approach relies in a

coupling between the driving noise in Equation (6.3) and the Brownian motions appearing in

Equation (6.5), as well as a shear transformation introduced in [93]. 4
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Outline. In the rest of this chapter we �rst review in brief detail some of the technical

prerequisites needed for stating the main results presented. In Section 6.2 we present the basic

theory of space-time white noise and its associated stochastic integration. In Section 6.3 we

introduce the theory of determinantal processes and state some facts about how they may be

analysed. Next, in Sections 6.3.2 and 6.3.3 we review the construction of �bridge processes� of a

given stochastic process via Doob'sh-transform. In Section 6.4 we use these facts to describe

the solutions to the Stochastic Heat Equation as a chaos expansion with respect to space-time

white noise and in Section 6.4.1 we present the multilayer extension of the SHE, introduced by N.

O'Connell and J. Warren [98]. Finally, in the remaining sections we state and prove the main

results of this chapter.

6.2 White noise

As stated before, space-time white noise is a Gaussian random distribution with covariance

eq. (6.2). In this section, we describe one way to make this formal. Since it will be enough for

our purposes, we restrict ourselves to the case of one spatial dimension.

Let S denote the Schwartz space of rapidly decreasing real-valued functions as de�ned and

studied in Section 3.2.2. Without entering into too much detail, white noise can be realised as a

continuousS0-valued Gaussian process¹� t : t � 0º such that

E»h� t; � ih� s;  i¼ = t ^ s
¹ 1

�1
� ¹xº ¹xºdx (6.7)

for all �;  2 S. Here we use the notationt ^ s B minf t; sg. In particular, for each� 2 S

the processt 7! k � k� 1
L2 h� t; � i is a standard Brownian Motion. Thus, the stochastic process�

can be regarded as an in�nite-dimensional analogue of Brownian Motion. More generally, if

� : R+ ! S is a predictable process �with respect to an appropriate �ltration, see [101, Section

2] for further details� such that

E
� ¹ 1

0
k� sk2

L2 ds
�

< 1

then standard martingale techniques allow us to de�ne a stochastic integral

¹ t

0
h s;d� si (6.8)

such that

E
� ¹ t

0
h s;d� si

� 2

= E
� ¹ t

0
k sk2

L2 ds
�
: (6.9)

135



Note that the right-hand side of eq. (6.9) can be more explicitly written as

¹ t

0

¹ 1

�1
 s¹xº2 dxds;

hence by abuse of notation we will write the integral in eq. (6.8) as

¹ t

0

¹

R
 ¹s; xº � ¹ds;dxº

so eq. (6.9) reads

E
� ¹ t

0

¹

R
 ¹s; xº � ¹ds;dxº

� 2

= E
¹ t

0

¹

R
 ¹s; xº2 dx ds

which is reminiscent of the classical Itô isometry property of the usual stochastic integral.

Moreover, this isometry property allows us to extend the stochastic integral to functions

 2 L2¹»0;1º � R;dsdxº by a density argument since the Schwartz space is dense inL2 with

respect to theL2 norm. Finally, we stress that the processt 7!
¯ t
0

¯
R  ¹s; xº � ¹ds;dxº is anL2

martingale with quadratic variation
¯ t
0

¯
R  ¹s; xº2 dsdx again by eq. (6.9). In particular, for any

 2 L2¹»0;1º � R;dsdxº, the stochastic integralh�;  i is bounded inL2, hence it has an almost

sure limit.

One way to explicitly construct the process� is to take a collection¹� n : n 2 Nº of independent

standard real-valued Brownian Motions and¹en : n 2 Nº an orthonormal basis ofL2¹R;dxº.

Then, the series

� t =
Õ

n2N

� n¹tºên

de�nes a Wiener process with covariance eq. (6.7). Hereên denotes the Fourier transform ofen.

6.2.1 Scaling and stochastic convolutions

Given� > 0, b; x 2 R and a Schwartz function� 2 S we denote by� �; b
x 2 S the function de�ned

by � �; b
x ¹yº = � � b� ¹� � 1¹y � xºº. Observe that by de�nitionk� �; b

x kL2 = � 1� 2bk� kL2 for all b; � > 0

andx 2 R.

Now, for given� > 0 andz;b; x 2 R and a space-time white noise� de�ne a newS0-valued

stochastic process¹� � ;b;z
t : t � 0º by h� � ;b;z

t ; � i B h� � zt; � �; b
0 i . Then,

E»h� � ;b;z
t ; � ih� � ;b;z

s ;  i¼= � � 2b+z+1 � t ^ s
¹

R
� ¹xº ¹xºdx:

Hence, since Gaussian processes are characterised by their covariance kernels, we have that� � ;b;z

has the same distribution as� wheneverb = ¹z + 1º•2. This can be written informally by saying
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that� ¹z+1º•2� ¹� zt; � xº
d
= � ¹t; xº for all z; � > 0.

Let � be a smooth compactly supported function de�ned onR+ � R, and de�ne the function

� t;x¹s; yº B � ¹t � s; x � yº. Thestochastic convolutionbetween� and� is the smooth function

� � � ¹t; xº B
¹ t

0
h� t:x¹s; �º;d� si (6.10)

By de�nition the collection¹� � � ¹t; xº : ¹t; xº 2 R+ � Rº is a Gaussian process with covariance

E»� � � ¹t; xº� � � ¹s; yº¼=
¹ t^ s

0

¹

R
� ¹t � s0; x � y0º� ¹s � s0; y � y0ºdsdy0

6.2.2 Chaos expansions

In this section we adopt the point of view of [101]. By construction the stochastic integral de�ned

in eq. (6.8) is progressively measurable, so one can consider iterated stochastic integrals of the

type

¹

0<s<t

¹

R2
� ¹ds;dxº � 
 2¹ds;dxº B

¹ t

0

¹ s

0

¹

R2
� ¹s1; s2; x1; x2º � ¹ds1;dx1º� ¹ds2;dx2º

for an appropriate class of (random) functions� : R2
+ � R2 ! R.

For a �xed t > 0 and an integerk � 1, let

� k¹tº B
�
t = ¹t1; : : : ;tkº 2 Rk

+ : 0 < t1 < � � � < tk < t
	
: (6.11)

In the caset = 1 we simply write� k.

The above construction can be iterated to de�ne multiple integrals of the form

Ik¹� ºt B
¹

� k ¹tº

¹

Rk
� ¹s; xº � 
 k¹ds;dxº

such that

E
�
Ik¹� ºI j ¹ º

�
= ¹�;  ºL2¹� k � Rkº1k= j (6.12)

and they spanL2¹
 ;Pº. In this way one obtains an isometry betweenL2¹
 ;Pº and

H1 B
1Ê

k=0

L2¹� k � Rkº

where the sum is to be understood in the Hilbert space sense, i.e. it is the completion of the

algebraic direct sum with respect to the inner product on the right-hand side of eq. (6.12).
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The above isometry implies the following characterization of elements inL2¹
 º: for each

F 2 L2¹
 º there exists a sequence of functions¹ fn : n � 1º with fn 2 L2¹� n � Rnº such that

F = EF +
1Õ

n=1

In¹ fnº: (6.13)

Moreover, the orthogonality of the iterated integrals implies that

E»F � E¹Fº¼2 =
1Õ

n=1

k fnk2
L2¹� n� Rnº: (6.14)

The representation in eq. (6.13) is called theWiener chaos decompositionof F. Observe that by

de�nition, a random variableF is in H1 if and only if the series in eq. (6.14) converges.

6.3 Determinantal processes

In this section we summarise the principal results in the theory of determinantal processes needed

for the following sections. Generally speaking, a determinantal process is a stochastic process

whose distribution is characterised by the determinant of a �xed kernel. A well studied of such

a process is the collection eigenvalues of a random matrix drawn from the Gaussian Unitary

Ensemble.

Let S be a measurable space and consider the spaceS¹nº
k � f 1; : : : ;kg � Sn. We denote

con�gurationsx 2 S¹nº
k asx = ¹xi

j : i = 1; : : : ;n; j = 1; : : : ;kº. Given two functions';  : S2 !

R we de�ne their convolution with respect to a measure� overSby

¹' �  º¹x; yº �
¹

S
' ¹x; zº ¹z; yº � ¹dzº:

Suppose we are given a sequence of functions¹' r ;r+1 : r = 0; : : : ;kº from S2 to R. Let, for

anyr < s 2 f1; : : : ;kg,

' r ;s � ' r ;r+1 � ' r+1;r+2 � � � � � ' s� 1;s

and de�ne' r ;s to be the zero function ifs � r . Fix two con�gurationsx0; xk+1 2 Sn and consider

the weight of a con�gurationx 2 S¹nº
k to be

! ¹xº �
kÖ

r=0

det
�
' r ;r+1

�
xi

r ; x j
r +1

� � n

i;j=1
: (6.15)
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We assume that the partition function

Z¹nº
k �

1
¹n!ºk

¹

Rkn
! ¹xº � ¹nº

k ¹dxº

is non-vanishing. Here we used the notation� ¹nº
k ¹dxº � ˜ k

r=1 ˜ n
i=1 � ¹dxi

r º.

The correlation function is de�ned to be

R¹nº
k ¹x1

1; : : : ;x1
kº �

1

¹¹n � 1º!ºkZ¹nº
k

¹

R¹n� 1ºk
! ¹xº

kÖ

r=1

� ¹nº
� ¹dxr º (6.16)

where this time� ¹nº
� ¹dxº � ˜ n

i=2 � ¹dxi º, that is, we integrate out all but the �rst variable of each

vector con�guration.

Let Abe then� n matrix with entriesAi j = ' 0;k+1¹xi
0; x j

k+1º. It can be shown [69] thatdetA =

Z¹nº
k so our assumptions imply thatA is invertible. De�ne a kernelK ¹nº : ¹f 1; : : : ;kg � Rº2 ! R

by

K ¹nº¹r ; x; s; yº = � ' r ;s¹x; yº +
nÕ

i;j =1

' r ;k+1¹x; xi
k+1º¹A� 1ºi j ' 0;s¹x

j
0; yº: (6.17)

Proposition 6.3.1.Suppose thatj' r ;s¹x; yºj � cr ;s¹xºbr ;s¹yº for all r ; s 2 f 0; : : : ;k + 1gand some

positive functionscr ;s 2 Lp¹Rº andbr ;s 2 L1 ¹Rº. Then, there exists a constantC > 0 such that

kR¹nº
k kLp¹� 
 kº � Ckkk¹2• p� 1º

kÖ

r=1

kÕ

s=1

kcr ;skp (6.18)

Proof. First note that the hypothesis implies there exists a constantD > 0 such that

jK¹r; x; s; yºj � Dc¹xºb¹yº: (6.19)

Indeed, by de�nition

jK ¹nº¹r ; x; s; yºj � j ' r ;s¹x; yºj +
nÕ

i;j =1

j' r ;k+1¹x; xi
k+1º¹A� 1ºi j ' 0;s¹x

j
0; yºj

� cr ;s¹xºbr ;s¹yº©
«

1 +
nÕ

i;j =1

bs;k+1¹x j
k+1º¹A� 1ºi j c0;r ¹x

j
0ºª®

¬
= Dc¹xºb¹yº

Let B = ¹K ¹nº¹r ; xr ; s; xsººk
r;s=1. Then, by Hadamard's inequality we have that there is another
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constantC > 0 such that

R¹nº
k ¹x1; : : : ;xkº = detB

�
kÖ

r=1

 
kÕ

s=1

jK ¹nº¹r ; xr ; s; xsºjp
! 1• p

� Ckkk• p
kÖ

r=1

kÕ

s=1

cr ;s¹xr ºp:

Hence ¹

Sk
R¹nº

k ¹x1; : : : ;xkºp � 
 k¹dxº � Ckpkk¹2� pº
kÖ

r=1

kÕ

s=1

kcr ;sk
p
p:

�

Next we cite a very general theorem from [70].

Theorem 6.3.2.Let A0; A1; : : : ;Am; Am+1 be subsets ofR, ' r ;r+1 : Ar ! Ar+1 be given functions

and � r a measure onAr . Let x0 2 An
0 andxk+1 2 An

k+1 be given vectors. Forr < s de�ne

' r ;s¹x; yº =
¹

' r ;r+1¹x; z1º' r+1;r+2¹z1; z2º : : : ' s� 1;s¹zr � s� 1; yº � r+1¹dz1º : : : � s� 1¹dzr � s� 1º:

(6.20)

Consider the probability measure onAn
1 � � � � � An

m with density given by

1

Z¹nº
m

mÖ

r=0

det¹' r ;r+1¹xr
i ; xr+1

j ººni;j=1 � 1¹dx1º : : : � k¹dxmº: (6.21)

Then, thek-point correlation function of this probability measure is given bydet¹Kn;m¹zi; zj ººk
i;j=1

where the kernelKn;m is given by

Kn;m¹r ; x; s; yº = � ' r ;s¹x; yº +
nÕ

i;j =1

' r ;m¹x; xm
i º¹A� 1ºi j ' 0;s¹x0

j ; yº (6.22)

whereAi j = ¹' 0;m¹x0
i ; xm

j ººni;j=1.

Remark6.3.3. We observe that the kernel in eq. (6.22) is not unique. In fact, we may multiply

it by g¹t; yº•g¹s; xº for an arbitrary non-zero function and obtain the same correlation function.

This is so because we can factor out each of these factors inside the determinant and they will

cancel out in the end. 4

Finally, we state the Karlin�MacGregor formula [74], which can be seen as a generalisation of

the inclusion-exclusion formula for probabilities. Givenn 2 N, let � n denote theWeyl chamber

� n B f x 2 Rn : x1 < � � � < xng: (6.23)
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Theorem 6.3.4(Karlin�MacGregor). Let X be a Markov process with transition kernelp, and

considern independent copiesX1; : : : ;Xn of X. For anyt > 0 and x 2 � n we have that

Px¹X1
t 2 dy1; : : : ;Xn

t 2 dyn j � > tº = det
�
p¹t; xi; yj º

� n
i;j=1 dy1 � � � dyn (6.24)

where� is the hitting time of the boundary@� n.

6.3.1 Correlation functions

For the following we �x integersn � 2 andN � n, and setq = N � n + 1. Consider an ensemble

of n non-intersecting Poisson processesX andn non-intersecting Brownian bridgesW. Given

ank-tuple of indicesi 2 n1;nok, semi-discrete space-time pointsu1 = ¹t1; j1º; : : : ;uk = ¹tk; jkº 2

R+ � N and space-time pointsz1 = ¹t1; x1º; : : : ;zk = ¹tk; xkº 2 R+ � R, a terminal timeT > 0

and starting and ending vectorsu; v 2 R+ � N andx; y 2 R+ � R, de�ne the functions

� ¹nº
i ¹u1; : : : ;uk;T; u; vº = Eu

"
kÖ

`=1

1n
X

i `
t`

= j`
o

�
�
�
�
�
XT = v

#

(6.25)

and letR¹nº
i ¹z1; : : : ;zk;T; x; yº be the joint density of¹Wi1

t1 ; : : : ;Wik
tk º evaluated at¹x1; : : : ;xkº.

Finally, de�ne � ¹nº
k andR¹nº

k as the sum over alli 2 n1;nok of � ¹nº
i andR¹nº

i respectively. Note

that � ¹nº
i vanishes ifui = uj for somei , j ; also note that the product inside the expectation is

non-vanishing if and onlyi` � j` � N � n + i`

6.3.2 Dyson's Brownian motion

Before we can present the multilayer extension of this equation, we must give a brief review of

the construction of non-intersecting Brownian bridges. Let� n = f x 2 Rn : x1 < � � � < xngbe

then-dimensional Weyl chamber. De�ne the function� ¹nº
� as

� ¹nº
� ¹t; x; yº = det

�
p¹t; xi; yj º

� n
i;j=1: (6.26)

A Brownian motion started at some pointx 2 � n and killed when it �rst enters� c
n is known

asDyson's Brownian motion. This is a homogeneous Markov process with transition densities

given by

Q¹nº¹t; x; yº �
h¹yº
h¹xº

� ¹nº
� ¹t; x; yº1� 2

n
¹x; yº; (6.27)

whereh¹xº = det
�
x j � 1

i

� n

i;j=1
is the Vandermonde determinant, which is the solution to Laplace's

equation� h � 0 on � n with zero boundary condition.
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As the next proposition shows, it is also possible to start this process from points of the form

¹x; : : : ;xº 2 Rn. This result is relatively well known but we give a proof as a way to introduce

some techniques that will be useful later. For convenience we let1 = ¹1; : : : ;1º 2 Rn.

Proposition 6.3.5.The transition densities in eq.(6.27)converge pointwise, asx ! x1, to

Q¹nº¹t; x1; yº = cn;t h¹yº2
nÖ

i=1

p¹t; x; yi º1� n¹ yº

where

cn;t = ©

«

t
n¹n� 1º

2

n� 1Ö

j =1

j !ª®
¬

� 1

:

Proof. The Harish-Chandra�Itzykson�Zuber formula [62, 64] allows us to rewrite(6.27)as an

integral over theUnitary GroupU¹nº,

Q¹nº¹t; x; yº =
1

¹2� tº
n
2
cn;t h¹yº2

¹

U¹nº
e� 1

2t tr¹Y� UXU � º2
dU

for any pair ofn by n matricesX andY with spectra� ¹Xº = x and� ¹Yº = y. In particular, we

may chooseX andY to be diagonal. In this case, the bound

sup
U2U¹nº

e� 1
2t tr¹Y� UXU � º2

�
nÖ

i=1

e� ¹yi � xi º2

2t

found in [94] shows that the integrand remains uniformly bounded overU¹nº. Hence, the

point-wise convergence

e� 1
2t tr¹Y� UXU � º2

!
nÖ

i=1

e� 1
2t ¹yi � xº2

asx ! x1 is enough to show the point-wise convergence ofQ¹nº. �

Given a �nal timet > 0 and initial and �nal pointsx; y 2 � n, there exists a canonical way

[19, 41] of constructing a Markovian bridge, that is to say, one can �nd a probability measure

Pt;y
x over the space of continuous paths on the interval»0;t¼such that under it, the canonical

processXs onC¹»0;t¼ºn is a Markov process and

Pt;y
x ¹X0 = xº = Pt;y

x ¹X t = yº = 1:

Moreover, the transition densities of this new process can be computed explicitly and are given

by

� ¹nº¹s; z; t; x; yº =
Q¹nº¹s; x; zºQ¹nº¹t � s; z; yº

Q¹nº¹t; x; yº
1� n¹zº: (6.28)
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Another object which is useful in the study of this process is thek-point correlation

functionde�ned as follows. Fix an integerk � 1 and a multi-index¹i1; : : : ;ikº 2 f1; : : : ;ngk.

For s 2 � k¹tº and z 2 Rk let %i1;:::;ik ¹s; z; t; x; yº be the joint marginal density of the vector

¹Xi1
s1; : : : ;Xik

sk º evaluated at¹x1; : : : ;xkº and de�ne

R¹nº
k ¹s; z; t; x; yº =

nÕ

i1;:::;ik=1

%i1;:::;in¹s; z; t; x; yº: (6.29)

This de�nes a determinantal process, that is,R¹nº
k can be expressed as a determinant of a �xed

kernelK which was explicitly calculated in [70].

Theorem 6.3.6.There exists a kernelK t;y
x such thatR¹nº

k ¹�; �; t; x; yº is given by the determinant

R¹nº
k ¹s; z; t; x; yº = det

�
K t;y

x ¹si; zi ; sj ; zj º
� k

i;j=1
: (6.30)

The explicit form of this kernel is given by

K t;y
x ¹s; z; u; z0º B �

1
p

2� ¹u � sº
e� ¹z0� zº2

2¹u� sº 1s� u

+
n� 1Õ

j =0

1
j !

�
s¹t � uº
u¹t � sº

� j •2r
t

2� u¹t � sº
H j ¹r ¹sº¹z � xººH j ¹r ¹uº¹y � z0ººe� ¹z� xº2

2¹t � sº � ¹y� z0º2

2u

(6.31)

where

r ¹sº =
r

t
s¹t � sº

andH j is the j -th Hermite polynomial.

6.3.3 The Poisson bridge and the Sawtooth walk

Now let X be a rate 1 Poisson process and letX = ¹X1; : : : ;Xnº denote a vector ofn independent

copies ofX. It was shown in [75] that the Vandermonde determinant is harmonic forX on the

Weyl chamber� n. We can thus de�ne the process conditioned (in the sense of Doob) to stay in

the interior� �
n, and started from anyx 2 � �

n, via its h-transform which we still denote byX. We

have then, by the Karlin�McGregor formula [74], that for anyx; y 2 � �
n andt > 0

Px¹X t = yº =
h¹yº
h¹xº

det

 
e� tt¹y j � xi º

¹y j � xi º!
1N¹y j � xi º

! n

i;j

: (6.32)

In some special cases this determinant can be explicitly computed. For example, if we set
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x� = ¹1;2; : : : ;nº then it was shown in [75] that

Px� ¹X t = yº = cn;t h¹yº2e� nt
nÖ

i=1

tyi

yi !
(6.33)

wherecn;t = t � n¹n� 1º•2
�
˜ n� 1

j=0 j !
� � 1

. We will also need the fact that ify � = ¹N � n + 1; : : : ;Nº for

someN > n then

Px¹X t = y � º = cn;te� nt©
«

n� 1Ö

j =0

j !ª®
¬

2
nÖ

i=1

tN� xi

¹N � xi º!
: (6.34)

In particular, from any of these two formulas we deduce that

Px� ¹X t = y � º = e� nttn¹N� nº
n� 1Ö

j =0

j !
¹N � j º!

: (6.35)

Given a �xed N � n as above, consider the shear transformation

' ¹nº
N ¹t; xº =

�
t
N

;
t � x1
p

N
; : : : ;

t � xn
p

N

�

which is the multidimensional analogue of the one introduced in [93]. Themultilayer sawtooth

processS is obtained as the image under' ¹nº
N . It is a Markov process with transition function

given by

� N¹s; x; t; yº B P¹St = y j Ss = xº = Px̂s¹XN¹t� sº = ŷ tº

where we have introduced the notationx̂s = ¹d
p

Nx1 + Nse; : : : ;d
p

Nxn + Nseº.

For j 2 N and0 < s < t let I ¹ j º
N ¹s; tº denote the image of the rectangle»j � 1; j¼ � »s;t¼under

' N. Foru 2 »s• N;t• N¼the intervalsI ¹ j º
N ¹uº B

h
j � 1p

N
�

p
Nu; jp

N
�

p
Nu

i
are such that

I ¹ j º
N ¹s; tº =

Ø

u2»s• N;t• N¼

I ¹ j º
N ¹uº:

Observe that these intervals are such thatx̂s = j if and only if x 2 I ¹ j º
N ¹sº. We also have that

jI ¹ j º
N ¹sºj = N� 1•2 for all s > 0 and j 2 Z.

From this process we can build a Markovian bridge between to given con�gurationsx; y 2 � �
n

over the interval¹0;Tº. That is, we can construct a probability measurePT;y
x over paths such that

PT;y
x ¹S0 = xº = PT;y

x ¹ST = yº = 1;

the processSis still a Markov process underPT;y
x and moreover, its �nite-dimensional distributions
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are

PT;y
x;N¹St1 = x1; : : : ;Stk = xkº =

1
� N¹0; x;T; yº

k+1Ö

j =1

� N¹t j � 1; x j � 1; t j ; x j º (6.36)

where for convenience we have sett0 = 0, tk+1 = T andx0 = x, xk+1 = y. We consider the

rescaled distributions
Nk•2

� N¹0; x;1; yº

k+1Ö

j =1

� N¹t j � 1; x j � 1; t j ; x j º (6.37)

where we have takenT = 1 for simplicity. There's also an associated correlation function

%¹nº
k;N¹s; x; 1; u; vº B Nk•2� ¹nº

k ¹¹Ns1; x̂s1
1 º; : : : ;¹Nsk; x̂sk

k º; 1; û0; v̂1º (6.38)

for s 2 � k¹1º andx 2 Rk.

Now we derive a formula for the kernel describing eq. (6.38) as a determinant. Consider a

sequence of times0 < t1 < � � � < tk < 1 and con�gurationsx1; : : : ;xk 2 � �
n. Then, eqs. (6.32)

to (6.35) imply that in the case where we takeaN =
�

1p
N

; : : : ; np
N

�
andbN =

�
� n� 1p

N
; : : : ;0

�
so

that â0
N = x� andb̂

1
N = y � , eq. (6.37) becomes an expression of the form eq. (6.21) provided

that we set

' 0;1¹i; yº =
p

Nqi � 1¹ŷt1º
t ŷt1� i+1
1

ŷt1!
; ' r ;r+1¹x; yº =

p
N

¹tr+1 � tr ºŷtr +1� x̂tr

¹ŷtr +1 � x̂tr º!

' k;k+1¹x; j º =
p

N ~qj � 1¹x̂tk º
¹N � j + 1º!¹1 � tkºN� x̂tk � j +1

¹N � x̂tk º!
:

(6.39)

for some families of monic polynomialsqj ; ~qj such thatdet¹qj º = deg¹ ~qj º = j . This is so because

it is a standard fact (which follows by making row manipulations) thath can be written as

h¹xº = det¹qj � 1¹xi ºº for any such family.

Lemma 6.3.7.For each1 � r < s � k andx; y 2 R we have that

' r ;s¹x; yº =
p

N
¹ts � tr ºŷts � x̂tr

¹ŷts � x̂tr º!
:

Proof. We prove this formula by induction onm = s � r 2 f1; : : : ;k � 1g, the casem = 1 being

true by de�nition. For the induction step, consider

' r ;s+1¹x; yº =
¹

R
dz ' r ;s¹x; zº' s;s+1¹z; yº

= N
¹

R
dz

¹ts � tr ºẑts � x̂tr

¹ẑts � x̂tr º!
¹ts+1 � tsºŷts+1� ẑts

¹ŷts+1 � ẑtsº!
:
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Observe that for each �xeds > 0 the union

Ø

k2Z

I ¹kº
N ¹sº = R:

Without loss of generality we may also assume thatx 2 I ¹aº
N ¹tr º and y 2 I ¹bº

N ¹ts+1º for some

a;b 2 Z. Therefore,

' r ;s+1¹x; yº =
p

N
1

¹b � aº!

bÕ

k=a

�
b � a
k � a

�
¹ts � tr ºk� a¹ts+1 � tsºb� k

=
p

N
¹ts+1 � tr ºb� a

¹b � aº!

=
p

N
¹ts+1 � tr ºŷts+1� x̂tr

¹ŷts+1 � x̂tr º!

which ends the proof. �

To compute the matrixA whose inverse appears in the expression for the kernel in eq. (6.17),

we have to require some structure on the polynomialsqj and ~qj . It turns out that the correct

family is given by theKrawtchouk polynomialswhich we now de�ne.

GivenN 2 N andp;q 2 ¹0;1º such thatp + q = 1, consider the binomial weight

j¹xº =
�
N
x

�
px¹1 � pºN� x; x = 0;1; : : : ;N:

The Krawtchouk polynomialsqn¹x; N; pº for n = 0; : : : ;N are the orthogonal polynomial family

with respect to the weightj. They may be obtained by means of their generating function [114]

G¹x; z; N; pº �
NÕ

n=0

zn

n!
qn¹x; N; pº = ¹1 + qzºx¹1 � pzºN� x (6.40)

Note the symmetryqn¹N � x; N;1 � pº = ¹� 1ºnqn¹x; N; pº which follows from eq. (6.40).

Lemma 6.3.8.Fix r; s > 0 such that s
r+s > p and y;n 2 f0; : : : ;Ng, then

yÕ

x=0

�
y
x

�
sxr y� xqn¹x; N; pº = ¹r + sºy

� s
s+ r

� n
qn

�
y; N; p

r + s
s

�
:

Proof. Consider the sum

yÕ

x=0

�
y
x

�
sxr y� xG¹x;z; N; pº = ¹1� pzºN� y

�
1 + z

sq� rp
s+ r

� y
¹s+r ºy = ¹s+r ºyG

�
y;

s
r + s

z; N; p
r + s

s

�
:
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On the other hand, this sum equals

NÕ

n=0

zn

n!

yÕ

x=0

�
y
x

�
sxr y� xqn¹x; N; pº

so the result follows by comparing the coe�cients ofzn on both sides. �

By a similar technique we may also obtain

Lemma 6.3.9.Fix r; s > 0 such that r
r+s > p and y;n 2 f0; : : : ;Ng, then

NÕ

x=y

�
N � y
x � y

�
sx� yr N� xqn¹N � x; N; pº = ¹r + sºy

� r
s+ r

� n
qn

�
N � y; N; p

r + s
r

�
:

Furthermore, these polynomials satisfy the orthogonality condition

NÕ

x=0

qn¹x; N; pºqm¹x; N; pº j¹xº =
�
N
n

�
¹pqºn� nm (6.41)

which follows again from eq. (6.40) by a similar argument.

Lemma 6.3.10(Binomial local limit theorem). Given N 2 N, p 2 ¹0;1º and x 2 R let

x̂ = d
p

Nx + Npe. Then

p
N

�
N
x̂

�
px̂¹1 � pºN� x̂ !

1
p

2� p
e� x2

2p

Proof. Let W be a random variable having a binomial distribution with parametersN andp

de�ned on some probability space¹
 ;F;Pº. For # 2 R, the characteristic function� ¹#º B

Eei#W = ¹1 � p + pei#ºN is � periodic sinceW 2 N so that

j¹xº = P¹W = xº =
1

2�

¹ �

� �
¹1 � p + pei#ºNe� i#x d#

=
1

2�
p

N

¹ �
p

N

� �
p

N

�
1 � p + pei #p

N

� N
e� i #p

N
x d#

Taylor expansion up to order two of the complex exponential gives there is a functiong¹#º

such thatei #p
N = 1 + i #p

N
� #2

2N + g¹#º and g¹#º
#2 ! 0 as# ! 0. A similar argument gives that

�
1 � p + pei #p

N

� N
= ei#p

p
N� p# 2

2 eg¹#º:
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Without loss of generality we may assume that� p
p

N � x � ¹ 1� pº
p

N so thatx̂ 2 f 0; : : : ;Ng.

Therefore,
p

Nj¹x̂º �
1

2�

¹ �
p

N

� �
p

N
e� p# 2

2 e� i#x d# !
1

p
2� p

e� x2
2p :

�

In view of these properties we setqj = qj ¹y; N;t1•Tº and ~qj = qj ¹N � x; N;1 � tkº. We have

Lemma 6.3.11.For anyx; y 2 f1; : : : ;Ngandr;s 2 f1; : : : ;kg,

' 0;r ¹i; yº =
p

N
t ŷtr � i+1
r

ŷtr !¹i � 1º!
qi � 1¹ŷtr ; N;tr º;

' s;k+1¹x; j º =
p

N
¹N � j + 1º!¹1 � tsºN� x̂ts � j +1

¹N � x̂tsº!
qj � 1¹N � x̂ts; N;1 � tsº

Proof. Without loss of generality we may assume thaty 2 I ¹bº
N ¹tr º for someb 2 Z. By de�nition

' 0;r ¹i; yº =
¹

R
dz ' 0;1¹i; zº' 1;r ¹z; yº

=
p

N
bÕ

k=0

tk� i+1
1

¹i � 1º!k!
qi � 1¹k; N;t1º

¹tr � t1ºb� k

¹b � kº!

and by Lemma 6.3.8 this equals

' 0;r ¹i; yº =
p

N
tb� i+1
r

b!¹i � 1º!
qi � 1¹b; N;tr º

=
p

N
t ŷtr � i+1
r

ŷtr !¹i � 1º!
qi � 1¹ŷ ŷtr

N;tr º:

A similar computation gives the second identity, using Lemma 6.3.9. �

Lemma 6.3.12.For anyx; y 2 f1; : : : ;Ng,

' 0;k+1¹i; j º =

p
N¹� 1ºi � 1

»¹i � 1º!¼2
� i j :
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Proof. Using the identities from the two previous Lemmas we get

' 0;k+1¹i; j º =
¹

R
dz ' 0;k¹i; zº' k;k+1¹z; j º

=
p

N
NÕ

k=0

tk� i+1
r

¹i � 1º!k!
qi � 1¹k; N;tkº

¹N � j � 1º!¹1 � tkºN� k� j+1

¹N � kº!
qj � 1¹N � k; N;1 � tkº

=

p
N¹� 1º j � 1¹N � j + 1º!

N!¹i � 1º!ti � 1
k ¹1 � tkº j � 1

NÕ

k=0

�
N
k

�
qi � 1¹k; N;tkºqj � 1¹k; N;tkºj¹kº

=

p
N¹� 1ºi � 1

»¹i � 1º!¼2
� i j

�

In particular, Lemma 6.3.12 implies that the matrixA is diagonal so its inverse is trivial to

compute. Hence the rescaled kernel for the Sawtooth bridge is given explicitly by

K ¹nº
N ¹r ; x; s; yº = �

p
N

¹tr � tsºŷtr � x̂ts

¹ŷtr � x̂tsº!
1x� y

+
n� 1Õ

i=0

p
N

¹N � iº!¹1 � tr ºN� x̂tr � i

i !¹N � x̂tr º!
t ŷts � i
s

ŷts!
qi ¹x̂tr ; N;tr ºqi ¹ŷts; N;tsº;

(6.42)

that is,

Nk•2%¹nº
k;N¹s; x; 1; aN; bNº = det

�
K ¹nº

N ¹si; xi ; sj ; xj º
� k

i;j=1
:

In order to relate this kernel with the extended Hermite kernel appearing in eq. (6.31) we will

need the following

Lemma 6.3.13.Fix x 2 R and0 < t < 1. Then

N� i •2qi ¹x̂; N;tº ! ¹t¹1 � tººi •2Hi

 
x

p
t¹1 � tº

!

:

Proof. Let LN¹x; zº = logG¹
p

Nx + Nt; z•
p

N; N;tº whereG is the generating function in

eq. (6.40). Then, by Taylor expanding the logarithm up to second order we have

LN¹x; z; tº = xz� t¹1 � tº
z2

2
+ o¹1º:

Thus, since

eLN ¹x;z;tº � G¹x̂; z•
p

N; N;tº � eLN ¹x;zº¹1 + o¹1ºº
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we get that

G¹x̂; z•
p

N; N;tº ! exp
�
xz� t¹1 � tº

z2

2

�

from where we deduce the result by identifying the limit as the generating function of the Hermite

polynomials. �

Then we have,

Theorem 6.3.14.For all 0 < s < t andx; y 2 R we have

e� N¹t� sºN
p

N¹y� xº+N¹t� sºK ¹nº
N ¹s; x; t; yº ! K1;0

0 ¹s; x; t; yº:

Proof. A simple computation using eq. (6.42) yields

e� N¹t� sºN
p

N¹y� xº+N¹t� sºK ¹nº
N ¹s; x; t; yº = � AN + BN + o¹1º

where

AN =
p

Ne� N¹t� sº»N¹t � sº¼̂yt � x̂s

¹ŷt � x̂sº!

and

BN =
n� 1Õ

i=0

¹N � iº!eN

NN+i+1•2 � i !
�

p
Ne� N¹1� sº¹N � NsºN� x̂s

¹N � x̂sº!
�

p
Ne� Nt¹Ntºŷt

ŷt !
�
N� i •2qi ¹x̂s; N;sº

¹1 � sºi
�
N� i •2qi ¹ŷt ; N;tº

ti

The local limit theorem for Poisson random variables implies that

AN !
1

p
2� ¹t � sº

exp
�
�

¹y � xº2

2¹t � sº

�
:

By Stirling's approximation we also have that

¹N � iº!eN

NN+i+1•2
=

i � 1Ö

j =0

�
1 �

j
N

�
�

N!eN

NN+ 1
2

!
p

2�

and an application of Lemma 6.3.13 gives that

BN !
n� 1Õ

i=0

e� x2
2¹1� sº e� y2

2t

i !
p

2� t¹1 � sº

�
s¹1 � tº
t¹1 � sº

� i •2

Hi

 
x

p
s¹1 � sº

!

Hi

 
y

p
t¹1 � tº

!

which is precisely eq. (6.31) evaluated at the appropriate points.

�
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Finally, as a consequence we obtain

Theorem 6.3.15.The rescaled correlation functions of the sawtooth walk converge to the

correlation function of Dyson's Brownian motion; that is, for allk 2 N, s 2 � k and x 2 Rk the

convergence

%¹nº
k;N¹s; x; N; aN; bNº ! R¹nº

k ¹s; x; 1;0;0º

holds, wherea�
N = ¹1•

p
N; : : : ;n•

p
Nº and b�

N = ¹¹1 � nº•
p

N; : : : ;0º.

Proof. Following Remark 6.3.3 we may write

%¹nº
k;N¹s; x; 1; aN; bNº = det

�
e� N¹sj � si ºN

p
N¹xj � xi º� N¹sj � si ºK ¹nº

N ¹si; xi ; sj ; xj º
� k

i;j=1

thus Theorem 6.3.14 gives the result. �

6.4 The Stochastic Heat Equation

Consider the classicalmultiplicative stochastic heat equationat inverse temperature� > 0

@tZ � =
1
2

� yZ � + � Z � �; Z � ¹0; x; yº = � x¹yº

where� is a space-time white noise in1 + 1 dimensions. We considermild solutionsto this

equation which are given by

Z � ¹t; x; yº = p¹t; x; yº + �
¹ t

0

¹

R
p¹t � s; y0; yºZ � ¹s; x; y0º � ¹ds;dy0º (6.43)

wherep¹t; x; yº = 1p
2� t

exp
�
� 1

2t ¹y � xº2
�
1»0;1º ¹tº is the heat kernel associated to section 6.4.

Upon iteration of eq. (6.43) it is possible to obtain a closed expression for the solution to

section 6.4 as a polynomial chaos expansion,

Z � ¹t; x; yº = p¹t; x; yº

 

1 +
Õ

k� 1

� k
¹

� k ¹tº

¹

Rk
Rk¹s; xº � 
 k¹ds;dxº

!

: (6.44)

In this identity we de�ned the set� k¹tº =
�
s 2 Rk : 0 < s1 < � � � < sk < t

	
andRk is thek-point

correlation function of the Brownian bridge between¹0; xº and¹t; yº,

Rk¹s; xº �
p¹s1; x; x1ºp¹s2 � s1; x1; x2º : : : p¹t � sk; xk; yº

p¹t; x; yº
:

By using standard analysis tools, the series in eq. (6.44) can be shown to be convergent inL2¹Pº

[2] so this is a meaningful solution.
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This suggests the interpretation of the solution of section 6.4 as the partition function for the

continuum random polymer in a random environment given by the white noise�

Z � ¹t; x; yº = p¹t; x; yºE : exp :
�
�

¹ t

0
� ¹s; Xsºds

�

whereX is a Brownian bridge underP (andE is the associated expectation), going fromx at

time 0 to y at timey. The appearance of theWick exponential: exp: is, roughly, due to the

time ordering of the iterated integrals appearing in the chaos expansion(6.44). Although not

rigorous, this suggests a relationship between solutions of a SPDE and the partition function of a

polymer model (the Albert�Khanin�Quastel continuum random polymer): in this model, one

can think of Brownian paths as polymer paths to which one assigns the weight
¯ t
0 � ¹s; Xsºds, that

is, space-time white noise acts as the environment.

The random �eldZ � enjoys several properties, some of which are listed below.

Theorem 6.4.1.Let � > 0. The random �eldZ � , which is the mild solution to section 6.4

satis�es:

1. Z � has regularity1
2� in space and1

4� in time [101],

2. Z � ¹t; x; yº has the same distribution asZ � ¹t;0; y � xº,

3. Z � ¹t;0; yº has the same distribution asZ 1¹� 2t;0; �y º

6.4.1 The multilayer extension of the SHE

In [98] the following extension of eq. (6.44) is considered. Fix a parameter� > 0 and de�ne, for

each integern � 1 the random �eld

Z ¹nº
� ¹t; x; yº B p¹t; x; yºn

 

1 +
Õ

k� 1

� k
¹

� k ¹tº

¹

Rk
R¹nº

k ¹s; x; t; x; yº � 
 k¹ds;dxº

!

: (6.45)

We can interpret this de�nition formally as follows: as in then = 1 case, the series appearing on

the right-hand side can be seen as the Wick exponential

E : exp: ©

«

�
nÕ

j =1

¹ t

0
� ¹s; Xi

sºdsª®
¬

where¹X1; : : : ;Xnº is a collection of non-intersecting Brownian bridges between¹0; xº and¹t; yº,

see Section 6.3.2.

It can be shown [93, 98] that this series is convergent inL2¹� º so this is a well de�ned object,

called themultilayer extension of the (solution of)(6.4). It is immediate to check thatu¹1º
� = Z � .
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It can be shown [84] thatu¹nº
� has a jointly continuous version which is positive for allt > 0 and

x; y 2 R almost surely.

Sometimes, it is more useful to consider the followingintermediate objects. De�ne

K ¹nº
� ¹t; x; yº � � ¹nº

� ¹t; x; yº

 

1 +
Õ

k� 1

� k
¹

� k ¹tº

¹

Rk
R¹nº

k ¹s; z; t; x; yº � 
 k¹ds;dzº

!

(6.46)

and

M ¹nº
� ¹t; x; yº �

K ¹nº
� ¹t; x; yº

h¹xºh¹yº
: (6.47)

Here,� ¹nº
� is the transition kernel of a collection ofn Brownian bridges startig fromx and ending

at y, coditioned to non-intersection over the interval»0;t¼. This will be carefully de�ned in

Section 6.3.2 below. The �eldK ¹nº
� corresponds to a multilayer polymer where the starting and

end points are separated. Then, it can be shown thatK ¹nº
� is again well de�ned [98] andM ¹nº

� has

a continuous version such that

M ¹nº
� ¹t; x; yº ! cn;tZ

¹nº
� ¹t;a;bº (6.48)

asx ! a1 andy ! b1. In [83], C. H. Lun and J. Warren further show thatZ ¹nº
� has a continuous

version which is a.s. positive for allt > 0 andx; y 2 R.

At present it is not known whether the processesZ ¹nº
� satisfy a SPDE. However, some partial

results have been obtained in this direction. In [98] it is proven that, at least when� is replaced

by a smooth function� : R+ � Rn ! R the ratiosu¹nº
� �

Z ¹nº
�

Z ¹n� 1º
�

satisfy

@tu
¹nº
� =

1
2

� yu¹nº
� + � ©


«

� + � y log©

«

Z ¹n� 1º
�

pn� 1
ª
®
¬

ª
®
¬

u¹nº
� ; u¹nº

� ¹0; x; yº = � ¹y � xº (6.49)

Furthermore, the processM ¹nº
� the process satis�es the mild equation

M ¹nº
� ¹t; x; yº =

� ¹nº
� ¹t; x; yº
h¹xºh¹yº

+
�

¹n � 1º!

¹ t

0

¹

Rn
Q¹nº¹t � s; y; y0ºM ¹nº

� ¹s; x; yºdy0
� � ¹ds;dy0

1º

wheredy0
� = dy0

2 � � � dy0
n andQ¹nº is the kernel de�ned in eq. (6.27). In view of eq. (6.48), taking

the limit in this formulation should provide us with a mild formulation of the stochastic version of

eq. (6.49), but to our knowledge this has not been carried out. Finally, we also have that for each

n � 1 andx 2 R, the collection¹Z ¹1º
� ¹t; x; �º; : : : ;Z ¹nº

� ¹t; x; �º : t � 0º is aC¹Rºn-valued Markov

process [84].
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6.5 Multilayer semi-discrete directed polymers

We now describe the multilayer version of the O'Connell�Yor directed polymer introduced by

Corwin and Hammond in [25]. As data we are given a countable collection¹B¹iº : i 2 Nº of

independent standard Brownian motions de�ned on a common probability space¹
 ;F;Pº. Given

integers1 � n � N, and a �xed timeT > 0 consider the set

� ¹nº
N ¹Tº B f¹ t1; : : : ;tnº 2 � N� n¹Tºn : ti+1

j < tij ; i = 1; : : : ;ng � »0;T¼n¹N� nº:

For a �xed set of times¹t1; : : : ;tnº 2 � ¹nº
N ¹Tº and a realization! of the Brownian motions, de�ne

the Hamiltonian

H¹nº
N ¹t1; : : : ;tnº B

nÕ

i=1

N� n� 1Õ

j =0

B¹i+ j º¹tij ; t
i
j +1º

and the �quenched� Gibbs measure

P!
� ¹dt1 � � � dtnº B

1

Z¹nº
� ¹T;Nº

e� H¹nº
N ¹t1;:::;tnº dt1 � � � dtn

where the normalizing constant

Z¹nº
� ¹T;Nº B

¹

� ¹nº
N ¹Tº

dt1 � � � dtn e� H¹nº
N ¹t1;:::;tnº (6.50)

is the polymer partition function. We also consider the �annealed� polymer measureQ¹n;T;Nº
� ¹dt1 � � � dtnd! º B

P!
� ¹dt1 � � � dtnºP¹d! º.

It is possible to identify the set� ¹nº
N ¹Tº with the event times of a collection of non-intersecting

Poisson pathsX = ¹X1; : : : ;Xnº, starting from the pointx� B ¹1; : : : ;nº and conditioned to the

eventf XT = y � g wherey � B ¹N � n + 1; : : : ;Nº. We use this interpretation to compute the

measure of the set� ¹nº
N ¹Tº.

Lemma 6.5.1.Let ¹T1; : : : ;Tnº be the event times of an ensemble ofn non-intersecting Poisson

paths starting from¹1;2; : : : ;nº. Then, conditionally on the eventf XT = ¹N � n + 1; : : : ;Nºg,

this vector is uniformly distributed on� ¹nº
N ¹Tº.

Proof. We �rst note that ifx 2 Rn is any vector such thatx1 < � � � < xn then the matrix

P¹s; xº =
�
e� ss¹xj � xi º

¹xj � xi º!
1f xi � xj g

� n

i;j=1

is upper triangular with diagonal entries equal toe� s. Then, the Karlin�McGregor formula
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implies that the probability

Px¹Xs = xº = detP¹s; xº = e� ns

which is independent ofx. Next, �x an indexk 2 f1; : : : ;ngand pick a vectorx 2 Rn such that

x1 < � � � < xk andxk + 1 < xk+1 < � � � < xn. Then, the matrix

Qk¹s; xº =
�

e� ss¹xj +� k j � xi º

¹xj + � k j � xi º!
1f xi � xj +� k j g

� n

i;j=1

is again upper triangular withn � 1 diagonal entries equal toe� s and thek-th diagonal entry

equal tose� s. Again, the Karlin�McGregor formula implies that the probability

Px¹Xs = x + fkº = detQk¹s; xº = se� ns

which is again independent ofx andk. Here, fk is thek-th canonical basis vector inRn.

Fix a vector¹t1; : : : ;tnº 2 � ¹nº
N ¹Tºand real numbershi

j such that all the intervalsI i
j � ¹ tij ; t

i
j +hi

j ¼

are disjoint. The probability

Px�

�
Ti

j 2 I i
j for all i; j j XT = y �

�

can be rewritten as the probability that there is one event (belonging to some of then paths) in

each intervalI i
j and no events elsewhere, divided byPx� ¹XT = y � º. By the preceding paragraph,

we can disregard to which path each of these events belong because the probability does not

depend on the index. Thus, as this last probability equals

e� nTTn¹N� nº
n� 1Ö

j =0

j !
¹N � 1 � j º!

the former equals

©

«

nÖ

i=1

N� nÖ

j =1

hi
j
ª
®
¬

T� n¹N� nº
n� 1Ö

j =0

¹N � 1 � j º!
j !

:

Hence, dividing by the product of thehi
j variables and taking the limit as they all go to 0, we

obtain that the density of the vector¹T1; : : : ;Tnº is constant and equal to

T� n¹N� nº
n� 1Ö

j =0

¹N � 1 � j º!
j !

:

�
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Corollary 6.5.2. The Lebesgue measure of the set� ¹nº
N ¹Tº is equal to

Tn¹N� nº
n� 1Ö

j =0

j !
¹N � 1 � j º!

:

6.5.1 An heuristic argument

We now describe a heuristic argument in order to guess what the right scaling for the partition

function(6.50)should be. The argument is based in the one in the proof of theorem 6.1.2, which

is itself based on the argument by Alberts, Khanin and Quastel described in Section 6.1.

Recall the de�nition of then-layer point-to-point semi-discrete directed polymer partition

function at inverse temperature� > 0

Z¹nº
� ¹T;Nº =

¹

� ¹nº
N ¹Tº

dt1 � � � dtn e� H¹t1;:::;tnº

where the Hamiltonian

H¹t1; : : : ;tnº B
nÕ

i=1

Hi ¹t i º

and we have de�ned

Hi ¹tº B
N� n� 1Õ

j =0

B¹i+ j º¹t j ; t j +1º

for t 2 � N� n¹Tº.

Making the approximationex � 1 + x we can see thatZ¹nº
� behaves, up to �rst order, like

Z¹nº
� ¹T;Nº � j � ¹nº

N ¹Tºj + �
¹

� ¹nº
N ¹Tº

dt1 � � � dtn
nÕ

i=1

N� n� 1Õ

j =0

B¹i+ j º¹tij ; t
i
j +1º

thus

c¹nº
T;NZ¹nº

� ¹T;Nº � 1 + � c¹nº
T;N

¹

� ¹nº
N ¹Tº

dt1 � � � dtn
nÕ

i=1

N� n� 1Õ

j =0

B¹i+ j º¹tij ; t
i
j +1º

where the value of the normalising constantc¹nº
T;N = j� ¹nº

N ¹Tºj� 1 has been already computed in

Corollary 6.5.2. According to Lemma 6.5.1 the integral on the right is exactly the conditional

expectation over a Poisson bridge conditioned ending at timeT at positionsy � , so that

c¹nº
T;NZ¹nº

� ¹T;Nº � 1 + �
nÕ

i=1

N� n� 1Õ

j =0

Ex�

h
B¹i+ j º¹Ti

j ;T
i
j +1º

�
�
� XT = y �

i
: (6.51)
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Consider the shear transformation N : R+ � R ! R+ ! R given by N¹t; xº =
�

t
N; x� tp

N

�

and, for j 2 N and0 < s < t let I ¹ j º
N ¹s; tº denote the image of the rectangle»j � 1; j¼ � »s;t¼under

 N. Foru 2 »s• N;t• N¼the intervalsI ¹ j º
N ¹uº B

h
j � 1p

N
�

p
Nu; jp

N
�

p
Nu

i
are such that

I ¹ j º
N ¹s; tº =

Ø

u2»s• N;t• N¼

I ¹ j º
N ¹uº

and since an easy computation givesjI ¹ j º
N ¹s; tºj = N� 3•2¹t � sº we have that the processes

W¹ j º
N ¹tº = N3•4

¹ t• N

0
h1I ¹ j º

N ¹uº;d� ui

form a countable collection of independent standard Brownian motions. Thus, replacing these

processes into eq. (6.51) we obtain that, in distribution, the rescaled partition function behaves

approximately as

c¹nº
T;NZ¹nº

� ¹T;Nº � 1 + � N3•4
nÕ

i=1

N� n� 1Õ

j =0

¹ T• N

0
Ex�

h
1f Xi

s=i+ j g

�
�
� XT = y �

i
1I ¹ j º

N ¹sº¹xº � ¹ds;dxº:

Recalling the correlation function from eq. (6.25) we see that

c¹nº
T;NZ¹nº

� ¹T;Nº � 1 + � N3•4
¹ T• N

0

nÕ

i=1

N� n� 1Õ

j =0

� ¹nº
i ¹s;i + j ;T; x� ; y � º1I ¹i + j º

N ¹sº¹xº � ¹ds;dxº:

We also recall the Sawtooth walk and its rescaled correlation function de�ned in Section 6.3.3.

Since by de�nition this rescaled version equals its unscaled counterpart in each of theI ¹` º
N ¹uº

we have, as the union of the intervalsI ¹i+ j º
N ¹sº over j = 0; : : : ;N � n � 1 equals the interval

J¹iº
N ¹sº B

h
i � 1p

N
�

p
Ns; i+N� np

N
�

p
Ns

i
, that

c¹nº
T;NZ¹nº

� ¹T;Nº � 1 + � N1•4
¹ T• N

0

¹

R

nÕ

i=1

� ¹nº
i;N¹s; x;T• N; xN; y Nº1J¹i º

N ¹sº¹xº � ¹ds;dxº

But the probabilities de�ning the correlation kernel� ¹nº
i;N vanishes ifx < J¹iº

N ¹sº hence the

above approximation becomes

c¹nº
T;NZ¹nº

� N� 1•4¹T;Nº � 1 + �
¹ T• N

0

¹

R
� ¹nº

1;N¹s; x;T• N; xN; y Nº � ¹ds;dxº:

Therefore, by the convergence in Theorem 6.3.14, we see that at least to �rst order the partition

properly rescaled partition function converges to the series de�ning the multilayer SHE process,
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thus obtaining Theorem 6.1.3.

6.6 Wick products

In order to turn this argument into an actual proof we have to obtain a description of the multilayer

semi-discrete partition function as a series in� and prove that each of the coe�cients of this

series, when properly rescaled, converges appropriately to the stochastic integral appearing in

eq. (6.45).

To achieve this, following Moreno-Flores, Quastel and Remenik we introduce the following

modi�ed version of the partition function,

Z ¹nº
� ¹T;Nº = c¹nº

T;N

¹

� ¹nº
N ¹Tº

dt1 � � � dtn
nÖ

i=1

N� n� 1Ö

j =0

¹1 + � B¹i+ j º¹tij ; t
i
j +1ºº (6.52)

which is a polynomial in� of degreen¹N � nº, such that the coe�cient of the linear part is

precisely the one appearing in eq. (6.51). It is possible to show that the higher order coe�cients

admit similar expressions as ordered sums of nested products of the Brownian motions, and

which can be related to the rescaledk-point correlation function of the sawtooth process just as

we have done in the previous section. Therefore, at this stage Theorem 6.3.14 still applies and

one can show that asN ! 1 the coe�cient accompanying� k in the expansion of the double

product in eq. (6.52) converges to the corresponding iterated stochastic integral in eq. (6.45).

We note however that this process is complicated as it involves expanding a double product of

monomials with intertwined coe�cients.

The next step is to relate the convergence of an appropriate rescaling ofZ ¹nº
� to the convergence

of the actual partition functionZ¹nº
� . In [93] this is done by considering an auxiliary collection of

processes

U¹iº
N ¹s; tº B

N1•4

�

�
e� N� 1•4W¹i º

N ¹s;tº� � 2

2 N� 1•2¹t� sº � 1
�

(6.53)

so that

c¹nº
N;Ne� n� 2

2 N1•2
Z� N� 1•4¹N;Nº = c¹nº

N;N

¹

� ¹nº
N ¹Nº

dt1 � � � dtn
nÖ

i=1

N� n� 1Ö

j =0

�
1 + � N� 1•4U¹i+ j º

N ¹tij ; t
i
j +1º

�
:

(6.54)

This expression has the same form of eq. (6.52) so that the same techniques apply and one can

obtain a similar convergence result over the coe�cients of the polynomial appearing as the

expansion of this new double product. At this stage some additional care has to be taken since

both the coe�cients of the polynomial and the degree of the polynomial itself are changing

with N. Technically, what has to be done is that one should show convergence of the individual
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coe�cients plus some uniform estimates inN for this to work.

But, if we observe the de�nition ofU¹` º¹s; tº we can see that actually the term appearing

above is, save for the indices, equal to

1 + � N� 1•4U¹` º¹s; tº = e� N� 1•4W¹` º
N ¹s;tº� � 2

2 N� 1•2¹t� sº:

The random variable� N� 1•4W¹` º
N ¹s; tº is centred Gaussian with variance� 2N� 1•2¹t � sº so that

the exponential above is actually theWick exponential: exp :
�
� N� 1•4W¹` º

N ¹s; tº
�
. Moreover,

these variables are centred independent for di�erent values of` and disjoint time intervals¹s;tº.

Hence, the product appearing in eq. (6.54) is the Wick product

: exp :
©

«

� N� 1•4
nÕ

i=1

N� n� 1Õ

j =0

W¹i+ j º
N ¹tij ; t

i
j +1ºª®

¬

= : exp :
�
� N� 1•4H¹nº

N ¹t1; : : : ;tnº
�

whereH¹nº
N is the Hamiltonian in eq. (6.50). Again by independence,H¹nº

N can be seen to have a

centred Gaussian distribution with variancen� 2
p

N for each� ¹nº
N ¹Nº. Therefore,

: exp :
�
� N� 1•4H¹nº

N ¹t1; : : : ;tnº
�

= e� N� 1•4H¹nº
N � n � 2p

N
2

and this also explains the exponential factor in eq. (6.54). As a consequence, we get that

e� n � 2p
N

2 Z¹nº
� N� 1•4¹N;Nº =

¹

� ¹nº
N ¹Nº

dt1 � � � dtn : exp :
�
� N� 1•4H¹nº

N ¹t1; : : : ;tnº
�
:

On the other hand, the incrementsW¹` º
N ¹s; tº may be expressed as

W¹` º
N ¹s; tº =

¹ t

s
dW¹` º

N ¹uº =
¹ N

0
1»s;tº¹uºdW¹` º

N ¹uº

thus

Hi ¹tº =
N� n� 1Õ

j =0

¹ N

0
1»t j ;t j +1º¹uºdW¹i+ j º

N ¹uº

=
¹ N

0
dW¹Xi

uº
N ¹uº

whereX = ¹X1; : : : ;Xnº is a non-intersecting Poisson bridge starting at¹1; : : : ;nº at time0 and

ending at¹N � n + 1; : : : ;Nº at timeN. Therefore, the Wick exponential ofH¹nº
N is given by the
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chaos series

1Õ

k=0

� kN� k
4

¹

� k ¹Nº

Õ

i 2nnok

Õ

j 2nN� nok

Ex�

"
kÖ

`=0

1
f X

i `
s̀ = j` g

#

dW¹ j1º
N ¹s1º � � � dW¹ jkº

N ¹skº:

De�ne

Jk¹Nº B
¹

� k ¹Nº

Õ

i 2nnok

Õ

j 2nN� nok

Ex�

"
kÖ

`=1

1
f X

ik
sk

= jk g

�
�
�
�
�
XN = y �

#

dW¹ j1º
N ¹s1º � � � dW¹ jkº

N ¹skº

so that

: exp: ¹H¹nº
N º = Px� »XN = y � ¼

1Õ

k=0

� kN� k
4 Jk¹Nº:

Theorem 6.6.1.For eachk � 1 the convergence

N� k•4Jk¹Nº !
¹

� k ¹1º

¹

Rk
R¹nº

k ¹s; x; 1;0;0º � 
 k¹ds;dxº

holds.

Proof. Using the de�nition ofW¹` º
N ¹s; tº we get that

N� k•4Jk¹Nº =
¹

� k ¹1º

¹

Rk
%¹nº

k;N¹s; x; N; aN; bNº � 
 k¹ds;dxº

whence the result follows after an application of Theorem 6.3.15 and anL2 estimate found in

[95]. �
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