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Abstract

This thesis combines observations, simulations and development of high-performance numerical
tools in the �eld of underwater acoustics, and in particular for the study of T-waves.

The term T-waves is generally associated with acoustic waves generated by seismic events that
subsequently travel horizontally in the ocean at the speed of sound. After a thematic review of the
literature on T-waves we analyzed real data recorded in Sicily and Calabria following earthquakes
occurring near the West coast of Greece. In order to model the phenomenon, we developed an
axisymmetric spectral-element solver (2.5-D) in the time domain, which we present and validate. This
tool allowed us to realistically reproduce numerically one of the Greek earthquakes studied as well as
the propagation of the resulting T-waves up to Sicily.

We also present a two-stage parametric study of the in�uence of sea�oor slope in a typical T-wave
generation/conversion scenario. The energy and duration of these waves is particularly sensitive to
the environment. In particular, the slopes and characteristics of the seabed play a crucial role for
both solid-�uid and �uid-solid conversion. These characteristics can mislead localization algorithms.
Likewise, the depth and position of the earthquake relative to the slope is of great importance, with
the presence of privileged areas for the generation of T-waves, which we have mapped. In addition, in
the case of the conversion of an acoustic wave on a coast, our simulations predict that in some cases
a strong Rayleigh wave can be generated, whose signal, recorded inland, is very sensitive to the slope
and to the characteristics of the environment, but not very sensitive to the modal structure of the
incident wave. This phenomenon may have interesting implications that we discuss.

However, our studies con�rm that at regional distances (< 1000 km) the sound speed pro�le in
the ocean is only a second-order parameter. To evaluate its impact we have developed a procedure for
the calculation of transmission-loss and time-dispersion maps from full-wave numerical simulations in
the time domain. In the con�gurations studied, the presence of the SOFAR channel slightly limits
the time dispersion but only introduces a gain in terms of energy transmission of a few thousandths
of dB per kilometer.

Finally, we presented and validated some numerical tools to calculate the acoustic �eld created by
a moving source. The method was applied to a light aircraft �ying over the ocean. This con�guration,
presented by Buckingham [2010], can be used to estimate the pressure wave speed in marine sediments.



Résumé

Cette thèse mêle observations, simulations et développement d'outils numériques haute performance
dans le domaine de l'acoustique sous-marine, et notamment pour l'étude des ondes T.

Le terme ondes T est généralement associé à des signaux acoustiques générés par des événements
sismiques et qui se déplacent ensuite horizontalement dans l'océan à la vitesse du son. Après une revue
thématique de la littérature sur les ondes T nous avons analysé des données réelles enregistrées en Sicile
et en Calabre à la suite de tremblements de terre survenus près de la côte ouest de la Grèce. A�n de
modéliser le phénomène nous avons développé un solveur éléments spectraux axisymétriques (2.5-D)
dans le domaine temporel, que nous présentons et validons. Cet outil nous a permis de reproduire
numériquement de façon réaliste un des séismes grecs étudiés ainsi que la propagation des ondes T
résultantes jusqu'en Sicile.

Nous présentons également une étude paramétrique en deux temps de l'in�uence de la pente du
plancher océanique dans un scénario typique de génération/conversion d'une onde T. L'énergie et la
durée de ces ondes s'avère être particulièrement sensible à l'environnement. En particulier nous avons
vu que les pentes et les caractéristiques du fond marin jouaient un rôle capital autant sur la conversion
solide - �uide que �uide - solide. Ces particularités peuvent d'ail leurs tromper les algorithmes de
localisation. De même, la profondeur et la position du tremblement de terre vis-à-vis de la pente
s'avèrent être de grande importance, avec la présence de zones privilégiées pour la génération des
ondes T, que nous avons cartographiées. En outre, dans le cas de la conversion d'une onde acoustique
sur une côte, nos simulations prédisent dans certains cas la création d'une forte onde de Rayleigh
dont le signal, enregistré à l'intérieur des terres, est très sensible à la pente et aux caractéristiques de
l'environnement, mais très peu sensible à la structure modale de l'onde incidente. Ce phénomène peut
avoir des implications intéressantes que nous discutons.

Cependant, nos études con�rment qu'aux distances régionales (< 1000 km) le pro�l de vitesse
dans l'océan s'avère n'être qu'un paramètre de deuxième ordre. Pour en évaluer l'impact nous avons
développé une procédure pour le calcul de cartes de perte de transmission et de dispersion à partir de
simulations numériques en forme d'onde complète dans le domaine temporel. Dans les con�gurations
étudiées, la présence du canal SOFAR limite légèrement la dispersion temporelle mais n'introduit un
gain en termes de transmission énergétique que de l'ordre de quelques millièmes de dB par kilomètre.

Pour �nir, nous avons présenté et validé des outils numériques pour calculer le champ acoustique
créé par une source en mouvement. La méthode a été appliquée au cas d'un avion léger volant au-
dessus de l'océan. Cette con�guration, présentée par Buckingham [2010], peut permettre d'estimer la
vitesse des ondes de compression dans les sédiments.
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Introduction

Summary of the research done, or not done, in
this thesis

The reader will �nd a brief de�nition of the terms that will appear in blue in the thesis in Appendix C.

T-waves

In underwater acoustics, T-waves have been the subject of much attention since their discovery in
the 1940s (Linehan [1940]). This thesis falls within this area of interest. As is often the case in a
substantial body of literature, the term "T wave" has sometimes been used in reference to various
phenomena and in various contexts. For that reason, in order to avoid confusion, it seemed important
to us to set once and for all the vocabulary in the context of our work.
�

�

�




In our de�nition, a T-wave is an acoustic signal generated following a seismic event
that travels horizontally in the sea at the speed of sound in the water.

This de�nition, which may seem rather vague, may be the most appropriate; as we will see in
these pages, T-waves cannot be described in all their diversity by their mode of propagation or their
dispersion properties for example. One has to note in particular the term "seismic event", which applies
to both earthquakes and man-made seismic sources but not to underwater explosions for instance.
Indeed, some authors speak of T-waves to refer to signals generated in water by any mechanism
(Shapira [1981]; Cansi & Bethoux [1985]; Okal & Talandier [1986]; Koyanagi et al. [1995]; Piserchia
et al. [1998] for example). It should also be noted that no propagation distance has been speci�ed.
We will call "T wave" a signal recorded at 150 km as well as signal recorded at 15000 km from the
source, as long as it propagated at more or less 1500 m.s� 1. Let us note that the term "T-phase" also
appears in the literature. T-wave and T-phase are often used interchangeably. In this document we
will sometimes also use the term T-phase but only when referring to a recorded signal and not to the
physical phenomenon itself.

Figure A illustrates the generation of T-waves by earthquakes.
An earthquake, the eruption of a volcano or the explosion of an atomic bomb generate seismic

waves. We distinguish compression waves ("P" waves, as "Pressure", also called sound waves), shear
waves ("S" waves as) and surface waves. When a seismic event occurs near an ocean basin, some
of the energy produced can be channeled into the water layer and then travel horizontally in this
natural waveguide at the speed of sound in the water. These guided waves are called T-waves and

11
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Figure A � Illustration of the generation of T-waves by earthquakes. The two main known coupling mechanisms are
shown in the �gure: generation at a sloping sea�oor (angle � ) or at a local bathymetric high, and generation at rough
interfaces (correlation length C and average height h).

typically have a frequency range between 1 and 100 Hz. The conversion of seismic waves into T-
waves can occur mainly in two ways: by successive re�ections between the sea surface and a sloping
seabed, or by di�raction by roughness or by heterogeneities. Each conversion mode has its own speci�c
characteristics.

Once channeled into the water layer, T-waves can travel particularly far for several reasons. First,
by propagating in the ocean, they spread in an almost cylindrical fashion, which causes less losses
than in the case of spherical geometrical spreading in free space as for P and S waves (see Fox &
Dziak [1998]). In addition, the attenuation of acoustic waves in water is particularly low at the
frequencies considered. Finally, due to the fact that temperature and pressure vary with depth, the
speed of sound waves in the ocean typically presents a minimum around 1000 m in the Atlantic.
This feature, known as the �SOFAR channel�, makes it possible, under certain conditions, to further
improve energy transmission. T-waves can therefore propagate over very large distances, in practice
only limited by the size of ocean basins (see Okal & Talandier [1997]; Metz et al. [2016] for example).
Even a moderate seismic event can be detected thousands of kilometers away if it has generated T-
waves. Thus, the event detection threshold can be improved by one to two orders of magnitude by
using a few instruments at sea (hydrophones or OBS) rather than large terrestrial seismic networks
(Johnson & Northrop [1966]; Fox et al. [1994]; De Groot-Hedlin et al. [2004]; Pan & Dziewonski [2005];
Dziak et al. [2011]). It should be noted, however, that these instruments pose other problems related,
for example, to their location or to the transmission of recorded data.

After their oceanic path, T-waves have thus good chance of reaching the coasts. On arrival on the
continental slope, they convert back into seismic waves that can be detected by inland seismometers,
even exceptionally by those located far from the shoreline (Tolstoy & Ewing [1950]; Båth & Shahidi
[1971]; Cansi & Bethoux [1985]; Cook & Stevens [1998]; Stevens et al. [2001]). Although harmless,
T-waves can sometimes be felt by coastal populations (Talandier & Okal [1979]; Leonard [2004]). Since
sound travels more slowly in water than in the ground, converted T-waves typically arrive after com-
pression waves (P-waves) and shear waves (S-waves), hence their name "T" as Third. Figure B shows
a typical example of a T-wave seismogram recorded in Sicily following an earthquake of magnitude
M w = 4 :7 on the Greek west coast.
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Figure B � Example of a T-wave signal recorded in Sicily following an earthquake that occurred near the west coast
of Greece (distance� 520 km). Origin time of the earthquake: 2013/05/23 at 14:09:07.40, latitude: 38.6488, longitude:
20.5813, moment centroid depth: 2 km, M w = 4 :7. The earthquake location is shown as a red star in Figure 2.1 (top).
(a) Vertical component displacement seismogram (arbitrary displacement unit) recorded at the Sicilian seismic station
HCRL (latitude: 37.2831, longitude: 15.0325), which is the station immediately northwest of station SSY in Figure 2.1.
P, S and T-waves arrivals are clearly visible. An example of �ltered T-phase envelope is shown in red. The T-phase rise
time is de�ned in the �gure. (b) Power Spectral Density (in dB) as a function of time and frequency. Note the high
frequency content of the T-phase.

In this example the three arrivals P, S and T are clearly visible. However, in many cases, such
as small seismic events along mid-ocean spreading ridges, only T-waves are detected. They are the
only available piece of information on these events (see for example Fox et al. [1994]). T-waves are
therefore used in many �elds of geosciences. Since the 1960s, thousands of T-waves have been recorded
and located (seeJohnson [1966]; Duennebier & Johnson [1967]; Fox et al. [2001]) and algorithms now
exist for their automatic recognition (Sukhovich et al. [2014]). Although the location of the conversion
zone is sometimes di�cult, these measurements have made it possible to identify volcanic eruptions
(Dietz & Sheehy [1954]; Norris & Johnson [1969]; Talandier & Okal [1987a]; Schreiner et al. [1995];
Fox & Dziak [1998]; Bohnenstiehl et al. [2013]) or to monitor eruptive processes in real time (Fox
et al. [1995]; Dziak et al. [2011]). These detections therefore contributed greatly to our understanding
of hydrothermal and microbial processes in ocean ridges (Delaney et al. [1998]; Cowen et al. [2004];
Wilcock et al. [2014]). T-waves are also very useful for detecting small intra-plate earthquakes in very
remote regions (Fox et al. [2001]) and for studying sea�oor expansion or magma intrusion at ocean
spreading ridges (Hammond & Walker [1991]; Fox et al. [1994]; Schreiner et al. [1995]; Blackman et al.
[2000]) that a�ect the ocean and marine ecosystems (Dziak et al. [2011, 2012]).

For large earthquakes in oceanic regions, the T-waves received can be used together with P and S
waves to map the di�erent components of the fault rupture (see Graeber & Piserchia [2004]; De Groot-
Hedlin [2005]; Guilbert et al. [2005]; Tolstoy & Bohnenstiehl [2005, 2006]). Moreover, some links
between T-waves and tsunamis have now been established and could potentially be used in a warn-
ing system (Ewing et al. [1952]; Tolstoy & Bohnenstiehl [2006]; Salzberg [2008]). Finally, acoustic
signals recorded in the oceans have been used for several years to distinguish between anthropogenic
and natural sources such as nuclear explosions and volcanoes, in particular under the Comprehen-
sive Nuclear-Test-Ban Treaty (CTBT) adopted by the United Nations General Assembly in 1996 (see
De Groot-Hedlin & Orcutt [1999, 2001c])). Indeed, although easily detectable from surface waves, nu-
clear explosions generate only weak P and S waves (see Adams [1979]) because they happen very close
to the Earth surface. T-wave signals can also provide information on the earthquake that generated
them (Dziak [2001]; Talandier & Okal [2016]), on the surface seismic characteristics of coastal regions
(Koyanagi et al. [1995]; Kosuga [2011]) or on the deep structure of the Wadati-Benio� zone (Okal
[2001b]). In the future, T-waves may also be used to study mesoscale variations in ocean properties
(Evers & Snellen [2015]).
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At the interface between seismology and underwater acoustics, the T-wave phenomenon involves
complex and diverse processes whose mechanisms are poorly understood, which limits the possibilities
for in-depth theoretical analysis. These processes include viscoelasticity, seismic to acoustic and
acoustic to seismic conversion, di�raction, guided propagation in the ocean, high frequencies, 3-D
e�ects or complex geometries. In this context, it is still di�cult to correctly assess the in�uence of
the characteristics of the earthquake, the seabed or the ocean, for example. These issues are still open
nowadays. The spectrogram presented in Figure B is typical and shows that, overall, T-waves have
a much higher frequency content than corresponding P and S waves. Indeed, high frequencies are
particularly less attenuated during propagation in the ocean than during propagation in the Earth's
crust and mantle. This characteristic is interesting because the high frequency part of the spectrum is
sensitive to the �ne structure of the earthquake, ocean and seabed and is absent from long-distance P
and S wave seismograms. Thus, more information is potentially contained in T-waves than in P and
S waves from that point of view, and that this information can be detected from far away (see Dziak
et al. [2004a]). Unfortunately, the scienti�c community currently does not fully understand how to
use this information. In this context, as in many other research areas, numerical simulation seems to
be an appropriate approach for the study of T-waves.

Sediment sounding from �ying aircrafts

Figure C � Diamond Star DA40 aircraft (three-blade propeller, 180 shaft horse power). Taken from
scripps.ucsd.edu/labs/buckingham/research/aircraft-sound .

It has been known for many years that the sound from large aircrafts is detectable beneath the
ocean surface (Urick [1972]; Medwin et al. [1973]; Richardson et al. [2013]). More recently, Buckingham
et al. [2002a,b] performed experiments with a light and low-�ying aircraft (similar to the one shown
in Figure C) to establish whether the sound from such an airborne source could be used to recover
the acoustic properties of the seabed in shallow water. The authors showed that the sound from the
propeller was detected not only at a microphone in the air and at hydrophones below the sea surface
but also at an instrument buried about 1 m deep in the sediment. The received signals experience
a signi�cant Doppler shift due to the motion of the aircraft. The amplitude of such a frequency
change in the seabed depends on the speed of sound. Later studies (Buckingham [2003]; Buckingham
& Giddens [2006]) provided a deeper understanding of the physics behind the Doppler-shifted �eld
in the channel and the sediments. This work opened the door to inversion of the Doppler-shifted
modes associated with each harmonic in order to estimate the sound speed in the sediment and
also other geoacoustic parameters (shear speed, porosity, density and grain size), even using only
receivers moored in the water. Conveniently for such inversion purposes the sound of light aircrafts
appears to contain low frequency harmonics (down to� 80 Hz), the intensity of which varies only
weakly throughout the angular range (Buckingham et al. [2006]). This unusual acoustic inversion
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technique is known as geoacoustic Doppler spectroscopy (Buckingham [2010]). Recently, Bevans &
Buckingham [2017] presented another original technique using a low-�ying light helicopter and an
inversion procedure using the coherence function of the head wave generated at the ocean-sediment
interface. The sound produced by the rotors has an even broader frequency bandwidth than the
propeller noise of aircrafts, rich in low frequencies (down to about 13 Hz and up to 2.5 kHz) and thus
constitutes a great low-frequency sound source. In addition, this new inversion techniques seem more
e�cient than geoacoustic Doppler spectroscopy because it uses the whole frequency spectrum and
thus seems more suitable in noisy environments. For such con�gurations there exist relatively simple
mathematical models for strati�ed �uid media. However, as complexity increases (slopes, elasticity,
roughness...) the theoretical analysis becomes particularly challenging. Here again, numerical methods
can be bene�cial.

Supercomputers, High-Performance Computing (HPC), and numer-
ical methods

Figure D � Performance measured in �op/s (number of �oating-point operations per second) of the world's fastest
supercomputer (in orange) and its projected evolution over the years, as well as the speed of the 500th, i.e. a typical
machine in regional computing centers and therefore easily accessible to any researcher. In logarithmic scale, adapted
from www.top500.org .

Understanding, predicting, imaging. Numerical simulation is nowadays one of the pillars of science,
together with observation, experimentation and theory. It is now indispensable for the study of
most complex systems. In this context, numerical methods and supercomputers are essential for all
applications requiring high computing power, such as weather or climate prediction, aerodynamics,
seismology, molecular chemistry, genetics, astrophysics, cryptanalysis, �nance and insurance, etc.
These approaches are known as HPC (High Performance Computing). The reader can �nd an overview
of this �eld e.g. in Nagel et al. [2018]. It is also worth citing the article of Gropp & Sterling [2015] on
the future evolution of HPC.

Since the 1960s and the development of the �rst supercomputers, the performance of the largest
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high performance computers has increased from106 to 1017 Flop/s (�oating-point operation per sec-
ond) following an almost perfect exponential law (Figure D). This law predicts, for example, that
by about 2020, the �rst exascale/exa�ops machine (1018 Flop/s) will appear somewhere in the world
(orange line). More importantly, this �gure shows that until now, it took about nine years to move
from the world's largest supercomputer to a regional or local infrastructure easily accessible to many
researchers. The trend is expected to continue. In recent years, intra-node parallelism in super-
computers has continued to improve, either because of the increasing number of cores available on
CPUs (Central Processing Units), or because of computing units such as GPU (Graphics Processing
Units Computing) graphics cards or Intel accelerators (Intel Xeon Phi, Intel Many Integrated Core
Architecture "Knights Landing" i.e. MIC KNL). One can therefore predict with some con�dence that
expensive numerical methods now will become the standard in a fairly well-predicted future, as the
machines to run them will most probably become widely available.

For this thesis we will focus on the propagation of acoustic waves in complex environments. In this
�eld, the evolution of supercomputers has enabled several academic and industrial laboratories to use
so-called "full-wave" methods, which were still impractical because too expensive a decade ago. These
methods have the advantage of directly discretizing the fundamental equations of elastodynamics
without introducing any additional approximation. This of course comes with a high calculation cost.
They are therefore typically used when the problems considered require high accuracy and when the
cost of calculation can be a�orded. These methods were mostly initially developed in the late 1960
and in the 1970s to meet the needs of the oil industry, which has always been interested in seismic
methods for detecting oil and gas reservoirs. Finite-di�erence (FD) methods were �rst developed
(Alterman & Karal Jr [1968]; Boore [1972]; Kelly et al. [1976]; Virieux [1986]; Levander [1988]). For
spatial discretization, variational methods also soon emerged (Lysmer et al. [1972]; Strang & Fix
[1973]), in particular because they limit the problems of numerical instabilities and make it possible
to more easily deal with heterogeneous environments and boundary conditions. A large number of
such Finite Element Methods (FEM) then appeared. Among the most widely used nowadays one can
cite the Spectral Element Method (SEM, Seriani & Priolo [1994]; Komatitsch & Vilotte [1998]; Cohen
& Fauqueux [2000]; Bécache et al. [2000]; Jenkins et al. [2002]), the Discontinuous Galerkin method
(Rivière & Wheeler [2003]; Chung & Engquist [2006]; Grote et al. [2006]; Käser & Dumbser [2006];
Käser & Dumbser [2008]) and to a lesser extent Finite Volume Methods (Dormy & Tarantola [1995];
Dumbser et al. [2007]). These methods have gradually become standard in the �eld of seismology at
both global and regional scales (Tromp et al. [2008]; Gokhberg & Fichtner [2016]; Monteiller et al.
[2015]; Wang et al. [2016]). In underwater acoustics however, the use of full waveform methods is
still uncommon. Indeed the problems studied, such as T-waves or geoacoustic Doppler spectroscopy,
typically involve very high frequencies over long propagation distances, which often make these kinds
of approaches una�ordable. However, the evolution of computer performance is now changing the
situation and opening up an immense �eld of study (see for example Isakson & Chotiros [2011];
Cristini & Komatitsch [2012]; Jamet et al. [2013]; Bottero et al. [2016a]; Isakson [2018]), of which we
intend to explore a small part in this PhD. The numerical method that we will use is a SEM. The
SEM is a continuous Galerkin technique, which can easily be made discontinuous; it is then close
to a particular case of the discontinuous Galerkin technique, with optimized e�ciency because of its
tensorized basis functions. In particular, it can accurately handle very distorted mesh elements. The
SEM has very good accuracy and convergence properties. It admits spectral rates of convergence and
allows exploiting hp-convergence schemes. It is also very well suited to parallel implementation on
very large supercomputers as well as on clusters of GPU accelerating graphics cards. The SEM can
also handle triangular (in 2-D) or tetrahedral (in 3-D) elements as well as mixed meshes, although
with increased cost and reduced accuracy in these elements, as in the discontinuous Galerkin method
(see references and details in Komatitsch [2018]).
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What is covered in this thesis

This manuscript is composed of six chapters mixing observations, simulations and development of
numerical tools. The �rst chapter contains a review of the literature on T-waves, which spans 90
years of research, from early observations to current numerical simulations. We then present a data
study carried out in collaboration with Dr. Emanuele Casarotti at the Istituto Nazionale di Geo�sica
e Vulcanologia (INGV, National Institute of Geophysics and Volcanology) of Rome, Italy (Chapter 2).
In that work we analyzed seismograms recorded in Sicily and Calabria following earthquakes that
occured near the west coast of Greece. This led us to identify general trends on the generation and
propagation of T-waves in that region. In order to model the phenomenon we then developed an
axisymmetric (2.5-D) spectral-element solver in the time domain, which we present and validate in
Chapter 3. This tool allowed us to numerically reproduce one of the Greek earthquakes studied and
the propagation of T-waves all the way to Sicily. Comparing the real data with the numerical results
enabled to exhibit the most signi�cant physical parameters (Chapter 4). We also tried to perform
3-D simulations but failed to generate a suitable mesh. This unsuccessful attempt is described in
Appendix B. Chapter 4 also contains a two-step parametric study of the in�uence of the slope on a
typical T-wave generation/conversion scenario. We �rst study the amount of acoustic energy channeled
from an earthquake occurring under an sloping seabed. We then model the re�ection/transmission of
a guided wave at shore. The in�uence of the properties of the water layer and of marine sediments is
discussed.

Chapter 5 describes a procedure for calculating transmission loss and dispersion maps from full-
wave numerical simulations performed in the time domain. We then use these maps to study the
e�ciency of the SOFAR channel in terms of energy channeling as a function of the sound speed pro�le
in the water layer, of the type of source and of the nature of the seabed. Finally, Chapter6 presents
and validates a full-wave numerical approach based on spectral elements in the time domain to model
in the acoustic �eld created by a moving source. The method is applied to geoacoustic Doppler
spectroscopy of marine sediments. In the second part of that chapter we also propose a new T-wave
generation mechanism and an alternative explanation to the waves observed byEvers et al. [2014]at
sea and in the atmosphere following a 2004 earthquake in the Macquarie Ridge.

What is not covered in this thesis but could have been

1. 3-D e�ects

T-waves travel in the seas and oceans. They originate from seismic waves that are converted in
part into acoustic waves, which in turn are redirected by irregular geometric features in such a way
that they propagate horizontally in the ocean. The role of bathymetry in this process is crucial,
implying that the observed signals are a�ected by 3-D e�ects (Talandier & Okal [1979]; Graeber
& Piserchia [2004]; Chapman & Marrett [2006]; Bohnenstiehl [2007]; Chapman & Marrett [2007];
Heaney & Campbell [2016]; Heaney et al. [2017]). Nevertheless, we quickly realized that full-wave
ocean acoustics in the time domain is still in its early stage. Therefore, much remains to be learned
from 2-D numerical simulations before having to deal with growing complications stemming from
3-D models (model meshing in particular, and extremely high computational cost). We nonetheless
attempted 3-D simulations at some point in this thesis, however not very successfully; this attempt is
reported in Appendix B.

2. Sensitivity of T-waves to the source radiation pattern

This topic has been addressed by Balanche et al. [2009] and Jamet et al. [2013], who discussed the
e�ects of the source radiation pattern on T-wave structure. Some qualitative results were obtained
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based on 2-D Cartesian simulations. Although interesting, these simulations did not provide quanti-
tative results because the radiation pattern and geometrical spreading of a source in 2-D Cartesian
coordinates cannot properly describe 3-D situations. Using 2-D axisymmetric simulations might be
a solution. However, even if the geometrical spreading in axisymmetric geometries is 3-D, it requires
the source radiation pattern to be axisymmetric too, which makes the correct study of the in�uence
of source characteristics on T-waves more complicated.

3. Localization of earthquakes from T-phases

Accurately locating a source from T-phases remains a challenging issue for the study of remote earth-
quakes in oceanic environments. Does the transmission point location found by simple triangulation
always match the epicenter of the earthquake? Which part of the signal should be used for triangula-
tion: �rst arrivals, maximum energy pick or the entire envelope (Yang & Forsyth [2003])? Although
we did not address this topic in this PhD work, it would de�nitely deserve a numerical study.

4. In�uence on T-waves of the variations with range of the acoustic properties of the
ocean

Typical of ocean currents, gyres, eddies or fronts for example, range-dependent sound-speed oscillations
from internal waves cause sound scattering e�ects that cannot be explained in the framework of
normal-mode theory. The problem is not speci�c to T-waves and has been the subject of numerous
studies in ocean acoustics (for example Lichte [1919]; Foreman [1983]; Scully-Power & Stevenson [1985];
Desaubies et al. [1986]; Schmidt et al. [1995]; Colosi & Flatté [1996]; McDonald [1996]; Brekhovskikh &
Godin [1999]; Gavrilov & Mikhalevsky [2001]; Spiesberger [2007, 2010]; Hegewisch & Tomsovic [2011]).
This topic, although interesting, was considered less crucial and was thus not addressed in this thesis.

5. Inversions

Inverting for the source properties or the acoustic properties of the ocean from recorded T-phases
would be of great interest. Although all the necessary tools are already available in our software
package SPECFEM because they have been developed for other projects in the past (Favier et al.
[2004]; Xie et al. [2014]; Monteiller et al. [2015]; Wang et al. [2016]; Komatitsch et al. [2016]) we
decided to favor parametric studies rather than inversions to begin the exploration of the phenomenon
in the time domain. It seemed important to us to start working with forward simulations on di�erent
types of models before maybe going into inverse problems in future work.



Introduction

Résumé des recherches e�ectuées, ou non
e�ectuées, dans cette thèse

Ceci est une version en français de l'introduction précédente en anglais.

Les ondes T

Dans le domaine de l'acoustique sous-marine, les ondes T ont été beaucoup étudiées. Le terme �onde
T� a parfois été utilisé en référence à des phénomènes et des contextes d'observation variés. A�n
d'éviter toute confusion, il nous a paru important de �xer une bonne fois pour toutes la dé�nition
utilisée dans le contexte de notre travail.
�

�

�

�

Selon notre dé�nition, une onde T est un signal acoustique, généré à la suite d'un
événement sismique et qui voyage horizontalement dans l'eau de mer à la vitesse du

son

Cette dé�nition, qui peut sembler assez �oue, nous semble la plus adaptée ; comme nous le verrons
dans ces pages, ces ondes ne peuvent être décrites dans toute leur diversité par un mode de propagation
ou par des propriétés de dispersion par exemple. Notons surtout le terme �événement sismique� qui
s'applique aussi bien aux tremblements de terre qu'aux sources sismiques d'origine humaine, mais pas
aux explosions sous-marines par exemple. En e�et, certains auteurs parlent d'ondes T pour évoquer des
signaux générés dans l'eau par n'importe quel mécanisme (Shapira [1981]; Cansi & Bethoux [1985];
Okal & Talandier [1986]; Koyanagi et al. [1995]; Piserchia et al. [1998] par exemple). Soulignons
également que nous n'avons pas introduit de distance de propagation. Nous appellerons aussi bien
�onde T� un signal enregistré à 150 km qu'à 15000 km de la source, du moment qu'il s'est propagé
globalement à plus ou moins 1500 m.s� 1.

Pour rester dans le vocabulaire, nous pouvons noter que le terme �phase T� apparaît également
dans la littérature. Onde T et phase T sont souvent utilisés indi�éremment. Dans ce document nous
utiliserons parfois également le terme phase T, mais seulement quand nous ferons référence à un signal
enregistré et non au phénomène physique en soi.

La Figure A illustre la génération des ondes T par les tremblements de terre. Un tremblement
de terre, l'éruption d'un volcan ou l'explosion d'une bombe atomique, génèrent des ondes sismiques.
On distingue les ondes de compression (ondes �P�, comme Pression ou comme Premières, appelées
aussi ondes sonores), les ondes de cisail lement (ondes �S� comme cisaillement, �Shear� en anglais,
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ou Secondes) et les ondes de surface. Quand un événement sismique a lieu à proximité d'un bassin
océanique, une partie de l'énergie produite peut se retrouver canalisée dans la couche d'eau et voyager
ensuite horizontalement dans ce guide d'onde naturel à la vitesse du son dans l'eau. Ce sont ces ondes
guidées que l'on appelle les ondes T. Elles ont des fréquences typiquement situées dans la bande de
fréquence allant de 1 à 100 Hz. La conversion en ondes T des ondes sismiques peut se faire princi-
palement de deux façons : par ré�ections successives entre la surface de la mer et un fond marin en
pente, ou bien par di�raction sur une rugosité ou des hétérogénéités. Chaque mode de conversion a
ses spéci�cités. Une fois canalisées dans la couche d'eau, les ondes T peuvent s'y propager particuliè-
rement loin, et ce pour plusieurs raisons. Tout d'abord, en se propageant dans l'océan, elles possèdent
une divergence géométrique cylindrique, ce qui provoque moins de pertes que pour une divergence sphé-
rique en espace libre comme pour les ondes P et S (voir Fox & Dziak [1998]). De plus, l'atténuation
des ondes acoustiques dans l'eau est particulièrement faible aux fréquences concernées. En�n, il faut
également mentionner que grâce au fait que la température et la pression varient avec la profondeur,
la vitesse des ondes sonores dans l'océan présente un minimum typiquement aux alentours de 1000
m dans l'atlantique. Cette particularité, connue sous le nom de canal SOFAR, permet dans certaines
conditions d'améliorer encore la transmission d'énergie. Les ondes T peuvent donc se propager sur des
distances très grandes, en pratique uniquement limitées par la tail le des bassins océaniques (voir Okal
& Talandier [1997]; Metz et al. [2016] par exemple). Un événement sismique de tail le même modérée
peut ainsi être détecté à des milliers de kilomètres s'il a généré des ondes T. Ainsi, le seuil de détection
des événements peut être amélioré d'un à deux ordres de grandeur en utilisant quelques instruments
installés en mer (hydrophones ou OBS) plutôt que de grands réseaux sismiques terrestres (Johnson &
Northrop [1966]; Fox et al. [1994]; De Groot-Hedlin et al. [2004]; Pan & Dziewonski [2005]; Dziak
et al. [2011]). Notons malgré tout que ces instruments posent d'autres problèmes liés par exemple à
leur localisation (pour leur maintenance par exemple) ou à la transmission des données enregistrées.

Après leur parcours océanique, les ondes T ont donc toutes les chances d'atteindre les côtes. À
l'arrivée sur un talus continental elles se convertissent en ondes sismiques détectables par les sismo-
mètres situés à l'intérieur des terres, même exceptionnellement par ceux installés très loin de la façade
littorale (Tolstoy & Ewing [1950]; Båth & Shahidi [1971]; Cansi & Bethoux [1985]; Cook & Stevens
[1998]; Stevens et al. [2001]). Bien qu'ino�ensives, les ondes T peuvent parfois être ressenties par les
populations côtières (Talandier & Okal [1979]; Leonard [2004]). Comme le son voyage plus lentement
dans l'eau que dans le sol, les ondes T converties arrivent typiquement après les ondes de compression
(ondes P) et de cisail lement (ondes S) d'où leur nom �T� comme Troisième. La Figure B montre
un exemple typique de sismogramme d'onde T enregistré en Sicile suite à un tremblement de terre
de magnitudeM w = 4 :7 s'étant produit sur la côte ouest grecque. Dans cet exemple les trois arrivées
P, S et T sont clairement visibles. Cependant, dans de nombreux cas, comme par exemple pour les
petits séismes le long des dorsales océaniques, seules les ondes T sont détectées. Elles sont alors le seul
élément d'information disponible (voir par exemple Fox et al. [1994]). Les ondes T sont donc utilisées
dans de nombreux domaines des géosciences. Depuis les années 1960, des milliers d'ondes T ont été
enregistrées et leurs sources de création localisées (voir Johnson [1966]; Duennebier & Johnson [1967];
Fox et al. [2001]) et des algorithmes existent pour les répertorier automatiquement (Sukhovich et al.
[2014]). Bien que la localisation de la zone de conversion soit parfois délicate, ces relevés ont permis
notamment d'identi�er des éruptions volcaniques (Dietz & Sheehy [1954]; Norris & Johnson [1969];
Talandier & Okal [1987a]; Schreiner et al. [1995]; Fox & Dziak [1998]; Bohnenstiehl et al. [2013]) ou
de suivre en temps réel des processus éruptifs (Fox et al. [1995]; Dziak et al. [2011]). Ces détections ont
donc contribué grandement à notre compréhension des procédés hydrothermaux et microbiens au niveau
des dorsales océaniques (Delaney et al. [1998]; Cowen et al. [2004]; Wilcock et al. [2014]). Les ondes
T sont également très utiles pour la détection des tremblements de terre intra-plaques tectoniques de
faible amplitude dans les régions très éloignées (Fox et al. [2001]), pour l'étude de l'expansion des fonds
océaniques ou bien de l'intrusion du magma au niveau des dorsales océaniques (Hammond & Walker
[1991]; Fox et al. [1994]; Schreiner et al. [1995]; Blackman et al. [2000]). Autant de phénomènes qui
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a�ectent l'océan et les écosystèmes marins (Dziak et al. [2011, 2012]).
Dans le cas des grands séismes en région océanique, les ondes T reçues peuvent être utilisées en

complément des ondes P et S pour cartographier les di�érentes composantes de la rupture de la fail le
concernée (voir Graeber & Piserchia [2004]; De Groot-Hedlin [2005]; Guilbert et al. [2005]; Tolstoy &
Bohnenstiehl [2005, 2006]). De plus, certains liens entre les ondes T et les tsunamis sont désormais
avérés et pourraient être potentiellement utilisés dans le cadre d'un programme d'alerte aux tsunamis
(Ewing et al. [1952]; Tolstoy & Bohnenstiehl [2006]; Salzberg [2008]). Pour �nir, les signaux acous-
tiques enregistrés dans les océans sont utilisés depuis plusieurs années pour faire la distinction entre
les sources anthropiques telles que les explosions nucléaires et naturelles telles que les volcans, en
particulier dans le cadre du Traité d'interdiction complète des essais nucléaires (TICE) adopté par
l'Assemblée Générale des Nations Unies en 1996 (voir De Groot-Hedlin & Orcutt [1999, 2001c]). En
e�et, bien que facilement détectables à partir des ondes de surface, les explosions nucléaires ne gé-
nèrent que de faibles ondes P et S, notamment parce que la source est localisée très près de la surface
de la Terre (voir Adams [1979]). Les signaux des ondes T peuvent également fournir des informations
sur les mécanismes des tremblements de terre qui les ont générés (Dziak [2001]; Talandier & Okal
[2016]), sur les caractéristiques sismiques super�cielles des régions côtières (Koyanagi et al. [1995];
Kosuga [2011]) ou sur la structure profonde de la zone Wadati-Benio� (Okal [2001b]). Dans le futur,
les ondes T pourraient également être utilisées pour étudier les variations méso-échelle des propriétés
de l'océan (Evers & Snellen [2015]).

À l'interface entre la sismologie et l'acoustique sous marine, le phénomène des ondes T met en
jeu des procédés complexes et variés dont les mécanismes sont actuellement mal connus, ce qui limite
les possibilités d'analyse théorique approfondie. On peut évoquer la viscoélasticité, les conversions
sismiques vers acoustiques et acoustiques vers sismiques, la di�raction, la propagation guidée dans
l'océan, les fréquences élevées, les e�ets 3-D, ou les géométries complexes. Dans ce contexte il est encore
di�cile d'évaluer correctement l'in�uence des caractéristiques du séisme, du fond marin ou de l'océan
par exemple. Ces problématiques restent en grande partie ouvertes de nos jours. Le spectrogramme
présenté dans la Figure B est caractéristique et montre que globalement les ondes T ont un contenu
fréquentiel bien plus élevé que les ondes P et S qui les précédent. En e�et, les hautes fréquences sont
moins atténuées lors d'une propagation dans l'océan que lors d'une propagation dans la croûte et le
manteau terrestre. Cette caractéristique est intéressante car la partie haute fréquence du spectre est
sensible à la structure �ne du séisme, de l'océan et du fond marin et est absente ou fortement réduite
dans les sismogrammes des ondes P et S à longue distance. De ce fait, une plus grande quantité
d'informations sont potentiellement contenues dans les ondes T que dans les ondes P et S, et celles-
ci peuvent être détectées de très loin (voir Dziak et al. [2004a]). On ne sait malheureusement pas
aujourd'hui comment bien utiliser cette information. Comme dans beaucoup d'autres domaines de
recherche, la simulation numérique semble donc être une approche appropriée et prometteuse pour
l'étude des ondes T.

Sondage de sédiments à partir d'aéronefs

On sait depuis de nombreuses années que le son des gros avions est détectable sous la surface de l'océan
(Urick [1972]; Medwin et al. [1973]; Richardson et al. [2013]). Plus récemment, Buckingham et al.
[2002a,b] ont e�ectué des expériences avec un avion à hélice léger volant à basse altitude (semblable à
celui il lustré sur la Figure C) a�n de déterminer si le son d'une telle source volante pouvait être utilisé
pour déterminer les propriétés acoustiques du fond marin en eau peu profonde. Les auteurs ont montré
que le son de l'hélice est détecté non seulement par un microphone dans l'air et par des hydrophones
dans l'eau, mais aussi par un instrument enterré à environ 1 m de profondeur dans les sédiments.
Les signaux reçus présentent un important décalage Doppler provoqué par le mouvement de l'avion.
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Il est facile de voir que l'amplitude d'un tel changement de fréquence dans le fond marin dépend de
la vitesse du son. Des études ultérieures (Buckingham [2003]; Buckingham & Giddens [2006]) ont
permis d'approfondir la compréhension physique du phénomène. Ces travaux ont ouvert la voie à
l'inversion des modes Doppler associés à chaque harmonique a�n d'estimer la vitesse du son dans les
sédiments mais aussi les autres paramètres géoacoustiques (vitesse des ondes de cisail lement, porosité,
densité et granulométrie) et cela même en n'utilisant que des récepteurs placés dans l'eau. Pour ces
inversions, le son des avions légers s'avère contenir des harmoniques de basse fréquence (jusqu'à� 80
Hz) dont l'intensité ne varie que faiblement sur toute la plage angulaire (Buckingham et al. [2006]).
Cette technique inhabituelle d'inversion acoustique est connue sous le nom de spectroscopie Doppler
géoacoustique (Buckingham [2010]). Récemment, Bevans & Buckingham [2017] ont présenté une autre
technique originale utilisant un hélicoptère léger volant à basse altitude et une procédure d'inversion
utilisant la fonction de cohérence de l'onde latérale générée à l'interface océan-sédiment. Le son produit
par les rotors a une largeur de bande de fréquence encore plus grande que celle du bruit des hélices des
avions, riche en basses fréquences (à partir d'environ 13 Hz et jusqu'à 2,5 kHz) et il constitue donc
une excellente source sonore basse fréquence. De plus, la nouvelle technique d'inversion semble plus
e�cace que la spectroscopie Doppler géoacoustique parce qu'elle utilise tout le spectre de fréquences.
Cette méthode est donc plus adaptée aux environnements bruyants. Pour ce genre de méthodes il est
possible de construire des modèles mathématiques pour des milieux �uides strati�és. Cependant, dès
que la complexité augmente (pentes, élasticité, rugosité...) l'analyse théorique devient particulièrement
ardue. Là encore les méthodes numériques peuvent être d'une grande utilité.

Les supercalculateurs, le Calcul Haute Performance (HPC) et les
méthodes numériques

Comprendre, prévoir, imager. La simulation numérique est maintenant l'un des piliers de la science,
aux côtés de l'observation, l'expérimentation et la théorie. Elle est maintenant essentielle à l'étude de
la plupart des systèmes complexes. Dans ce contexte, les méthodes numériques et les supercalculateurs
sont incontournables pour toutes les applications nécessitant une très grande puissance de calcul, telles
que les prévisions météorologiques ou climatiques, l'aérodynamique, la sismique et la sismologie, la
chimie moléculaire, la génétique, l'astrophysique, la cryptanalyse, les �nances et assurances, etc. Ces
approches sont connues sous l'acronyme anglais HPC (Calcul haute performance). Le lecteur trouvera
par exemple dans Nagel et al. [2018] un tour d'horizon complet. Il convient également de citer l'article
de Gropp & Sterling [2015] sur l'évolution future du HPC. Depuis les années 1960 et l'apparition des
premiers supercalculateurs, la puissance de calcul des plus gros ordinateurs à haute performance est
passée de106 à 1017 Flop/s (opération en virgule �ottante par seconde) suivant une loi exponentielle
quasi parfaite (voir Figure D). Cette loi prévoit par exemple qu'en 2020 environ la première machine
exascale/exa�ops (1018 Flop/s) apparaîtra quelque part dans le monde (ligne orange). Plus important
encore, ce chi�re montre qu'il faut seulement environ neuf ans pour passer du plus gros supercalculateur
du monde à une infrastructure régionale ou locale de même puissance accessible à un très grand nombre
de chercheurs. La tendance devrait se poursuivre. Ces dernières années, le parallélisme intra-n÷ud sur
les supercalculateurs n'a cessé de s'améliorer, soit en raison du nombre croissant de c÷urs disponibles
sur les processeurs CPU, soit en raison des unités de calcul telles que les cartes graphiques GPU
(Graphics Processing Unit computing) ou les accélérateurs de type Intel (Intel Xeon Phi, Intel Many
Integrated Core Architecture "Knights Landing" c'est-à-dire MIC KNL). Nous pouvons donc prédire
avec une certaine con�ance que les méthodes les plus coûteuses actuellement deviendront la norme dans
un avenir pas trop lointain et assez bien déterminé, car les machines pour les utiliser deviendront très
probablement largement disponibles.

Pour cette thèse, nous nous intéresserons à la propagation des ondes acoustiques dans les milieux
complexes. Dans ce domaine l'évolution des supercalculateurs a permis l'émergence des méthodes dites



INTRODUCTION 23

"en forme d'onde complète" dont l'utilisation, il y a une dizaine d'années, se limitait encore au niveau
mondial à quelques laboratoires seulement en raison de leur coût. Ces méthodes ont l'avantage de
discrétiser directement les équations fondamentales de l'élastodynamique sans introduire d'approxima-
tion supplémentaire, au prix bien entendu d'un coût de calcul important. Elles sont donc typiquement
utilisées lorsque les problèmes exigent une grande précision et que l'on peut se permettre de payer un
tel coût de calcul. Ces méthodes ont pour la plupart commencé à se développer dans les années 1970
pour répondre notamment aux besoins de l'industrie pétrolière, qui s'est depuis toujours intéressée aux
méthodes sismiques pour la détection des réservoirs de pétrole ou de gaz. Des méthodes de di�érences
�nies ont d'abord été développées (Alterman & Karal Jr [1968]; Boore [1972]; Kelly et al. [1976];
Virieux [1986]; Levander [1988]). Concernant la discrétisation spatiale, des méthodes variationnelles
ont commencé à émerger à la même période (Lysmer et al. [1972]; Strang & Fix [1973]), notamment
parce qu'elles limitent les problèmes d'instabilités numériques et permettent de traiter facilement les
milieux hétérogènes et les conditions aux limites. Un grand nombre de ces méthodes par éléments �nis
(FEM) sont alors apparues. Parmi les plus utilisées aujourd'hui, on peut citer la méthode des éléments
�nis spectraux que nous avons utilisée dans cette thèse (SEM, Seriani & Priolo [1994]; Komatitsch &
Vilotte [1998] ; Cohen & Fauqueux [2000]; Bécache et al. [2000]; Jenkins et al. [2002]), les méthodes
de Galerkin discontinues (Rivière & Wheeler [2003]; Chung & Engquist [2006]; Grote et al. [2006];
Käser & Dumbser [2006]; Käser & Dumbser [2008]), et dans une moindre mesure la méthode des
volumes �nis (Dormy & Tarantola [1995]; Dumbser et al. [2007]). Ces méthodes sont progressivement
devenues incontournables dans le domaine de la sismologie tant à l'échelle de l'ensemble de la Terre
qu'à l'échelle régionale ( Tromp et al. [2008]; Gokhberg & Fichtner [2016]; Monteiller et al. [2015];
Wang et al. [2016]). Dans le domaine de l'acoustique sous-marine cependant, l'utilisation des mé-
thodes en forme d'onde complète reste encore limitée. En e�et, les problèmes qui y sont étudiés, tels
que les ondes T ou la spectroscopie Doppler géoacoustique, impliquent typiquement des fréquences très
élevées et sur de grandes distances de propagation, ce qui rend actuellement ce genre d'approches sou-
vent inaccessibles car trop coûteuses. L'évolution des moyens informatiques est aujourd'hui en train
de changer rapidement cette situation et ouvre un champ d'étude très important (voir par exemple
Isakson & Chotiros [2011]; Cristini & Komatitsch [2012]; Jamet et al. [2013]; Bottero et al. [2016a];
Isakson [2018]). Avec cette thèse nous souhaitons aller dans cette même direction et participer aux
e�orts de la communauté scienti�que dans ce domaine. La méthode numérique qui sera utilisée est
basée sur les éléments spectraux (SEM). La SEM est une méthode de Galerkin continue, qui peut fa-
cilement être rendue discontinue si nécessaire ; elle est alors proche d'un cas particulier de la méthode
de Galerkin discontinue, avec une e�cacité optimisée grâce à ses fonctions de base tensorisées. En
particulier, elle peut fonctionner avec précision sur des maillages très déformés. La méthode des élé-
ments �nis spectraux a de très bonnes propriétés de précision et de convergence. Elle a une convergence
quasi-spectrale et permet d'exploiter des schémas de convergence de typehp (haut degré polynomial
pour les bases de fonctions, et maillage de densité moyenne). Elle est également très bien adaptée
au calcul parallèle sur de très gros supercalculateurs ainsi que sur des clusters de cartes graphiques
GPU. La SEM peut également traiter des éléments triangulaires (en 2-D) ou tétraédriques (en 3-D)
ainsi que des maillages mixant les deux, bien qu'avec un coût accru et une précision réduite pour ces
éléments, comme d'ailleurs dans la méthode Galerkin discontinue (voir les nombreuses références sur
ces di�érents points dans Komatitsch [2018]).

Ce qui a été abordé dans la thèse

La thèse est composée de six chapitres combinant observations, simulations et développement d'outils
numériques. Le premier chapitre contient un historique thématique de la littérature sur les ondes T, la
littérature disponible couvrant 90 ans de recherches, des premières observations jusqu'aux simulations
numériques actuelles. Ce travail de documentation est suivi par une étude de données faite en col-
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laboration avec le Dr. Emanuele Casarotti à l'Istituto Nazionale di Geo�sica e Vulcanologia (INGV,
Institut national de Géophysique et de Volcanologie) de Rome en Italie (Chapitre 2), dans laquelle nous
avons analysé des sismogrammes enregistrés en Sicile et en Calabre à la suite de tremblements de terre
survenus près de la côte ouest de la Grèce. Cela nous a amené à identi�er des tendances générales sur
la génération et la propagation des ondes T dans cette région. A�n de modéliser le phénomène nous
avons alors développé un solveur éléments spectraux axisymétriques (2.5-D) dans le domaine temporel,
que nous présentons et validons dans le Chapitre 3. Cet outil nous a ensuite permis de reproduire nu-
mériquement un des séismes grecs étudiés ainsi que la propagation des ondes T jusqu'en Sicile, puis de
comparer les données avec les résultats numériques et de déterminer les paramètres physiques les plus
importants rentrant en jeu dans ce cas (Chapitre 4). Nous avons également tenté de faire des simula-
tions 3-D, mais nous n'avons pas réussi à générer un maillage approprié. Cette tentative infructueuse
est décrite dans l'annexe B. Le Chapitre 4 contient quant-à-lui une étude paramétrique en deux temps
de l'in�uence de la pente du plancher océanique dans un scénario typique de génération/conversion
d'une onde T. Dans un premier temps, nous étudions la quantité d'énergie acoustique canalisée à par-
tir d'un séisme profond sous un fond marin incliné. Nous modélisons ensuite la ré�exion/transmission
d'une onde guidée sur une côte. L'in�uence des propriétés de la couche d'eau et des sédiments marins
est discutée. Le Chapitre 5 décrit une procédure pour le calcul de cartes de perte de transmission et de
dispersion à partir de simulations numériques en forme d'onde complète e�ectuées dans le domaine
temporel. Nous utilisons ensuite ces cartes pour étudier l'e�cacité du canal SOFAR en termes de ca-
nalisation de l'énergie en fonction du pro�l de vitesse dans l'eau, du type de source, et de la nature du
fond marin. Pour �nir, le Chapitre 6 présente et valide une méthode numérique basée sur les éléments
spectraux dans le domaine temporel pour modéliser en forme d'onde complète le champ acoustique
crée par une source en mouvement. La méthode est appliquée à la spectroscopie Doppler géoacoustique
des sédiments marins. Nous proposons également à la �n de ce chapitre un nouveau mécanisme de
génération d'ondes T ainsi qu'une explication alternative aux ondes observées par Evers et al. [2014]
en mer et dans l'atmosphère à suite d'un tremblement de terre de 2004 dans la dorsale de Macquarie.

Ce qui n'a pas été abordé dans cette thèse, mais qui aurait pu l'être

1. E�ets 3-D

Les ondes T se propagent dans les mers et les océans. Elles proviennent d'ondes sismiques qui sont
converties en ondes acoustiques, lesquelles sont à leur tour redirigées par les structures géométriques
irrégulières de telle sorte qu'elles se propagent horizontalement dans l'océan. Le rôle de la bathymétrie
dans ce processus est crucial et suggère que les signaux observés sont a�ectés par des e�ets 3-D
(Talandier & Okal [1979]; Graeber & Piserchia [2004]; Chapman & Marrett [2006]; Bohnenstiehl
[2007]; Chapman & Marrett [2007]; Heaney & Campbell [2016]; Heaney et al. [2017]). Néanmoins,
nous nous sommes vite rendu compte que l'acoustique sous-marine dans le domaine temporel n'en était
encore qu'à ses débuts et que de ce fait beaucoup restait encore à apprendre de simulations numériques
2-D avant d'avoir à faire face aux grandes complications techniques apparaissant dans le cas de modèles
3-D (maillage précis de ces modèles en particulier, et coût de calcul extrêmement élevé). Néanmoins,
au cours de la thèse comme mentionné ci-dessus nous avons tenté quelques simulations en 3-D, et
cette expérience est décrite dans l'annexe B.

2. Sensibilité des ondes T au diagramme de rayonnement de la source

Ce sujet a été abordé par Balanche et al. [2009] et Jamet et al. [2013], qui ont discuté les e�ets du
diagramme de rayonnement de la source sur la structure des ondes T. Des résultats qualitatifs ont été
obtenus à partir de simulations Cartésiennes 2-D. Bien qu'intéressantes, ces simulations ne fournissent
pas de résultats quantitatifs car le diagramme de rayonnement et la divergence géométrique d'une source
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en coordonnées Cartésiennes 2-D ne peuvent pas décrire correctement la réalité 3-D. L'utilisation
de simulations axisymétriques bidimensionnelles pourrait être une solution. Cependant, même si la
divergence géométrique est 3-D en géométrie axisymétrique, il faut également que le diagramme de
rayonnement de la source soit également axisymétrique. Cela rend pour l'instant compliquée l'étude
correcte de l'in�uence des caractéristiques des sources sur les ondes T.

3. Localisation des tremblements de terre à partir d'ondes T

Localiser avec précision une source à partir d'ondes T reste un dé� pour l'étude des tremblements de
terre éloignés en milieu océanique. L'emplacement du point de conversion obtenu par simple triangu-
lation correspond-il toujours à l'épicentre du séisme ? Et quelle partie du signal devrait être utilisée
pour la triangulation : les premières arrivées, le pic d'énergie ou l'enveloppe entière (Yang & Forsyth
[2003]) ? Bien que nous n'ayons pas abordé ce sujet dans notre travail, il mériterait certainement une
étude numérique dans le futur.

4. In�uence des variations des propriétés acoustiques de l'océan le long du trajet de
propagation des ondes T

Typiques des courants océaniques, des gyres, des tourbil lons de turbulence ou des fronts par exemple,
les oscillations de la vitesse du son dues aux ondes internes provoquent des e�ets de di�usion du
son qui ne peuvent pas être expliqués dans le cadre de la théorie des modes normaux. Le problème
n'est pas spéci�que aux ondes T et a fait l'objet de nombreuses études en acoustique sous-marine
(voir par exemple Lichte [1919]; Foreman [1983]; Scully-Power & Stevenson [1985]; Desaubies et al.
[1986]; Schmidt et al. [1995]; Colosi & Flatté [1996]; McDonald [1996]; Brekhovskikh & Godin [1999];
Gavrilov & Mikhalevsky [2001]; Spiesberger [2007, 2010]; Hegewisch & Tomsovic [2011]). Ce sujet,
bien qu'intéressant, a donc été considéré comme moins crucial et n'a pas été abordé durant la thèse.

5. Inversions

L'inversion des propriétés de la source ou des propriétés acoustiques de l'océan à partir des ondes T
serait d'un grand intérêt. Bien que tous les outils nécessaires soient déjà disponibles dans notre logiciel
SPECFEM en raison de leur développement dans le contexte d'autres projets (Favier et al. [2004];
Xie et al. [2014]; Monteil ler et al. [2015]; Wang et al. [2016]; Komatitsch et al. [2016]), nous avons
décidé, dans un premier temps, de privilégier les études paramétriques plutôt que les inversions pour
commencer l'exploration des phénomènes étudiés dans le domaine temporel. Il nous a semblé important
de commencer à nous forger une opinion grâce à des simulations directes sur di�érents types de modèles
avant de nous lancer éventuellement dans l'étude de problèmes inverses dans le futur.
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Chapter 1
History of research on T-waves

In this chapter we will recall how T-waves have been discovered and used. Most of the analysis and
a�rmations here come from bibliographical search. In order to avoid the repetition of previous reviews
I have tried to construct a personal view of previous works on T-waves. Let me of course cite the
reviews of Okal [2001a, 2007, 2011a], which have all been very helpful.

1.1 First observations and research

T-wave identi�cation and �rst research go back to the �rst decades of the 20th century, during the
golden age of seismology. With the arrival of the �rst short period damped seismometers the prospects
o�ered, notably for the study of the terrestrial structure, were large. The number of seismic stations
recordings and seismologists to interpret them was rising sharply all over the world. The �rst doc-
umented observations of T-waves has been published in 1930 in a weekly science lea�et called The
Volcano Letter made at the Hawaiian Volcano Observatory (Jaggar [1930]; Okal [2007]). Its founder,
American volcanologist T.A. Jaggar, presented a seismogram recorded after a great Alaskan earth-
quake of October 1927. Richter scale did not yet exist but this earthquake magnitude was later rated
as 7.1 (Mpas: Mpas: "Pasadena Magnitude" is described in Gutenberg & Richter [1954]. It is often the
only available quanti�cation information for non shallow earthquakes that occurred before the estab-
lishment in 1963 of the WWSSN, the �rst World-Wide Standardized Seismographic Network. Before
that date there were only about 700 seismographic stations around the world, which were equipped
with instruments of various types exhibiting di�erent frequency responses (Okal [1992]).). After the
main seismic waves arrivals the Bosch-Omori mechanical seismometer (period of 7 seconds, Okal
[2001a]) recorded high frequency oscillations, later identi�ed as corresponding to a T-phase, which
were incorrectly interpreted as resulting from a local Hawaiian earthquake. Indeed, high frequencies
were known to undergo more attenuation than low frequencies, which suggested that these observed
oscillations were coming from a close source, such as a collapse or a slump, which could have been
touched o� by the predominant teleseismic waves. A few years later, a bulletin from the Berkeley
university seismographic stations (Byerly & Wilson [1936]) also reported a �most peculiar� short-
period phase, interpreted as of local origin, that would later prove to be a T-phase from an Hawaiian
earthquake (Byerly & Herrick [1954]). At the same time, the Harvard university Seismograph Station
bulletin Collins [1936] reported a T-phase as a third �unusual� arrival in a seismogram recorded in
September 1935, following P and S waves1. This time the phase is just described as surprising and is
not interpreted as a local arrival.

It is in Linehan [1940] ) that the term �T�-phase (for Tertiary) was coined in the literature and
that the phenomenon was clearly interpreted as originating from distant events. The author correctly

1We thank Prof. Miaki Ishii from Harvard University for providing us a copy of this hard-to-�nd bulletin.
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picked T-phases on many seismograms from the Weston, Massachusetts observatory and set them
apart as due to a single, but still unknown, propagation mechanism, remarking that they were not
arriving as a function of P and S-waves arrival times. Linehan just o�ered speculation as to their
nature, hence these late arrivals could not be interpreted using available travel time tables. That very
same year Ravet [1940] independently came to the same conclusion while working on recordings of
Aleutian earthquakes from Faiere Observatory, Tahiti. Ravet even interpreted the recorded waves as
sur�cial and estimated their group velocity at 1500 m/s but did not relate this measurement to the
speed of sound in water.

Figure 1.1 � Taken from Jaggar [1930]. First-ever published T-phase. The earthquake occurred a few miles o�shore the
Alaskan Paci�c coast and was recorded in Hawaii. Up: north-south motion. Time goes from top to bottom and from
left to right. Down: Same drawing but for east-west motion. The T-wave is the high frequency wave packet. It is visible
on both seismograms. The horizontal arrow represents approximately 23 s.

With the development of active sonars during WWII, ocean acoustics made signi�cant progress.
The post-war article of Ewing et al. [1946] summarizes these results among which the most important
might be the discovery of the deep sound channel for which the authors imagined many civilian
applications such as naval communication, sandbanks localization or deep sea volcanism monitoring.
They also described a potential maritime distress system called �SOFAR: SOund Fixing And Ranging�
experimented even before the end of WWII by the U.S. Navy and that later gave its name to the deep
sound channel. See the box below for the description and history of the SOFAR channel. Thereafter
in their classical article Ewing & Worzel [1948], the authors described their deep water experiments
of long range sound transmission and interpreted them with ray theory. In parallel, soviet ocean
physicist Brekhovskikh [1949] was writing its own independent theory in the USSR. Note here that
this theory predicts that a signal guided through the SOFAR channel by refraction of acoustic rays is
supposed to exhibit low normal dispersion (Johnson & Norris [1968b]; Porter [1973]; Okal & Talandier
[1986]).

These years also saw the publication of Pekeris [1948] who made considerable theoretical advances
for modeling of sound propagation in the ocean. Using modal decomposition Pekeris described the
wave�eld created from a monochromatic submarine source in a simpli�ed oceanic waveguide, which
now carries his name, and which is made up of a �uid layer overlying a semi-in�nite �uid bottom. His
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work was quickly extended to handle elastic seabed by Press & Ewing [1950].
By using the new Pekeris framework to study coastal earthquakes, Press et al. [1950] together with

Tolstoy & Ewing [1950] introduced a temporary little confusion between the newly discovered T-waves
and Airy waves.

Airy waves are predicted from Pekeris theory which, contrary to guided ray theory (Ewing &
Worzel [1948]), predicts dispersive signals. They are associated with the minimum group velocities
of each propagative mode. Therefore it exists one Airy wave for each mode. As T-waves, they
result from a conversion from seismic to acoustic energy, they are theoretically high frequency waves
propagating in the water layer, however they travel with a velocity of � 0:7 the speed of sound in
water, they are supposed to be quickly attenuated, they always come with quicker wave packets and,
more importantly, they can only be generated following very shallow earthquakes (Press uses the term
seaquakes). Nevertheless, and for the �rst time, the authors claimed that T-waves corresponded to
short-period compressional waves traveling through the water.

All in all, Tolstoy & Ewing [1950] can be seen as the �rst comprehensive work about T-waves for
several reasons. Indeed by documenting several Atlantic and Paci�c T-phases recorded in the USA
the authors brought strong evidence on the nature of T-waves. Even if they kept focusing on the Airy
phase they also suggested other seismic to acoustic conversions, foreseeing, for deep earthquakes, the
possibility of T-waves generation by scattering on rough seabed or by downslope conversion (both
described below), and also identifying the basis of acoustic to seismic conversion of T-waves at shores.
They also showed an uncommon T-phase measured 700 km inland from the shore line and supposed
that T-waves could be used to locate earthquake more precisely because of their low velocity compared
to the velocity of seismic waves. They also made an interesting statement that is worth citing: �The
short-period phase predicted by the normal-mode theories of Pekeris [1948] and Press & Ewing [1950]
assumes a constancy of velocity with depth in the ocean and can also account for a T-phase with
periods of one second or less. It is uncertain whether sound-channel propagation or normal-mode
propagation is principally responsible for the T-phase.� We will come back to that important remark
in the section 1.5, indeed the two theories can explain long distance acoustic energy propagation, which
can lead to confusion. The authors �nally suggested that these waves could perhaps be used for the
prevention of tsunamis, which gave rise to a long series of controversies to which we shall return later.
Finally, as would be done routinely thereafter, Tolstoy & Ewing [1950] suggested that a hydrophone
moored into the SOFAR channel may record many T-waves.

Likewise, the interpretation of T-waves as propagating in the water column failed to gain unan-
imous support among the community at the time. The works of Tolstoy and Ewing were criticized
very strongly by Leet, Linehan and Berger (Leet et al. [1951]) in particular, who considered that the
phenomenon was due to shear wave propagation in the sedimentary layer at the bottom of the oceans,
an idea already expressed by Coulomb & Molard [1949]. On his side, Biot [1952] considered that T and
Stoneley-Scholte interface waves (Stoneley [1924]; Scholte [1947]) may have similar dispersion curves
at high frequency and suggested that a coupling e�ect may exist between the two types of waves.

However, Ewing et al. [1952] later provided additional evidence that T-waves were propagating
in the water body of the oceans. The authors presented numerous signals of better quality and
exhibiting limited, if any, inland propagation. Moreover the sources were known more precisely,
reducing the uncertainties. Part of the data were recorded at sea, which constitutes, to the best of
our knowledge, the �rst published T-phases recorded with hydrophones. These instruments would
subsequently become the preferred means of recording T-waves. Ewing et al. [1952] measured the
speed of 1.47 +/- 0.01 km/s in the Paci�c ocean. In addition they documented a shadow e�ect of
the islands on T-waves. Indeed, if an island is located between the earthquake and a hydrophone,
they observed that the hydrophone did not record anything even if a signal have been recorded on
the island. This constituted further evidence of the nature of T-waves. In their second article about
T-waves, Coulomb & Molard [1952] made similar �ndings but highlighted the importance of S to
T conversion, an observation shared a year later by Wadati & Inouye [1953], who published all the
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observational data of T-phase obtained up to the date by the Japanese seismological network and also
insisted on the role played by steep bottom slopes in seismic to acoustic conversion. In 1954 Båth
[1954] showed the �rst observations of T-waves in Europe and in the polar region, where the SOFAR
channel is known to be sur�cial in winter. His measurements con�rmed the conclusions of Ewing et al.
[1952] and were in agreement with the observations of Coulomb & Molard [1952] and Wadati & Inouye
[1953] concerning the importance of steep bathymetry in the vicinity of earthquake epicenters in the
generation mechanism of T-waves. Furthermore he showed the �rst observation of re�ected T-waves
and made the interesting observation that strong T-phases are recorded when the epicentral distance
to the continental slope and the depth of the hypocenter are approximately the same, which later
turned to be in agreement with ray-based modeling (Johnson et al. [1963]).

The advances made in the early 1950s on understanding T-wave phenomena led Dietz & Sheehy
[1954] to the �rst teleseismic detection and identi�cation of volcanic activity from hydroacoustic sig-
nals. The authors documented a deadly submarine volcanic eruption in Japan from signals recorded
at a hydrophone moored o� California. This probably constitutes the �rst result obtained through
the record of T-waves. Let us cite here also the work of Shurbet [1955]; Shurbet & Ewing [1957] who
published recordings of T-waves with very large continental path (up to 5600km) showing, in these
exceptional cases, that only P waves (and sometimes surface waves) were likely to be transformed to
T-waves and that the conversion took place at steep continental slopes. The large-scale program of
hydrophone monitoring in the 1960s (see for example Johnson et al. [1963]; Johnson [1966]; Johnson
& Northrop [1966]; Duennebier & Johnson [1967]; Johnson & Norris [1968a]; Northrop [1970]) ended
the controversy about the nature of T-waves. Note also that Soviet researchers Solovyev Voronin and
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Voronina published in 1967 a review on T-waves and tsunamis (Solovyev et al. [1968]).

The SOFAR channel

Figure 1.2 � Ray diagram for a typical Atlantic Ocean sound channel. The variation of sound speed with depth is
shown on the right. Appart from guided rays the diagram also shows refracted surface-re�ected rays. From Ewing
& Worzel [1948].

The speed of sound in seawater has a nominal value of 1500 m.s� 1 in temperate and equatorial oceans but has
variations with depth explaining the existence of the SOFAR channel. When the hydrostatic pressure increases in
a �uid the sound velocity also increases. Similarly when temperature decreases the sound velocity decreases and
the compressibility increases, making it more sensitive to an increase in pressure. Due in particular to competition
between these e�ects, sound speed in most parts of the deep ocean has a minimum at medium to shallower depth. A
simple empirical expression for the variation of the sound speed c including the e�ect of salinity is due to Mackenzie
[1981]:

c = 1448:96 + 4:591� T � 0:591� T � 0:05304� T 2 + 2 :374� 10� 4 � T 3 + 1 :340� (S � 35) + 0 :0163� z

+ 1 :675� 10� 7 � z2 � 0:01025� T � (S � 35) � 7:139� 10� 13 � T � z3

Where T is temperature in degrees Celsius,S is salinity in parts per thousand, and z is depth in meters. This
equation is valid for temperatures between -2� C and 30� C for all depths to 8000 m and for salinities between 25 and
40%. This particular shape of the sound speed pro�le with depth has an important in�uence on the propagation
of sound in the ocean. Hence as a sonic wave propagates in an increasingly faster environment it is refracted back
towards slower parts. Therefore if a sound source is close to the depth where the sound velocity is minimal, the
waves generated, whether moving towards the seabed or the surface, can be refracted to their original depth, which
they will cross before being refracted again. Thus, part of the energy will propagate, oscillating around the depth
of minimum sound speed which can be seen as the axis of a "sound channel" in the deep ocean.



32 CHAPTER 1. HISTORY OF RESEARCH ON T-WAVES

The SOFAR channel (continuation)

This natural waveguide is particularly e�cient to transport over very large distance (>5000 km) acoustic signals with
frequencies between ~2 Hz and ~500 Hz because it allows a portion of the waves to propagate with no interaction
with the sea�oor which is, at these frequencies, the main potential source of energy losses due to attenuation
and scattering. This is the SOFAR channel. As an illustration, in the experiment of Ewing & Worzel [1948], no
re�ected sounds were detected over 300 km. It is important to note that the signals trapped in the channel have
the characteristic of exhibiting low dispersion.
Note also that below ~1 Hz the waves cannot be trapped into the waveguide and that above 100 Hz the seawater
viscoacoustic attenuation is not negligible anymore for long distance propagation (Francois & Garrison [1982];
Ainslie & McColm [1998]). The reader will �nd in Chapter 5 a study on the channeling e�ciency of the SOFAR
channel against range.
As can be expected, oceanographic parameters vary according to seasonal and geographical parameters. Conse-
quently, the deep sound channel varies in depth and shape with time and location (Johnson & Norris [1968b]).
The deep sound channel was discovered and characterized independently twice in the 1940' by American scientists
M. Ewing and J. Worzel following an experiment carried in the spring of 1944 (Ewing & Worzel [1948]) and by
Soviet ocean physicist L. M. Brekhovskikh and his colleagues (Brekhovskikh [1949]) from o�shore experiments in
the sea of Japan carried by Rozenberg in 1946 (Rozenberg [1949]).

1.2 Downslope conversion

Research on T-waves in the late 1950s and the beginning of the 1960s had indicated that continental
slopes were probably instrumental in the generation of T-phases (e.g. Tolstoy & Ewing [1950]; Ewing
et al. [1952]). It was also noticed that many of the observed T-waves were generated by non-sur�cial
earthquakes and exhibited low dispersion. These observations precluded their interpretation as Airy
waves, as originally suggested. In his textbook on sound propagation in the ocean, O�cer [1958]
summarized the state of the art of American research of the last decade (Pekeris, Tolstoy, Ewing,
Press...), propagation in the sound channel, rays, Pekeris waveguide and normal modes, and proposed
an alternative model for the propagation of a SOFAR-guided ray across a sea bottom dipping up
from source to receiver. A similar concept was used by Milne [1959] when comparing the spectra
of an earthquake T-phase with similar signals coming from nuclear explosions, both recorded from a
boat. Milne [1959] wrote that acoustic energy from a nuclear explosion �entered into deep water after
�rst having been refracted into the Earth's crust and having undergone multiple re�ections between
the sea surface and its downsloping bottom�, this reasoning allowing him to constrain the explosion
location to the interior of an atoll. These early works allowed Johnson et al. [1963] to write the �rst
article detailing a generation mechanism for T-waves generated by non-sur�cial earthquakes. That
article proposes that seismic energy can be trapped into the SOFAR channel after successive re�ections
between a downsloping sea�oor and the sea surface, allowing it to travel horizontally (see Figure A
on page 12). This scenario, which they called downslope conversion, is based entirely on geometrical
optics. Their model also suggests that the top of continental slopes would be more prone to generate
T-waves than its bottom, and that steep slopes would favor strong T-waves by allowing the rays to
be trapped into the SOFAR channel after few, if any, re�ections. Thirty years later this concept have
been investigated by Chiu [1994] in the modal framework and by Sperry et al. [1996] using a hybrid
wave-number-integration approach.

1.3 Hydrophone arrays

The 60s have seen the operation of the Paci�c Missile Range/Missile Impact Location System (PMR
/ MILS) by the Hawaiian institute of Geophysics. This hydrophone network consisted of instruments
spread all over the Western Paci�c to hear, originally, the impacts of missiles launched from Vanden-
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berg Air Force Base in California. The sensors were installed in the ocean near Midway Island, Wake
Island, Enewetak Atoll and Oahu. While the missiles crashed into the ocean they triggered a small
explosive charge which was then recorded by the hydrophones in the network. By triangulation the
military were then able to determine the point of impact and thus assess the accuracy of the missile
(Walker [2001]). It was the �rst large hydrophone array operated by civilian researchers. With access
to this new network, the team of the Hawaiian Institute of Geophysics, probably headed by D. A.
Johnson at that time, was able to locate T-waves routinely. They have localized more than 20000
T-waves between 1964 and 1967 (see Johnson [1966]; Duennebier & Johnson [1967]). The amount of
data collected was massive, and was useful to many researchers until the 1990s (for example Hammond
& Walker [1991]; Walker & Bernard [1993]). Let us note here that this unprecedented monitoring led
to the discovery of a submarine volcano at the end of the Austral Island chain (Norris & Johnson
[1969]).

Subsequently, other hydrophone arrays were made available to scienti�c community. We can
mention the northeast Paci�c ocean and Atlantic ocean SOSUS hydrophones declassi�ed in the 90s,
which were operated by the U.S. Navy since the 1950s for antisubmarine warfare (Fox et al. [1994];
Slack et al. [1999]) and managed since then by the NOAA/Paci�c Marine Environmental Laboratory,
or the global IMS network installed in the early 2000s to monitor compliance with the Comprehensive
Nuclear Test Ban Treaty as part of the International Monitoring System IMS to detect and locate
events that generate hydroacoustic phases worldwide (De Groot-Hedlin & Orcutt [1999]). Let us
also mention the French Polynesian Seismic Network, RSP (Talandier & Kuster [1976]), consisting of
seismometers installed on Paci�c islands and in use since the 1970s, and also the HUGO and H2O
T-phase stations (Caplan-Auerbach & Duennebier [2001]; Chave et al. [2000]) operational from the
1990s to 2002, 2003.

1.4 Abyssal T-waves

In the 60s the operation of the PMR/MILS hydrophone network in the western Paci�c allowed Johnson
et al. [1967] to make interesting observations of the so-called abyssal T-waves that would after keep
the researchers busy for a long time. Indeed, since their discovery T-phases have also been recorded
at teleseismic or regional distance (< 500 km) from earthquakes located far below smooth abyssal
oceanic plains, apart from any signi�cant bathymetric feature. If the hypocenter of an earthquake is
not in the immediate viciniPty of the seabed, and is therefore not within the scope of Airy waves,
other non geometrical processes are required to explain those waves. In such cases that cannot be
explained by downslope conversion, geometrical optics asserts that the rays coming from the source
cannot end-up guided by the SOFAR channel. In fact, due to the large velocity contrast between
water and rock, Snell's law indicates that seismic energy generated by the earthquake must experience
severe refraction toward vertical when crossing the sea�oor interface to get into the overlying water
column. Still, data shows that T-waves can be generated at the epicenter or close by and then travel
horizontally at the speed of sound in water. More surprisingly, this remains true even when the
sea�oor is far below the conjugate depth (also called critical depth) below which ray theory predicts
that no ray can be trapped into the sound channel (Williams et al. [2006]). Scattering was suspected
to play a role in T-wave generation from deep earthquakes since the very �rst articles (for example
Tolstoy & Ewing [1950]) but it is Johnson and his team who �rst detected (Johnson et al. [1963]) and
described (Johnson et al. [1967]) the characteristics of abyssally-generated T-waves. Johnson et al.
[1967] presented a meaningful illustration of the phenomenon. They showed the T-wave of a coastal,
23 km deep, earthquake exhibiting two distinct arrivals: a �rst arrival created by downslope conversion
and an �abyssal� arrival. The signal showed that the abyssal wave arrived before the �downslope wave�,
indicating that abyssally-generated waves were less delayed than the waves generated by downslope
conversion which su�er successive re�ections. The authors suggested a simple theoretical model to
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explain the observed increase in T-phase rise time with earthquake depth. The abyssal mechanism
is documented to be of similar e�ciency as the downslope generation mechanism at high frequency,
although its e�ciency decreases at low frequency (Duennebier [1968]). Moreover, compared to the
impulsive downslope wave, the abyssal wave was of lower amplitude but with higher frequency content
and exhibited an emergent wave train that is often described as �spindle shaped� in the literature.
Johnson and his team �rst suggested that abyssal arrivals were due to scattering by re�ection on the
rough sea surface (Duennebier & Johnson [1967]) before highlighting also re�ection scattering on a
rough seabed (Johnson et al. [1967]; Johnson & Norris [1968a]), unlikely volume scattering on velocity
inhomogeneities in the ocean, or a coupling phenomenon between SOFAR-channel waves and surface
waves as suggested by Biot [1952], which, nevertheless, cannot explain the absence of low frequencies
in the abyssal T-phase spectrum. Keenan & Merriam [1991] later added the possibility of generation
by scattering under the ice-cap at the highest latitudes.

The mechanism responsible for abyssal T-waves remained uncertain for decades, and it was not un-
til the late 1990s with the articles of De Groot-Hedlin & Orcutt [1999, 2001a] that a model capable of
explaining the phenomenon gained some consensus in the community. As already succinctly suggested
in Fox et al. [1994], the authors considered radiation of seismic waves energy at the sea�oor interface.
They assumed secondary point sources distributed over the seabed, and exciting low-order acoustic
modes proportionally to the acoustic modal amplitude and also to the ground motion resulting from
the earthquake evaluated at the local ocean depth. This way they modeled T-phase envelopes for
intermediate depth earthquakes, which were found to be in good agreement with the measured ones.
The remaining deviations are supposed to come from uncertainties in bathymetry, mode coupling and
radiation e�ects. They also conjectured that scattering shall often be the predominant phenomenon
compared to downslope conversion. Thus, even in the presence of a sloping seabed, T-waves created
by scattering could be observed especially if the slope is moderate and the bottom is made of uncon-
solidated sediments. Indeed, their theory predicts that the excitation of T-waves mainly depends on
depth rather than on slope at the vertical of the earthquake. It also predicts that abyssal T-wave
are composed of high-order modes, a fact that was partly con�rmed by observations (D'Spain et al.
[2001]).

The same year, Park & Odom [1999] proposed a perturbation-based theory of elastic wave scat-
tering from stochastic rough surfaces that they later successfully applied to abyssal T-waves modeling
(Park et al. [2001]), illustrating the e�ect of sea�oor roughness on their modal content for di�erent
sea�oor geometries and source depths. By introducing mode coupling, their model explains the main
characteristics of most T-waves, such as low dispersion (Okal & Talandier [1986]).

Odom & Soukup [2002, 2004] later showed that the scattering e�ciency is improved with the
presence of a sedimentary layer at the bottom of the ocean, covering the higher seismic velocity
oceanic crust. Their analysis also predicts that normal-fault earthquakes are poor generators of T-
waves, which is in agreement with the observations of Dziak [2001].

The simple model proposed by De Groot-Hedlin & Orcutt [1999, 2001a] allowed to explain T-
waves due to earthquakes at depth of several tens of kilometers. However, in its initial form, it was
not suitable for the shallow earthquakes studied by Yang & Forsyth [2003]. Indeed, it did not take into
account the S-wave displacement �eld which was supposed to be of minor importance in the scattering
generation process compared to the downslope conversion case. However, in the case of shallow and/or
subduction earthquakes below rocky shores a P! T-phase and a S! T-phase are commonly observed
(Talandier & Okal [1998]; Lin [2001]). Depending on the incidence angle of the seismic waves (Lin
[2001]) the amplitude of S! T-waves is then often greater than that of P! T-waves2. In order to
simulate T-waves generated by shallow earthquakes in regions with low sedimentary thickness, Yang
& Forsyth [2003] extended the De Groot-Hedlin and Orcutt model by including the contribution of

2This is not true if the epicenter is at a great distance (hundreds or thousands of kilometers) from the conversion
zone, as documented by Shurbet [1955]. In these exceptional cases and all the more so if the earthquake is deep, S waves
are attenuated before reaching the shore (Shearer [2009] 6.6.5) and S! T-waves cannot be generated.
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S waves to seabed motion at the conversion points. More importantly, they did not assume that the
entire incident �eld was scattered, but assigned only 1% of its energy to direct conversion into low-
order acoustic modes. They considered the possibility for the remaining energy to bounce between
seabed and sea surface while being re-scattered at each sea�oor re�ection. These updates to the
De Groot-Hedlin and Orcutt model allowed them to qualitatively model T-phase with asymmetric
long-duration envelopes recorded at regional distances by an array of ocean-bottom seismometers.

De Groot-Hedlin [2004] later provided important improvements to De Groot-Hedlin & Orcutt
[1999, 2001a] by 1. considering several subsequent sea�oor re�ections, 2. addressing the question of
how �nely-discretized sea�oor bathymetry should be to accurately model T-phase excitation, and 3.
by taking S waves into account. By comparing T-waves arrival times for smooth and rough sloping
models, she concludes that scattering is the dominant mechanism for T-phase excitation, even in
regions of high impedance contrast. Indeed, synthetic T-waves created with smooth models, therefore
by downslope conversion, arrived too late compared to the T-phase created with rough models which
are of lower amplitude but whose calculated arrival time is correct. See also De Groot-Hedlin et al.
[2004] for other details on the implementation of their method.

Schmidt et al. [2004] proposed a new explanation for abyssal T-waves. They developed a wave-
number integration technique coupled with a Galerkin approach (see Jensen et al. [2011]) and a virtual
source approach (Schmidt [1995]; Goh et al. [1997]) and used them to model abyssal T-phases. Using
Rayleigh�Kirchho� approximation for the rough interfaces they stressed that abyssal T-waves can be
interpreted as originating from the coupling of crustal shear body-waves into seismic interface waves,
or seabed Stoneley-Scholte waves (Stoneley [1924]; Scholte [1947]), which subsequently scatter into the
waterborne modal spectrum. Their theory is also in agreement with the observations of Dziak [2001]
that the T-waves produced by earthquakes with high dip-slip motion are generally weak. Indeed, it
predicts that T-waves produced by earthquakes generating strong crustal SV waves are signi�cantly
stronger than those produced by earthquakes that mainly produce P-waves.

Despite numerous studies on the subject, abyssal T-phases are still an unresolved problem. Hence,
the more sophisticated theories described above predict T-waves to be very sensitive to water depth
at the epicenter. However, T-phases recorded in the north Atlantic ocean for example (Williams
et al. [2006]), do not vary much in amplitude with epicentral ocean depth. Moreover, even if it is
true that abyssal T-waves contain more high-order modes than downslope T-waves, the �rst mode
is often dominant in terms of energy contribution (D'Spain et al. [2001]). This is unfortunately not
in agreement with De Groot-Hedlin & Orcutt [1999, 2001a] and presupposes the existence of a mode
coupling mechanism as suggested by Park et al. [2001]. However this last model does not explain
neither the generation of T-wave composed of low-order modes in the case of epicenters substantially
below the critical depth.

Additionally, it is unlikely that all the mechanisms by which T-waves can be generated have been
discovered. We will propose one more in Chapter 6.

1.5 Dispersion of T-waves and in�uence of the SOFAR channel: on
the importance of going beyond ray theory

As the SOFAR channel is more than often associated with T-wave propagation, we chose to dedicate
part of this introduction to its in�uence. Indeed, we believe that a small confusion has gradually
appeared in the literature between the two phenomena, still many authors seem to consider, as we
shall see, the existence of the SOFAR channel as a necessary condition for the generation of T-waves.
It is necessary to return to the origin to enlighten the apparent misunderstanding. To do this, we
will now distinguish "regional" T-waves recorded at less than about 1500 km from the conversion
point from "teleseismic" T-waves recorded further away. Apart from the observations of the team in
charge at the Morne des Cadets observatory in Martinique (Coulomb & Molard [1949, 1952]; Aubrat
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[1963, 1965]) who have studied regional T-waves since the 1940s, the �rst recordings of T-phases
(Jaggar [1930]; Linehan [1940]; Ravet [1940]; Tolstoy & Ewing [1950]; Ewing et al. [1952]) concerned
teleseismic T-waves. It was only later that the �rst regional T-waves (Wadati & Inouye [1953]; Båth
[1954]; Shurbet [1955]; Milne [1959]) were documented. The e�ciency of explosive sound transmission
in the ocean at teleseismic distances has been known since the Second World War (Ewing et al. [1946];
Brekhovskikh [1949]), and is no longer to be demonstrated. Hence the explosion of a small bomb
near the channel axis can be recorded by receivers placed at the same depth and up to distances in
practice only limited by the size of the ocean basins, while no re�ected signal is recorded typically
after a few hundreds kilometers. This kind of propagation in the SOFAR channel gives to the signals
thus recorded a typical signature described in the following manner by Ewing et al. [1946]: "It sounds
like kettle drums, starting very gradually and faintly. The tempo and the intensity both increase to
the very end of the signal, which is an abrupt cut-o� from maximum intensity to complete silence."

Nevertheless, as is known since Pekeris [1948], thisdoes not mean that no transmission is possible
without the existence of the channel, and this even more so at the regional scale and at low frequency
(<10 Hz). Note that there are even con�gurations in which a homogeneous water layer is more e�cient
in transmitting signals at several hundred kilometers than a SOFAR channel, as shown in Figure 1.3.

Figure 1.3 � Monochromatic transmission losses in dB as a function of range and depth calculated with the normal
mode program Kraken(c) (Porter & Reiss [1984, 1985]) for two di�erent ocean models. One with SOFAR channel and
one without. The model is axisymmetric, with the axis at the left edge. The source is located on the axis at depth
1200 m. It is a monochromatic source at 7 Hz. The seabed (depth below 4000 m, not shown) is considered semi in�nite
and elastic with compressional wave speed: 2500 m/s, shear wave speed: 1500 m/s, density: 2200 kg/m3 , compressional
wave attenuation 0.2 dB/ � p , shear wave attenuation 0.2 dB/ � s . Right: sound speed pro�le in the ocean for the two
di�erent models. The water density is constant at 1000 kg/m 3 . Although it is clear that the SOFAR channel (up) favors
long-distance transmission, we see that its absence does not prevent in any way the propagation , and that the
signals may even be favored in certain places by the absence of the channel (see range 700 km and depth 3800 m for
example).

Consequently, as early as the 50s, when T-waves were identi�ed as traveling in the water layer, it
is naturally that the �rst investigators (for example Tolstoy & Ewing [1950]) questioned their mode
of propagation. When analyzed it seemed then to be explained by one or the combination of the
following two mechanisms:
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1. Normal modes such as newly theorized by Pekeris [1948]. The theory does not require the pres-
ence of a minimum of sound speed in the water to explain T-waves and may explain the observed
T-waves with a frequency smaller than one Hertz. The predicted signals feature di�erent forms
of dispersion, both normal (with the higher frequencies traveling faster than lower ones) and
inverse. Let us mention that even if the seabed is not considered as attenuating, which is not
physical, a large part of the modes will eventually propagate without losses by successive total
internal re�ections, and the transmitted energy will be overestimated.

2. Guided rays in the SOFAR channel with no interaction with the sea�oor. These signals theoreti-
cally have a small normal dispersion (see Porter [1973]; Talandier & Okal [2016] and simulations
of Chapter 5). The phenomena, however, are unable to explain the part of the observed T-wave
spectrum typically below 1 Hz (wavelength of 1500 m in water) but is known to explain the
transmission of sound from remote underwater explosions. Ray tracing models are known to
generate false caustics and to produce shadow zones whose boundaries are unrealistically sharp.
Moreover, shear waves in an elastic bottom are rarely taken into account (Buckingham [1992]).

Over time the second interpretation gradually took precedence over the �rst in the literature, notably
because of its conceptual simplicity and its ability to readily explain teleseismic propagation and T-
wave generation from downslope conversion (Johnson et al. [1963]; Talandier & Okal [1998]). Therefore
the question has been set aside. However, teleseismic propagation obviously does not exist in the case of
regional T-waves and downslope conversion proved explainable as a coupled-mode mechanism using a
modal framework (Sperry et al. [1996]; Park et al. [2001]; D'Spain et al. [2001]). Moreover, observations
that cannot be tackled with ray tracing have been accumulated decade after decade, suggesting that
T-wave should be considered as a shallow-water acoustics problem, even in deep water, the bottom
being inherently part of the problem. In the following we list 6 points that cannot be explained using
rays guided in the SOFAR channel:

ˆ T-waves often exhibit inverse dispersion (Ewing & Press [1953]; Aubrat [1963, 1965]; Båth &
Shahidi [1971]; Hamada [1985]; D'Spain et al. [2001]; Graeber & Piserchia [2004]...) or a typical
�Christmas tree� spectrum shape (Northrop [1962]; Keenan & Merriam [1991]; Walker et al.
[1992]; Talandier & Okal [2016]...). Few T-waves in the literature present the normal dispersion
typical of explosions at sea (we can cite Solarino & Eva [2007]). At present time the dispersion
properties of the waterborne signals even constitute a robust way to discriminate between ex-
plosions and T-waves (Talandier & Okal [2016]), the former presenting normal dispersion while
the last do not.

ˆ T-waves are routinely recorded by Ocean Bottom Seismometers (OBS) in ray shadow zones
far below the deepest guided ray predicted by ray theory (Shimamura & Asada [1975]3 ) even
at teleseismic distances (Ito et al. [2012]). T-waves are also observed at borehole instruments,
hundreds of meters below the sea�oor of abyssal plains (Butler & Lomnitz [2002]; Araki et al.
[2004]; Butler [2006]). In that case the authors suggested that the recorded signals were due
to a di�erent type of interface wave that they labeled Ti, which would travel through marine
sediments as predicted by Biot [1952]. However the high anelastic attenuation known to be
present in these sur�cial layers at the frequencies considered makes this hypothesis unlikely.
Note that these observations may be related to unexplained deep sea �oor arrivals in long-range
acoustic propagation documented by Stephen et al. [2009, 2013] following explosive manmade
source in the ocean. In any case, this implies the existence of coupling between the sound channel
and the bottom, however ray theory does not take into account any interaction when the water
depth is below the critical depth.

3Note that the authors suggested that these arrivals could be di�erent from the T-waves already documented, and
may consist of multiply-re�ected water waves detected because of the high sensitivity of the instruments used.
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ˆ T-wave can be generated following earthquakes below abyssal plains, which are situated well
below the SOFAR channel critical depth (Shimamura & Asada [1975]; Williams et al. [2006]).
Ray tracing predicts that no ray initiating at the sea�oor can be channeled in that case, yet
strong T-waves are generated. Furthermore, no dependence of T-wave amplitude on water depth
at the conversion point has been documented in the North Atlantic ocean (Williams et al. [2006]).
This issue can be considered reciprocal of the previous point.

ˆ Propagation as channeled rays cannot explain the lowest frequency part of T-wave signals (below
2 Hz) that has been observed and noted since the very �rst articles (Aubrat [1965]; Solarino &
Eva [2007]).

ˆ While observing T-waves at four ocean-bottom seismometers (two above and two below the
SOFAR channel axis) Hamada [1985] showed that T-waves exhibit prograde particle motion in
the vertical direction at stations both above and below the SOFAR channel axis. However Sato
[1978] indicated that the particle motion induced by a wave trapped into the SOFAR channel
was supposed to be retrograde above the channel axis and prograde below.

ˆ The SOFAR channel has no essential in�uence on the amplitude of regional T-waves computed
numerically based on the �rst Cartesian 2-D full-wave time domain simulations (Jamet et al.
[2013]).

Because of all these points and because of the additional observations made during this PhD (see
Chapters 4, 5 and Appendix A), the framework of ray theory nowadays seems unsuitable to go further
into the understanding of this phenomenon, and even seems to be a conceptual obstacle potentially
leading to �awed or biased interpretations, even more so in the case of regional T-waves. Unfortunately,
to date, it is still invoked from the �rst line of the abstract in many articles dealing with T-waves,
even at a regional scale and at frequencies below 10 Hz.

Lin et al. [2014] is an illustration of that. The article unfortunately shows a misunderstanding of
the phenomenon, probably stemming from the apparent causality relation between the SOFAR channel
and T-waves suggested in some of the literature. The authors describe regional T-waves recorded (at
250 km) by an ocean bottom seismometer �outside the SOFAR channel� and state that they gain new
insight by explaining these arrivals using a numerical analysis based on ray tracing. Unfortunately
they did not consider seabottom attenuation and hence think they provide an alternative to �SOFAR
channel� propagation for the �mechanism of T-wave energy preservation across long distances� by
mentioning multiple total internal re�ections. Using the same method, Chen et al. [2017] is also
problematic from that point of view. The authors do not mention total re�ections but think that they
explain the observations of Butler & Lomnitz [2002] or Williams et al. [2006] by explaining propagation
�out of the SOFAR channel� at short range (< 250 km). We can also cite Ghalib et al. [1983], who
observed T-waves at distances between 70 and 400 km and said that "these events enter the T-phase
window along the inner trench slope at a more favorable angle for downslope propagation, since several
bottom re�ections are required before SOFAR propagation is achieved". Another example is Wilcock
et al. [2014], who show T-waves at 30 km but describe them as a signal traveling �as a ducted wave
in the ocean sound channel�. These articles (among many others) illustrate the confusion that has
arisen in the community on that aspect.

Wave propagation models based on modal expansion and including coupled modes (for example
Park et al. [2001]; D'Spain et al. [2001]), seem promising for the future. Similarly several numerical
methods are e�cient at modeling T-waves, as we shall detail in Section 1.10.

We shall present in this document additional numerical studies based on full waveform modeling
showing that the SOFAR channel plays only a marginal role in the propagation of regional T-waves
compared to the very existence of the water layer. Especially in polar regions or in the Mediterranean
sea where the SOFAR channel is known to be sur�cial or narrow. Indeed, the channel mainly introduces
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a reorganization of the energy in the water layer, which probably becomes crucial only at teleseismic
distance.

1.6 Conversion and re�ection of T-waves at shore

After their propagation in the ocean, T-waves �nally reach the coast and are re�ected and converted
into seismic waves. In fact, it is thanks to inland seismic stations that they were �rst detected and
studied (Linehan [1940]; Ravet [1940]), long before the use of the �rst hydrophones. The conversion
and re�ection processes of an acoustic wave guided in a water layer are complex and are not limited
to T-waves phenomena. The problem of the penetrable wedge is a classical benchmark in underwater
acoustics (Jensen & Kuperman [1980]; Jensen & Ferla [1990]; Buckingham [1992]; Jensen et al. [2011]).

Figure 1.4 � Mode cuto� during upslope propagation in a wedge-shaped ocean with a penetrable bottom. After Jensen
et al. [2011].

Figure 1.4, which has become famous, describes the phenomenon at stake. When they reach the
wedge the modes are re�ected and their incidence angle steepens by twice the sea�oor inclination
at each cycle of seabed and sea surface re�ections. This eventually leads to supercritical incidence
interaction for the guided modes also, which induces a leak of the energy of the modes into the
sloping bottom at certain depths. In the �uid-�uid case, this behavior was observed experimentally
by Coppens & Sanders [1980], and simulated, the same year, by Jensen & Kuperman [1980] using
the parabolic approximation (see the box below for a description of the method). Numerous articles
based on analytical techniques have been subsequently published, among which we can cite Pierce
[1982, 1983]; Evans [1983]; Arnold & Felsen [1983, 1984]; Buckingham [1987]; McDonald [1996]; Abawi
[2002]; Chunmei et al. [2016]. Theoretically speaking, di�culties arise because the Helmholtz equation
describing the propagation of sound waves in a �uid (1.1) is not separable for the case of a �uid
overlying a sloping bottom. For that reason, all models necessarily involve a form of approximation,
usually adiabatic. It should be noted that in the case of simulations based on the parabolic equation
a number of shadow areas remain, in particular regarding the staircase step chosen for the �nite-
di�erence scheme or regarding boundary conditions (Xu et al. [2016]).

Qualitatively, the prediction given by the parabolic equation has the correct form, but it is di�cult
to know to what extent the results obtained represent the actual interference structure. This illustrates
the issue that is often associated with the use of the parabolic equation. We shall come back to these
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points later in Chapter 5.
Note that the penetrable elastic wedge case was later studied by Deane & Buckingham [1993], who

calculated the 3-D sound �eld in the water using the method of source images. The authors used it
in conjunction with an spatial Fourier extension of Brekhovskikh & Lysanov [1982]; Brekhovskikh &
Godin [2013] of the re�ection of a spherical wave�eld from a planar interface, which they modi�ed to
include a coordinate system tilted by an arbitrary angle with respect to the re�ecting boundary. The
�eld in the elastic bottom was calculated theoretically by Abawi & Porter [2007] using the technique
of the virtual source, and by Godin [2007] who considered the shear wave speed in the bottom as
a perturbation of the �uid case. As for the �uid case, they show that the coupling between surface
and body waves occurs primarily near mode cuto�s. Godin [2007] also shows that P and S wave
arrivals on shore increase with increasing slope angle and increasing impedance contrast. He predicts
the generation of a surface wave when the slope is low and the impedance contrast is high. When
the slope increases surface wave should logically decreases and tend to zero. The same thing should
happen when the slope decreases.

In the real case of T-waves reaching an irregular coast the phenomenon is all the more complex
and the literature is often contradictory. Converted T-waves are used by some authors to evaluate
the seismic properties of the sur�cial layers of the coast (seismic velocities and attenuation) and also
allow for the use of coastal seismic stations to study underwater signals. In what follows, we are going
to try to summarize the main papers published to date on this topic. Following Piserchia et al. [1998]
we will call �seismic T-wave� the seismic waves resulting from the conversion of an �hydroacoustic�
T-wave at shore.

The �rst article dealing with the conversion of T-waves to seismic waves is Tolstoy & Ewing [1950],
long time before the �rst theoretical works on the penetrable wedge. From the beginning they made the
hypothesis that the T-phases they observed in the US coast (Northeast and California) corresponded
to a short-period compressional wave traveling in water as far as the continental shelf, and transmit-
ted from there into short-period elastic waves traveling through the sediments and basement of the
continent. The nature of the seismic T-wave produced after the conversion was unclear. The motion
recorded is said to be complex, often exhibiting a strong transverse component, and is interpreted as
probably originating from successive P and S arrivals. The authors suggested that these components
were coming from from the incident acoustic wave at a series of points all along the shelf, assuming
the largest transfer of energy to occur at the depth of the SOFAR channel axis where, the continental
slope is also the steepest. This interpretation explained the main features of some of the recorded
seismic T-phases, including the very slow amplitude build-up and decrease, more or less continuous
around the main body of the T-phase. Note that this article predicted the possibility for T-waves to
be re�ected at shore, as would be observed thereafter by e.g. Båth [1954]; Shurbet & Ewing [1957];
Aubrat [1963]; Cooke [1967]; Northrop [1970].

Båth [1954] showed seismic T-waves in polar regions propagating as Pg waves, seismic T-waves
propagating as Sg, and again seismic T-waves that they interpreted as possible S waves in soft sur�cial
layers of the upper crust. Båth & Shahidi [1971] later documented the furthest in-land detection of
T-waves to that date, more than 1000 km from coast in Sweden and drew the same conclusions, but
now interpreting the last type of T-waves as Rayleigh surface waves. As Tolstoy & Ewing [1950] they
documented a dominant transverse (horizontal) motion within the T! Sg arrivals, and also low vertical
displacements compared to T! Pg. The conversion point was found around 200 m depth. They used
these phase to estimate the attenuation of T-waves as they travel through the Scandinavian crust.
Shurbet & Ewing [1957] examined two phases recorded at Palisades, Halifax, and Ottawa and showed
that the phases observed resulted from transformation of a T-phase to a transverse wave traveling
(up to 840 km) through the continent with a velocity of about 3.5 km/sec, which they interpreted
as a Lg wave or a possible Sg at short distance. Note that compared to the observation made in
Europe and North America, Leet et al. [1951]; Coulomb & Molard [1952]; Nguyen & Nguyen [1961]
calculated a very low velocity value for the converted regional T-waves (around 1.7� 0.5 km/s) in the
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Bermuda-Antilles region and in the Philippines, and interpreted these phases as transverse (vertical)
waves propagating in the shallowest sedimentary layer.

Green [1962] later reported apparent inconsistencies in the seismic T-phases recorded by the Tas-
manian seismic network following an earthquake in New-Zealand. Some of the signals seemed to have
traveled with P-wave speed across the state while other were more suggestive of surface wave veloci-
ties. Moreover the velocity appeared to be varying across the island. The author suggested that this
could be explained by the "irregular contact between the continental shelf and the SOFAR channel".

Let us also cite Galanopoulos & Drakopoulos [1974], which is probably the �rst article dealing with
T-waves in the Mediterranean sea. It reported the observation of a vertically-polarized high-frequency
phase (probably > 15 Hz) recorded by a coastal strong-motion seismograph after anM s = 6 earthquake
whose epicenter was estimated around 10-15 km o�shore from the instrument. The authors interpreted
this arrival as a T-wave because no aftershock with �tting arrival times were recorded at two other
seismic stations located 100 km away. The signal observed in this article would probably correspond
to a T-wave which exhibits the shortest acoustic path published in the literature. However, after
examination, this interpretation seems a little far-fetched due to the uncertainties associated with the
epicenter location, the media characteristics and the timing of the phases. Moreover the estimated
epicenter position/conversion point in the immediate vicinity of the coast, on a smooth and gentle
continental slope orientated seaward, does not seem prone to generate T-waves, even more so toward
the continent. Finally, they suggested that the T-wave traveled as a P-wave after the conversion,
which is not consistent with the vertical polarization of the recorded phase. If of natural origin we
would rather suggest that this high-frequency tremor was generated following the earthquake and was
attenuated before reaching the two other instruments.

One year before the publication of the �rst theoretical works on the penetrable wedge, Talandier
& Okal [1979] published the very �rst article documenting T-waves felt by a coastal population. They
studied the conversion of T-waves to seismic waves in the framework of ray theory, considering the
incident acoustic wave as composed of rays trapped in the channel SOFAR. They therefore assumed
several possible re�ection points on the coast on which refraction was possible, and considered the gen-
eration of P, S and Love surface waves after the conversion. Note that they also document an unusual
T-wave which was recorded surprisingly small at Rarotonga compared to Tahiti after its propagation
from the Tonga archipelago. Indeed Rarotonga is at shorter epicentral distance than Tahiti, the coastal
slopes of the islands are similar and Rarotonga is not masked by any bathymetric blockage. They
suggest that the high amplitudes recorded at Tahiti are due to favorable 3-D geometrical conditions.

Although not speci�cally dealing with T-waves, in the sense in which I de�ned them at the begin-
ning of this document, the work of Shapira [1981] has to be mentioned here. He studied the conversion
at shore of acoustic waves generated by thirty three underwater controlled explosions o� the coast of
Israel (at distances up to 280 km) and recorded at three seismograph stations located at a few kilome-
ters from the coast (up to 15 km). He identi�ed three converted waves. The �rst two were interpreted
as P waves and the last as S or surface waves. Indeed, assuming, as the previous researchers, that the
conversion from acoustic to elastic waves occurred where the continental slope crossed the SOFAR
channel axis, they measured horizontal velocities of 2.5 km/s or lower for the converted wave. These
low velocities are consistent with the existence on the site of an already documented unconsolidated
material of signi�cant thickness through which the waves could propagate. Unfortunately, he lacked
measurements of the horizontal components of the T-waves and thus was not able to con�rm this with
the signal polarization. He also proposed three semi-empirical laws linking peak-to-peak converted
wave amplitude, distance between shot and station, sea depth at the shot point, frequency, seismic
velocities, attenuation coe�cients and wave train duration. They were then able to obtain a value for
the crustal quality factor for the coastal regions considered.

Cansi & Bethoux [1985] studied the conversion at shore of acoustic waves generated by two explo-
sions at sea, as well as by an earthquake, which were characterized by their exceptionally long inland
propagation path (>1000 km). Analysis of travel times and particle motion showed that the observed
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seismic waves were mainly composed of Pg and Sg (or Lg) waves. Assuming that the converted wave
was the sum of discrete arrivals from various points along the continental slope, they computed the
�rst T-wave synthetic seismograms that were in relative agreement with the measured ones. For the
seismic T-wave generated by the documented earthquake, two distinct pulses were visible, the sec-
ond one had the largest amplitude and was interpreted as being composed of Sg waves. This article
suggests that the transmission of energy from the ocean to the continental crust is mainly due to
di�raction and shows that the duration of the signals is considerably a�ected by the bathymetry of
the continental slopes.

Koyanagi et al. [1995] later used three teleseismic T-phases recorded by a rather dense seismic
network in Hawaii to map the near-surface attenuation over most of the island. They found quality
factor values ranging from 30 to 200, which were signi�cantly lower than existing estimates suggesting
that seismic T-waves may be sampling the very near surface. They documented velocities around 2
km/s which are consistent with S or surface wave propagation. As Adams [1979] and Talandier &
Okal [1979] they reported a focusing e�ect of T-phases resulting from a favorable bathymetry of the
continental slope.

Cook & Stevens [1998] documented a number of T-phases recorded inland Australia at long dis-
tances from the coast (up to 1600 km, which constitutes the current record). The travel times were all
consistent with propagation as Pn waves. In a more theoretical paper dealing with acoustic to seismic
conversion at shore of waves created by an explosion at sea, Piserchia et al. [1998] compared real signals
with synthetic signals calculated using ray tracing coupled with a 2-D axisymmetric �nite-di�erence
method. Their numerical simulations showed realistic phases mainly composed of P waves followed
by Rayleigh waves comparable in size. They stressed that the duration of seismic and hydroacoustic
phase is linked with the explosion depth and insisted on the importance of the bathymetry of the
continental slope and of the distance between the coast and the receiver.

Their results are in agreement with the observations of Talandier & Okal [1998] in French Polynesia
published simultaneously. These authors studied downslope and upslope propagation of acoustic waves
at very steep island shore (> 45� ) by establishing scenarios based on ray-tracing considerations that
explain the main characteristics of observed signals. Assuming that the seismic properties of the ground
on the receiver side were known, they obtained theoretical relationships between wave propagation
time inland and distance between conversion point and station. They compared these relations for P,
S and surface waves with data from various sources. The �t was excellent for P waves at long distance
and for S or surface wave at short distance (<10 km from conversion point to station). However they
stated that their reasoning are no longer valid for moderate slopes, which explains, according to them,
the di�erences with the observations of Koyanagi et al. [1995]. They also noted that seismic T-waves
converted on gentle slopes last longer than those observed after conversion on steep slopes.

With the developments of computational capabilities these years were particularly rich of articles
dealing with upslope T-wave conversion. Let us mention the work of De Groot-Hedlin & Orcutt
[2000], who modeled upslope propagation of acoustic energy at a sloping wedge model using a 2-D
adiabatic elastic parabolic equation (PE) method in the frequency domain and interpreted the results
in terms of mode coupling. For sea�oor exhibiting low shear velocity (50 m/s) they reported a strong
decrease of transmitted signal energy with increasing frequency, especially for low slope angles and
high-frequency sources with high mode number content, such as explosions in the deep ocean. For such
sources the in�uence of slope angle is shown to be of particular importance on transmitted energy
compared to low frequency, shallow sources whose energy couples with sea�oor close to the wedge
apex. The authors however predict the slope angle to be particularly in�uential on signal duration. In
the case of signi�cant shear velocity at the bottom the simulation predicted that strong surface waves
can be generated and are quickly attenuated. However, and as they worked in the frequency domain,
they did not analyze the arrival times of the phases nor their duration or polarization properties.

Similarly, Stevens et al. [2000, 2001] compared data from hydrophones in the ocean with data from
the same events recorded by coastal seismometers in California. They de�ned a transfer function for
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the conversion, which they modeled using a 2-D solver based on time-domain �nite di�erences coupled
with a normal-mode solution. The sea�oor model included shear velocity larger than the velocity
of sound in water. For slopes of 30 degrees or less, the �rst arrival of the synthetic pulses has the
largest amplitude and corresponds to retrograde elliptical particle motion, suggesting a propagation
as Rayleigh wave. The signal subsequently (or simultaneously) exhibits linearly-polarized waves with
vertical particle motions, associated with P waves. This behavior suggests that the acoustic energy is
converted to Rayleigh waves along the continental slope interface well before its conversion to body
waves (which would arrive �rst if produced at the same time). This observation seemed contradictory
with their observations in California, which were consistent with P-wave propagation in accordance
with Talandier & Okal [1998]. Therefore, as suggested by previous authors, they assumed that these
strong surface waves observed in their simulation were attenuated quickly after their generation. Note
that they also showed results for varying slopes and did not report big di�erences, which is inconsistent
with previous observations (Piserchia et al. [1998]; Talandier & Okal [1998]). They examined the e�ect
of a sur�cial low velocity layer and �nally documented, in line with De Groot-Hedlin & Orcutt [2000],
that higher frequencies scatter more strongly than lower frequencies during the conversion, leading to
a de�cit in high frequencies in coastal signals.

By observing T-waves and airgun shots before and after their conversion at an ocean-continent
margin, Rodgers & Harben [2000] also con�rmed that the process induced a drastic loss of high
frequencies. In addition, they performed 2-D �nite-di�erence simulations that con�rmed the earlier
observations of Stevens et al. [2000, 2001].

We can recommend De Groot-Hedlin & Orcutt [2001b] . This article examined two distinct cases;
the �rst, characteristic of volcanic island, in which the shear velocity of the seabed is greater than the
sound velocity in the �uid, the second more representative of sediment-covered continental margins
in which the sea�oor is supposed to be gently sloping and exhibits a weak shear wave speed (case
later studied theoretically by Godin [2007]). Based on considerations related to modal critical angles,
they assumed that the acoustic energy incident at the weakly-elastic gentle slopes coupled to P and
S waves with a relative partitioning depending on the slope and on shear wave speed. In the case of
a hard seabed the authors mainly predict a coupling with S waves for intermediate slopes (between
10� and 20� ) and with P waves only in the presence of the steepest slopes (> 30� ). Surprisingly, the
conversion from T-wave to surface wave is not mentioned. Using almost the same dataset as Stevens
et al. [2000, 2001], the authors examined data from an o�shore hydrophone and from coastal seismic
stations in California. They argued that the converted signals were made of several converted modes
arriving almost simultaneously. They thus suggested that modal information contained in the acoustic
wave may be destroyed during their conversion into elastic waves at shore, which makes the case that
hydrophones are more e�cient than inland stations for T-waves studies. The article also contains a
study based on signal-to-noise ratios (SNR), which they computed as a function of frequency for each
instrument. Not surprisingly, the best signal-to-noise ratio inland was found at stations closest to the
shore. Steep slopes along the source-station azimuth were also shown to favor signal-to-noise ratio, as
the 3-D con�guration of the coast can as well. Indeed, the station exhibiting the largest signal-to-noise
ratio lied close to a convex portion of the continental slope, possibly focusing the energy.

More recently, along the same line as Koyanagi et al. [1995] let us cite the work of Kosuga [2011],
who observed the propagation inland for a re�ected/scattered T-wave (already studied by Obara &
Maeda [2009]) using the very dense Japanese seismic network (see Figure 1.54). The seismic T-wave
recorded has a rather low dominant frequency (1.5 Hz) and its energy appeared to concentrate in a
speci�c area (northern part of Honshu Island), suggesting strong 3-D e�ects or non-isotropic radiation
from the conversion points. The low frequencies recorded can be explained by the combination of two
mechanisms. The �rst is the particularly high attenuation of high frequencies at shore, as documented
by Stevens et al. [2000, 2001]; De Groot-Hedlin & Orcutt [2000] (however the frequency content of

4We thank Pr. Kosuga for providing us a high-resolution version of his �gure.
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Figure 1.5 � Taken from Kosuga [2011]. Snapshots of T-phase root mean square amplitude distribution in four 10-s
time windows. The colour indicates the logarithm of the relative root mean square amplitude measured from the noise
level. The triangles indicate the stations used to calculate the amplitude distribution. The lower right box in each panel
displays the average root mean square amplitude as a blue line and the start time of the window as a vertical red line.
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the signals seems to be similar no matter the distance to the shore), the second mechanism being
a possible �low-pass-�lter e�ect� induced by the previous re�ection of the incident signal. Hence,
low-order modes are supposed to be more easily blocked (and thus possibly re�ected) at shallow
bathymetric features (De Groot-Hedlin et al. [2004]; Hanson et al. [2006]), letting high frequencies
propagate.

The recorded �rst arrivals shown in Kosuga [2011] have the apparent velocity and polarization
characteristics of a Rayleigh wave, in contradiction with earlier works reporting dominance of body
waves. In agreement with Talandier & Okal [1998] the author suggests that the gentle slopes in the
conversion area may favor the generation of surface waves. Using a source-scanning algorithm he
mapped the conversion zone, which appeared to be 100 km large.

As is done in Kosuga [2011], the re�ection/scattering of T-waves at shores or bathymetric highs
have been often reported. We can also cite Lin [2001], for example, who reported a rare observation
of successive T-waves re�ections at both sides of a forearc basin east of Taiwan, Hanson & Bowman
[2006], who documented the use of re�ected waves for event localization, or the following articles
that all report T-wave re�ections: Båth [1954]; Shurbet & Ewing [1957]; Aubrat [1963]; Cooke [1967];
Northrop [1970, 1974]; Lin [2001]; Graeber & Piserchia [2004]; Obara & Maeda [2009]; Kosuga [2011]...
However, to our knowledge, the re�ection process has not been studied in detail to date. We can cite
Hanson et al. [2006], who compared power spectra for direct and re�ected T-waves and documented
loss of high-frequency energy in the re�ection from bathymetry. These authors were able to predict the
amplitude of re�ected signals from simple considerations based on bathymetry, SOFAR channel depth,
and source/receiver locations. However they were not able to predict observed frequency variations,
which may depend on sea�oor seismic properties.

Note that Frank et al. [2015] recently showed a parabolic equation solution for the conversion of
an abyssal T-wave at shore but without a particular analysis of the process.

To close this Section let us cite the recent article of Buehler & Shearer [2015] who showed that
the T-phase was clearly visible (especially above 2 Hz) in global broadband seismogram stacks from
land stations of the Global Seismic Network (see Figure 1.6). They showed the evolution in apparent
velocity with increasing continental path length but did not draw any conclusion about the converted
waves.

1.7 Locating and characterizing T-wave sources

It has been known since WWII (Ewing et al. [1946]) that a point source of sound in the ocean can be
located with fair precision (1 km or so) by simple triangulation using multiple remote hydrophones.
Furthermore the accuracy improves year after year with the emergence of new localization techniques
and the availability of high-resolution sound speed models constructed after decades of measurements
in the oceans. This has many applications, in the military �eld, in geophysics, in animal bio-acoustics
and in anthropogenic noise monitoring for example. Such localization has gained particular importance
recently in the context of monitoring the Comprehensive Nuclear-Test-Ban Treaty, which requires the
capability to detect and locate events that produce acoustic signals in the ocean, and to discriminate
between explosions and natural events (De Groot-Hedlin & Orcutt [2001c]).

In the case of T-phases, the localization process gives the position of an area of the seabed consid-
ered to be the source area of acoustic waves. This area is commonly called the T-wave conversion zone.
In has been pointed out since Tolstoy & Ewing [1950] that because of their lower speed compared to
seismic waves, T-waves can provide a more precise location of close events5. Nowadays, thousands of

5Supposing that the phase picking uncertainties are the same (which is actually not completely true), measuring an
arrival time of 45� 5 s for the T-wave is more precise than measuring an arrival time of12� 5 s for the P-wave.
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Figure 1.6 � Adapted from Buehler & Shearer [2015]. Global broadband STA/LTA seismogram stack with traces �ltered
at 2-8 Hz. See Figure G.2 on page 197 for a description of the seismic phases mentioned.

T-waves are routinely recorded and algorithms exist for their automatic recognition (Sukhovich et al.
[2014]).

Furthermore, due to the e�ciency of the guided propagation in the ocean, T-waves can be detected
at long distance from many events that are not recorded by inland stations. Hence the detection
threshold of events can be improved by 1-2 orders of magnitude using a few hydrophones set in the
ocean rather than large terrestrial seismometer networks (Johnson & Northrop [1966]; Fox et al. [1994];
De Groot-Hedlin et al. [2004]; Pan & Dziewonski [2005]; Dziak et al. [2011]). In addition, as attenuation
is highly frequency dependent, the higher-frequency part of the seismic waves (typically > 5 Hz)
generated by an earthquake is strongly attenuated during propagation through the Earth and cannot
be recorded far from the hypocenter (all the more so if it is deep) by seismic stations set in continents
(Dziak et al. [2004a]). Still, provided that the earthquake occurred in an oceanic environment, high
frequencies (2-50 Hz) can be transmitted very e�ciently to long distance in the ocean in the form of
T-waves. Consequently, more information may be obtained on seismic events using hydrophones in
the ocean than using land-based seismometers alone. T-waves are also crucial for studying submarine
volcanism, eruptive processes (Dietz & Sheehy [1954]; Norris & Johnson [1969]; Talandier & Okal
[1987a]; Schreiner et al. [1995]; Fox & Dziak [1998]; Bohnenstiehl et al. [2013]), sea�oor spreading or
magma intrusion at mid-oceanic ridges (Hammond & Walker [1991]; Fox et al. [1994]; Schreiner et al.
[1995]; Blackman et al. [2000]) which all a�ect the oceans and sea�oor ecosystems (Dziak et al. [2011,
2012]). Among the most important breakthroughs made possible by T-waves we can thus cite the
real-time observation of several sea�oor volcanic eruptions on the Gorda and Juan de Fuca ridges (Fox
et al. [1995]; Dziak et al. [2011]). This detection enabled fast response with instrumented ships that
have considerably contributed to our understanding of sea�oor spreading and subsurface hydrothermal
and microbial processes (Delaney et al. [1998]; Cowen et al. [2004]; Wilcock et al. [2014]). T-waves are
also particularly useful to detect and monitor small amplitude intraplate earthquakes in very remote
areas (Fox et al. [2001]).

However, T-waves are highly sensitive to the environment they cross and their properties depend
strongly on their generation mechanisms, which is why locating and characterizing T-wave sources
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The parabolic approximation

Figure 1.7 � From Jensen et al. [2011]: Transmission losses obtained based on the parabolic approximation and
illustrating beam splitting at grazing incidence upon the sea�oor.

The parabolic approximation forms the basis of the Parabolic Equation technique, which is probably currently the
most popular approach for solving wave propagation problems in ocean acoustics. Since the publications of Tappert
[1974, 1977] a considerable number of articles have appeared to improve the accuracy of the method and to extend
it to a wide range of 3-D and range-dependent problems. Let us consider an axisymmetric acoustic medium of
constant density but of spatially-varying sound velocity c. Supposing harmonic time dependence (constant angular
frequency ! ), the acoustic pressure expressed in cylindrical coordinate p(r; z ) obeys the classical 2-D Helmholtz
equation (see e.g. Jensen et al. [2011]):

@2p
@r2

+
1
r

@p
@r

+
@2p
@z2

+ k2
0 n2p = 0 (1.1)

where k0 = !
c0
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c( r;z ) is a refraction index. We follow the derivation of Tappert [1977] and make the following set of
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Since the work of Tappert, many improvements have been achieved in the framework of the parabolic approximation
which makes this numerical method, in spite of its limitations, a method of choice for the simulation of wave
propagation in ocean acoustics mainly because of its reasonable computational cost even for long ranges or high
frequencies numerical simulations. See Jensen et al. [2011]; Brekhovskikh & Godin [2013] for a detailed introduction
to the topic.
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still faces several obstacles that are under study in the community. We can for example cite D'Spain
et al. [2001], who compares, in terms of modal content, T-waves arrivals from a coastal earthquake
with arrivals from an earthquake that occurred below an abyssal oceanic plain. It is, in our opinion,
one of the best articles dealing with T-waves.

First of all, T-waves are often long duration wave trains, which makes the picking of the phase
often required for localization uncertain (Yang & Forsyth [2003]). Indeed the conversion zone is not
a point but rather covers an area up to several square kilometers of the sea�oor. Second of all, it
has been shown (e.g. Johnson et al. [1963]; Johnson [1964]; Northrop [1970]; Graeber & Piserchia
[2004]) that this conversion zone does not necessarily match earthquake epicenter6. Thus, a single
earthquake may produce multiple T-phases, for example if separate slopes or seamounts are present
in the vicinity of its focus (Shurbet & Ewing [1957]; Walker et al. [1992]; Freeman et al. [2013]). It is
not often clear anyway what seismic wave is responsible for the generation of a given T-wave. This is
a reason why, to date, earthquake source parameters are hardly derivable from T-phases, even more
so in the case of deep earthquakes. Moreover the link between T-phase amplitude and earthquake
magnitude is complex and not understood. Finally, it is worth mentioning that even the oceanic
propagation pattern still raises questions (Williams et al. [2006]). We will discuss some of these points
in this Section. We also refer to Okal [2007] , who sometime goes into more details, especially into
the use of T-waves to explore the seismic source.

1.7.1 The use of T-waves to locate an earthquake epicenter.

Basic triangulation of T-phases (Johnson et al. [1963]), waveform cross-correlation (Graeber & Pis-
erchia [2004]), non linear least squares methods (Hanson et al. [1996]; Slack et al. [1999]; Fox et al.
[2001]), Matched-Field Processing/back-azimuth or grid searches (e.g. Lin et al. [2014]) are used
to locate the area(s) of the sea�oor where underground seismic waves were converted to T-waves.
Nowadays thousands of events have been located from T-waves (see Figure 1.8). This is sometimes a
di�cult task because of their high variability, their long duration, their gradual build-up nature, and
their unclear onset (see Figure B on page 13). This raises the question of what part of the signal has
to be considered as corresponding to the onset of the T-wave. Most authors use the peak amplitude of
the smoothed envelope of the time series as an arrival time and proceed as if a T-wave was an undis-
persed and unscattered signal arising at a point-source epicenter (e.g. Duennebier & Johnson [1967];
Slack et al. [1999]; Fox et al. [2001]; Stevens et al. [2001]; Dziak et al. [2004a]; Ito et al. [2012]). The
choice of considering T-phase peak amplitude as the arrival time of the phase has been tested by Slack
et al. [1999] and proven consistent with a generation scenario based on scattering and also consistent
with Johnson et al. [1967]; De Groot-Hedlin & Orcutt [1999]; Park et al. [2001] for example who link
event depth and T-phase rise time (see Figure B on page 13). We shall return to this particular point
in next Subsection. Other authors used the earlier part of the signal (Shimamura & Asada [1975];
Wilcock et al. [1992]; Bohnenstiehl & Tolstoy [2003]; Kosuga [2011]) and stressed that the recorded
maximum does not necessarily represent the propagation of a speci�c phase. However, in that case,
the choice of a given emergence time is often equivocal. Recently Ito et al. [2012] compared the two
methods, which turned out to give comparable results. Yet, in a shallow hypocenter setting in rather
�at areas (e.g. abyssal ridge-transform regions) such approaches have proven not to introduce any
apparent bias in epicenter location or, more accurately, moment centroid (Pan & Dziewonski [2005])
which is commonly found with an uncertainty of less than a few kilometers (Slack et al. [1999]; Fox
et al. [2001]; Bohnenstiehl & Tolstoy [2003]; Pan & Dziewonski [2005]).

In the case of signi�cant reliefs, slopes (e.g. subduction zone, seamounts) or roughness at the
sea�oor above the earthquake source, signi�cant discrepancies are also reported between the conversion
zone and the epicenter (Northrop [1970]; Walker et al. [1992]; De Groot-Hedlin & Orcutt [2001a];
Freeman et al. [2013]). The T-wave being then commonly sourced toward shallow, steep, bathymetric

6A result claimed by Evernden [1970] but found in previous works (e.g. Johnson [1964]). See Johnson et al. [1971].
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features (Northrop [1962]; De Groot-Hedlin & Orcutt [2000]) and exhibiting several Peaks, making
the location process ambiguous (Williams et al. [2006]). Let us note that, due to the di�culties
often associated with the location of conversion areas, some studies documenting such discrepancies
have given rise to controversy (Chapman & Marrett [2006]; Bohnenstiehl [2007]; Chapman & Marrett
[2007]).

Figure 1.8 � Seismicity of the Peru-Chile trench from May 19, 1996, to May 19, 1999, as determined from T-phases
recorded at an autonomous hydrophone array moored in the Paci�c Ocean o�shore Central America. The red dots
represent the calculated conversion points. Some of the acoustic source locations are clearly mislocated on land, which
may be due in part to the simpli�cation of the sound speed model made by the authors and also to the great depth of
the events within this subduction zone. Adapted from Fox et al. [2001].

A large number of articles deal with improvement of localization from T-phases. Let us cite here
Hanson & Given [1998] who further enhanced earthquake azimuths estimations from T-phase envelopes
using a nearly automated inversion scheme assuming plane wave propagation. Let us also cite Yang
& Forsyth [2003] who developed an empirical function to �t the envelope of T-phases in order to
reduce the uncertainties associated with the localization and earthquake magnitude estimation. Using
OBS stations to observe T-waves Hamada [1985] con�rmed that most parts of recorded T-phases
at the sea �oor are strongly polarized in the direction of propagation (which is consistent, T-wave
being compressional waves in the water). They suggested that this property could be used for T-
wave identi�cation and approximate estimation of the direction of the conversion area. Hanson et al.
[1996] proposed the combined use of hydrophone arrays and land-based stations, which however raises
the issue of the weighting of the di�erent signals (Pavlis [2004]). In order to study the seismicity
at the southern East Paci�c Rise, Shen [2002] developed an algorithm for automatic identi�cation
of seismic T-phases. The author considered commonly Rayleigh waves and T-waves using waveform
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cross-correlation and a nonlinear least-square method rather than phase picking, which proved to
provide more precise locations.

As it is often ignored in the article of Shen [2002], it is important to recall here that point sources
are merely theoretical and do not exist in nature. If looking for a conversion point its position may
exhibit a variance of the order of the size of the physical radiator. Furthermore, its position will not
necessarily coincide with the earthquake epicenter. For a single earthquake, multiple peaks in the
T-phase can appear, each one corresponding to a di�erent conversion point. Presumably, a separate
T-phase source location could be established for each peak.

Within that framework Graeber & Piserchia [2004] did not consider a unique point conversion zone
but suggested that every detection window of a T-wave can be associated with a speci�c coupling point.
Indeed, the authors observed strong variation of back-azimuth and arrival times while studying six
large teleseismic earthquakes using hydro-acoustic triplet stations. By doing so, they mapped point-
by-point the areas where elastic-to-acoustic coupling had taken place. Their results are consistent with
conversion of P waves by sea�oor scattering (De Groot-Hedlin & Orcutt [1999]; Park et al. [2001]).
For the strongest events the authors documented areas spanning huge distances (several hundreds of
kilometers).

Pavlis [2004] suggested that the use of incoherent beam methods could improve the precision of the
location estimation using T-phases. An incoherent beam is a stack of the envelope of an ensemble of
time-series data. Incoherent beams have been used widely for analysis of regional phase seismograms
in order to increase the e�ciency of receiver arrays. Hanson & Bowman [2006] also indicated that
the use of re�ected waves as synthetic stations for event localization allowed one to reduce location
uncertainty and enabled event location even with a single station.

Recently Freeman et al. [2013] used large-aperture horizontal and vertical receiver line arrays to
observe a set of 90 T-waves. Their equipment allowed beamforming over the higher frequencies (5 to
50 Hz), which enabled them to con�rm the observations of D'Spain et al. [2001] and Baggeroer et al.
[2005] that the T-waves had predominantly a �rst-mode structure. It also brought new evidence that
T-waves can be generated at the ocean �oor far from the earthquake epicenter. With the objective of
improving hydroacoustic localization at long range, Heaney & Campbell [2016] evaluated numerically
the impact of mesoscale oceanic variability on teleseismic T-phases based on a two-year time series
of ocean state estimations. Their calculations predicted a deviation of back-azimuth of nearly 2� on
a 9100 km-long propagation path, for the setting considered, showing that these previously neglected
e�ects could thus lead to errors in localization of several hundreds of kilometers at teleseismic ranges.

1.7.2 Can one infer the source depth from T-waves?

T-phase-based localization methods only provide the area of the sea�oor where seismic-to-acoustic
conversion took place but give no clue about the depth of the source event. Before the conversion,
seismic waves generated by the earthquake travel from the hypocenter to the sea�oor. It is not clear
which among the seismic waves is mainly converted to T-waves. The phenomenon is diverse and
depends on many parameters. Wadati & Inouye [1953] suggested that P or SV waves may generate
T-waves, while Shurbet & Ewing [1957] suggested a conversion from P and surface waves. Northrop
[1974]; Graeber & Piserchia [2004] later suggested a conversion from P and/or Pn waves. Every
con�guration seems possible depending on the geometry. Working on regional T-waves, Ghalib et al.
[1983] assumed possibleP ! T and S ! T conversion but were often unable to unambiguously
determine which phase contributed mainly to T-phases excitation. However, they found that shallow
(< 60 km) earthquakes tend to produce stronger T-waves than intermediate-depth (> 60 km) events.
This may be due to the relative closeness of hypocenters to the T-phase waveguide, which allows
more energy to be channeled into the waveguide. Okal & Talandier [1997] documented arrivals of
S-waves at the conversion area, whereas Talandier & Okal [1998] also observed e�cient conversions
from P-wave by shallow events. Lin [2001] suggested that the di�erences are due to the depth of the
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earthquake: deep events would be more prone to generate T-waves from their S-waves because of the
transverse particle motion produced at the sea�oor, which is considered as more e�cient in generating
horizontally-propagating waves in the ocean.

Furthermore some T-phases clearly exhibitP ! T and S ! T phases, the later then being more
energetic ( Talandier & Okal [1998]).

De Groot-Hedlin et al. [2004] suggested that shear-wave energy transforms to low-order acoustic
modes in the case of T-phase excitation at bathymetric relief distant from the epicenter (radiation at
seamount or downslope conversion), while abyssal T-waves result from direct conversion of P-waves
to higher-order acoustic modes. This is problematic because the observed velocity of the seismic
phase coupling to T-phases seems consistent with shear waves in both situations. To explain this
inconsistency the authors assume that S-waves are converted to P-waves at the interface between the
elastic oceanic crust and the sea�oor sediments; which is supported by observations (Spudich & Orcutt
[1980]).

In order to qualitatively assess the depth of an earthquake from T-waves, some authors pointed
out its possible relationship with T-phase rise time (see Figure B on page 13) and earthquake focal
depth (Norris & Johnson [1969]; Schreiner et al. [1995]; Hildebrand et al. [1996])7.

Deep events generally cause long T-phase rise times, while shallow ones produce sharp peaks
(Johnson et al. [1967]). Indeed, supposing a generation scenario based on scattering (Johnson et al.
[1967]; De Groot-Hedlin & Orcutt [1999]; Park et al. [2001]), the insoni�ed sea�oor areas located
closer to the instrument are supposed to generate earlier arrivals compared to regions located farther
away. This accounts for the lower amplitudes and long rise time of the wave; arrivals from farther
away combine with other scattered signals from the event, resulting in a long decay time (Pan &
Dziewonski [2005]). The scattering theory is also supported by the work of Slack et al. [1999] who
compared the epicenter location of 100 earthquakes estimated considering the onset of the P-wave as
arrival time, and then considering instead the peak amplitude of the T-phase. T-wave arrival-time
residuals obtained exhibited a zero-o�set Gaussian distribution mean, which implies, as suggested
by the scattering hypothesis, that using T-wave peak amplitude is consistent with using the P-wave
onset as the earthquake arrival. Based on this hypothesis, decrease of T-phase rise time from successive
events generated at ridges was interpreted as shallowing magma dike intrusions (Schreiner et al. [1995];
Dziak & Fox [1999]; Dziak et al. [2004b]).

However Williams et al. [2006] did not con�rm these hypotheses in the case studied in the Mid-
Atlantic ridge. The authors rather observed a surprising correlation between rise time and water
depth above the event, but did not propose a physical explanation. They stressed that the onset
time could also be a function of other variables apart from hypocenter depth. They mentioned the
e�ciency of energy conversion at shallow topography and at low water depth above the event, as
suggested by De Groot-Hedlin & Orcutt [1999, 2001a] but also the overlying slope angles. Indeed,
downslope propagation along a steep slope may be considered a more e�cient coupling mechanism
than scattering, and can result in T-phases with low rise times (Johnson et al. [1967]; De Groot-Hedlin
& Orcutt [2001a]). However, apart from this observation, their other signals are not in agreement
with Johnson et al. [1967]; De Groot-Hedlin & Orcutt [1999, 2001a] (especially in terms of frequency
content) and raise many questions on our understanding of T-waves. Likewise, Williams et al. [2006]
observed that the length of the propagation path between the conversion point and the instrument
did not in�uence the onset time of the event.

Note that T-phase rise time has also been linked to earthquake fracture length by Eaton et al.
[1961] (see also Ben-Menahem & Toksöz [1963]) and is also used to discriminate between explosive
submarine eruptions, which exhibit sharper onset, and earthquakes, which exhibit more gradual onset
(Talandier & Okal [1987a]).

7Let us note that onset time and rise time can be di�erent, for example if the T-phase exhibits multiple peaks
(Williams et al. [2006])
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Schreiner et al. [1995] suggest that the T-phase frequency content may also be related to source
depth: high frequencies may suggest a shallower event and thus less attenuation in the crust. How-
ever they also stress that the greater high-frequency content may be due to the smaller size of the
earthquake, larger events tending to exhibit lower frequencies (see e.g. Rathje et al. [1998]).

As a conclusion for this section, in the literature there is currently no reliable model to estimate
the depth of an earthquake from T-waves.

1.7.3 What information can be obtained on the source?

T-waves result from the conversion at the seabed of seismic waves originating from an earthquake.
As such, they should contain interesting information about the source event especially in the high-
frequency range (> 2 Hz), which is often missing in conventional seismic wave spectra due to the high
anelastic attenuation in the Earth. With the foundations of T-wave phenomena being progressively
better understood, and thanks to the abundance of good quality data and newly developed concepts
and models, researchers have quickly sought to use T-waves to obtain information about their source.
Numerous interesting articles have been published in this regard, both on the theoretical and obser-
vational sides. First, it is important to note that acoustic signals recorded in the oceans are used
to discriminate between anthropogenic and natural sources such as sub-oceanic explosions and volca-
noes, especially for monitoring of the Comprehensive Nuclear Test-Ban Treaty (CTBT). However it
is not an easy task. Let us cite for example Milne [1959], Ben-Menahem & Toksöz [1963] and Båth
& Shahidi [1971], who all emphasize that signals coming for explosions last less time than T-phases,
and De Groot-Hedlin & Orcutt [2001b], for example who did not observe when comparing recordings
from a French nuclear test of 1995 with recordings of T-phases. The authors rather stressed that the
two types of signals have a similar duration but that the nuclear explosion exhibits higher frequency
content, as already observed for a submarine explosive eruption (Talandier & Okal [1987a]). This
may be explained by the shallow (if any) depth of these sources, involving minimum path through the
attenuating crust.

In this perspective, Talandier & Okal [2001, 2016] are particularly signi�cant because they con-
structed and enhanced a set of criteria to di�erentiate man-made explosions from earthquakes (in-
cluding those occurring inside volcanic structures, called �hotspot earthquakes�), from seismograms
recorded at long distance (> 1500 km) at atoll stations of the RSP (Réseau Sismique Polynésien -
Polynesian Seismic Network). Their discriminants were based upon the envelope amplitude, signal
duration and dispersion properties (see Figure 1.9). Indeed, signals coming from explosive sources in
the water always feature an inverse dispersion, with lower frequencies traveling slower, which is not
the case for T-phases. Even if still lacking physical justi�cation, the proposed procedure is very precise
and it can now be considered that acoustic signals from explosions and T-waves from earthquakes can
be di�erentiated in most cases. These works are thoroughly summarized in Okal [2007].

Note that shallow submarine volcanic activity without associated T-phases is frequently reported,
suggesting di�erences in the physical mechanisms of the eruptions with respect to earthquakes and
manmade sources that may explain the very small, if any, T-waves generated Koyanagi et al. [1995].

From a geophysical point of view, the next level would be to use T-waves to get information on the
earthquake source, in particular on its magnitude to begin with. However, due to the complexity of T-
wave generation and propagation processes, inferring earthquake magnitude from T-phases, if possible,
is di�cult. Some authors did not even observe any direct relation between T-phase amplitude and
earthquake magnitude or source mechanism (e.g. Ghalib et al. [1983]; Walker et al. [1992]; McLaughlin
[1997]). Others documented only a rough correlation with seismic magnitude (Johnson & Northrop
[1966]; Fox et al. [2001]; Hanson & Bowman [2006]). Nevertheless, ridge events have been shown to
generate T-waves whose amplitude better correlates to seismic magnitudes, probably because of the
simpler and more consistent acoustic coupling (Hanson & Bowman [2006]). Note that Talandier &
Okal [1979], following Geller [1976], stressed that T-waves, due to their high frequency content, are
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Figure 1.9 � After Talandier & Okal [2016]. Performance of the discriminant D 3 de�ned at the top of the �gure and
aimed at di�erentiating �hotspot earthquakes� (open circles) and manmade underwater chemical explosions (upward-
pointing triangles). The dataset comprises 84 records. eMax is the maximum of the envelope of ground velocity in
the T-phase (in � m.s� 1 ), and � 1=3 is the duration in seconds during which the envelope is sustained at or above 1/3
of eMax . Compens. means that the dispersion of the signal has been compensated by an algorithm. Note that all
hotspot earthquake records feature a negative D 3 , which separates them reliably from those of underwater chemical
shots. However, complex explosions (left-pointing triangles) cannot be identi�ed. See Talandier & Okal [2016] for more
details.
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greatly a�ected by interference arising from source size �niteness. They suggested that the amplitude
of T-waves would saturate for earthquakes with a magnitude aboveM W = 6 , and that any greater
earthquake would generate T-waves of similar amplitude but of longer duration. Studying New Zealand
earthquakes in Australia, Leonard [2004] rather suggested a limit aboveM W = 7 and documented
a log-linear relationship between T-phase spectral power and magnitude. For large earthquakes, the
saturation e�ect allows one to get an estimate of the rupture length from T-phase duration (Eaton
et al. [1961]; Ben-Menahem & Toksöz [1963]; Johnson & Norris [1968a]; Johnson [1970]) and to obtain
an order of magnitude for the seismic moment of the earthquake (Talandier & Okal [1979]). In
consequence, empirical scaling laws have been proposed in the literature to link earthquake magnitude
and T-phase duration (e.g. Adams [1979]; Okal & Talandier [1986]). They are, to date, probably the
simplest and most robust tool for rapid estimation of the size of large submarine earthquakes (Tolstoy
& Bohnenstiehl [2006]). Other works rather used T-phase spectral amplitude (e.g. Hiyoshi et al. [1992];
Walker et al. [1992]; Leonard [2004]; Hanson & Bowman [2006]), or combined T-phase amplitude and
duration in the form of an energy called the T-Phase Energy Flux (TPEF e.g. Okal et al. [2003]; Ito
et al. [2012]). Let us note that Ito et al. [2012] did not observe any correlation between magnitude and
duration. Bohnenstiehl et al. [2013] used a similar energy-based procedure (outlined in Hildebrand
[2005, 2009]) to get, from T-phases, an order of the magnitude of the acoustic energy released during a
volcanic eruption. Most of the proposed laws however di�er signi�cantly, suggesting a strong in�uence
of the dataset used (Okal [2007]). For example, in the case of downslope converted T-waves, the
sea�oor slope above the source must be of particular importance (e.g. Talandier & Okal [1979]).
In the context of CTBT we can also cite De Groot-Hedlin et al. [2004], who examined the e�ect of
the precise knowledge of bathymetry and of the seasonal variation in temperature on the accuracy
in predicting acoustic transmission. Moreover, because of their ability to propagate high-frequency
seismic energy e�ciently, T-waves may be used to identify the frequency spectrum and therefore the
stress drop of the various sub-events and/or aftershocks (Okal [2001a]). Hence the focal mechanism,
such as radiation pattern or fracture speed, may play a big role for transmitted T-waves. However,
determining earthquake source parameters from T-waves is still very challenging (Slack et al. [1999]),
thus few general trend results have been obtained over the years in this respect.

We have already mentioned Eaton et al. [1961]; Ben-Menahem & Toksöz [1963]; Talandier & Okal
[1979], who pointed out that the duration of the T-phase may be used to estimate the length of the
ruptured zone. Dziak [2001] went further, studying a total of 179 northeast Paci�c ocean earthquakes.
The author empirically related T-phase characteristics with earthquake focal mechanisms and con-
cluded that, on average, T-waves would be less energetic for normal and reverse fault earthquakes
than for strike-slip events of the same magnitude. He attributed this e�ect to the fact that a S-wave
radiation pattern would more e�cient than a P-wave radiation pattern in producing T-waves. More
speci�cally, he observed that T-wave energy tends to decrease when dip-slip motion increases. His
observations suggest that fault parameter information is contained within the T-wave signal packet.
These results were con�rmed by Odom & Soukup [2002, 2004], who also predict that normal-fault
earthquakes are poor generators of T-waves. However, Chen et al. [2015] later reported apparently
opposite behavior using inland broadband stations in Taiwan and along the Ryukyu Arc to investigate
a modest dataset including 17 T-waves that propagated westward through the Philippine sea. Their
main �nding is the very high probability of excitation of the T-waves by the earthquakes located to the
south of the Mariana Arc, whose western shore slope is strongly concave. Almost all these earthquakes
are of normal fault type. It is not clear, however, which of the concave bathymetry or the earthquake
type is responsible for the high amplitudes observed.

These observations illustrate well the great variability and complexity inherent to T-waves. Note
that the presence of a receiver-side acoustic-to-elastic wave conversion makes the analysis even more
complicated. In that case the duration of recorded T-phases has proven to be largely a�ected by the
shape of the coast in the acoustic-to-elastic conversion area (e.g. Cansi & Bethoux [1985]).

In the case of large oceanic earthquakes, T-waves received can be used to map the various compo-
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nents of the rupture (Graeber & Piserchia [2004]), as often done with body waves (e.g. Walker et al.
[2005]). As also mentioned above, Graeber & Piserchia [2004] observed a strong variation of back-
azimuth and arrival times when studying six large teleseismic earthquakes using hydro-acoustic triplet
stations. This allowed them to map point-by-point the areas (up to several hundred kilometer wide
for the strongest events) in which elastic-to-acoustic coupling takes place. This constituted the �rst
use of T-phases for earthquake source tomography. A similar approach was used by De Groot-Hedlin
[2005], Guilbert et al. [2005] and Tolstoy & Bohnenstiehl [2005], who simultaneouslyestimated the
earthquake rupture along the fault plane of the great Sumatra earthquake (M W = 9 ) of December 26,
2004 using T-waves. Although using di�erent approaches (compared in Tolstoy & Bohnenstiehl [2006])
these articles all used remote hydrophone(s) in the Indian ocean. They precisely tracked the event
rupture for example by following the the variations of signal arrival azimuth with time at each station
(Guilbert et al. [2005]). The hydro-acoustic analysis has proven to be a valuable tool in studying the
rupture of this large submarine earthquake. Indeed the documented change in rupture speed during
this destructive event was not clear from seismic data alone using classical source inversion methods,
due to the exceptional fracture duration (more than eight minutes). Since then, a comparable study
has been carried out concerning the Tohoku (M W = 9 ) earthquake of March 11, 2011 Yun & Lee
[2013].

1.8 T-waves and tsunamis

Long gravitational waves (tsunamis) propagate at the ocean free surface and are usually generated
following submarine earthquakes or submarine mass failures such as landslides and slumps. When
reaching the coasts, these extremely long-period waves can cause disastrous human and material loss.
Although infrequent, tsunamis are among the most destructive catastrophic events in history. Hence
the International Tsunami Information Centre of the UNESCO estimated that they have caused more
than 600,000 casualties (228,000 during the 26 December 2004 Sumatra, Indonesia tsunami alone), as
a result of the almost 300 recorded events over the past four millennia. The reader is referred to Okal
et al. [2009] and Okal [2011b] for recent reviews on the topic. T-waves and tsunamis were suspected
to be related since the very �rst articles dealing with T-waves (e.g. Tolstoy & Ewing [1950]). Indeed,
some tsunamigenic earthquakes had produced strong T-waves. Moreover, as discussed in Section 1.1,
T-waves, like tsunamis, were suspected to be generated by sur�cial earthquakes. These considerations
led Ewing et al. [1950] to suggest the use of T-phases for tsunami warning. Their theory, however, was
early strongly criticized by Leet [1951] and Wadati & Inouye [1953], who disputed the reality of this
supposed correlation between T-waves and tsunamis. Also, as we have recalled above, T-waves were
also observed after deep earthquakes (e.g. Linehan [1940]; Northrop [1974]; Okal & Talandier [1997])
refuting the hypothesis of Ewing et al. [1950]. Furthermore, tsunami generation is now known to
depend only slightly on earthquake depth (Ward [1980]). T-waves and tsunamis result from di�erent
parts of the source frequency spectrum. Indeed, tsunami earthquakes are slow events generating low
frequencies (typically below 2 mHz, Kanamori [1972]) while T-waves exhibit higher frequencies (>
1 Hz Okal et al. [2003]). Nevertheless the possible link between the two phenomena has generated
interest in the scienti�c community for years (Eaton et al. [1961]; Walker et al. [1992]; Okal et al. [2003];
Salzberg [2008]). Johnson [1970] and Okal & Talandier [1986] suggested that the length of the T-phase
wave train, rather than its amplitude, may be associated to seismic moment, and thus to tsunamigenic
potential (Kanamori [1972]; Abe [1973]) and examined the possible application to tsunami warning.
However, afterwards, Walker et al. [1992] and Walker & Bernard [1993] suggested some connection
between T-wave spectral amplitude and tsunamis, but using a rather sparse dataset (Okal et al.
[2003]). A noteworthy improvement regarding T-waves with regards to tsunamigenesis has been made
after the catastrophic Papua New Guinea tsunami of 17 July 1998 (10-15m high, 3000 people killed),



56 CHAPTER 1. HISTORY OF RESEARCH ON T-WAVES

triggered after a rather weak earthquake (M w = 7 :1). The normal rupture speed of this earthquake8

challenged our understanding of tsunamis and resulted in the development of new models of tsunami
generation that more realistically represent the reality. It is now accepted by most scientists that that
tsunami was due to a massive submarine slump that occurred following the earthquake (Tappin et al.
[2008]). This model is consistent with the characteristics of a T-wave, recorded by a hydrophone next
to Wake Island, whose long duration and complex spectrum can hardly be attributed directly to the
earthquake (Okal [1999, 2003]). Therefore, T-waves may be useful to detect sedimentary resonances
involved in compaction, slumpage, or submarine landslide (Caplan-Auerbach et al. [2001]) and causing
rapid displacements of the sea�oor that may be sometimes responsible for tsunami generation (Walker
et al. [1992]).

Using T-waves, Okal et al. [2003] determined the timing of the 1998 Papua New Guinea event and
suggested that these waves are too sensitive to small-scale details of the source process to reliably esti-
mate the overall, lower-frequency earthquake source properties controlling tsunami excitation (Kozdon
& Dunham [2014]). Nevertheless they showed that many tsunami earthquakes exhibited relatively low
energetic T-waves compared to their seismic moment, which would be, to them, a consequence of the
slow fracture speed ascribed to these events.

Therefore, some links are nowadays known to exist, and could likely be used for tsunami warning.
Studying the great Sumatra-Andaman earthquake of December 2004, Tolstoy & Bohnenstiehl [2006]
emphasized the usefulness of hydro-acoustic data as a tool for rapid assessment of the size and character
of large submarine earthquakes. The authors sadly remarked that all the monitoring stations in the
Indian Ocean basin recorded T-phases exhibiting a duration of more than ten minutes, which could
thus have been seen as a sign of danger. Comparison with existing duration-moment data (e.g., Okal
& Talandier [1986]) would have identi�ed the great size and tsunamigenic potential of this event within
45 min of the start of the rupture and may have saved many lives. In this regard, T-phases could
also be used to identify earthquake involving splay-faulting, which also explains some extreme local
tsunamis in events that produce only moderate tsunamis at large distance (Salzberg [2008]).

More recently, in the context of tsunami characterization problems, Caplan-Auerbach et al. [2014]
estimated, based on T-waves, the speed of the submarine landslide that occurred during the West
Mata eruption in 2010.

It is worth mentioning that, apart from T-waves which are purely acoustic modes in the ocean,
researchers also study another type of acoustic waves associated with tsunamigenesis and commonly
called hydro-acoustic waves (HAW). These highly-energetic waves are emitted by the water column
above the tsunami generation zone, which, due to its compressibility, acts as an oscillatory generator
for these quasi-horizontally traveling waves (Prestininzi et al. [2016]). As T-waves, these waves travel
long distance at the speed of sound in water but exhibit lower characteristic frequencies (around
0.1 Hz). HAWs are considered as another potential means of enhancing the promptness and the
accuracy of tsunami early warning systems (Abdolali et al. [2015]). HAWs might be observable with
hydrophones, if these instruments do not clip on the large-amplitude waves generated by megathrust
events (Kozdon & Dunham [2014]).

1.9 Study of the properties of the propagating media using T-waves

After passing through the Earth's crust in the form of seismic waves, T-waves travel in the ocean
and are sometime converted back into seismic waves before being recorded by sensors. Consequently,
�ngerprints of their journey through the di�erent environments in which they propagated may be
present within their structure, and may thus be used to gather information about these media in
which they propagated. Of course this topic also depends strongly on the issues mentioned in previous
sections because it is di�cult to deduce any information on the propagation media e.g. if the source

8Other similar observations have been made since then, for example for the 2011 Tohoku earthquake (Okal [2013])
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position is poorly known or if the propagation mechanisms are ambiguous. That is why there are
only a few articles showing such results. In what follows we will distinguish between the study of the
(visco)elastic media below the ocean �oor or on the ground and the study of the ocean.

1.9.1 Studying the earth with T-waves

We have already mentioned in Section1.6 the research works dealing with the converted T-waves
observed after conversion at a coast. These signals can provide information on the properties of the
upper continental crust (e.g. Koyanagi et al. [1995]; Kosuga [2011]). Apart from these studies let
us mention the work of Shimamura & Asada [1975], who showed recordings of T-waves generated by
deep-focus earthquakes (between 200 and 500 km) and recorded 1000 km away from the epicenter by
an array of ocean-bottom seismometers deployed in the deep western Paci�c ocean, well below the
SOFAR channel axis. They used these data to estimate the attenuation of the seismic waves in the
lithosphere, between the earthquake hypocenter and the sea surface, which was found to be very small
in order to explain their observations.

The same kind of reasoning regarding seismic attenuation and T-waves later led Okal & Talandier
[1997] to obtain an important indication of the continuity of a south American slab. Indeed, the
authors reported a S ! T wave generated following the great Bolivian deep earthquake of June 9,
1994 in the south American subduction zone. The frequency content of the documented T-phases and
the timing of their most energetic arrival required channeling of the S wave from the hypocenter to the
conversion point through weakly attenuating material, which in turn added supportive evidence for
the mechanical continuity of the down-going slab, at least beneath this particular part of the South
American plate, despite the observed aseismic zone between 300 and 600 km. At the same period
Fox & Dziak [1999] observed the internal deformation of the Gorda plate based on the monitoring of
generated T-waves.

Let us also mention Dziak et al. [2004a], who used T-phases to estimate the velocity of Pn waves
waves along the east and west �anks of the mid Atlantic ridge.

1.9.2 Studying the ocean with T-waves

Compared to electromagnetic waves for example, the propagation of sound in the ocean is particularly
e�ective and sensitive to variations of temperature and/or pressure (see Frosch [1964]). Hence con-
trolled, manmade acoustic waves have been used successfully to image the ocean, from large mesoscale
variability (the �rst acoustic observation is Hamilton [1977]), internal tides (Dushaw et al. [1995]; Oga-
sawara et al. [2008]), El Niño and Southern Oscillation (ENSO, e.g. Ogasawara et al. [2006]) to �ne
structures (e.g. Holbrook et al. [2003]; Dunn [2015] or Dushaw et al. [2016]). Long-range acoustic
transmission is also considered in the context of a recent and important �eld: measuring climate
change and its impact in the ocean. Indeed, as the speed of sound in the ocean depends on the water
temperature, long-distance recordings of controlled sound sources might allow the community to esti-
mate the average temperature over the wave path (see Figure 1.10). The idea has been suggested in
the late 1980s by Munk & Forbes [1989], who underlined the fact that the ocean warming induced in
the deep ocean by greenhouse gases (estimated at 0.005� C per year at that time) was too small to be
measured locally but should be detectable above the gyre and mesoscale noise, given a ten-year cam-
paign of measurements at nearly antipodal distances. In this setting, the anthropogenic temperature
increase should result in a decrease in travel time, estimated at 0.1 to 0.2 s per year. The idea has
given rise to a feasibility test that was then successfully carried out by Munk et al. [1994], proving that
the climatic signal was detectable with fair precision based on teleseismic manmade 57 Hz signals of
3 kW, and the campaign itself was then launched. It was called the Acoustic Thermometry of Ocean
Climate (ATOC) campaign, and the results obtained proved comparable with those obtained based
on other methods (ATOC Consortium [1998]). The experiment was stopped following a controversy
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Figure 1.10 � Cartoon of an ocean acoustic tomography method. The minimum in sound speed provides an axis for an
acoustic waveguide. The time sequence of ray arrivals is from steep (thin) to moderate (dashed) to �at (heavy) launch
angles (�at, axial rays generally cannot be resolved). A representative ray for each of the three classes is shown in
the upper panel. Transmission 2 (relative to 1) shows earlier arrivals of steep rays, but no change otherwise. This is
consistent with a warming of the upper ocean (or less likely, a warming of the abyssal ocean), with intermediate and
axial depth unchanged. After Munk [2006].

with the environmental community (see Munk [2006] for the whole story) but the topic still remains
an active �eld of research nowadays (e.g. Aulanier et al. [2013]).

In the case of T-waves, as the source is a volcanic or seismic event and is consequently not controlled
nor located accurately, getting information on the ocean is even more di�cult. Of course, once their
mode of propagation was understood, T-waves have allowed people to estimate the mean value of the
sound velocity along their oceanic path (e.g. Ewing et al. [1952]) but the information is nowadays only
of little value, precisely because it is a mean value. As an illustration, seasonal variations in oceanic
modal group velocity can involve a time di�erence of 9 seconds over a 5000 km path, already far below
the large errors routinely made in picking T-phase arrival times from earthquakes (De Groot-Hedlin
et al. [2004]). Climate change induces di�erences that are typically 100 times smaller, which is thus
currently an unreachable challenge.

Nonetheless, T-waves have been used to study the oceans. Sugioka et al. [2005] for example,
following the work of Dushaw et al. [1995], who used manmade sources, used stacking of T-waves
generated by underwater volcanoes to study internal waves in the ocean. Diurnal variations in the
SOFAR channel were found by analyzing the travel time di�erences from the source to the receivers.
More recently, Evers & Snellen [2015] used T-waves to image the ocean. Their study shows the ability
of passively probing the variation of SOFAR channels of the ocean as a function of distance and of
latitude using waves resulting from ridge earthquakes. Their results compare well to those obtained
with manmade acoustic sources, but are still too noisy to detect seasonal changes, and all the more so
to monitor the e�ect of climate change in the ocean. This is also con�rmed by the work of Heaney &
Campbell [2016] who evaluated numerically the impact of mesoscale oceanic variability on teleseismic
T-phases based on a two-year time series of ocean state estimations. Their calculations predicted a
deviation of back-azimuth of 2� on a 9100 km-long propagation path, for the setting considered. This
e�ect is not negligible but would be too small to be detected in the case climate change variability.

This observation is also con�rmed by the work of Heaney & Campbell [2016], who numerically
assessed the impact of mesoscale ocean variability on teleseismic T-phases based on a two-year time
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series of ocean state estimations. Their calculations predict a 2� back-azimuth deviation over a 9100
km-long propagation path, for the case under study. This e�ect is not negligible but suggests that
the in�uence of subtle temperature variations in the oceans induced by climate change would be too
small to detect based on such methods.

1.10 T-waves modeling and numerical simulations

The complexity of phenomenon relates to T-waves, at the interface between seismics and underwater
acoustics, limits the possibility of detailed or full theoretical analysis. As many other research areas,
ocean acoustics has thus bene�ted from computer science (Jensen et al. [2011]), leading to progress in
T-waves studies. Computers were �rst involved in T-phase spectrum analysis (Milne [1959]) and in
the localization of conversion points based on hydrophone signals (e.g. Johnson [1964]), before being
used, since the 1980s, with numerical methods for T-wave simulation. Although simple mathematical
models for abyssal T-waves have been proposed since the 1960s (Johnson et al. [1967]), the �rst
synthetic T-phases were computed by Cansi & Bethoux [1985] using a di�raction-based model. They
assumed that the seismic T-waves recorded after conversion at the continental slope were the sum of
discrete arrivals coming from various points of the shore, and computed synthetic seismograms that
were in relatively good agreement with the measured ones.

Following the exponential growth of numerical capabilities, starting in the late 1990s many articles
studying T-waves from a numerical point of view have been published. The reader is referred for
instance to Jensen et al. [2011] for a description of most of the numerical approaches mentioned here
such as ray tracing, �nite di�erences (FD), �nite elements (FEM), normal modes, parabolic equation
(PE) techniques, or wavenumber integration.

To give a brief summary, we can begin with Sperry et al. [1999], who modeled downslope conversion
of T-waves using the 2-D hybrid method of Schmidt et al. [1995]; Goh & Schmidt [1996]; Goh et al.
[1997] based on wavenumber integration, �nite elements and boundary integrals. The same authors
(Schmidt et al. [2004]) later used the virtual source algorithm that they developed (Schmidt [1995];
Goh et al. [1997]) to model the generation of T-waves from scattering at rough interfaces, implemented
using a Rayleigh-Kirchho� approximation.

Using a simple modal framework De Groot-Hedlin & Orcutt [1999, 2001a]; De Groot-Hedlin [2004]
computed synthetic T-phases envelope by considering secondary point sources distributed over the
seabed and exciting low-order acoustic modes proportionally to the acoustic modal amplitude, and
to the ground motion resulting from the earthquake evaluated at the local ocean depth. Synthetic
T-waves were later computed using a similar approach by Yang & Forsyth [2003] and Obara & Maeda
[2009]. Park et al. [2001]; Odom & Soukup [2002, 2004] instead used a more sophisticated model
involving mode coupling induced by seabed roughness. In their work on ocean passive probing with
T-waves, Evers & Snellen [2015] used a range-dependent acoustic method based on adiabatic acoustic
modes that they developed (Snellen et al. [2011]) to model T-waves generated by shallow earthquakes
at ridges. The inferred spatial variations of T-wave velocity obtained were compared to measured ones
and proven to be physically relevant.

Let us also mention that methods based on ray tracing, such as Gaussian beam techniques, are
still being employed (e.g. by Lin et al. [2014] and Chen et al. [2017]), however the most widely used
numerical methods in ocean acoustics are nowadays based on the parabolic approximation because
that approximation allows for the computation of long-range acoustic propagation at high frequency
at a reasonable computational cost (e.g. Xu et al. [2016]; Sturm & Bonnel [2016]; Heaney & Campbell
[2016]; Collins & Siegmann [2017]). First introduced in underwater acoustics by Tappert [1974, 1977],
these methods have been extended since then by a large number of contributions in order to be able
nowadays to handle range dependence (when it remains not too strong), elastic media, or complex
sources (see e.g. Lee et al. [2000]; Xu et al. [2016] as well as the inset above). The domain of T-
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waves was no exception. We have already cited the works of De Groot-Hedlin & Orcutt [2000] and
Frank et al. [2015], who studied conversion of T-waves at shore based on the parabolic equation.
Downslope conversion and abyssal generation of T-waves have recently been modeled based on a 2-D
elastic parabolic equation by Frank et al. [2012, 2015]. Teleseismic 3-D acoustic parabolic-equation
simulations of T-waves have also been conducted by Heaney et al. [2013, 2017], who showed the
contribution of 3-D e�ects such as bathymetric di�raction, which allowed them to explain observed
arrivals in apparent acoustic shadow zones located behind islands and not explainable based onN � 2D
simulations. Parabolic simulations of T-waves were also used by Heaney & Campbell [2016] to study
the e�ect of mesoscale variability on teleseismic propagation.

However, the high computational e�ciency of these methods comes at a price in terms of the physics
that can be modeled because they rely on an assumption of weak range dependence (see the inset on
the parabolic approximation above), and thus become inaccurate when range variation is important.
Unfortunately, this may occur in regions of steep bathymetry, or when the impedance contrast between
the ocean and the sea bottom is high (De Groot-Hedlin [2008]). This has consequently motivated the
use of full wave methods.

T-wave �nite-di�erences calculations have therefore been carried out, apparently since 1997 to
the best of our knowledge, with McLaughlin [1997] showing 3-D linear elastic results of downslope
conversion from seismic to acoustic, probably in a small computational domain at that time. The
complementary part of the propagation, from acoustic to seismic, was modeled a year layer in 2-D by
Piserchia et al. [1998] based on innovative code coupling between ray tracing and �nite di�erences.
The following years, additional 2-D �nite-di�erence simulations of T-wave conversion at shore were
carried out by Rodgers & Harben [2000] as well as Stevens et al. [2000, 2001]. De Groot-Hedlin [2008]
later compared, for purely acoustic models, �nite-di�erence results to parabolic equation results, as
well as to analytical results when available. Her benchmarks included downslope conversion of acoustic
energy, which involves mode coupling. The results indicate that the �nite-di�erence method accurately
solves for the acoustic wave �eld at all propagation angles and is more accurate than the parabolic
equation method near the source. However, in addition to their high computational cost, an important
drawback of �nite-di�erence methods is their di�culty in handling dipping interfaces, which often have
to be modeled as staircases, leading to spurious numerical di�raction by these arti�cial staircases.

This drawback is fortunately not present in another popular family of full-wave numerical methods:
�nite element techniques. The approach can be traced back to the 1940s in the structural mechanics
�eld with Hrenniko� [1941] and McHenry [1943], who used one-dimensional elements for the compu-
tation of stresses in continuous solids. In its current form in 2-D, it was initially developed by Turner
et al. [1956] for the aircraft industry. Some classical textbooks are for example Zienkiewicz & Taylor
[1977], with many contributions from Zienkiewicz and his group to that popular technique, Hughes
[1987], or Bathe [2006], among others. Finite elements started to be used in underwater acoustics
in the late 1970s with Carlson et al. [1976]; Fix & Marin [1978]; Kalinowski [1979]; DeSanto [1979].
The future of �nite elements in underwater acoustics is examined by Jensen & Zampolli [2010]. Al-
though recommended for example by Buckingham [1992] for ocean-acoustics propagation modeling,
the method has not often been used for T-wave simulations. We can cite Balanche et al. [2009] who
investigated, in planar 2-D, the in�uence of the earthquake source radiation pattern on T-waves.
Unfortunately there is sometimes a confusion between T-waves and P-waves. Recently, a particular
formulation of the �nite-element method called the Spectral-Element Method (SEM), originally com-
ing from the Navier-Stokes community (Patera [1984]) and very popular in seismology (Komatitsch
& Tromp [1999]), was introduced for underwater acoustics by Cristini & Komatitsch [2012] and was
then used by Jamet et al. [2013] to simulate plane-strain 2-D regional T-waves resulting from ridge
earthquakes. Let us mention that the spectral-element method is central to my thesis and will thus
be detailed in the next chapters.

As a possible conclusion, and given the relative strengths and drawbacks of each of these numerical
methods, it seems to us that strategies coupling full wave methods (FD, FEM, SEM...) in the vicinity
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of the source (and/or of 2-D or 3-D objects under study) to parabolic equation techniques for long-
range propagation in the ocean could be particularly promising for the near future. This should
preclude long-distance propagation of inaccuracies in parabolic equation solutions usually observed
near the source (De Groot-Hedlin [2008]), while taking advantage of the computational e�ciency of
that method for long-range propagation. Of course, 3-D full wave techniques will prevail in the longer
future. However they are currently still very expensive at T-waves frequencies for very elongated
domains, and will remain so for one or two decades (but not more than that).
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Chapter 2
Study of a T-wave dataset in the Ionian Sea

This short chapter presents observations of T-waves in the Ionian Sea made in collaboration with the
Istituto Nazionale di Geo�sica e Vulcanologia (INGV, National Institute of Geophysics and Volcanol-
ogy) of Rome, Italy. The data shown here constitute, to us, an instructive illustration of the phe-
nomenon. Moreover few articles deal with T-waves in the Mediterranean sea (we can cite Galanopoulos
& Drakopoulos [1974]; Cansi & Bethoux [1985]; Solarino & Eva [2007] and Carmona et al. [2015]).

2.1 Introduction

The Istituto Nazionale di Geo�sica e Vulcanologia (INGV, National Institute of Geophysics and Vol-
canology) was created in September 1999 as a result of the fusion of several geophysical research
institutes in the �eld of seismology, geochemistry and volcanology in Italy. With its headquarters
in Rome and important facilities all around Italy, it is currently the largest European entity dealing
with research in geophysics and volcanology. INGV also conducts 24-hour seismic surveillance of the
whole Italian territory, real-time volcanic monitoring, early warning and forecast activities. Networks
of geophysical and oceanographic sensors, including seismometers and hydrophones, deliver a contin-
uous �ow of observations to the acquisition centers of Rome, Naples and Catania, were the data are
analyzed (website INGV [2017]). It has been recognized for some time by INGV that the Ionian sea,
south east of Italy, is an interesting place to observe and study T-waves. Indeed, when an earthquake
occurs near the west coast of Greece, which is a particularly active geotectonic zone (Burton et al.
[2004]; Kokinou et al. [2005]), INGV seismic stations (including one sea �oor observatory) located in
Sicily and Calabria often record signi�cant T-waves that have crossed the Ionian sea (� 500 km, see
example shown in Figure 2.1), if the magnitude of the earthquake is not too small (M w > 3:9 or so) so
that these T-waves can be observed. We have analyzed a large number of seismograms recorded in this
area, allowing us to identify general trends for T-waves generation in Greece and their propagation in
Italy. We noticed in particular that the Greek peninsula of Paliki is likely to produce strong T-waves.

2.2 T-waves observation

The location of the instruments used is shown in Figure 2.1 (top), which presents a global perspective
on T-phase amplitude recorded at each station following a shallow earthquake in Greece. This event
of magnitude M w = 4 :7 took place on May, 23, 2013 at 14:09:07.40 in the Greek peninsula of Paliki
(latitude: 38.6488, longitude: 20.5813). The hypocenter was at a depth of 10 km (National Oceanic
and Atmospheric Administration, later labeled as NOAA) but the moment centroid depth was only
2 km (Institute of Geodynamics of the National Observatory of Athens, later labeled as NOA). This
earthquake illustrates phenomena related to regional T-waves relatively well. An example of T-phase
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recorded on the Sicilian east coast is shown in Figure 2.1 (bottom). The arrival is very impulsive,
it exhibits a short rise time and high amplitude compared to P and S-phases. It is similar to those
recorded on volcanic atolls (e.g. Talandier & Okal [1998]). However, as expected from the literature
(e.g Kosuga [2011]) , the map in Figure 2.1 shows that T-waves in the region are strongly attenuated
when propagating inland. The T-phase observed furthest from the coast was recorded by station CLTA
located only 120 km inland. It can also be seen from Figure 2.1 that the conversion from hydroacoustic
to seismic T-wave is particularly e�cient at steep slopes. Indeed, the east Sicilian and Calabrian coasts
exhibit strong continental slopes (rarely below 10 degrees) apparently bene�cial for T-wave conversion,
whereas the gulf of Taranto is characterized by smooth slopes (around 1 or 2 degrees) that seem to
preclude any conversion. Anyhow, these observations suggest a strong dependence of seismic T-wave
amplitude on slope in the area, in line with the observations of Piserchia et al. [1998] and Talandier
& Okal [1998] on Polynesian atolls for example, but not with the simulations of Stevens et al. [2000,
2001] in California. We shall return to this particular point in Chapter 4. It can also be seen that the
instruments located in South Sicily are particularly prone to record T-phases following earthquakes
in Greece, probably because of favorable bathymetry.

This property allowed us to approximate the seismic velocity of the T-wave recorded in Sicily from
its arrival times at the three stations AGST, SSY and MEU, which are fortunately quite well aligned
with the source (see Figure 2.1 and 2.2). The value found (4000� 1000m.s� 1), although imprecise, is
quite high and is close to the average crustal P-wave velocity documented in the area (Finetti [2005];
Accaino et al. [2011]; Calò et al. [2012]) in accordance with the observations of Talandier & Okal [1998]
in French Polynesia and or Stevens et al. [2000, 2001] in California, but in apparent contradiction with
Koyanagi et al. [1995] in Hawaii or Kosuga [2011] in Japan for example. Let us remark that this is
apparently inconsistent with De Groot-Hedlin & Orcutt [2001b] as well, which would also suggest a
propagation as S-waves after conversion at the Sicilian high continental slope. However, it is important
to note the spreading of the phase along its propagation, showing that it is made of several components
traveling at di�erent speeds. The �rst arrival indeed seems to travel at the P-wave speed but contains
little energy. In fact, the peak energy of the signal propagated at lower speed (around 2500 m/s),
which is close to the local crustal S-wave velocity or surface wave velocity.

The analysis of particle motion at stations AGST and SSY (see Figures 2.3) con�rms this comment.
The source-station azimuth is east-west oriented, therefore we can suppose that the main direction of
propagation of the wave is from east to west. This �gure shows that the seismic T-phase is complex
and composed of a mix of phases.

It can be noted however that the �rst arrival at station AGST is linearly polarized in the longitu-
dinal direction, suggesting a P-wave. Surprisingly however, no clear evidence of a P-wave can be seen
in the particle motion in the �rst arrival at station SSY. The recorded ground movement is rather
polarized in the North-South direction, that is to say in the horizontal transverse direction, hinting
at arrivals of SH or Love waves. This motion can be explained by refraction in the horizontal plane
when the waves are transmitted from ocean to land (see Båth & Shahidi [1971]).

In addition to the seismic stations located inland, INGV operated the sea�oor observatory SN-1
deployed at a depth of 2105 m, about 25 km o�shore from the Sicilian east coast (see Figure 2.1). It
was equipped with a set of geophysical and oceanographic instruments, including a three-component
broadband seismometer (Guralp CMG-1T, 0.0027 to 50 Hz bandwidth and 100 Hz sampling rate, see
Sgroi et al. [2007]). Following De Groot-Hedlin & Orcutt [2000], signal-to-noise ratios (SNRs) have
been computed at stations AGST, SSY and MEU (see Figure 2.4) and compared to SNR for the
vertical component recorded at ocean bottom seismometer SN-1. SNRs were computed by dividing
the power spectrum of the T-phase by the power spectrum of an interval typical of the ambient noise
at each receiver. They are very high compared to those computed in California (De Groot-Hedlin
& Orcutt [2000]). No signi�cant di�erences are observed between the di�erent T-phase displacement
components (termed N-S, Up-Down and E-W). Although not a�ecting much the frequencies below 2
Hz, the upslope conversion at shore and the propagation inland induce a drastic loss of high frequencies
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Figure 2.1 � Setting of a shallow Greek T-wave event. Origin time: 2013/05/23 at 14:09:07.40, latitude: 38.6488 � ,
longitude: 20.5813� , hypocenter depth: 10 km (NOAA), centroid depth: 2 km, M w = 4 :7 (NOA). Top : Map of the
Ionian sea describing the T-phases recorded by INGV stations after this earthquake. The moment centroid is indicated
by a star. The red circles indicate stations that have recorded a strong T-phase (maximum amplitude at least twice
above those of P and/or S waves), the light-red circles indicate stations that have recorded T-phases whose amplitude
was comparable with that of P and S waves, and the circles colored with the lightest shade of red (like that of the CLTA
station) correspond to stations that have recorded T-phases with an amplitude lower than that of P and S phases. The
white circles indicate stations that have recorded P/S waves for this event but no T-waves. The SN-1 sea�oor observatory
is indicated by a red square. Middle , left: elevation pro�le corresponding to the light-blue dotted path drawn on the
top map. Note that the vertical and horizontal scales are di�erent. The three red circles represent the stations used to
estimate the T-wave velocity after its conversion at shore. In increasing order of distance from the coast we �nd stations
AGST, SSY and MEU. Middle, right: annual mean sound speed pro�le and relative temporal standard deviation in the
Ionian sea (from Salon et al. [2002]). Note the di�erent depth scales. Bottom : (a) Vertical component displacement
seismogram (arbitrary displacement unit) recorded at Italian seismic station AGST. Arrivals of P, S and T-waves are
clearly visible. An example of �ltered T-phase envelope is shown in red. T-phase rise time is de�ned in the �gure. (b)
Power Spectral Density (in dB) as a function of time and frequency. Note the high frequency content of the T-phase.
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Figure 2.2 � Normalized north-south displacement seismograms at three selected aligned stations in the direction of the
source. From top to bottom: MEU, SSY, AGST. The traces are distributed along the vertical axis according to the
distance to station AGST of their projection on the blue dotted line in Figure 2.1 (top). The apparent group velocity of
the �rst arrival is seen to be 4000 � 1000 m/s.

Figure 2.3 � Left : T-wave-induced particle velocity at station AGST as a function of time. Top: T-phase north-south
displacement at station AGST (arbitrary units) as a function of time. Note the three colored time intervals. Middle and
bottom: Corresponding particle motions in the horizontal and vertical planes containing source and receiver, respectively.
The colors correspond to the upper image. Right : Same but at station SSY. Note the large transverse component.
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Figure 2.4 � Signal-to-noise ratios (SNR) at stations AGST, SSY and MEU, in log-log scale. SNRs were computed by
dividing the power spectrum of the T-phase by the power spectrum of an interval typical of the ambient noise at each
receiver. SNRs for the East-West (red), North-South (orange), and vertical components (green) are shown, compared
to the SNR for the vertical component recorded at ocean bottom seismometer SN-1 (blue). Note the drastic fall of high
frequencies involved with the conversion at shore, and the subsequent gradual losses with increasing distance from the
coast.

(above 7 Hz), con�rming the observations ofStevens et al. [2000, 2001], De Groot-Hedlin & Orcutt
[2000] and Rodgers & Harben [2000].

Figure 2.5 � For each earthquake indicated on the above map (star), both the characteristics from NOAA (magnitude
and hypocenter depth d) and the quality of the generated T-waves are detailed. The classi�cation has been made from
the same kind of map than the one presented in Figure 2.1. Red stars: more than 5 Italian stations have recorded strong
T-phases ("red" stations), orange stars: some Italian stations have recorded strong T-phases, light orange stars: T-phases
recorded by several Italian stations, white stars: no T-waves visible. Earthquakes occurring in the red area are prone
to generate T-waves. Earthquakes occurring in the purple area are particularly prone to generate strong T-waves. That
area corresponds to the Greek peninsula of Paliki. The circle indicates the earthquake shown above.

For the sake of brevity we have only detailed here our observations for the earthquake studied
above, however other events in Greece have been examined with respect with the T-wave that they
have produced in Italy. The observations are summarized in Figure 2.5. We �rst selected a set of events
for which P and S waves were recorded by Italian seismic stations, and then, for each selected event,
we built the same map as the one shown in Figure 2.1. This allowed us to classify the earthquakes
according to the T-phase recorded subsequently at Italian stations and thus to de�ne the areas in
which strong T-waves are likely to be generated. Figure 2.5 reveals that strong T-waves in this
area are, for the most part, generated following earthquakes that occurred near the Greek peninsula
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of Paliki, which is a particularly active tectonic area (see Kokinou et al. [2005]) characterized by
steep continental slopes. We did not observe any T-phase following the earthquakes located below
�at seabeds (see Johnson et al. [1967] or D'Spain et al. [2001] for example), which suggests that the
preferred T-wave generation mechanism in that area is downslope conversion, described in Section 1.2.
The three most powerful T-waves were generated following very shallow earthquakes (depth < 3 km),
which suggests a strong relationship between T-wave strength and earthquake depth in the area.

Let us note that in our study T-phases were never observed on the Tyrrhenian Sea islands, al-
though rather big T-phases were recorded on the Sicily and north Calabria coasts (see the top map in
Figure 2.1). This suggests that no conversion can occur from seismic T-wave to hydroacoustic T-wave,
which results in a very e�cient bathymetric blockage.

2.3 Conclusions

The Ionian sea is a convenient place to observe T-waves. Indeed the Greek west coast is an active
geotectonic zone in which a signi�cant number of shallow earthquakes occur, and it exhibits steep
slopes that prove to favor T-wave generation by downslope conversion. On the other side of the basin,
Sicily and Calabria present steep eastward continental slopes fostering the conversion into seismic
waves. All these features imply that most of the Greek earthquakes produce strong T-waves that are
then recorded particularly well by the inland Italian seismic network.

More speci�cally, the coastal stations in Sicily and Calabria record very clear T-phases exhibiting
exceptionally-high signal-to-noise ratios in the frequency band 1-7Hz, even compared to a sea�oor
seismic station. However, T-wave conversion at shore and the subsequent inland propagation do not
come without an important loss of high frequencies. In any case the in�uence of slopes on T-waves
is seen to be of crucial importance in the area, both on the source and receiver sides. The study
of arrival times at three aligned stations proved that the �rst wave packet of a seismic T-wave in
Sicily travels at the speed of the P-wave but that the most energetic part is slower. Particle motion
revealed the generation of a Rayleigh wave in the conversion, but also showed that the main part then
propagates as SH waves until it is completely absorbed. Let us mention that the Mediterranean sea is
characterized by a shallow and narrow SOFAR channel compared to the one in the oceans (e.g. Salon
et al. [2002] and middle right curve in Figure 2.1). However, the simulations that we will perform in
Chapters 4 and 5 (see also Appendix A) will show that this parameter is only of secondary importance
for understanding this regional phenomenon.

In conclusion, this data set review allowed us to identify inconsistencies with previous observations.
Hence the phenomena involved in conversion at slopes, both on the source and receiver sides, are
complex, site-dependent and poorly understood. This led us to develop a numerical code able to
take into account all the complexity involved, such as steep slopes, long range propagation, �uid-solid
coupling etc. 2-D parametric studies of the in�uence of slopes on T-wave generation and conversion
at shore will thus be discussed in Chapter 4, and details on 3-D full-wave simulation attempts that we
have made for the earthquake studied above are shown in Appendix B. The data used in our study
were all downloaded from the public sitecnt.rm.ingv.it .



Chapter 3
An axisymmetric time-domain spectral-element
method for full-wave simulations

This chapter has been published as an article in: A. Bottero, P. Cristini, D. Komatitsch and M. Asch,
An axisymmetric time-domain spectral-element method for full-wave simulations: Application to ocean
acoustics, Journal of the Acoustical Society of America, vol. 140(5), p. 3520-3530 (2016).

At the interface between geophysics and underwater acoustics, T-wave complexity makes its character-
ization challenging. Among the parameters that need to be considered we identify complex geometries,
�uid-solid coupling, attenuation, high frequencies, long-range propagation, 3-D e�ects, etc. Hence it
is often di�cult to deduce from �eld T-phases data what characteristics of the media have in�uenced
them (see Chapter 1 and 2). With this aim in mind, numerical simulations seem to be a suitable, and
nowadays necessary, approach.

As discussed in Chapter 1 many numerical results on T-waves were obtained with ray tracing
techniques. This historical numerical method (still extensively used) has enabled researchers to draw
the �rst conclusions on T-waves kinematics but failed to model abyssal T-wave, shadow zone arrivals,
or T-wave amplitudes. Solvers based on normal-mode solutions or parabolic equations provided new
hints (e.g. Frank et al. [2015]; Heaney et al. [2017]...) but at the price of strong assumptions (e.g.
far �eld, small horizontal variations, no back scattering...), signi�cant complexity in resolution as
well in the interpretation of the results. Ideally one should turn to 3-D full-wave simulations in
the time domain to correctly model the phenomenon. These numerical solutions of the full-wave
equation are already known to be signi�cantly more accurate and �exible than the parabolic wave
equation (see for example De Groot-Hedlin [2008] for a comparison in the case of upslope acoustic
wave conversion at shore, or Pinton & Trahey [2008] in the case of an ultrasound transducer) at
the price of a much greater computational cost. However, given the high frequencies and distances
involved, no numerical modeling of this kind has been performed yet. Although some attempts are in
progress e.g. at Woods Hole Laboratory (USA), only pioneering 2-D simulations has been produced
so far (see section 1.10 of this document). Though inconceivable some years ago because of their
prohibitive computational cost, accurate 3-D simulations are nowadays contemplated. In the �eld of
T-waves however, real 3-D simulations are still beyond current reach. Nevertheless, some attempts have
been made though and are described in appendix B. Indeed, the ongoing drastic increase in computing
capabilities (Komatitsch et al. [2002], Magnoni et al. [2014]) will bring the most expensive calculations
made nowadays within the reach of any laboratory in ten years, as shown by the extrapolation of
supercomputer power evolution that can be made for instance based on the data available in the
Top500 database of the 500 fastest supercomputers in the world at a given time (Strohmaier et al.
[2017]). Hence it seems to us important to start working right now on these topics, as full-wave time
domain simulation will surely become standard soon and will most likely shed light on remaining issues
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in underwater acoustics. Among other techniques, the spectral-element method in the time domain
(SEM, Patera [1984], Komatitsch & Vilotte [1998], Tromp et al. [2008]) is an accurate and e�cient
option. It is based upon a high-order piecewise polynomial approximation of the weak formulation
of the wave equation. It has been the subject of active research and developments in geophysics over
the last 20 years. Particularly suited for high-performance computing, this method is now widely
used for regional and global seismic wave propagation simulations (see e.g. Tromp et al. [2008] for
a review) to solve both forward and inverse (i.e., imaging) problems. In ocean acoustics, Cristini &
Komatitsch [2012] have already emphasized the high potential of the SEM. 2-D and 3-D versions of an
e�cient and widely-used implementation of this method in the so-called SPECFEM software package
are available open source on the Computational Initiative in Geophysics (CIG) website. This code is
particularly tuned for high-performance computing, and used by hundreds of laboratories in the world.
For instance, SPECFEM is one of the twelve codes used by the UEABS (Uni�ed European Application
Benchmark Suite) to benchmark the new European supercomputers (www.prace-ri.eu/ueabs ).

With the goal of studying T-waves dynamics, in my thesis I have developed an axisymmetric (2.5-
D) version of SPECFEM. This chapter introduces and validates this numerical technique based on an
axisymmetric formulation of the spectral �nite-element method in the time domain for heterogeneous
�uid-solid media. Note that SPECFEM 2.5-D includes �uid-solid coupling, viscoelasticity, anisotropy,
high-order time schemes and the improved absorbing Perfectly Matched Layers (PML) of Xie et al.
[2014, 2016]. Taking advantage of axisymmetry enables us to study relevant 3D con�gurations at
a moderate computational cost. The axisymmetric spectral-element formulation is �rst presented,
and validation tests are then performed. A typical application of interest in ocean acoustics showing
upslope propagation above a dipping viscoelastic ocean bottom is then shown. The method correctly
models backscattered waves and explains the transmission losses discrepancies pointed out in Jensen
et al. [2007]. Finally, a more realistic application to a double seamount problem is considered.

3.1 Introduction

Among all the numerical methods that can be used to model acoustic wave propagation in the ocean
(see e.g. Jensen et al. [2011] for a comprehensive review), �nite-element techniques are methods
of choice for solving the momentum equation in the time domain or the Helmholtz equation very
accurately, and for handling complex geometries (Komatitsch & Tromp [1999]; Fichtner [2010]; Jensen
et al. [2011]). They have for instance been used to study acoustic scattering by rough interfaces
(e.g. Isakson & Chotiros [2011, 2015]), which is a topic of importance in reverberation studies and
ocean bottom sensing, and for the study of di�raction by structures immersed or embedded within the
oceanic medium (Zampolli et al. [2007]). When time signals are needed they can be obtained by Fourier
transform from frequency-based simulations, or else obtained directly by solving the wave equation in
the time domain. In this case, spectral-element methods (Cristini & Komatitsch [2012]; Jamet et al.
[2013]) are of interest for performing numerical simulations because they lead to accurate results and an
e�cient implementation (Komatitsch & Tromp [1999]; Fichtner [2010]; Komatitsch [2011]; Peter et al.
[2011]). In addition, they are well adapted to modern computing clusters and supercomputers (Tromp
et al. [2010]). However, �nite-element models have the drawback of requiring large computational
resources compared to approximate numerical methods that do not solve the full-wave equation, for
instance the parabolic approximation (Pinton & Trahey [2008]). Despite the recent development
of very e�cient perfectly matched absorbing layers for the study of wave propagation in �uid-solid
regions (Xie et al. [2016]), which allows for a drastic reduction of the size of the computational domain,
performing realistic 3D simulations in ocean acoustics still turns out to be di�cult because of the high
computational cost incurred. The main reason for this lies in the size of the domains classically
studied in ocean acoustics, which often represent thousands of wavelengths. A �rst attempt was
presented at low frequency in Xie et al. [2016], but when higher frequencies are required in the context
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of full-wave simulations, 2-D simulations are currently still the only realistic option. In the case of
underwater acoustics, Cristini & Komatitsch [2012] used a 2-D Cartesian (plane strain) version of the
spectral-element method. This type of 2-D simulation has the disadvantage of involving line sources,
i.e. nonphysical sources that extend in the direction perpendicular to the 2-D plane (Pilant [1979]).
Physical e�ects and amplitudes are thus enhanced in an arti�cial manner and may lead to erroneous
interpretation. For the same reason, comparisons with real data are di�cult because amplitudes and
waveforms are unrealistic.

A more realistic approach thus consists in resorting to axisymmetric simulations. If the source is
located on the symmetry axis then this allows for the calculation of wave�elds having 3D geometrical
spreading with the cost of a 2-D simulation. Nevertheless, solving the weak form of the wave equation
in cylindrical coordinates leads to a di�culty because of the potential singularity in elements that are in
contact with the symmetry axis, for which r = 0 at some of their points and thus a singular1=r factor.
Several strategies have been proposed to overcome this di�culty. One approach consists of increasing
the accuracy of the numerical integration when an element is close to the axis or lies on the axis and
slightly shifting its position away from the axis (Clayton & Rencis [2000]). However, in such a case the
source cannot be put on the axis, making simulations of point sources impossible. A better strategy was
developed by Bernardi et al. [1999], who proposed to use a Gauss-Radau-type quadrature rule to handle
this problem and remove the singularity. This approach was successful and several subsequent articles
have implemented axisymmetric simulations using this strategy. For instance, Fournier et al. [2004]
used axisymmetric cylindrical coordinates to simulate thermal convection in �uid-�lled containers, and
Nissen-Meyer et al. [2007, 2008, 2014] used a clever combination of four runs performed in cylindrical
coordinates to simplify the computations of seismic wave�elds in spherical coordinates in �uid-solid or
in purely solid regions. However, to our knowledge ocean acoustics con�gurations with axisymmetric
cylindrical coordinates have never been addressed. In this chapter we thus present an axisymmetric
spectral-element method in cylindrical coordinates for such �uid-solid models that is particularly well-
adapted to underwater acoustics.

The chapter is organized as follows: In Section 3.2 we describe the implementation of an axisym-
metric spectral-element method in cylindrical coordinates for �uid and solid regions. Section 3.3 is
then devoted to the validation of this implementation by providing comparisons with results obtained
with analytical or other numerical methods. We �rst consider a �at bottom con�guration, and then
analyze a sloping bottom con�guration that leads to signi�cant backscattering, illustrating the interest
of performing full-wave time-domain simulations. Finally, in Section 3.4 we illustrate the importance
of taking backscattering into account in acoustic wave propagation in the ocean based on a con�gura-
tion with two seamounts. This model exhibits strong backscattering e�ects that can only be modeled
based on a full-wave simulation.

3.2 Axisymmetric spectral elements

In this section we will brie�y present our axisymmetric spectral-element technique. Interested readers
can learn more on spectral element methods in their Cartesian forms by referring to Cohen [2002];
Deville et al. [2002] or Fichtner [2010] for example. Letx denote the position vector. In the general
case, the time-dependent displacement �eldu (x ; t) induced by an acoustic sourcef (x ; t) is related to
the medium features by the 3D wave equation, which can be written in its strong form as

� •u = r � � + f ; (3.1)

where � (x ) is the distribution of density, r � � is the divergence of the stress tensor� (x ; t), and a dot
over a symbol denotes time di�erentiation. In a typical forward problem the source f (x ; t) and the
material properties of the medium are known and we are interested in computing the displacement
�eld u(x ; t). The reader is referred to Buehler & Shearer [2015] for example, which details how this
equation is obtained.
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From now on we will choose the cylindrical coordinate system(r; �; z ) - see Figure 3.1. The position
vector is then expressed asx = r r̂ + zk̂ and any vectora is decomposed into its cylindrical components,

a = ar (r; �; z; t )r̂ + a� (r; �; z; t )�̂ + az(r; �; z; t )k̂ : (3.2)

Figure 3.1 � Cylindrical coordinate system and components of the strain tensor " and of the stress tensor � in an
axisymmetric setting.

At this point we choose the 2.5-D convention: we consider a 3D domain�
 symmetric with respect to
the axis (r = 0) and suppose that the important loads are axisymmetric also and are thus independent
of � . Then, all the quantities of interest are independent of � and, due to the rotational symmetry,
the � -component of the displacement is zero. This yields true axisymmetry resulting in a reduction of
the order and the number of equations, while still preserving the possibility of non-zero out-of-plane
components of stress,� �� . An example of such a con�guration can be seen in Figure 3.2 (left).

Figure 3.2 � Left : Axisymmetric medium generated by rotation of its 2-D meridional shape around the z-axis. Right :
Meridional 2-D shape 
 and description of our notation.

Following Curie's symmetry principle, the symmetry of a cause is always preserved in its e�ects.
Hence if the acoustic sourcef (r; �; z; t ) = f r (r; z; t )r̂ + f � (r; z; t )�̂ + f z(r; z; t )k̂ does not depend on
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� , working in the 3D domain �
 reduces to working in its meridional 2-D shape
 , referred to as
the transect in underwater acoustics. As shown in Figure 3.2 (right), in the general case, this 2-
D meridional shape 
 is composed of a �uid part 
 f and a solid part 
 s. The coupling interface
between these two sub-domains is denoted
 f � s. Let us suppose that 
 has a free surface@
 , and
�ctitious absorbing boundaries 
 a. These are required because for regional simulations our modeling
domain is limited by �ctitious boundaries beyond which we are not interested in the wave �eld and
thus acoustic energy reaching the edges of the model needs to be absorbed by our algorithm. In
recent years, an e�cient absorbing condition called the Perfectly Matched Layer (PML) has been
introduced by Bérenger [1994] and is now used widely in regional numerical simulations. Although we
have implemented them in our code, the mathematical and numerical complications associated with
absorbing boundary conditions will not be addressed here as their implementation in the axisymmetric
case is very similar to the Cartesian one. The reader is referred to Martin et al. [2008], Kucukcoban &
Kallivokas [2010], Matzen [2011], Xie et al. [2014] or Xie et al. [2016] for example. Let us just mention
that grazing incidence problems have been solved by Xie et al. [2014] and these enhanced PML layers
are implemented in our code. This allows us to perform simulations on very elongated domains. For
the sake of completeness we will note� = @
 [ 
 f � s [ 
 a all the possible one-dimensional boundaries
considered, although we will focus on �uid-solid interfaces
 f � s. For x 2 � we noten (x ) the outward
unit normal to the surfaces � . The spectral-element method, just as the standard �nite-element
method, is based on a weak form of the wave equation (3.1). This formulation being di�erent in the
�uid and solid parts of the model we will present each case separately. It is worth mentioning that
uni�ed �uid-solid formulations can be designed if needed (Wilcox et al. [2010]), however they lead to
a larger number of calculations on the �uid side.

3.2.1 Fluid parts

In the �uid regions, and ignoring the source term for now, the wave equation (3.1) when written for
pressureP(x ; t) in a spatially-heterogeneous �uid is (Brekhovskikh & Godin [1990])

1
�

•P = r �
�

r P
�

�
; (3.3)

where � (x ) is the adiabatic bulk modulus of the �uid. The linearized Euler equation is valid in a
�uid with constant or spatially slowly-varying density (Landau & Lifshitz [1959]; Jensen et al. [2011])
and reads

•u = �
r P

�
: (3.4)

Following Everstine [1981] and then Chaljub & Valette [2004], from a numerical point of view it is
more convenient to integrate this system twice in time because that allows for numerical �uid-solid
coupling based on a non-iterative scheme. We thus de�ne a new scalar potential,

•� = � P (3.5)

and the scalar wave equation (3.3) then becomes

1
�

•� = r �
�

r �
�

�
: (3.6)

Equation (3.4) combined with (3.5) leads to

� u = r � ; (3.7)

i.e. � u is irrotational. Adding a pressure point-source at position x s we obtain the wave equation in
�uids,

1
�

•� = r �
�

r �
�

�
+

1
�

f (t)� x s : (3.8)
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Let x 7! w(x ) be a real-valued, arbitrary test function de�ned on 
 f . One obtains the weak form by
dotting the wave equation (3.8) with a scalar test function w and integrating by parts over the model
volume 
 f ,

�


 f

w
1
�

•� d2x = �
�


 f

1
�

r w � r � d2x +
�


 f � s

1
�

wn � _u d� +
1

� (x s)
w(x s)f (t) : (3.9)

Note that the in�nitesimal surface is now d2x = 2 �r drdz. Remark that the part of the contour
integral along the free surface@
 has vanished. Indeed, the pressure-free surface condition isP(x ; t) =
� •� (x ; t) = 0 for all times and all x 2 @
 , and thus _� (x ; t) = 0 as well, hencen � _u = n � ( 1

� r _� ) = 0 ,
making the contour integral along the free surface@
 vanish naturally.

The �rst term of (3.9) is traditionally called the mass integral, the second is the sti�ness integral
and the third is the �uid-solid coupling integral. The last term is the (known) source term, and will
be dropped for convenience. It should be noted that both the test functionw(r; z ) and the radial
derivative of the potential @�

@r(r; z; t ) have to vanish on the axis (Bernardi et al. [1999]). Let us now
present the discretization of this equation based on the time-domain spectral-element method. This is
somewhat similar to the 2-D planar spectral-element implementation (of e.g. Cristini & Komatitsch
[2012]), thus for the sake of conciseness we detail here the di�erences only. We recall that the model

 is subdivided into a number of non-overlapping quadrangular elements
 e , e = 1 ; : : : ; ne, such that

 =

S ne
e=1 
 e. As a result of this subdivision, the boundary � is similarly represented by a number

of 1-D edges� b, b = 1 ; : : : ; nb, such that � =
S nb

b=1 � b. The �ne 2-D elements that are in contact with
the axis need to be distinguished, they will be noted
 e. Similarly we will note � b the 1-D horizontal
edges that are in contact with the axis by one point (Figure 3.3). For simplicity we also assume that
the mesh elements that are in contact with the symmetry axis are in contact with it by a full edge
rather than by a single point, i.e. we exclude cases such as that of Figure 3.4.

This amounts to imposing that the leftmost layer of elements in the mesh be structured rather
than non structured, while the rest of the mesh can be non structured.

The integrals in the weak form (3.9) are then split into integrals over the elements, in turn expressed
as integrals over 2-D and 1-D reference elements� = [ � 1; 1]� [� 1; 1] and [� 1; 1] thanks to an invertible
mapping between global coordinates(r; z ) and reference local coordinates(�; � ):

�


 e or �
 e

w
1
�

•� r drdz =
�

�
w

1
�

•� jJ ej r d� d�;
�


 e or �
 e

1
�

r w � r � r drdz =
�

�

1
�

r w � r � jJ ej r d� d�;
�

� e or �� e

wn � _u r d� =
� 1

� 1
wn � _u

dr
d�

r d�;

(3.10)

where jJ ej is the Jacobian of the invertible mapping. It then remains to calculate these integrals. The
spectral-element method is based upon a high-order piecewise polynomial approximation of the weak
form of the wave equation. For non axial elements, integrals along� and � are computed based upon
Gauss-Lobatto-Legendre (GLL) quadrature. The integral of a function is expressed as a weighted sum
of the values of the function at N speci�ed collocation points called GLL points (containing � 1 and
1) as described in textbooks on the spectral-element method (e.g. Cohen [2002]; Deville et al. [2002];
Fichtner [2010]). The N GLL points along � will be noted � i , and those along� are noted � i , the
integration weights associated are noted! i and the basis functions are� 7! ` i (� ) or � 7! ` i (� ). In
the axisymmetric case, following Bernardi et al. [1999], Gerritsma & Phillips [2000], Fournier et al.
[2004], Nissen-Meyer et al. [2007] and Nissen-Meyer et al. [2008] we use a di�erent quadrature for the
integration in the � -direction for elements that are in contact with the symmetry axis. Indeed one
can see that the factor r in the in�nitesimal surface r d� d� would lead to undetermined equations,
0 = 0, if the integrands were to be evaluated at� 0 = � 1. To deal with this issue the easiest solution
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Figure 3.3 � Typical setup along the symmetry axis for a 2-D model containing two media. Four 2-D elements of
polynomial degree N = 4 are shown. The two elements at the top ( 
 1 and 
 1) lie in a �uid medium, the two at the
bottom ( 
 2 and 
 2) lie in an elastic medium, and two 1-D edges (� 1 and � 1) are used to describe the coupling along
the interface. The circles represent the GLL points, or the GLJ points along the direction r in the case of the elements
that are in contact with the axis. The triangles are the GLL/GLJ points on the 1-D edges. Each 2-D spectral element
contains (N + 1) 2 = 25 GLL (or GLJ) points, which constitute the local mesh for each element. The di�erence between
local and global grids appears here: points lying on edges or corners are shared between several elements, and thus the
contributions to the global system, computed separately for each element, have to be summed (i.e. assembled) at these
common points represented by black or gray circles.

Figure 3.4 � For simplicity we exclude cases in which the mesh elements that are in contact with the symmetry axis are
in contact with it by a single point instead of by a full edge, such as element �
 2 here. This amounts to imposing that
the leftmost layer of elements in the mesh be structured rather than non structured; The rest of the mesh can be non
structured.
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would be to shift the edge of the mesh by a small distance away from the axis (see e.g. Kampanis
& Dougalis [1999] or Clayton & Rencis [2000]) but this convenient solution is not very meaningful
for most physical problems because the source, not being on the axis, has to have a circular shape
and thus an nonphysical radiation pattern. Bernardi et al. [1999] introduced a convenient way to
tackle this issue, which has now become the classical approach for axisymmetric spectral-element
problems (Gerritsma & Phillips [2000]; Fournier et al. [2004]; Nissen-Meyer et al. [2007, 2008]). In the
� direction (the vertical direction) nothing di�erent has to be done, but in the � direction one resorts
to Gauss-Lobatto-Jacobi (GLJ) quadrature (0; 1). One �rst de�nes the set of polynomials PN based
on N th -degree Legendre polynomialsPN following the relation,

PN (� ) =
PN (� ) + PN +1 (� )

1 + �
: (3.11)

The N + 1 GLJ points � i are then the N + 1 zeros of� 7! (1 � � 2)
dPN

d�
(� ), and one computes the GLJ

basis functions (Nissen-Meyer et al. [2007])� 7! ` i (� ),

` i (� ) =

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

2(� 1)N (� � 1)
@PN (� )

@�
N (N + 1)( N + 2)

; i = 0 ;

1
N (N + 2) PN (� i )

(1 � � 2)
@PN (� )

@�
� i � �

; 0 < i < N;

(1 + � )
@PN (� )

@�
N (N + 2)

; i = N:

(3.12)

Any function g : (r; z ) 7! g(r; z ) on 
 e can be decomposed on its values at the GLJ and GLL points,

8� = ( �; � ) 2 � g(x (� )) �
NX

� =0

NX

� =0

g(x (� � ; � � )) ` � (� )` � (� ) �
NX

�;� =0

g�� ` � (� )` � (� ); (3.13)

where we have notedg�� � g(x (� � ; � � )) the value of g at the GLJ/GLL points (� � ; � � ). It is worth
mentioning the important property ` i (� j ) = ` i (� j ) = � ij as well as the fact that the points � 1 and 1
still belong to the set of collocation points: the continuity with non-axial elements is thus ensured, and
the mass matrix remains diagonal. We evaluate the surface integrals with the following quadrature
rule,

�

�
g d� d� �

NX

i;j =0

! i ! j
gij

� i + 1
; (3.14)

where the ! k =
� 1

� 1 `k (� ) d� are the GLJ integration weights. As the GLJ points, they are computed

easily once and for all. All functions g considered in axial elements satisfyg0� = 0 , consequently the

singularities involving the terms gij

� i +1
are easily removed with l'Hôpital's rule (Bernardi et al. [1999]),

lim
� ! � 0

g(x (�; � ))
� + 1

=
@g
@�

(x (� 0; � )) =
NX

�;� =0

g�� `
0
� (� 0)` � (� ): (3.15)

The 1-D integrals on horizontal edges of axial elements (the only ones that are di�erent from the
Cartesian formulation) are computed in the same way, forgetting the variable� . For any function
g : (r ) 7! g(r ) on � e,

8� 2 [� 1; 1] g(r (� )) �
NX

� =0

g(r (� � )) ` � (� ) �
NX

� =0

g� ` � (� ) (3.16)



3.2. AXISYMMETRIC SPECTRAL ELEMENTS 77

and � 1

� 1
g d� �

NX

i =0

! i
gi

� i + 1
: (3.17)

After substituting these representations in the wave equation (3.9), a last step has to be performed to
deal with GLL/GLJ points lying on the sides, edges or corners of an element that are shared between
neighboring elements (see Figure 3.3). Therefore, the grid points that de�ne an element (the local
mesh) and all the grid points in the model (the global mesh) need to be distinguished and mapped.
E�cient routines are available for this purpose from �nite-element modeling. Before the system can
be marched forward in time, the contributions from all the elements that share a common global
grid point need to be summed. In traditional �nite-element this is referred to as the assembly of the
system. For more details on the matrices involved and on the assembly of the system the reader can
refer e.g. to the Appendix of Komatitsch & Tromp [1999] or to Fichtner [2010]. Using the fact that
the relations must hold for any test function w, one obtains a global algebraic system of equations,

•� = ( M ) � 1 F int (t); (3.18)

in which � gathers the value of the potential andF int (t) gathers all the interior forces at any unique
GLL/GLJ point. The term M is the mass matrix. By construction in the spectral-element method
this matrix is diagonal and its inversion is thus straightforward and does not incur any signi�cant
computational cost. Hence time discretization of the second-order hyperbolic ordinary di�erential
equation (3.18) can be based upon a fully explicit time scheme. In practice we select an explicit
second-order-accurate �nite-di�erence scheme, which is a particular case of the Newmark scheme
(Hughes [1987]). This scheme is conditionally stable, and the Courant stability condition is governed
by the maximum value of the ratio between the compressional wave speed and the grid spacing. The
main numerical cost associated with the spectral-element method is related to small, local matrix-
vector products between the local �eld and the local sti�ness matrix, not to the time-integration
scheme (Tromp et al. [2008]).

3.2.2 Solid parts

In linear elastic solids the strain tensor" (x ; t) is calculated from the displacement vectoru by

� =
1
2

(r u + ( r u )> ): (3.19)

The stress tensor� (x ; t) is then a linear combination of the components of the strain tensor (Hooke's
law):

� = c : � ; (3.20)

where the colon denotes a double tensor contraction operation. The elastic properties of the medium
are described by the fourth-order elastic tensorc(x ), which can have up to21 independent coe�cients.
In this document, for simplicity, we will consider isotropic media and put aside the more general
anisotropic relationship (3.20). However anisotropy can readily be implemented (see for instance
Komatitsch et al. [2000]). In elastic isotropic media the stress tensor �eld reads

� = � Tr (� )I + 2 � � ; (3.21)

where I is the 3 � 3 identity tensor and Tr (� ) is the trace of the strain tensor. The Lamé parameters
of the medium are denoted by� (x ) and � (x ): They are related to the pressure wave speedcp, shear
wave speedcs and density � by the expressions� = � c 2

s and � = � c 2
p � 2� c 2

s.
Likewise we will avoid the numerical complications associated with attenuation (viscoelasticity),

however attenuation is implemented in our code (Komatitsch & Tromp [1999]; Cristini & Komatitsch
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[2012]) and we will use it in the numerical validation tests and examples of Section 3.3. Let us just
recall that in an anelastic medium the stress� (x ; t) at time t is determined by the entire strain history
� (x ; t), and Hooke's law becomes (Aki & Richards [1980]; Dahlen & Tromp [1998])

� (x ; t) =
� t

�1

@c
@t

(t � t0) : � (x ; t0) dt 0: (3.22)

As in the �uid part, one obtains the weak form by dotting the wave equation (3.1) with a test
function w and integrating by parts over the model volume 
 . The only di�erence with the �uid
formulation is that the test function is vectorial x 7! w (x ) = ( wr (x ); wz(x )) . One obtains,

�


 s

w � � •u d2x = �
�


 s

r w : � d2x +
�


 f � s

w � (� � n ) d� ; (3.23)

where

r w : � = � rr
@wr
@r

+ � zz
@wz
@z

+ � zr

�
@wr
@z

+
@wz
@r

�
+ � ��

wr

r
; (3.24)

w � (� � n ) = ( � rr nr + � rz nz)wr + ( � zr nr + � zznz)wz: (3.25)

The important di�erence with a 2-D planar model is the presence of the �hoop stress� term, � �� - see
Figure 3.1. Here again the traction-free integral along the free surface@
 has vanished naturally. For
simplicity we have supposed that there is no source in the elastic part of the model. It has to be noted
that the terms ur =r and wr =r appear and are problematic in axial elements for the GLJ point that is
located exactly on the axis, i.e. at r = 0 . However, on the axis, by symmetry considerationsur = 0
and, by de�nition of the test functions in axisymmetric domains (Bernardi et al. [1999]), wr = 0 .
Thus L'Hôpital's rule can be applied, as in the �uid case. For any g, which can representur or wr in
practice, we de�ne

g��

r �� �

8
>>>><

>>>>:

g��

r �� ; � 6= 0 ;
 

@r
@�

�
�
�
�

0�
! � 1 NX

�;� =0

g�� `
0
� (� 0)` � (� � ); � = 0 :

(3.26)

Following similar steps as for the �uid part of the model, after assembling the system one obtains a
similar global system of equations,

(
•U r = ( M g) � 1 F g

r;int (t);
•U z = ( M g) � 1 F g

z;int (t);
(3.27)

where the U i gather all the values of the (unknown) displacement and theF g
i;int (t) gather all the

interior forces at every GLL/GLJ point.

3.3 Numerical validations

We have tested the accuracy and e�ciency of the technique and benchmarked it against reference solu-
tions calculated with the wavenumber integration software package OASES (Schmidt & Jensen [1985];
Jensen et al. [2011]) version 3.1 as well as with the commercial �nite-element code COMSOL. The
two examples include �uid-solid coupling, attenuation and PML absorbing layers; they are extracted
from Jensen et al. [2007] and described in Figure 3.5.

Our code computes time-domain signals but the results are shown both in time and frequency
domains as an illustration. For information, these examples ran in a few seconds (2 minutes maximum
depending on the con�guration chosen) on 12 processor cores of an Intel Xeon® E5-2630 multi-core
PC.
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Figure 3.5 � Setting of the validation simulations. The vertical and horizontal scales are di�erent. The properties of the
two homogeneous media are given in the �gure. Slope = 0� corresponds to the �at bottom benchmark case of Section
3.3.1, in which the water depth is constant and equal to 600 m. In this case the source depth is 100 m and the receiver
depth is 30 m. The receiver that records the signal of Figure 3.6 (right) is shown as a square at range 5 km and depth 30
m. For the upslope case presented in Section 3.3.2 the model has a constant water depth (600 m) up to 2 km followed
by a constant bottom slope of 7.1� up to 6 km. The depth remains constant and equal to 100 m hereafter. In this case
the source depth is 570 m and the receiver depth is 30 m. The horizontal antenna that records the pressure time series
of Figure 3.7 (right) is shown as squares at depth 250 m and at ranges 2�3 km. The horizontal size of the computational
domain is 12 km, but it includes an absorbing layer (PML) on the right side, which we purposely do not represent
because the wave�eld in it is by de�nition non physical; The �gures only show the physically-meaningful region, i.e. a
domain of size 10 km.

3.3.1 Flat-bottom benchmark case

Let us �rst compare the results of our spectral-element technique with those from the OASES wavenum-
ber integration code for a �at-bottom benchmark case. We consider an axisymmetric half-space com-
posed of a semi-in�nite homogeneous viscoelastic medium lying 600 m below a homogeneous sea layer.
The properties of the homogeneous viscoelastic part are given by� = 2000 kg.m� 3 for the density,
cp = 2400 m.s� 1 for the pressure wave speed,cs = 1200 m.s� 1 for the shear wave speed and� p = 0 :2
dB/ � � 1

P , � s = 0 :2 dB/ � � 1
S the corresponding attenuation coe�cients. In the acoustic domain we set

the density to � = 1000 kg.m� 3 and the pressure wave speed tocp = 1500 m.s� 1. We set z = 0
m at the �uid surface. The pressure source is located on the symmetry axis in the acoustic part of
the medium, in (r s; zs) = (0,-100 m); its source time function is a Ricker (i.e. the second derivative
of a Gaussian) wavelet with a dominant frequencyf 0 = 5 Hz and a time shift t0 = 1 :2=f 0 in order
to ensure null initial conditions. The wave�eld is computed up to a range of 12 km and down to
depth 1800 m, the energy coming out of this box being absorbed by PMLs. The mesh is composed of
170� 60 spectral elements whose polynomial degree isN = 4 . The total number of unique GLL/GLJ
points in the mesh is (170N + 1) � (60N + 1) = 164 ; 121. The minimum number of grid points per
shear wavelength in the solid is5:2 and the minimum number of points per pressure wavelength in the
�uid is 6:8. We select a time step� t = 1 :56 ms and simulate a total of 6000 time steps, i.e. 9.36 s.
The pressure is recorded atz = � 30 m by 1000 receivers uniformly distributed betweenr = 0 m and
r = 10 km. The pressure time series at 5 km andz = � 30 m, normalized to unit pressure at a distance
of 1 m from the source, computed with OASES and with the spectral-element method are shown in
Figure 3.6 (right) and transmission losses in dB at 5 Hz andz = � 30 m are shown in Figure 3.6 (left).

The transmission losses for the spectral-element method have been obtained from the time signals
by Fourier transform. Very good agreement is found between the two codes in both the time and
frequency domains, thus validating our technique for this benchmark case.
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Figure 3.6 � Comparison between the wavenumber integration code OASES and the spectral-element method for the
�at-bottom benchmark case. Left : Transmission losses in dB at 5 Hz and z = � 30 m as a function of range in km.
Right : Normalized pressure (unit pressure at 1 m distance from the source) as a function of time at 5 km and z = � 30
m.

3.3.2 Validation, including for backscattering

In this section we examine the results of our spectral-element method for the upslope case (slope=
7.1� ) described in Figure 3.5. These results are compared to those from the commercial �nite-element
code COMSOL and to a parabolic equation method with coordinate rotation (ROTVARS, Outing
et al. [2006]), speci�cally designed to handle variable slopes in bathymetry. Both reference results
were computed by Jensen et al. [2007] and are reproduced here. The properties of the media are the
same as those used in the previous section. The source depth is 570 m in order to excite a signi�cant
interface wave of Stoneley-Scholte type, the shear wave speed being lower than the speed in water.
The source is still a pressure acoustic Ricker pulse with a dominant frequencyf 0 = 5 Hz and a time
shift t0 = 1 :2=f 0. The wave�eld is computed up to a range of 15 km and down to depth 3000 m,
the energy coming out of this box again being absorbed by PMLs. The mesh is composed of 9039
spectral elements whose polynomial degree isN = 4 and the total number of unique GLL/GLJ grid
points is 169,064. The number of grid points per shear wavelength in the solid is around 5.3 while
the minimum number of grid points per pressure wavelength in the �uid is around 5.5. The time step
chosen is� t = 1 :62 ms and the total number of time steps is8000in order to compute 12.96 seconds
of simulation. The pressure is recorded atz = � 30 m by 1000 receivers uniformly distributed between
r = 0 m and r = 10 km and by a horizontal antenna containing nine receivers (the squares at depth
250 m in Figure 3.5). The transmission losses in dB at 5 Hz andz = � 30 m computed with COMSOL,
ROTVARS and with the spectral-element method are shown in Figure 3.7 (left).

An almost perfect �t is found between COMSOL and the spectral-element method, even if the
�rst is implemented in the frequency domain while the second is in the time domain. All complex
physical phenomena, including Stoneley-Scholte waves, are correctly modeled. However the parabolic
code ROTVARS does not line up because the slope bottom causes non negligible back-propagating
waves that are not taken into account by parabolic equation methods. This is illustrated in Figure
3.7 (right) showing the pressure time series recorded by the horizontal antenna. This explains the
di�erences already pointed out in Jensen et al. [2007] and illustrates the advantage of going beyond
the parabolic solution for these kinds of problems.
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Figure 3.7 � Left : Transmission losses in dB as a function of range in km. The �rst curve has been calculated with
ROTVARS, the second with COMSOL (both taken and adapted from Jensen et al. [2007], Fig. 7), and the third with
the spectral-element method. Note that the COMSOL and spectral-element results are almost perfectly superimposed.
Right : Pressure time series recorded by the receivers of the horizontal antenna (z = � 250 m) shown in Figure 3.5. The
upper trace is the pressure recorded by the receiver located at r = 2 km, the lower trace is the pressure recorded by
the receiver located at r = 3 km. In the left part of the picture ( t < 4:25 s) the noticeable arrivals are recorded �rst at
the leftmost receivers, thus corresponding to forward energy propagation. In the right part of the picture ( t > 4:25 s)
the noticeable arrivals are recorded �rst at the rightmost receivers, thus corresponding to signi�cant backward energy
propagation (which cannot be computed by parabolic equation techniques for instance).

3.4 Example of a more realistic application to seamounts

In this section we present an example of a more realistic application to illustrate the possibilities
o�ered by full-wave simulations. The objective is to observe the wave�eld behavior at long range
created by an explosive source in an ocean with ocean-�oor topography. The model is described in
Figure 3.8.

Performing a 2-D axisymmetric simulation is very interesting for such cases with moderate az-
imuthal aperture (Spiesberger [2007]). Indeed, if the source emits far from the seamounts, later e�ects
are negligible and thus the results will be almost the same as those of a fully 3-D calculation, whose
cost would still be prohibitive even on current large supercomputers due to the high frequencies and
large propagation distances involved1. We keep the media properties identical to those of the previous
section. We again setz = 0 m at the �uid surface. The pressure Ricker pulse source is located
in (r s; zs) = (0,-590 m) and has a dominant frequencyf 0 = 100 Hz and a time shift t0 = 1 :2=f 0.
The wave�eld is computed up to a range of 5 km and down to depth 1000 m, the energy coming
out of this box again being absorbed by PMLs. The mesh comprises1600� 360 spectral elements
of polynomial degreeN = 4 , leading to a total number of unique GLL/GLJ points in the mesh of
(1600N + 1) � (360N + 1) = 9 ; 223; 841. The minimum number of points per shear wavelength in the
solid is 5.7 and the minimum number of points per pressure wavelength in the �uid is 6.5. We use a
time step � t = 0 :046 ms and compute a total of 90,000 time steps, i.e. 4.14 s. Here for simplicity we
have chosen homogeneous media but media with complicated variations of their material properties
can easily be accommodated (see e.g. Komatitsch & Tromp [1999]).

Figure 3.8 illustrates the complexity of the wave�eld structure obtained for this con�guration.
We consider two spatial windows, one covering a region close to the source in which the sea �oor
is �at and another one that includes both seamounts. For each region we present snapshots of the

1 this will remain so for at least a decade, as shown by the extrapolation of supercomputer power evolution that can
be made for instance based on the data available in the Top500 database (Strohmaier et al. [2017])
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Figure 3.8 � Wave�eld snapshots for an explosion with dominant frequency 100 Hz. The vertical and horizontal scales
are di�erent. The properties of the two homogeneous media are given in the upper �gure. On the axis the water depth
is 600 m, and the source is located right above the ocean bottom, at a depth of 590 m.

wave�eld at di�erent times. The �rst spatial window extends from the origin up to a range of 1.5
km. It shows the beginning of the propagation of the wave�eld in a section of the waveguide that is
�at. The snapshot at time t = 0 :046 s shows the direct and re�ected wavefronts very close to one
another because of the proximity of the source to the water-sediment interface, as well as a transmitted
wavefront propagating into the sediment. In the snapshot at time t = 0 :46 s the re�ected and direct
wavefronts have reached the water-air interface, considered as a free surface in the simulation. A small
wave packet that propagates along the interface, now separated from the two other wavefronts and
that corresponds to a surface wave of Stoneley-Scholte type, can be observed. It can be identi�ed
because it propagates at a speed that is slower than all the wave speeds of the two media in contact
(cStoneley = 1005 m.s� 1). The second spatial window covers a region starting at range 1.8 km and
ending at range 3.4 km. The snapshot at timet = 1 :38 s exhibits a wavefront propagating in the
sediment (associated to the pressure wave) reaching the position of the second seamount while the
wavefront propagating in the water reaches the position of the �rst seamount. These wavefronts
are the �rst arrivals. At time t = 1 :95 s the in�uence of the two seamounts starts to a�ect wave
propagation in the waveguide. A triplication can be observed in the upper-left part of the snapshot
owing to the shape of the �rst seamount. In the sediment, two wavefronts can be observed. The �rst
is associated to the �rst re�ected wavefront from the water-air interface transmitted into the sediment
while the second comes from a transmission occurring at the �rst seamount because of the curvature
change. The same type of transmission into the sediment through the second seamount is beginning
and can be seen half way to the top. Some energy starts to penetrate into the sediment. This process
continues and can be seen after the top of the second seamount at timet = 2 :3 s. Two wavefronts
above the �rst seamount correspond to the beginning of the signi�cant backscattering that occurs in
this con�guration. At time t = 2 :76 s multiple re�ections generated between the water-air interface
and the two seamounts interact and lead to a complex wave�eld structure. These multiple re�ections
are clearly seen at the top of the second seamount together with the interface wave that was generated
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at the beginning of the simulation. Strong backscattering is observed.
For information, this example ran on 180 processor cores of a computing cluster in� 30 minutes

and could have run on a current classical high-end PC in less than a night. It is worth mentioning
that the spectral-element method exhibits almost perfect computing scaling i.e. almost perfect parallel
e�ciency on modern parallel computers (Tromp et al. [2010]; Komatitsch [2011]) when increasing the
number of processors used (mostly because its mass matrix is diagonal and thus no linear system
needs to be inverted).

In terms of limitations of the approach let us mention again that the model being axisymmetric,
calculations are made for seamounts whose 3-D shape is annular. This has to be kept in mind for
axisymmetric simulations in particular when dealing with backscattered energy for objects located
close to the symmetry axis because for this geometrical reason backscattered energy gradually grows
when coming closer to that axis and is then re�ected back into the model after having reached it;
this comes from the fact that the radial component of displacement is zero by symmetry on the
symmetry axis and thus acts as a Dirichlet condition (perfectly re�ecting condition) for the radial
component of the �eld. This is nonphysical and constitutes a model error. A way of avoiding such
�ctitious �backscattering of the backscattering� by the axis could maybe be to adopt a quasi-cylindrical
formulation (Takenaka et al. [2003]; Toyokuni et al. [2012]). Another limitation of the approach is
the type of sources that can be modeled if the source is located in the solid part of the model. Since
explosive sources have an axisymmetric shape they are perfectly modeled, whether they are located
in the �uid or in the solid, which allows for the study a large number of physical problems; however
point force sources or moment tensor sources in solids (Tromp et al. [2010]) are limited to cases in
which they have an axisymmetric radiation pattern.

3.5 Conclusions

We have presented and validated a numerical method based on time-domain spectral elements for
coupled �uid-solid full-wave propagation problems in an axisymmetric setting, including in cases with
signi�cant backscattering, which cannot be modeled e.g. based on the parabolic equation approxima-
tion. Our calculations have included viscoelastic ocean bottoms, and we have used PML absorbing
layers to e�ciently absorb the outgoing wave�eld. An advantage of this method is its versatility and
its relatively low computational cost compared to a truly 3-D calculation while allowing simulations
with realistic 3-D geometrical spreading. An application to the calculation of the full wave�eld at long
range created by a high-frequency explosive source in an ocean with sea-�oor topography has also been
presented. Our SPECFEM spectral-element software package, which implements the spectral-element
method presented above, is collaborative and available as open source from the Computational Infras-
tructure for Geodynamics (CIG); it includes all the tools necessary to reproduce the results presented
in this document.
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Chapter 4
On the in�uence of slopes, seabed and water
column properties on T-waves

Slope angles play a crucial role in both T-wave generation and conversion at shore. This important
aspect is often mentioned in the literature (see Chapter 1) and was also con�rmed by the observations
we made in the Ionian sea in Chapter 2. This chapter starts from the modeling of a T-wave event in
the Ionian sea, examining the in�uence of soft sediments, of source depth and of the SOFAR channel
on T-waves. It then proceeds with two parametric studies, on each side of the oceanic basin. The �rst
one deals with the in�uence of slope angle, media properties and source position on T-wave energy
created by downslope conversion, and the second one focuses on the conversion of an acoustic wave at
an elastic wedge. The in�uence of sediments and of source frequency content is also discussed.

4.1 Modeling of T-waves in the Ionian sea

4.1.1 Settings of the simulations

With the numerical tool developed in the previous chapter, we propose to perform 2-D axisymmetric
full-wave numerical simulations of the event studied in Chapter 2. The numerical model we use is
described in Figure 4.1 and corresponds to the 2-D cutplane shown as the blue line in Figure 2.1
(top). As we are only interested here in the T-wave, the curvature of the Earth is neglected to avoid
increasing the computational cost (72,000 CPU hours instead of 360,000 CPU hours for all simulations
of this section).

The bathymetry is extracted from the SRTM30_PLUS model (see Becker et al. [2009]; Sandwell
et al. [2014]), which has 0.5 arc-minute resolution (approximately 700 m in the area), and the properties
of the elastic media are de�ned following Finetti [2005]. The velocity pro�le in the water column is
shown in Figure 4.2. It is an extrapolation of the measured mean annual sound speed pro�le in the
Ionian sea given by Salon et al. [2002] (Figure 2.1, middle, right). The chosen source is a point force
located on the symmetry axis, its source time function is a Ricker (i.e. the second derivative of a
Gaussian) wavelet with dominant frequencyf 0 = 6 Hz and a time shift t0 = 1 :2=f 0 in order to ensure
null initial conditions.

The mesh is composed of� 1:1 million spectral elements whose polynomial degree isN = 4 . The
total number of unique GLL/GLJ points in the mesh is approximately 18 millions. Depending on the
velocity pro�le used in the �uid, the number of points per wavelength slightly varies. In the worst case
99.9% of the acoustic elements ensure at least 5 grid points per pressure wavelength in the �uid, and
99.9% of elements in the viscoelastic part ensures at least 6.5 points per shear wavelength. We select
a time step � t = 0 :2 ms based on the stability and accuracy conditions of the explicit, conditionally-
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stable time scheme, and simulate a total of 2.5 million time steps, i.e. 500.0 s. The energy coming
out of the domain under study, shown in Figure 4.2, is absorbed by PML layers. Frequencies up
to ~20 Hz are resolved. The displacement vector is recorded at the di�erent locations shown in the
�gure. Each simulation performed took approximately 10 hours on 1440 processor cores of a parallel
supercomputer equipped with Intel ® Xeon® E5-2690 v3 processors (which is 14,400 CPU hours. It
would have cost� 70,000 CPU hours without neglecting the Earth curvature).

Four simulations were made in order to test the sensibility of the results to the addition of a
small sediment layer, to the presence (or not) of the SOFAR channel, and to the source depth. The
simulations made are labeled Case 1, 2, 3 and 4 and are summarized in Table 4.1.

Figure 4.1 � Setting of the axisymmetric spectral-element numerical simulation corresponding to the event studied in
Chapter 2. The symmetry axis is shown on the right. The velocity pro�le in the water is either a constant velocity
(1500 m.s� 1) or a variable velocity depicted in Figure 4.2. The seismic stations at which the wave �eld is recorded and
that correspond to real stations installed in the �eld are shown in red, while stations that are only numerical, with no
corresponding real stations in the �eld, are shown in gray. Vp is the compressional wave speed,Vs is the shear wave
speed, and� p and � s are the corresponding attenuation coe�cients expressed in dB per wavelength.

4.1.2 Results and observations

4.1.2.1 Comparison of real and synthetic signals at station AGST

Figure 4.3 shows a comparison between three of the synthetic signals (cases 1, 2 and 3) and the real
one for station AGST. Let us �rst remark that synthetic P and S phases have wrong timing and
amplitude compared to the T-phase. In fact, in the almost 600 km-long real con�guration considered
the straight line between the source and the receivers is shorter than the one that we considered.
Moreover, it passes through depths of up to 30 km, that is to say through quicker and less attenuating
media.
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Figure 4.2 � Sound speed pro�le in the sea used for the numerical simulations in Cases 1, 3 and 4 described in Table (4.1).
It has been extrapolated from the measured mean annual sound speed pro�le in the Ionian sea given by Salon et al.
[2002] (see Figure 2.1, middle, right).

Label used in
Figure

Description

Case 1
SOFAR and
sediments

It is exactly the case described in Figure 4.1, with source
depth 10 km and the sound speed pro�le in the sea shown in

Figure 4.2.

Case 2 No SOFAR
Same as Case 1 but with a constant sound speed of 1500

m.s� 1 in the sea.

Case 3 No sediments
Same as Case 1 but with no marine nor continental

sediments (replaced with the properties of the oceanic and
continental crust, respectively).

Case 4 Source depth 2 km Same as Case 1 but with a source depth of 2 km.

Table 4.1 � Description of the four simulations that we have performed.
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The apparent velocity of the actual P and S waves recorded at station AGST is then496
62 � 8

km.s� 1 and 496
108 � 4:6 km.s� 1 respectively, which is therefore above the values used and corresponds

rather well to the properties of the upper mantle as documented in Finetti [2005]. Contrary to the
synthetic body phases, the synthetic T-phases in the cases 1 and 2 are particularly realistic (see also
Figure 4.4 and 4.5). Although less impulsive, the duration and spectral shape of the synthetic T-
phases are consistent. Note for example the low frequency tremor preceding the main arrivals, or the
characteristic double peak in the frequency domain.

Furthermore, the synthetic T-phase appears to arrive a bit too early, maybe suggesting that the
velocities proposed by Salon et al. [2002] (Figure 4.2) based on temperature, salinity, and pressure
measurements was too high at the frequencies considered. We would then propose a value around 1495
m.s� 1, largely outside the margin of error of Salon et al. [2002]. This slight discrepancy could most
likely be explained by supposing that the rather weak synthetic �rst peak arrival does not correspond
to the real one, which is supposed to be the most energetic in reality. Indeed, the timing of the
modeled T-phase second peak in case 1 matches almost perfectly the timing of the actual T-phase
�rst peak. However, if the �rst synthetic peak is attenuated in reality and does not correspond to a
real phenomenon, this means that the second peak observed in the data is either not modeled at all,
absorbed too quickly in the propagation, or unrealistically suppressed in the conversion, for example
due to missing bathymetric features or unrealistic continental slope.

4.1.2.2 Comparison of real and synthetic signals at the other stations, and in�uence of
the sediments and of the SOFAR channel

This hypothesis is supported by the synthetic signals simulated at station SN-1 in cases 1, 2 and
4 (see Figure 4.4), which do exhibit a third peak before the conversion. In addition, the results of
the simulation of Case 4 (see Figure 4.5) show that the �rst peak amplitude relatively to second
peak increases strongly with source depth, keeping in mind that source depth is not precisely known
(hypocenter depth is estimated at 10 km, but moment centroid depth is estimated at 2 km).

We failed to identify the origin of this apparent double peak in the spectrogram. The time shift
between the two peaks is too important to correspond toP ! T and S ! T arrivals. It is very
likely due to the sediment layers, as we do not observe such a phenomenon in case 3. This last case
illustrates the importance of the presence of sediments in T�phase amplitude and shape, in particular
when the sediments are of su�cient thickness. T-phases without sediments are more impulsive, of
higher amplitude, of longer duration and do not exhibit several peaks. The longer duration observed
for this situation with a high impedance contrast was expected from previous studies (e.g. De Groot-
Hedlin [2004]). Figure 4.6 shows snapshots of the horizontal displacement �eld structure obtained for
cases 1 and 3 (with and without sediments) at timet = 40 s. The amplitude scales are di�erent for the
two snapshots, however one can see that the relative distribution of energy between the water layer
and the seabed varies. Low-velocity sediments damp the impedance contrast at the sea bottom and
allow for more energy to leak from the waveguide along the propagation.

Surprisingly, Figures 4.3 and 4.4 highlight the fact that the SOFAR channel is not seen to contribute
much to the T-phase structure at the distances and frequencies considered. This is in apparent
contradiction with most of the studies on the subject. This important observation, also made by
Jamet et al. [2013] from their simulations led us to propose to study the e�ciency of the SOFAR
channel in terms of energy transmission. It will be presented in Chapter 5.

4.1.2.3 Waveforms simulated inland after conversion

Figure 4.7 shows the comparison between the synthetic inland T-wave speed (case 1) and the observed
data. The apparent velocity of the �rst synthetic arrival is seen to be 3000� 1000 m/s, which is realistic
but signi�cantly lower than the apparent velocity of the �rst real arrival, which is seen to be 4000 � 1000
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Figure 4.3 � Comparison of the synthetic signal to the real one for station AGST. The top �gure is the real signal,
the others are the synthetic ones (cases 1, 2 and 3, from top to bottom). For the four pictures: (a) Vertical component
displacement seismogram (arbitrary displacement unit) recorded at the Italian seismic station AGST. Although arbitrary,
the displacement unit used for the synthetic signals is the same. Thus, the relative amplitudes are preserved (see e.g.
the high amplitude of T-waves for the case with no sediments). The red line is an example of �ltered T-phase envelope.
(b) Power Spectral Density (in dB) as a function of time and frequency. The monochromatic noise (15 Hz) visible on
the bottom �gure (case 3) is probably of numerical origin.
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Figure 4.6 � Snapshots of the horizontal displacement �eld at time t = 40 s, showing the e�ect of the presence of
sediments. Blue: negative horizontal displacement, red: positive horizontal displacement. The symmetry axis is at the
left-hand side of the �gures, and the source position is shown as a (partly cut) red star on the symmetry axis. Top : no
sediments (case 3).Bottom : with sediments (case 1). The amplitude scales used in each case are di�erent, the display
being independently normalized to the maximum amplitude of a given �gure.

m/s, suggesting that the actual velocity of the upper continental crust and sediments is locally higher
than the one extrapolated from Finetti [2005]. Figure 4.7 also suggests that the synthetic signals are
slightly less spread in time than the real signals. This may come from the same issue, i.e. too low
synthetic velocity values in the continental sediments, or inaccurate attenuation values in the model.

Figure 4.7 � Comparison between the observed inland T-wave speed for the synthetic (case 1) and real cases. The
traces are the normalized north-south displacement seismograms at stations MEU, SSY and AGST, from top to bottom.
The traces are distributed along the vertical direction according to the distance to station AGST of their projection on
blue dotted line in Figure 2.1 (top). Left : real signals. Right : synthetic signals (con�guration with a SOFAR channel,
sediments, and a source depth of 10 km). The apparent velocity of the �rst real arrival is seen to be 4000 � 1000 m/s,
while the apparent velocity of the �rst synthetic arrival is seen to be 3000 � 1000 m/s.

Figure 4.8 is a comparison of particle motion at station AGST and SSY for the synthetic (case
1) and real signals. The real components have been rotated in order to match those of the synthetic
signals. Nevertheless, in spite of the small di�erences in orientation between the longitudinal direction
and the East-West azimuth, the axis will still be labeled �East-West� in the �gures and the trans-
verse component will be labeled �North-South�. Unfortunately, based on geometrical considerations,
axisymmetric 2-D simulations cannot handle out-of-plane motion if the source is located on the sym-
metry axis, and this will force us to perform the comparison in the longitudinal vertical plane (Down
- Up / West - East) only. At station AGST the �rst part of the synthetic signal does not seem to
correspond to the real one in terms of particle motion. However, the slight subsequent tilt towards
the Up - West direction appears to be modeled. This observation strengthens the hypothesis that the
�rst part of the synthetic signal (shown in red in Figure 4.8) does not correspond to the �rst part of
the actual signal. At station SSY the particle motion analysis does not provide much information.
One can still note that the small vertical polarization of the last part of the signal is reproduced.
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Figure 4.8 � Comparison between synthetic (with sediments, a SOFAR channel, and a source depth of 10 km) and real
signals. Top left : T-phase north-south displacement at station AGST (arbitrary units) as a function of time. Bottom
left : same but for the synthetic signal. The simulation being axisymmetric 2-D, the transverse component (S-N) has
not been simulated. The real components have been rotated in order to match those of the synthetic signals. Hence we
will directly compare the horizontal component of the synthetic signals to the West-East component of the real signals.
The sub-�gures in the squared boxes correspond to particle motions in the longitudinal planes: horizontal (West-East /
South-North, only available for real signals) and vertical (West-East / Down-Up). Right : same but at station SSY.
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4.1.2.4 Signal-to-noise ratios at inland stations

Figure 4.9 is a comparison of synthetic (cases 1 and 3) and real Signal-to-Noise Ratios (SNR) for
stations SN-1, AGST, SSY and MEU. Real SNRs were computed by dividing the power spectrum
of the T-phase by the power spectrum of an interval typical of the ambient noise at each receiver.
Synthetic SNRs were computed by dividing the power spectrum of the T-phase by the power spectrum
of an interval typical of the roundo� noise of the numerical scheme. Although the global structure
and behavior along inland propagation of the synthetic SNRs is preserved in case 1, some remarks
can be made: one can note that in the synthetic case with sediments (case 1) the SNRs exhibit
clearly notches that are not present in the real data. It is tempting to relate the main synthetic
notch (at 2 Hz) to the actual one observed around more or less the same frequency at station MEU.
However, the two phenomena involved are probably di�erent because, in the real case, the observed
notch appears gradually while the wave propagates inland, while the synthetic notch is observed
in the water before the conversion. Figure 4.10 shows that the synthetic notch gradually increases
along the oceanic propagation path. The �gure shows synthetic SNRs computed using the East-West
component (horizontal component) for the virtual stations SN1-1000m, SG2-1000m and SG1-1000m
(see Figure 4.1) at depth 1000 m and at respective ranges 31 km, 116 km and 478 km. Figure 4.9
(bottom) shows that the notches are not observed when no sedimentary layer is present. It is unclear
why these notches do not appear in the data, since our tests show that they are not very sensitive to
source depth, nor to the sound velocity pro�le in the ocean. We suggest that this may come from a
di�erence between the synthetic and virtual sediment properties (velocities or density).

Another remark can be made regarding Figure 4.9. Apart from the notches, another di�erence
between synthetic and real data lies in the high-frequency behavior of the signal at SN-1. While the
real signal still exhibits a lot of energy above 10 Hz, the synthetic spectrum appears to be lacking
high frequencies. This can be explained by the frequency content of the source used: its source time
function is the second derivative of a Gaussian wavelet, with dominant frequencyf 0 = 6 Hz, and thus
has little energy above 15 Hz.

4.1.2.5 In�uence of source depth and radiation pattern

To close this section let us go back to Figure 4.5 and discuss a bit more on the in�uence of the
source depth. As expected from the data studied in Chapter 2, the in�uence of source depth on
T-wave amplitude appears to be signi�cant in the setting considered, with simulated amplitudes at
station AGST increasing by a factor of 5 when changing the source depth from 10 to 2 km. In some
respects, simulations with a source depth of 2 km corresponding to the estimated moment centroid
(case 4, estimated by NOA) appear to be more realistic than for case 1 with a source depth of 10 km
corresponding to the estimated hypocenter depth (estimated by NOAA).

The decrease in T-phase amplitude along its inland propagation path between stations AGST, SSY,
and MEU (see Figure 4.5) is indeed more accurate in the case of a shallow source. Moreover, as already
mentioned, the �rst T-phase synthetic arrivals, presumed to be irrelevant based on considerations
related to arrival times, are relatively more damped in this case. For these reasons the simulation
with the shallow source (Case 4) appears to be more realistic than the other ones. Let us also note
that the simulated T-phases shown in this section seem to make sense in spite of the fact that the
source implemented is not entirely realistic. In the model considered, a simple point-source vertical
force was used rather than an extended source, while the di�erence in depth between hypocenter and
moment centroid would rather suggest an extended fracture zone. Moreover the time function chosen
is simple and not based on an inversion of the real source time signal. This may suggest that the
actual source was actually close to a simple point-source vertical force or that the source radiation
pattern has a rather weak in�uence on T-wave, at least in the case that we have studied.
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Figure 4.9 � Comparison of synthetic and real Signal-to-Noise Ratios (SNR) for stations AGST, SSY and MEU, in
log-log scale. Real SNRs were computed by dividing the power spectrum of the T-phase by the power spectrum of an
interval typical of the ambient noise at each receiver. Synthetic SNRs were computed by dividing the power spectrum
of the T-phase by the power spectrum of an interval typical of the numerical noise. SNRs for the East-West (red),
North-South (orange, not taken into account in our 2-D simulation), and vertical components (green) are shown. In each
plot the SNR for the vertical component recorded at ocean bottom seismometer SN-1 is shown in blue. The middle line
shows the results in the presence of sediments, while the bottom line is the case without sediments. Note the presence
of notches in the synthetic spectra in the synthetic case with sediments.
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Figure 4.10 � Synthetic signal-to-noise ratios computed using the East-West component (horizontal component) for the
virtual stations SN1-1000m, SG2-1000m and SG1-1000m (see Figure 4.1). Note the gradual formation of notches along
the oceanic propagation path.

4.1.2.6 What was learned from the above simulations

In this section we have illustrated the fact that a quantitative comparison between real 3-D data and
synthetic axisymmetric 2.5-D T-phases involving solid-�uid and �uid-solid conversion is feasible. For
the real regional problem considered we have shown that the most signi�cant parameter for T-wave
characteristics was the impedance contrast at the sea bottom, much more than the velocity pro�le in
the sea or the source radiation pattern, both appearing to have second-order e�ects. In particular,
the weak contribution of the presence of the SOFAR channel to the T-phase (at the distances and
frequencies considered) is in apparent contradiction with most of the studies on the subject. This
particular point will be further investigated in Chapter 5. There are of course many remaining open
questions. For instance, how can the observed double peak shaped T-phase be explained? From which
thickness, in term of the incident wavelength, sediments can be neglected? Why are the robust notches
observed in the simulated signal spectra not observed in the real data? etc ... The study of inverse
(i.e. imaging) problems would thus be of great interest to investigate these issues, attempting to �t
real data and determine more precisely what physical parameters in�uence the T-phase, and to what
extent.

Although all the numerical tools necessary are already available in the software package SPECFEM
that we use (Favier et al. [2004]; Xie et al. [2014]; Monteiller et al. [2015]; Wang et al. [2016]; Ko-
matitsch et al. [2016]), in this thesis in a �rst step we have decided to favor parametric studies rather
than inversions, in order to start analyzing the main parameters that play a role based on forward
simulations rather than immediately going into signi�cantly more expensive inverse problems. These
simulations are indeed the �rst steps into the exploration of the phenomenon in the time domain. It
should also be noted that 2.5-D simulations were supposed to be initial results before going to more
realistic 3-D con�gurations and comparing their results with the INGV data presented in Chapter 2,
however for now we have failed at the meshing step, as described in Appendix B.

In Chapters 1 and 2 we saw that slopes play a crucial role in downslope generation and upslope
conversion of T-waves. For that reason, in the remainder of this chapter we will perform two parametric
numerical studies to evaluate more quantitatively the in�uence of bathymetry and of sea-bottom
impedance contrast on these processes.
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4.2 Parametric study of T-wave downslope generation

In this section we will study the in�uence of the slope and sediment properties on T-wave energy
received at a receiver line for a simpli�ed downslope conversion scenario (Figure 4.11). The model
consists of a homogeneous elastic semi-in�nite bottom overlaid by a 400 m-thick homogeneous elastic
sedimentary layer, covered by an acoustic layer. The sea�oor has a �nite slope of constant horizontal
size d = 5 km. The seismic source is placed right below its upper end. Contrary to a similar study
carried out by Frank et al. [2015], we have chosen to keep the horizontal size of the slope constant
in order to keep the solid angle from which the source �sees� the slope unchanged (denoted
 in
the �gure). For this study we cannot work in axisymmetric 2-D because we would obtain multiply-
re�ected energy between the highest slopes and the symmetry axis that do not exist in reality1.
However, fortunately it seems that the use of Cartesian 2-D rather than axisymmetric 2-D is not of
high importance for this qualitative study. We set z = 0 m at the sea surface andx = 0 at the source.
Although the Greek earthquakes studied above in this chapter were very shallow, many earthquakes
happen deeper. For the sake of generality we thus chose to carry the study in the case of a deeper
source located in the elastic part atZs = 30 km. The receiver line is located atx = 85 km.

Three di�erent sediments have been tested, labeled LOW, MED and HIGH (for low, medium or
high impedance contrast between the crust and the water). Their properties are given in Table 4.2.
Note that the case labeled HIGH matches the semi in�nite bottom properties and thus there is no
sedimentary layer. Throughout this section the results obtained based on full-wave spectral-element
simulations will be compared with those obtained using a simpli�ed model based on ray tracing in
order to identify the phenomena that can be expressed geometrically and those that involve a more
complex physical process.

Let us also note that in the setting we have chosen the sedimentary layer also covers the synthetic
abyssal plain. Therefore it has an in�uence not only in the conversion process but also all along the
subsequent propagation in the �at ocean. This will have to be kept in mind when comparing the
results obtained with di�erent sedimentary layers.

In the water layer, the density is equal to 1000 kg.m3 and the sound velocity is either a constant
velocity of 1500 m.s� 1 or a classical idealized ocean sound-speed pro�le (Munk [1974], see Figure 4.11,
right).

Label used Description

Semi-in�nite
bottom

� = 2500 kg.m� 3, Vp = 5500 m.s� 1, Vs = 3235 m.s� 1,
� p = 0 :17 dB.� � 1

p , � s = 0 :17 dB.� � 1
s

HIGH
� = 2500 kg.m� 3, Vp = 5500 m.s� 1, Vs = 3235 m.s� 1,

� p = 0 :17 dB.� � 1
p , � s = 0 :17 dB.� � 1

s

MED
� = 2200 kg.m� 3, Vp = 3500 m.s� 1, Vs = 2060 m.s� 1,

� p = 0 :46 dB.� � 1
p , � s = 0 :46 dB.� � 1

s

LOW
� = 2200 kg.m� 3, Vp = 2000 m.s� 1, Vs = 1000 m.s� 1,

� p = 0 :46 dB.� � 1
p , � s = 0 :46 dB.� � 1

s

HIGH, with low
density

� = 2200 kg.m� 3, Vp = 5500 m.s� 1, Vs = 3235 m.s� 1,
� p = 0 :17 dB.� � 1

p , � s = 0 :17 dB.� � 1
s

Table 4.2 � Properties of the semi-in�nite bottom and of the four types of sediments used. � is the density, Vp is the
compressional wave speed,Vs is the shear wave speed, and� p and � s are the corresponding attenuation coe�cients
expressed in dB per wavelength. Note that the case labelel HIGH matches the semi-in�nite bottom properties and thus
there is no sedimentary layer in that case.

1This could happen, though, in the case of an earthquake occurring right below a volcano or a seamount, but we are
not interested in these particular cases here
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Figure 4.11 � Left : Setting of the study. The objective is to analyze the in�uence of slope angle � and sediment
properties on T-wave energy transmitted at the green receiver line situated at range L + d = 85 km. The geometry is
2-D Cartesian. The source is located at depth Zs = 30 km, the sediments are h = 0 :4 km thick, the abyssal plain is
located at depth H = 4 km, and the slope has a horizontal size of d = 5 km. The receiver line is at L = 80 km from
the bottom of the slope. In the spectral-element simulations the energy that reaches the edges of the model is absorbed
by CPML (convolutional PMLs, see Xie et al. [2016]) absorbing layers. Right : Sound speed pro�les in the sea used in
the numerical simulations. The curve labeled �SOFAR� refers to a classical idealized ocean sound-speed pro�le (Munk
[1974]) with minimum velocity at a depth of 1000 m.

4.2.1 Simple ray model

4.2.1.1 Description of the model

Figure 4.12 � Re�ection and refraction of a plane wave at the boundary between two �uid media.

Let us �rst use a simpli�ed �uid model based on ray tracing in order to discuss qualitative results
before switching to full-wave simulations. The elastic parts of the real ocean bottom are replaced with
�uid media having the same density and a velocity of either P or S waves. The ocean is considered to
have a constant density of 1000 kg.m� 3 and a sound velocity of 1500 m.s� 1. The source emits 100 rays
covering the whole sloping interface. The refraction and re�ection angles of the rays at an interface
obey Snell-Descartes's law (see Figure 4.12):

sin � i

c1
=

sin � t

c2
(4.1)

with � i the incidence angle of the ray with respect to the normal to the interface,� t the transmission
angle, and c1 and c2 are the velocities of the two media. An example of ray tracing for a source at
depth 15 km (instead of 30 km) and with only 5 rays is shown in Figure 4.13.

A unitary energy is assigned to each ray when it leaves the source. When it reaches the slope the
ray is divided by its length to account for the cylindrical geometrical spreading (we suppose Cartesian
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Figure 4.13 � Example of ray tracing for a source at depth 15 km with 5 rays launched at the source and spread over
the whole slope (� = 10 � ). The sediment properties correspond to the medium labeled MED in Table 4.2.

2-D coordinates). Then, at each refraction/re�ection undergone by the ray its energy is multiplied
by the corresponding coe�cient depending on its incidence angle� i and given by Fresnel formulas
(Brekhovskikh & Godin [1990] pp.17-24):

R =

�
�
�
�
�
�

c2� 2 cos� i � � 1

q
c2

1 � c2
2 sin2 � i

c2� 2 cos� i + � 1

q
c2

1 � c2
2 sin2 � i

�
�
�
�
�
�

2

Energy re�ection coe�cient

T = 1 � R Energy transmission coe�cient

(4.2)

Figure 4.14 � Left: energy re�ection coe�cient for oceanic rays as a function of incidence angle (with respect to the
normal to the interface) at the water-sediments interface. Right: semi-in�nite bottom ! sediments ! water energy
transmission coe�cient as the function of incidence angle. �LOW Vs � for example means that the sediment density is
equal to that of the case labeled LOW in Table 4.2 and that the velocity corresponds to shear-wave velocity of case
LOW.

When they cross the receiver line at range 85 km, and to account for the geometrical spreading in
the water, the ray energies are �nally divided by the horizontal distance between the point where they
entered into the water and the receiver line. The sum of all ray energies is then computed and divided
by the number of rays launched. This value is notedS, and it has the dimension of an energy. It is
important to note that this energy is "incoherent" because it does not take into account the phase and
thus the interactions between the rays. We consider that it gives some information on the total energy
transmitted at range 85 km. The semi-in�nite bottom ! sediments ! water energy transmission
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coe�cient as the function of incidence angle (with respect to the normal to the interface) is shown
in Figure 4.14 (right); it is an energy transmission coe�cient taking into account the two crustal
interfaces. The energy re�ection coe�cient for water ! sediments re�ections of rays as a function of
incidence angle is shown in Figure 4.14 (left).

This simple model does not take attenuation into account. Apart for geometrical spreading, ray
energy is assumed to be una�ected by the propagation through the media in the absence of interfaces.
This assumption also allows for total internal re�ection (unitary energy re�ection coe�cient) when
the incidence of a ray is above a critical angle.

4.2.1.2 Results obtained based on this simple model

The critical angle is highly dependent on the velocity contrast between the two media but only to a
lesser extent on density, which mostly drives the amount of re�ected energy below the critical angle
(see the di�erences between MEDVp and HIGH Vs in Figure 4.14, left). The results are summarized
in Figure 4.15.

Figure 4.15 � Normalized average ray energy S as a function of slope angle. � and V are respectively the sediment density
and sound velocity used. Left : Properties corresponding to P waves. The fourth case (V = 5500 m.s� 1 and � = 2200
kg.m� 3) does not correspond to any of the cases studied (see Table 4.2) and has been added in order to illustrate the
e�ect of density on transmitted energy. Right : Properties corresponding to S waves. �LOW Vs � for example means that
the sediment density is equal to that of case LOW (see Table 4.2) and that the velocity corresponds to the shear-wave
velocity of case LOW. The circles and triangles indicate particular points of the curves that are discussed in the text.

This �gure shows the normalized average ray energyS as a function of slope angle for the three
di�erent sediments studied: two curves for each, considering either the P wave velocity (left) or the S
wave velocity (right), plus an additional curve showing the e�ect of a density variation of the sediments
(light purple curve in the �gure on the left, to be compared to the dark purple one). Low sediment
density is seen to slightly favor energy transmission without a�ecting the global shape of the curve,
this being particularly true when high velocities are involved.

The results exhibit several other interesting features. As the rays leave the sediments with an
angle equal to their incidence angle, the sedimentary layer properties have no particular e�ect on
the geometric ray tracing results, the number of re�ections remains the same, and the di�erences in
transmitted energy at long range are due to the energy coe�cients only. Let us �rst analyze the dark
purple curve, corresponding to the case without sediments (HIGH). When increasing the slope angle
from 0 to 15� , the number of re�ections needed to reach the receiver line �rst decreases and then
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increases, leading to a maximum in transmitted energy (marked with a triangle around slope angle
9� ) and corresponding to an optimum geometry in terms of the number of re�ections.

From the trough, indicated by a solid circle, the �rst total internal re�ections appear, leading to
a sharp rise of energy. Once the second maximum (second triangle) is reached, the evolution of the
energy is only driven by the transmission coe�cient at the slope, which gently decreases with increasing
incidence angle (see Figure 4.14, right) and thus also with increasing slope angle. Note that for these
high slopes the number of re�ections also increases, which has no e�ect in this simpli�ed model that
includes total internal re�ection, but would probably become important for more realistic models.
When decreasing the impedance contrast between the water and the sediments, the overall shape of
the curve is conserved but is shifted towards higher slope angles. Indeed, the critical angle increases
with increasing sound speed in the sediments (see Figure 4.14, left), thus delaying the beginning of
the �rst internal re�ections. Note that in this model there is a clear di�erence between the rays that
propagate on the �at part with total internal re�ection and rays still experiencing damping. Let us
mention again that our simple model here is not meant to be realistic but only to provide a �rst
analysis of the phenomena that may play a role, before switching to far more expensive full-wave
numerical simulations in the remainder of the document.

4.2.2 Full-wave model

4.2.2.1 Description of the model

The same settings as in the above section has been simulated based on the spectral-element method,
now taking into account S waves in the sea bottom. The chosen source is a vertical force ; its source
time function is a Ricker wavelet (i.e., the second derivative of a Gaussian) with a dominant frequency
f 0 = 4 Hz and a time shift t0 = 1 :2=f 0 in order to ensure null initial conditions. The wave�eld is
computed up to a range of 110 km and down to a depth of 35 km, the energy coming out of this
box (shown in Figure 4.11) being absorbed by PML absorbing layers. For each slope angle between
0 and 34� (with an increment of one degree) six simulations are performed, one for each of the four
types of sediments in Table 4.2, and for either a constant sound speed in the water or for a typical
SOFAR channel (Figure 4.11, right). Each mesh is composed of� 0:12 million spectral elements
whose polynomial degree isN = 4 . The total number of unique GLL/GLJ points in the mesh is
approximately 2 millions. In the worst case for all these meshes, 99.9% of the acoustic elements
ensure a sampling of the signals of at least 5 grid points per pressure wavelength in the �uid, and
99.9% of elements in the viscoelastic part ensures at least 6.5 points per shear wavelength. In this
way, frequencies up to ~10 Hz are resolved. We select a time step� t = 0 :72 ms for the explicit,
conditionally-stable time scheme, and simulate a total of 0.2 million time steps, i.e. 140.0 s. The
displacement is recorded at the receiver line shown in Figure 4.11, which comprises 20 evenly-spaced
receivers. All the simulations ran simultaneously on 10,080 processor cores of the supercomputer that
we use. The whole run lasted approximately 2 hours. An example of the horizontal displacement time
signal generated in the middle of the receiver line for the case labeled HIGH, with a SOFAR channel
and with a slope of � = 20 � is shown in blue in Figure 4.16, together with the same signal with 0�

slope (orange).

P and S wave arrivals (observed after conversion into acoustic waves) are clearly visible on both
curves and do not depend on the slope. The T-phase appears only in the presence of the slope, as
expected. In order to remove the body waves the reference signal for a zero slope is subtracted from
the signal generated with a non-zero slope. Such processing is of course not fully satisfactory, as the
signals obtained may also contain energy from other phenomena than T-waves that may overlap with
it. However we consider this unlikely, but cannot exclude it theoretically.
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Figure 4.16 � Synthetic horizontal particle displacement recorded at a receiver located in the middle of the receiver line
(see Figure 4.11) for the case labeled HIGH, with a SOFAR channel, and a slope of � = 20 � (blue) or a reference slope
of � = 0 � (orange). For time < 40 s the two signals are almost identical and thus, in order to remove the body waves
and to keep only the T-waves, the signal in orange (corresponding to the reference slope of� = 0 � ) is subtracted from
the signal in blue generated with a non-zero slope.

4.2.2.2 Transmitted energy as a function of slope angle

Let us now introduce some useful quantities. We denoteux (x ; t) and uz(x ; t) the horizontal and
vertical T-phase displacement �elds and P(x ; t) the T-phase pressure �eld at time t and position
x = ( x; z), obtained after subtraction of the reference signals. _u(x ; t) =

p
_ux (x ; t)2 + _uz(x ; t)2 is

the norm of the particle velocity of the T-phase. The �eld that represents the instantaneous T-wave
energy per unit volume in the �uid is given by (Jensen et al. [2011] pp.11-12):

E(x ; t) =
1
2

� _u2(x ; t) +
1
2

P2(x ; t)
� (x )c2(x )

; (4.3)

where � is the density of water and c(x ) is the distribution of sound velocity. Let Tf refer to the
�nal time of the simulation, we can then de�ne the integrated T-wave energy �eld by:

E(x ) =
� Tf

0
E(x ; t) dt: (4.4)

This quantity is similar to the radiated seismic energy introduced by Boatwright & Choy [1986]
and evaluated from body waves measurements, it is a generalization to the T-Phase Energy Flux
(TPEF) proposed by Okal [2003] to characterize the energy generated by an earthquake source into a
T-wave.

Integrating E over depth along the receiver line (situated at rangeL + d, see Figure 4.11) gives an
averaged transmitted energy in the water layer:

hE i =
1
H

� 0

� H
E(L + d; z) dz (4.5)

hE i has been computed as a function of the slope angle for the four di�erent sediments types
(described in Table 4.2) and the two di�erent velocity pro�les in the ocean (shown in Figure 4.11,
right). It is shown in Figure 4.17 (left). The curves have a typical shape exhibiting two maxima
(marked with red triangles in the �gure) and a trough in between. Let us �rst remark that the
SOFAR channel does not seem to have a signi�cant in�uence on the results at this range.It can also
be seen that low sediment densities slightly favor energy transmission without a�ecting the global
shape of the transmission curves, as expected from ray considerations. In the case with no sediments
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Figure 4.17 � Left : Transmitted T-wave energy at 85 km as a function of slope angle for three di�erent sediments of
Table 4.2 and for two di�erent sound speed pro�les in the ocean (Figure 4.11, right). The red triangles indicate the local
maxima, and the red circle indicates the position of the trough. The blue shaded box represents the area studied by
Frank et al. [2015]. Right : Zoom on the blue shaded area of the left picture, showing also a comparison in logarithmic
scale between our results and the curve shown in Frank et al. [2015] (re-scaled).

(labeled HIGH, dark purple curves) the results obtained are in good agreement with ray tracing in
the case labeled HIGHVp (i.e., sediment density equal to that of case HIGH and sediment velocity
corresponding to the compressional wave velocity of case HIGH) shown as a dark purple curve in
Figure 4.15 (left). The trough and the two local maxima are observed at similar positions: the �rst
maximum transmission was estimated at 9.3� based on ray tracing and is observed at 14� based on
the full-wave simulation, and the second was estimated at 19.6� and is observed at 21� . The trough
in transmission is observed at 17� instead of 17.6� . Let us note that the �rst maximum observed
with ray tracing in the case HIGH Vs (dark purple curve in Figure 4.15, right) at slope 15.8� is not
visible in full-wave simulations. It may coincide with the second peak (at 21� ). As predicted, the �nal
decay in transmission observed for slopes above the second maximum is more marked in the full-wave
case because of the sea �oor attenuation, which impedes total internal re�ections. The remaining
discrepancies such as the position of the �rst maximum, the shape of the slopes of the curves, or the
depth of the trough can be easily explained by the fact that our simple ray model does not take S
waves into account nor, for instance, the possible di�raction at the top edge of the slope. The low
angular sampling may also play a role in the observed di�erences.

On the other hand the results of ray tracing and of full-wave simulations in the cases with sediments
(LOW and MED) compare poorly. The curves do exhibit a shape that is similar to that of the case
without sediments, and also partly include a characteristic shift that can be explained from the shape
of the sea! sediments re�ection coe�cient (Figure 4.14), but apart from this the other features do not
match. Indeed, the �rst maximum is not shifted towards high slopes and even seems to be shifted to
the left in the case labeled MED. The trough and the second peak are shifted to the right but not as
much as predicted by ray theory. In addition, transmitted energy substantially increases overall with
increasing impedance contrast, which is not obvious in ray-tracing simulations (comparing the purple
and green curves of Figure 4.15 and 4.17). Likewise, the reason behind the increase of transmitted
energy above 29� for the case labeled MED is unclear and may suggest an e�ect coming from S waves.
These discrepancies suggest that the semi-in�nite bottom signi�cantly contributes to the re�ection
coe�cient of the seabed. This can maybe be attributed to the fact that some of the energy crossing
the seabed can be re�ected at the bottom of the sedimentary layer and can go back into the ocean,
increasing the apparent re�ection coe�cient of the sea bottom.

Figure 4.17 (right) shows a comparison of our results with those of Frank et al. [2015] obtained,
for small slopes, based on a parabolic solver. Let us mention that signi�cant di�erences exist between
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their model and ours: they used an axisymmetric geometry2, they considered an homogeneous sea
�oor, similar to our case labeled MED but with a lower attenuation of � p = 0 :05 dB.� � 1

p , � s = 0 :10
dB.� � 1

s , a 5 Hz monochromatic source located atZs = 10 km (instead of a broadband source with
dominant frequency 4 Hz at Zs = 30 km in our case), a receiver line at range 150 km (instead of 85
km) and, more importantly, a di�erent way of parameterizing the slope variations. In their model
the depth of the top slope is �xed and the horizontal size of the slope consequently changes for each
slope angle. This implies that the solid angle (labeled
 in Figure 4.11) varies for each slope, thus
favoring the lowest slopes (which receive more energy) compared to steepest ones. This is in our
opinion the main reason for the slight di�erences observed between the two models. However, Frank
et al. [2015] reached the same conclusion in the slope range 0� to 10� that there is a smooth increase of
transmitted energy with increasing slope angle. We have seen in this section that steeper continental
slopes involve more complicated physical phenomena than gentle slopes. Yet it is these con�gurations
that are encountered at atolls (see Appendix A) or at the Greek west coast (see Chapter 2 and the
�rst section of this chapter) for example. It is also worth mentioning that, in our study, the di�erences
estimated in energy transmission between a hard (such as our case labeled HIGH for example) gently-
dipping seabed (say a 5� slope) and a steeper one (14� ) can reach a factor of 100, which could
bias localization techniques towards steep slopes. This was already observed and documented in
the literature (Northrop [1962]; De Groot-Hedlin & Orcutt [2000]), although not quanti�ed to our
knowledge. It is interesting to note that the opposite situation is also possible. Indeed, di�erences in
energy transmission between an optimally-dipping area (i.e. a slope of 14� for our case labeled HIGH
for example) and a steeper slope but located in the transmission trough (17� ) may sometimes bias the
estimated locations towards the lowest slopes.

4.2.3 In�uence of source position on T-wave energy and duration

4.2.3.1 De�nition of the average transmitted T-wave duration

Let us now consider another aspect of downslope conversion of T-wave and study the in�uence of the
source position on transmitted T-wave energy and duration. Energy and duration are two quantities
of equal importance because a large energy distributed over a long period of time can go unnoticed in
the presence of noise, and conversely, a limited but concentrated energy over a short period can often
be very visible. In equations (4.3), (4.4) and (4.5) we have de�ned the instantaneous T-wave energy
E(x ; t), the integrated T-wave energyE(x ) and the averaged transmitted T-wave energyhE i , whose
computation has been detailed above. One can also de�ne the maximum T-wave energy �eld:

M (x ) = max
t<T f

E(x ; t): (4.6)

whereTf is the �nal time of the simulation. It gives the maximum instantaneous energy at each point
and provides a way of de�ning an �e�ective� T-wave duration �eld as follows:

T (x ) = 2
E(x )
M (x )

: (4.7)

This quantity is homogeneous to a duration, which is formally the duration of a signal that is
triangular in shape3. Computing this �eld gives information on the temporal and spatial structure of
the arrivals, keeping track of their spreading over time at any point of the model. As for the integrated
energy, we can then de�ne an averaged transmitted T-wave duration in the water layer:

2As the parabolic equation does not take into account back-scattered energy, they do not face the problem of multiple
re�ections between the slope and the symmetry axis that we mentioned and that prevented us from using axisymmetric
calculations in our case.

3 In the case of triangular signals this e�ective duration is equal to their actual duration.
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hT i =
1
H

� 0

� H
T (L + d; z) dz; (4.8)

which is the average e�ective duration of the T-waves generated by the earthquake considered and
recorded at a horizontal distanceL + d = 85 km from the top of the slope.

4.2.3.2 In�uence of earthquake position on T-wave energy and duration

We have computed the averaged transmitted T-wave energyhE i and duration hT i for 351 source
positions (324 being below the sea�oor). Contrary to the previous sections the slope is now being
set at 20� , and the medium properties being those of the case labeled MED in Table 4.2 with a
SOFAR channel included. Before being able to compute the instantaneous T-wave energyE(x ; t), the
body waves have to be subtracted from the signals (see Figure 4.16). For this purpose, a reference
run without a slope is performed for each of the 324 sources below the sea�oor. For the sources
situated above the ocean �oor no subtraction is needed, only T-waves are created in that case. In
the transition between these two domains, artifacts can be observed. They are explained by the fact
that the body waves generated with and without a slope are not strictly identical anymore for these
very shallow source positions. For that reason, we will compare the energies and durations with and
without subtraction (i.e. including the body waves in that latter case).

The simulations were run simultaneously on(351 + 324) � 12 = 8100 processor cores and lasted
approximately one hour. The results are summarized in Figure 4.18.

Let us �rst discuss the di�erences between the quantities computed from the full signal and those
computed from the subtracted signals assumed to represent T-waves only. Apart from the artifact
at the third line of sources the images are overall very similar, which means that in most cases body
waves do not in�uence the results much. Consequently, the right- or the left-hand side of Figure 4.18
can be used for analysis. The region right below the bottom of the slope and the outset of the
abyssal plain are however an exception to note. The results computed there show that T-waves can
be generated, by downslope conversion, from earthquakes located beneath the abyssal plain but only
above a certain depth, contrary to body waves that can be generated at any depth. It seems that this
depth increases with the distance to the slope, although this is to be veri�ed by calculations over a
wider area. This phenomenon could have interesting implications and explain some frequent outliers
to the rule �epicenters at the lower end, and to seaward, of the continental slope are typically weak or
not received� (Johnson et al. [1967]) outside the framework of scattering. Let us note that this implies
back-scattering that would prevent the use of parabolic methods.

It can also be noted that the earthquakes that happen in the immediate vicinity of the slope are
particularly prone to generate strong and impulsive (short duration) T-waves. This result was of
course expected because in that area an important part of the source energy reaches the slope and
thus geometrical spreading is minimum. Besides, the angular sector under which the source sees the
slope is maximum there. It explains the particularly large T-waves observed in Italy following shallow
earthquakes in the Greek peninsula of Paliki that we have analyzed in Chapter 2 (see Figure 2.5
in particular 4). Looking in more details we can see that the energy and duration maps have an
interesting pattern: some regions are favored for T-wave generation and exhibit high energies and
short durations. To investigate that more precisely, we constructed the same map using thousands
of runs of our simple ray model, using P wave velocity in the semi-in�nite bottom and P or S wave
velocity from the case called MED (see Table 4.2) in the sediments. That simple ray-tracing technique
only takes into account the rays that have a direct path between the source and the slope. The map

4The moment centroid depth of the circled earthquake is 2 km.
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Figure 4.18 � This �gure summarizes the energy (top, in arbitrary logarithmic unit) and e�ective duration (bottom, in
seconds) of the signals recorded at a distance of 85 km from the top of the slope for di�erent source positions represented
as black or red dots. On the right the body waves have been subtracted for the sources represented in black using the
process described in the text. No subtraction has been done for the sources represented in red nor for the pictures on the
left. The horizontal and vertical scale are di�erent. The blue and green points indicate the locations at which the signals
shown in Figure 4.20 are recorded. The dashed line is tilted by an angle of 45� with respect to the vertical direction
represented by the other solid line. The dotted line is tilted by an angle of 75 � .

is shown in Figure 4.19 together with three examples of ray tracing (we only considered the sources
located in the area shown).
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Figure 4.19 � Top : �gure similar to Figure 4.18 but computed with our simple ray model, considering P wave speed
(left) or S wave speed (right) of the case called MED in the sediments. Only the rays having a direct path between
the source and the slope are taken into account. The stars represent the earthquakes shown in the three other �gures.
Bottom : Example of ray tracing for each of the sources shown above (in the case of P wave speed).

Let us �rst note that, in the case considered, both P and S wave speeds in the Earth's crust
(sediment and semi-in�nite bottom) are greater than the sound speed in the ocean. Consequently,
Snell's law (4.1) implies that no ray can propagate in the ocean horizontally directly by refraction,
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which means that, even for sources in favored areas, energy transmission implies some re�ections.
There are three regions that seem to be favored for T-wave generation:

ˆ The �rst region is situated approximately along the line starting at the top, or at the middle, of
the slope and tilted by an angle of 45� with respect to the vertical (dashed line in Figure 4.18
and in the subsequent �gures), that is to say when the epicentral distance to the continental
slope and the depth of the hypocenter are approximately the same. Figure 4.19 (upper right)
shows that this region corresponds to a tradeo� between the number of rays re�ected on the
slope and thus redirected towards the ocean and the grazing angles of these rays. Above that
region the rays re�ected on the slope have a smaller grazing angle but are less numerous, while
below that region more rays are re�ected but have larger grazing angles thereafter. The vicinity
of the normal to the slope corresponds to the area where the solid angle from which the source
sees the slope is maximum. This favored region has long been known empirically (Båth [1954])
and an interpretation based on ray tracing was made by Johnson et al. [1963]. As in that study,
our ray model suggests that the top of slopes are e�cient at generating T-waves because they
allow more energy to be redirected with low grazing angle. Let us note thatP ! S converted
waves in the sediments (case shown at the upper right in Figure 4.19) seem to better match
the results obtained with the full-wave method. However, ray theory predicts that at constant
initial amplitude they should contribute less to the T-wave than P ! P converted waves (see the
amplitude di�erences between the upper left and right sub-�gures of Figure 4.19). This may be
explained by the radiation pattern of the source used in the full-wave simulation. Let us �nally
note that Figure 4.18 shows that this favored region exhibits relatively homogeneous energy but
very di�erent durations, suggesting a variable character of T-waves in that zone.

ˆ The second region of interest is situated along the vertical of the slope, or along a direction
slightly oriented leftward (see Figure 4.18). It is in this region that we carried out the parametric
study on the in�uence of the slope. That area allows a maximum number of rays to be re�ected
on the slope. However, ray theory seems to underestimate the T-waves generated in that zone.
Indeed, full-wave simulations predict high amplitude and rather short duration T-waves there.
We do not have a de�nitive explanation for this discrepancy. The biased e�ective re�ection
coe�cient of the water-sediments interface may again be involved, so as the (little) di�ractions
observed at the sharp edges in the full-wave simulations, which contribute to the T-wave.

ˆ To a lesser extent, a last favored area is observed in Figure 4.18. It approximately follows a line
originating at the top of the slope and oriented at 75� with respect to the vertical (the dotted
line in Figure 4.18). The beams emitted from a source in that region and re�ected o� the slope,
although not numerous, have a small grazing angle. More importantly, the earthquakes there
are optimally located to generate energy propagating between the shelf and the sea surface and
subsequently re�ected o� the slope. Due to the necessary successive re�ections on the shelf,
these T-waves have of long duration compared to their energy.

As an illustration, two signals of comparable energy but of di�erent duration (ratio of 1/3) are shown
in Figure 4.20. They have been recorded at the blue and green points shown in Figure 4.18.
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Figure 4.20 � T-wave horizontal displacement (after body wave subtraction) generated by the two earthquakes marked
as blue and green circles in Figure 4.18. The green signal is more impulsive.

Let us note that the existence of favored regions for T-wave generation may partly account for
the poor correlation observed between earthquake magnitude and T-wave energy. Additionally, if the
fracture zone crosses several areas with di�erent transmission potentials, we can presume that only
some favored parts of the rupture, but not necessarily the most energetic, will e�ectively contribute
to the T-wave, which makes the phenomenon even more complex. It is also interesting to remark that
for the case studied we do not observe any clear trend between source depth and signal duration for
downslope generated T-waves. However, T-waves generated at the right of the line passing from the
slope and oriented at an angle of 45� with respect to the vertical (dashed line in Figure 4.18) tend to be
shorter. If onset time and duration evolve similarly (which is not necessarily obvious), this observation
di�ers from the observations of Williams et al. [2006], who reported a surprising correlation between
rise time and water depth above the event. This could suggest that the T-waves observed by Williams
et al. [2006] were generated by scattering rather than by downslope conversion.

4.2.4 Conclusions on T-wave downslope conversion

Some interesting observations have been made in this section. We have con�rmed and quanti�ed the
importance of the sediment properties in the transmission of a two-dimensional T-wave. In particular,
at constant source position, downslope generated T-waves have been identi�ed as particularly sensitive
to seismic velocity variations in the sediments, which are seen as the most important parameter, at
least at close range (85 km from the top of the slope). In particular, the SOFAR channel does not
seem to play any signi�cant role at these distances, probably not more than the sea water attenuation
which is commonly neglected in ocean acoustics at these frequencies (Jensen et al. [2011]). Low density
sediments are seen to favor the generation of T-waves by downslope conversion, as predicted by ray
theory. However, simple ray tracing in its most basic form, as used here, fails at conveniently modeling
the in�uence of slope variations on T-waves in the presence of sediments. At constant source position,
downslope energy transmission is maximum for typically two slope angles. As more energy can be
potentially converted at these slopes, we suggest that this can bias localization algorithms towards
them, that is to say not necessarily towards steepest slopes in spite of the fact that it is the most
common situation.

Energy and duration maps have been constructed in order to analyze, for a given slope, the
in�uence of source position. This kind of maps can be useful and is easy to construct with full-wave
methods in the time domain. In our study they revealed the existence of several favored regions for
T-wave generation, which may partly account for the poor correlation observed between earthquake
magnitude and T-waves energy. These maps hint that T-waves can be generated, by downslope
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conversion, following earthquakes that occur beneath abyssal plains, but only above a certain depth
depending on the distance to the slope. This may have interesting implications and explain some
outliers to the rule �epicenters at the lower end, and to seaward, of the continental slope are typically
weak or not received� (Johnson et al. [1967]). The above results illustrated the complexity of the T-
wave phenomena and con�rmed that the energy of these waves is at least as sensitive to the magnitude
of the earthquake as to the velocity of the sediments, the geometric arrangement of the slope, the depth
of the seismic event or the slope of the seabed.

However, many improvements are possible and should be made to address the di�erent limitations
of our study. First of all the study has been carried out in 2-D Cartesian coordinates, while to obtain
more accurate results it would require an axisymmetric 2.5-D or even better a 3-D setup, to more
adequately match the typical real settings and obtain more useful and more quantitative results.
However, axisymmetric 2.5-D simulations involve multiple unwanted re�ections between the slope and
the axis, and full-wave 3-D simulations are currently still too expensive for this kind of parametric
study. We could also improve the de�nition of T-wave durations (see equation 4.6 and 4.7), since
using the maximum of T-wave envelope to compute them instead of their maximum amplitude would
make the results more reliable and probably easier to interpret. More generally, and in the longer run,
inverse problems should also be tackled.

4.3 Parametric study of acoustic wave conversion at shore

After having dedicated the previous section to the source side of a typical T-wave setup, let us now
focus on the receiver side and model the conversion of a guided acoustic wave when it reaches a coast.
The setting of the study is shown in Figure 4.21.

Figure 4.21 � Left : Setting of the study. The goal is to study the in�uence of slope angle � and sediment properties on
the acoustic energy transmitted at the green inland receivers and re�ected at the slope. The geometry is Cartesian 2-D.
The source is at depth Zs = 1200 m, the sediments are h = 0 :4 km thick, the abyssal plain is at depth H = 4 km and the
top of the slope is at a range d = 195 km. In addition to the three inland receivers located on the coast ( D r = 10 km,
dr = 40 km), two receiver lines record the motion. Receivers 1 (receiver set 1) are located at L = 190 km from the top of
the slope, and Receivers 2 are located at the bottom of the slope and move with it. In the spectral-element simulations
the energy that reaches the edges of the model is absorbed by convolutional Perfectly Matched Layers (CPMLs, Xie
et al. [2014, 2016]). Right : Sound speed pro�les in the sea used for the numerical simulations. �SOFAR� is a classical
idealized ocean sound-speed pro�le (Munk [1974]) with minimum velocity at depth 1000 m.

4.3.1 Model description

The model consists of a homogeneous viscoelastic semi-in�nite bottom overlaid by a 400 m-thick
homogeneous viscoelastic sediment layer, itself covered by a water layer. On the right of the model
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the seabed dips towards the sea surface and then becomes �at again when it reaches it. At the outset,
note that in this con�guration the horizontal size of the slope is not constant but rather varies with
the slope angle� . For this work we chose to work in 2-D Cartesian, this time because this geometry
is more realistic in the context of T-waves. Indeed, at a relatively long distance from where they were
generated, T-wavefronts can reasonably be considered as planar. We setz = 0 m at the sea surface
and x = 0 at the seismic source, which is placed at depthZs = 1200 m and at 195 km from the
shore. The source is a pressure perturbation with a Ricker wavelet (i.e. the second derivative of a
Gaussian) source time function with dominant frequencyf 0 = 5 :7 Hz and a time shift t0 = 1 :2=f 0

in order to ensure null initial conditions. Three receivers are located on the coast at the position
described in Figure 4.21. The �eld is also recorded at the two receiver lines shown in the �gure. As
for the downslope case studied in the previous section, three di�erent sediments will be tested. They
are labeled LOW, MED and HIGH (for low, medium or high impedance contrast between the crust
and the water). Their properties are given in Table 4.2. Note that the case labeled HIGH matches
the semi-in�nite bottom properties and thus there is in fact no sedimentary layer in that case. In the
water, the density is equal to 1000 kg.m3 and the sound velocity is either a constant velocity of 1500
m.s� 1 or a classical idealized ocean sound-speed pro�le (Munk [1974], see Figure 4.11, right).

In this study, two quantities will be analyzed, one accounting for the energy re�ection at the slope
and the other describing transmission at the inland receivers. Let us note in the followingX 1 = 5
km, the range of the �rst receiver line (labeled �Receivers 1� in Figure 4.11), X 2(� ) the range of the
second receiver line (labeled �Receivers 2� in Figure 4.11) andx 1 = (205; 0) km, x 2 = (245; 0) km and
x 3 = (285; 0) km the coordinates of the three inland receivers.

4.3.2 Transmitted energy and re�ected energy ratio

We recall that the instantaneous energy per unit volume in the �uid is given by equation (4.3). Using
the same notations, the instantaneous energy �eld per unit volume in a linear isotropic solid medium
reads (Achenbach [1973]):

E(x ; t) =
1
2

� (x ) _u2(x ; t) +
1
2

X

i;j

� ij (x ; t)� ij (x ; t); (4.9)

where � (x ; t) and � (x ; t) are the second-order strain and stress tensors, respectively and� (x ) is
the density.

By integration over the whole duration of the simulation one can compute the integrated energy
(de�ned in equation (4.4)) at the three inland receivers E(x 1), E (x 2) and E(x 3). At the �rst receiver
line the signals typically contain a direct phase and re�ected phases clearly separated in time (see
Figure 4.22, top). Let Tf refer to the �nal time of the simulation and Ti = 150 s. One can then de�ne
the incident and re�ected phase energy at this line:

E i (z) =
� Ti

0
E(X 1; z; t) dt; (4.10)

Er (z) =
� Tf

Ti

E(X 1; z; t) dt: (4.11)

By integration over depth, the average incident and re�ected phase energy can then be obtained:

hE i i =
1
H

� 0

� H
E i (z) dz; (4.12)

hEr i =
1
H

� 0

� H
Er (z) dz: (4.13)
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Figure 4.22 � Upper �gure : (a) Horizontal component displacement seismogram (arbitrary displacement unit) recorded
at depth 2105 m at the �rst receiver line (labeled �Receivers 1� in Figure 4.21) in the case MED with a SOFAR channel
and a slope of � = 21 � . Note the incident and re�ected phases. The dashed line spots time Ti = 150 s used to delineate
these two phases. (b) Power Spectral Density (in dB) as a function of time and frequency. Lower �gure : same but for
signals recorded at depth 2105 m at the second receiver line. The re�ected phase is visible near time 140 s.

However let us note that in the chosen setting the sedimentary layer also covers the abyssal plain.
Therefore it has an in�uence not only at the conversion at shore, but also all along the foregoing
propagation in the �at ocean, whose length depends on the slope. This has to be taken into account
when comparing the results obtained with di�erent sedimentary layers. This is the reason why we
also use a second receiver line. The �eld recorded there will be used to normalize the results. At that
line, the incident and re�ected phases overlap in time and in the frequency domain (see Figure 4.22,
bottom), impeding us from properly de�ning incident and re�ected phase energies. We integrate the
instantaneous energy recorded there over the full duration of the simulation:

E2(z) =
� Tf

0
E(X 2; z; t) dt: (4.14)

This allows us to de�ne an average along the line:

hE2i =
1
H

� 0

� H
E2(z) dz: (4.15)

As the incident �eld at the second receiver line is much more energetic in most cases (see Fig-
ure 4.22, bottom), we assume thathE2i accounts for the incident �eld at the slope. An average
transmission loss between the two receiver lines can be de�ned:

F =
hE2i
hE i i

(4.16)
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Let us also de�ne three normalized quantities accounting for transmission along the coastE (x 1 )
hE2 i ,

E (x 2 )
hE2 i , E (x 3 )

hE2 i , and the normalized ratio of re�ected energy:

R =
hEr i

hE i i F 2 (4.17)

This normalization process is of course not perfect. In particular it has to be noted that the energy
of the higher-order modes, if it reaches the slope, travels with larger grazing angles and is therefore
more easily re�ected. This trend is clearly illustrated in Figure 4.22 (bottom), where one can see
that the re�ected phase is substantially higher frequency than the incident phase. The re�ected phase
thus does not have the same modal content as the incident phase. Let us also note that due to mode
coupling (energy redirection due to the slope) the re�ected phase is not necessarily composed of high-
order modes. Anyway the modal content of the re�ected and incident phases is not the same, which
means that the transmission losses due to the propagation from the �rst to the second receiver lines
(F ) are most likely slightly di�erent than for propagation in the opposite direction. However this
simpli�cation is considered reasonable for this study.

4.3.3 In�uence of slope angle, of sediments, and of the SOFAR channel

The four quantities E (x 1 )
hE2 i ; E (x 2 )

hE2 i ; E (x 3 )
hE2 i and R have been computed as a function of the slope angle for

the three di�erent sediments and the two di�erent wave speed pro�les in the ocean. The results are
shown in Figure 4.23.

Figure 4.23 � Top left : Normalized transmitted energy at the �rst inland receiver ( E ( x 1 )
hE 2 i ) as a function of slope angle

for three di�erent sediments of Table 4.2 and for two di�erent sound speed pro�les in the ocean (Figure 4.21, right). The
triangular and circular markers indicate the con�guration of the signals shown in Figures 4.24 and 4.25, respectively.
Top right : Same for the second inland receiver. Bottom left : Same for the third bottom receiver. Bottom right :
Normalized ratio of re�ected energy R, de�ned in equation (4.17), as a function of slope angle. All �gures are in log
scale.
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Figure 4.24 � Sketch describing the particle motion at the �rst inland receiver in the case HIGH and slope 6 � with (left)
and without (right) a SOFAR channel. These correspond to the con�guration indicated by two triangles in Figure (4.23)
(top left). First, weak arrivals of P-waves are visible, followed by retrograde particle motion characteristic of Rayleigh
waves. Note the important amplitude di�erence between the homogeneous and SOFAR cases.
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Figure 4.25 � Same as Figure (4.24) but in the case LOW. The arrivals are now composed of a mix of phases consisting
mainly of P and S waves.
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Figure 4.26 � Snapshots showing an example of the horizontal displacement �eld computed in four di�erent con�gura-
tions. Only a part of the whole computational domain is shown. From top to bottom: case HIGH with no SOFAR 140
seconds after the triggering of the source, case HIGH with SOFAR 140 s after the triggering of the source, case LOW
with no SOFAR 150 s after the triggering of the source, and case LOW with SOFAR 150 s after the triggering of the
source. In the cases HIGH the surface waves are clearly visible inland, while the �eld is a mix of phases in the cases
LOW.

These results request several comments. First, even after the normalization process, the amount
of energy transmitted along the coast is much greater in the case of a strong impedance contrast
between the water and the seabed (HIGH). This may seem counter-intuitive, as one would expect
perfect transmission in the case of a zero impedance contrast. However, only the energy arrivals at
the surface of the model are taken into account here, and not those that radiate into the bottom and
that decrease clearly with the increase of the impedance contrast (see the Figure (4.26) snapshots).
We are dealing here with a phenomenon speci�c to the HIGH case and which, in the case of gentle
slope angles, seems particularly sensitive to the seabed tilt as well as to the modal structure of the
guided waves in the ocean. Particle motion and displacement �eld analysis (Figures (4.24), (4.25)
and (4.26)) in the case of a 6� slope show, in the HIGH case, the presence of a rather weak P wave
followed by a particularly energetic phase with a retrograde elliptical particle motion characteristic of
a Rayleigh wave. Note also the strong inverse dispersion of this wave packet. Godin [2007] predicted
the generation of such a surface wave by bulk wave conversion at a weakly elastic wedge with bottom
compressional wave speed greater than 1500 m.s� 1. His approach is based on a perturbation of the
�uid-�uid case and assumes low-dipping seabeds and low shear wave speed in the bottom. It shows
that the coupling between normal modes in the water and the surface wave occurs primarily near
modal cuto� depths. Our simulations con�rm that this phenomenon is not limited to gentle slopes,
nor to weakly elastic seabeds.

In the LOW case, on the other hand, the signals recorded at the �rst inland receiver consist of a
mix of seismic phases, globally less dispersive. High-amplitude Rayleigh waves are still clearly visible,
but the signals are also composed of body waves. The energy received inland does not seem to depend
strongly on variations in the environment (only minor di�erences are noted between the LOW and
MED cases).

For the three seabeds considered, as expected the transmitted energy decreases along its propaga-
tion inland (comparing energies recorded at the three inland receivers in Figure 4.23). This decrease
is however less drastic in the case HIGH due to the cylindrical geometrical spreading of the Rayleigh
wave. However, surface waves are typically not recorded after a long inland path (Talandier & Okal
[1998]). This apparent inconsistency can be explained by the unrealistic properties of the model
HIGH, especially in the shallowest region of the continent in which the surface wave travels and where
attenuation is often known to be high. The distance between the coast and the receiver seems to be
an important parameter for inland T-phase recording.
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Let us also note that in LOW and MED cases the transmitted energy exhibits a plateau between
5 and 20 degrees, which widens towards the highest slopes when one moves away from the coast
(receivers x 1, x 2 and x 3). This e�ect can only be attributed to body waves and can be explained,
in part, by a simple geometric e�ect: by getting away from the coast, the receivers are less sensitive
to variations in its slope. However, the reason for the drop in transmission above 20-25� is not very
clear. The snapshots in Figure (4.26) for the LOW case show that waves are guided in the sediment
layer.

4.3.4 In�uence of the modal content of the incident wave and of the thickness of
the sedimentary layer

In order to determine the in�uence of this layer as well as of the modal content of the incident wave, we
present another series of simulations, this time made with a homogeneous seabed whose characteristics
correspond to the sediments described in Table 4.2. For these simulations the dominant frequency of
the acoustic source is set at2:8 Hz instead of 5:7 Hz. The results are shown in Figure (4.27), left.

Figure 4.27 � Left : Normalized transmitted energy at the �rst inland receiver ( E ( x 1 )
hE 2 i ) as a function of slope angle for

three di�erent homogeneous seabeds, whose properties correspond to the sediments described in Table 4.2, and for two
di�erent sound speed pro�les in the ocean (Figure 4.21, right). Right : Normalized ratio of re�ected energy R, de�ned
in equation (4.17), as a function of slope angle in the same con�guration. All �gures are in log scale.

Let �rst note that in the HIGH case this �gure compares quite well with Figure 4.23, top left.
This suggests that the Rayleigh wave produced at the wedge is not very sensitive to the modal content
of the incident waves (no sediment layer was set in this case), as predicted by Godin [2007]. This
observation is of interest because it implies that the surface wave must mainly contain information on
the water column, which may be recovered. However in the cases LOW and MED several di�erences
have to be noted between the new con�guration and the previous one. First, as expected, the lower
modal content of the incident wave in this new setting makes the transmitted energy less sensitive
to the velocity pro�le in the ocean. Then, the increase in transmission at the lowest slopes is seen
to be smoother. Overall, the patterns in the angular transmission curves seem to be shifted right
in this second setting compared to the �rst one. This can be explained by the combination of two
phenomena: The source having a lower frequency content in this second setting, it generates relatively
more low-order modes. Even if these modes are more attenuated along the propagation, the guided
wave approaching the slope will thus have a larger ratio of the energy of its modes propagating with
low grazing angles. This energy couples with the seabed relatively further away from the wedge apex,
which tends to penalize transmission, especially for the gentler slopes. However the absence of a hard
semi-in�nite bottom leads to a more e�cient orientation of this energy towards the receivers, which
particularly favors the steepest slopes.
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Let us now discuss the normalized energy ratioR shown in Figure (4.23), bottom right and in
Figure (4.27), right. The two �gures look similar but exhibit a signi�cant di�erence: in the case MED
and even more so in the case LOW, as expected the re�ected energy ratio is seen to be favored by
the presence of a hard semi-in�nite bottom below the sediments and of higher-order modes in the
incident wave. Overall, in both settings, the re�ections of the guided waves are seen to increase with
the slope and with the impedance contrast, with some preferred angles in the LOW and MED cases.
It is especially important to note that the ratio of normalized re�ected energy commonly exceeds 10%,
and can reach 48% in the case of a slope angle of 29� with a hard bedrock and soft sediments (case
LOW without a SOFAR channel in the �rst con�guration of Figure (4.23), bottom right). These
values show that the use of parabolic solvers, which by construction neglect backscattered energy, is
not suitable for such types of problems (see e.g. the FIG. 11 of Frank et al. [2015]).

The existence of a preferred slope angle for energy re�ection can be explained based on simple ray
considerations, taking into account the propagation angles of the modes in the water layer. At each
cycle of seabed and sea surface re�ections, the mode angle steepens by twice the sea�oor tilt. If the
mode does not lose all its energy in this process its energy can eventually propagate backwards and
go down the slope (while possibly coupling to lower-order modes). The amount of re�ected energy
then depends on the (e�ective) re�ection coe�cient of the interface, the slope, and the propagation
angle of each of the incident modes. The preferred slope angles for energy re�ection correspond to
optimum values for the number of re�ections necessary for the energy of each mode to leave the slope
by being backscattered. This reasoning suggests that high order modes are more easily re�ected at the
slope (see the di�erence in frequency content between the direct and re�ected phases in Figure 4.22,
bottom).

The dependency of seismic T-waves on slope seems to be strongly dependent on the con�guration.
Our results suggest that this dependency is related to the seabed properties as well as to the range of
slopes considered. For the lowest slopes (< 5� ) and lowest impedance gradients a particularly strong
in�uence of the slope can be expected. The in�uence is generally less pronounced for the highest slopes,
especially in the case of the hardest seabed. This consideration seems to be particularly consistent
with our observations in the Ionian Sea (see Figure 2.1, top) and explains why Stevens et al. [2000,
2001] did not �nd large variations in amplitude with slope in their simulations similar to our MED
case.

Note that, as we have observed in the Ionian Sea (Figure 2.3, right), several authors document
horizontal transverse waves (e.g. Tolstoy & Ewing [1950]; Shurbet & Ewing [1957]; Båth & Shahidi
[1971]; Talandier & Okal [1979] ...) that can be explained by refraction when the waves are transmitted
from ocean to land. Unfortunately this 3-D phenomenon cannot be included in our 2-D simulations
and thus cannot be simulated in our study.

4.4 Conclusions of this chapter

We have begun by presenting T-wave simulations in the Ionian Sea, in which we studied the in�uence of
the presence of a layer of soft sediments, of the source depth, and of the wave speed pro�le in the water.
Synthetic T-waves have proven to be realistic in both the time and frequency domains, which illustrates
the feasibility of a quantitative comparison between real 3-D data and synthetic axisymmetric 2.5-D
T-phases involving solid-�uid and �uid-solid conversions. This �rst study con�rms the observations
of Jamet et al. [2013]: the SOFAR wave speed channel does not seem to have a major contribution
to the amplitude and structure of the T-wave, at least for the distances and frequencies that we
have considered. This observation is surprising because it seems to contradict most studies on the
subject, even for similar con�gurations. This will lead us to further study the in�uence of water layer
characteristics on energy transmission in Chapter 5.

Similarly, our study suggests that the T-wave is only slightly sensitive to the radiation pattern
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of the source, which may be also a second-order parameter. The properties of the seabed, however,
play a crucial role. Thus, in the case studied, T-phases without sediments are more impulsive, of
greater amplitude, of longer duration and do not present several peaks in the time-frequency plane.
The depth of the source has also an important e�ect on these synthetic T-waves. As an example,
simulated amplitudes at a coastal station increased by a factor of 5 when changing the source depth
from 10 to 2 km.

We then performed a parametric study of the in�uence of slope angle, of the properties of the
seabed and water column, and of the position of the source on the energy of downslope converted
T-waves. We saw that steep continental slopes (as in atolls, or on the Greek coast, see chapter 2, �rst
section of this chapter and Appendix A) involved more complicated physical phenomena than gentle
slopes. Moreover, the estimated di�erences in terms of energy transmission between a slope of 5� and
of 14� of the same bottom and for the same source can exceed a factor of 100, which could bias source
location techniques towards the highest slopes. To our knowledge, this had not been quanti�ed in the
available literature. We have also shown that the opposite situation is theoretically possible in the
case of the steepest slopes, although this is not the most common situation. Indeed, the transmission
of energy by downslope conversion decreases beyond a certain tilt of the seabed, which could bias
source localization techniques towards gentler slopes.

Energy and time dispersion maps were constructed to analyze, for a given slope, the in�uence of the
source position on the T-waves produced by downslope conversion. These maps revealed the existence
of several favored areas for downslope T-wave generation. These areas can probably partly explain
why recorded T-wave energy is only weakly correlated to the magnitude of earthquakes. Interestingly,
one of these zones extends below the abyssal plain above a critical depth depending on the distance to
the slope. This observation may explain some exceptions to the rule stated for example by Johnson
et al. [1967] that �epicenters at the lower end, and to seaward, of the continental slope are typically
weak or not received�.

This type of energy and time dispersion map can be built easily and with no signi�cant additional
cost by full-wave computation methods. This concept will be generalized in the next chapter.

The last part of the chapter focused on another parametric study, this time representative of the
other side of the ocean basin for a typical T-wave setup. In that study we investigated the in�uence of
slope, of seabed seismic properties and of the water layer on transmission and re�ection at a coast of a
wave guided in the ocean. An interesting phenomenon was observed, particularly in the case of hard
and gently-sloping seabeds. In such con�gurations we observes the creation of a powerful Rayleigh
wave, whose signal, recorded inland, is very sensitive to the slope and to the characteristics of the
environment, but only very slightly sensitive to the modal structure of the incident wave. Although
coastal receivers usually have far lower signal-to-noise ratios than hydrophones in the water (De Groot-
Hedlin & Orcutt [2001b]), and although hard seabeds are likely rare in reality, that phenomenon may
have interesting implications. Indeed this surface wave likely carries a lot of information about the
water layer, which could probably be recovered. One can for instance imagine determining favored
coasts for this type of mechanism and installing seismic stations there. Rayleigh waves created as
a result of T-wave arrivals from distant earthquakes could then be used to obtain information on
oceanographic processes involved for example. In the hypothesis of the existence of such zones (see
Appendix A for a possible example), this would deserve a theoretical study that could be done for
instance by generalizing Godin [2007] or based on Keller & Karal Jr. [1960].

All the results and observations presented above illustrate the complexity of the T-wave phe-
nomenon and con�rm that the energy of these waves is at least as sensitive to the magnitude of the
earthquake as to the seismic wave speeds in the sediments, the geometric con�guration of the slopes, or
the depth of the earthquake focus. The apparent low in�uence of the SOFAR channel on the numerical
T-waves presented in this chapter led us to investigate the in�uence of the presence or absence of a
SOFAR channel on the energy distribution and transmission of a broadband source in a waveguide.
With this objective in mind we developed numerical tools to build broadband transmission losses maps
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based on time-domain spectral-element simulations.



Chapter 5
Broadband transmission losses, time dispersion
maps and SOFAR channel e�ciency

The �rst part of this chapter has been published as an article in: A. Bottero, P. Cristini, D. Komatitsch
and Q. Brissaud, Broadband transmission losses and time dispersion maps from time-domain numerical
simulations in ocean acoustics, Journal of the Acoustical Society of America, vol. 144(3), p. EL222-
EL228 (2018).

In this chapter, a procedure for the calculation of transmission loss maps from numerical simulations
in the time domain is presented. It can be generalized to arbitrary time sequences and to elastic
media and provides an insight into how energy spreads into a complex con�guration. In addition,
time dispersion maps can be generated. These maps provide additional information on how energy
is distributed over time. Transmission loss and time dispersion maps are generated at a negligible
additional computational cost. To illustrate the type of transmission loss maps that can be produced
by the time-domain method, the problem of the classical two-dimensional upslope wedge with a �uid
bottom is addressed. The results obtained are compared to those obtained previously based on a
parabolic equation. Then, for the same con�guration, maps for an elastic bottom and maps for non-
monochromatic signals are computed. At the end of the chapter these maps are used to study the
e�ciency of the SOFAR channel in terms of energy channeling; we investigate the e�ect of the sound
�eld pro�le and the in�uence of the sea bottom nature.

5.1 Broadband transmission losses and time dispersion maps from
time-domain numerical simulations in ocean acoustics.

5.1.1 Introduction

In underwater acoustics, wave propagation problems typically involve variable geometry and hetero-
geneous media, which can generate strong signal �uctuations and make the analysis of time signals
di�cult. Thus, to measure the acoustic energy emitted by a source distributed inside a complex
model, acousticians often present results as frequency-dependent transmission loss (TL) curves or
transmission loss maps. These maps are traditionally computed in the frequency domain based on the
Helmholtz equation.

Two main approaches coexist in the literature to solve this equation in complex environments. The
�rst consists in performing an approximation, usually parabolic, to obtain a solution at lower com-
putational cost. The second involves discretizing the Helmholtz equation using a full-wave technique
(often �nite elements), at the cost of a much longer computation time.
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This section presents an alternative approach for the calculation of transmission losses via the
wave equation expressed in the time domain. When the source is broadband, it allows one to compute
time dispersion maps at no additional computational cost compared to the mono-frequency case. To
compute transmission loss maps in the time-domain, one can in principle simply store all time signals
at all receiver positions and then perform a Fourier transform for each point stored to convert all
of them to the frequency domain. However, from a technical point of view this solution is realistic
only if the number of receivers is small to moderate because of the amount of storage (in memory or
to disk) that the process requires when the number of recording points and/or the number of time
steps computed is large to very large. In practice, this limits the generation of frequency-domain
results from time-domain simulations to the creation of a small number of transmission loss curves at
a limited number of spatial points, preventing the generation of full 2D transmission loss maps.

The objective of this section is thus to present an e�cient way of creating transmission loss maps
from time-domain numerical simulations that avoids the storage of individual time signals. Since the
source time signal can be arbitrary chosen, the transmission loss maps can be evaluated for quasi-
monochromatic signals as well as for signals with a wider bandwidth, enabling one to analyze the
in�uence of bandwidth on the distribution of acoustic energy inside the domain. In addition, time
dispersion maps can also be calculated on the �y during the simulation, providing an insight into
the structure of the received time signals. All these quantities are obtained at a negligible additional
numerical cost. It is worth noting that the technique presented is general and can be applied to all
methods expressed in the time domain.

Recently, a time-domain spectral-element method (Komatitsch & Tromp [1999]) has been shown
to e�ciently solve full-wave propagation problems in ocean acoustics (Cristini & Komatitsch [2012];
Bottero et al. [2016a]). Beyond its capability of handling complex geometries and rheologies accurately,
as any �nite-element technique, the time-domain spectral-element method runs e�ciently on very large
computers, exhibiting a computer strong scaling that is almost linear with respect to the number of
CPUs or GPUs. This property can lead to a drastic reduction of the duration of numerical simulations
compared to some more classical time-domain �nite-element techniques. Working in the time domain
also allows one to consider arbitrary source time functions and to obtain information on the dispersion
of the studied signals.

When used in conjunction with the spectral-element method in the time domain, the implemen-
tation of the proposed way of computing TL or time dispersion maps thus has the additional advan-
tage that, contrary to full-wave methods in the frequency domain, the time-domain spectral-element
method does not exhibit decreasing performance when increasing the number of processor cores used
to perform the calculations. Matrix system solvers (linear solvers) are needed when solving the wave
equation in the frequency domain, and their known performance scaling issues on large machines above
a thousand processor cores or so Xu et al. [2013], which is not that high by current high-performance
computing standards, implies that some large problems are numerically di�cult to handle in the
frequency domain, even on the current largest supercomputers.

The section is organized as follows: subsection 5.1.2 is devoted to the de�nition of the di�erent
physical quantities that we want to study, and to how one can compute them e�ciently in a time-
domain numerical simulation. Then, in subsection 5.1.3, we provide and discuss some examples of
the evaluation of these quantities within the framework of a time-domain spectral-element method.
Wave propagation over a �uid and then over an elastic upslope wedge is considered for several source
bandwidths. We �nally draw some conclusions in subsection 5.1.4.

5.1.2 Generalization of the calculation of transmission losses and evaluation of
signal time spreading

In this subsection, we de�ne the di�erent physical quantities that we want to study and show how
they can be calculated on-the-�y in a time-domain numerical simulation. These quantities will allow
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for the evaluation of the transmission losses and of the time structure of signals at all the discrete
points of the spatial domain under study. Let us noteux (x ; t) and uz(x ; t) the horizontal and vertical
displacement �eld, respectively, and P(x ; t) the pressure �eld at time t and position x = ( x; z).
_u(x ; t) =

p
_ux (x ; t)2 + _uz(x ; t)2 is the norm of the particle velocity �eld. The instantaneous energy

per unit volume �eld in the �uid is given by (Jensen et al. [2011] pp.11-12):

E(x ; t) =
1
2

� _u2(x ; t) +
1
2

P2(x ; t)
� (x )c2(x )

; (5.1)

where � = 1000 kg.m� 3 is the density of water andc(x ) is the distribution of sound velocity. Likewise,
in a linear isotropic solid medium the instantaneous energy �eld reads (Achenbach [1973]):

E(x ; t) =
1
2

� (x ) _u2(x ; t) +
1
2

X

i;j

� ij (x ; t)� ij (x ; t): (5.2)

where� (x ; t) and � (x ; t) are the strain and stress tensors, respectively. LetTf refer to the duration
that is considered, then the integrated energy �eld reads:

E(x ) =
� Tf

0
E(x ; t) dt: (5.3)

This physical parameter represents the amount of energy received at a given position inside the model
at time Tf . It is similar to the radiated seismic energy introduced by Boatwright & Choy [1986] and
evaluated from body waves measurements, or to the T-Phase Energy Flux (TPEF) proposed by Okal
[2003] to characterize the energy generated by an earthquake source in the form of a T-wave. Then,
knowing the energy E0 of the emitting source, it is possible to evaluate the transmission losses for
time Tf as:

TL(x ) = � 10 log
E(x )
E0

(5.4)

Energy is determined by an integral in time, but with the value that we get we have no knowledge
of how this energy is distributed within the time interval that we are considering. For a given energy
value, time spreading can be very di�erent depending on the propagation path followed by the signal.
It is therefore very useful to get such a piece of information. In order to calculate it, we �rst de�ne
the maximum energy �eld by:

M (x ) = max
t<T f

E(x ; t): (5.5)

This �eld gives the maximum of the instantaneous energy for each point and provides a way of de�ning
an "e�ective" time dispersion for a signal as:

T (x ) = 2
E(x )
M (x )

: (5.6)

This quantity is homogeneous to a duration. It represents the duration of the triangle-shaped signal
that has the same energy and maximum amplitude as those that we have calculated. It is therefore
a measure of the time spreading of the signal. Time-domain numerical simulations provide access to
these physical parameters at each time step�t and thus allow for the computation of transmission
losses and time dispersion maps on-the-�y during the run at a negligible additional computational
cost. In practice, at iteration i + 1 and position x , one can evaluate:

E i +1 (x ) = E i (x ) + E(x ; t i +1 )�t (5.7)

M i +1 (x ) = max [ M i (x ); E(x ; t i +1 )] (5.8)
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Ti +1 (x ) = 2
E i +1 (x )
M i +1 (x )

(5.9)

Time domain full-wave numerical methods can thus also provide an at-a-glance view of how the acoustic
energy emitted by a source is distributed inside a complex heterogeneous model. In the following
subsections, we will show examples of the maps that can be obtained based on the calculation of these
physical quantities. In all the examples shown, the �nal time Tf of the simulations was chosen so that
most of the energy produced by the source has left the domain under study.

5.1.3 Validation and examples of transmission loss and time dispersion maps

Below we show three sets of results to demonstrate the ability to compute both TL and dispersion
maps from time-domain simulations. In the three cases we consider a �uid layer overlying a sloping
sea �oor. This con�guration illustrates several wave propagation phenomena such as mode conversion
and mode cuto� due to a varying water column depth. The �rst problem serves as a validation of
the approach by comparing TL maps obtained by a time-domain method to those computed by a
reference method in the frequency domain. The second set of results considers an elastic sea �oor. It
shows the dual e�ects on the TL maps of pulse bandwidth and shear sti�ness in the sea �oor. The
third set shows dispersion maps for a broadband pulse propagating along and into a �uid sea �oor.

5.1.3.1 Comparisons of the transmission loss maps with a reference solution

In order to illustrate and validate our approach, we choose to investigate the classical two-dimensional
(2D) �uid wedge benchmark problem, whose characteristics can be found in Section 6.9.2 of Jensen
et al. [2011] and will be described below. In the context of an attenuating �uid bottom, transmission
loss maps for a monochromatic source have already been published there and can thus be used for
comparison. These previous results were obtained with a split-step implementation of the Thomson-
Chapman parabolic equation using a Greene wide-angle source to initialize the solution. No full-wave
Helmholtz solution for this problem is available in the literature.

Let us �rst generate a transmission loss map from a time-domain numerical simulation for ex-
actly the same con�guration. The simulation is based on a time-domain spectral-element method
(Komatitsch & Tromp [1999]), which has been shown to e�ciently solve full-wave �uid/solid prop-
agation problems in ocean acoustics (Cristini & Komatitsch [2012]; Bottero et al. [2016a]). In the
spectral-element method, viscoacoustic or viscoelastic e�ects are represented based upon three gener-
alized Zener standard linear solids placed in parallel, with di�erent relaxation times for each, to mimic
a constant Q quality factor over the frequency band under study in the simulation (Komatitsch &
Tromp [1999]). In order to avoid spurious re�ections from the sides of the computational domain, for
all con�gurations the domain is extended up to a range of 20 km and down to a depth of 1 km and
equipped with perfectly matched absorbing layers (PMLs, Xie et al. [2016]).

For this work, we de�ne a source time function signal by:

s(t) =

(
A
2 (1 � cos (� �t ) sin (2�f 0t)) if 0 < t < 2

�
0 else

(5.10)

where A is the maximum amplitude of the source, f 0 is the dominant frequency of the source
signal, and � is its bandwidth. This type of time sequence will allow us to control the bandwidth
of the emitted signal by changing the value of parameter� . Quasi-monochromatic signals that will
provide results close to frequency-domain calculations as well as narrowband or broadband signals can
be generated. We will thus be able, in next subsections, to study the in�uence of the bandwidth on
the spreading of acoustic energy inside the computational domain. In addition to a �uid viscoacoustic
bottom, we will also consider a solid viscoelastic bottom by adding a shear velocity ofcs = 600 m.s� 1

and a shear attenuation coe�cient � S = 0 :5 dB.� � 1
S to the sediment characteristics.
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The �rst results are shown in Figure 5.1, which provides the comparison between a monochromatic
TL map (Figure 5.1 (a)) taken from Jensen et al. [2011] and a quasi-monochromatic TL map (Figure 5.1
(b)) generated from a time-domain full-wave numerical simulation. Typically, the results shown in
this section were obtained in a few seconds using 128 CPU processor cores of a regional cluster, while
results for these models using a parabolic equation method are obtained almost instantaneously.

Figure 5.1 � (a) Original TL map, in dB, from reference Jensen et al. [2011] page 514. (b) TL map from a full-wave
time-domain simulation using an quasi-monochromatic source ( f 0 = 25 Hz, � = 0 :5 Hz). Figure (a) is reproduced
(slightly modi�ed) from Figure 6.11 of Jensen et al. [2011] with permission from publisher Springer. The black line
indicates the seabed interface.

The quasi-monochromatic signal was generated using a bandwidth� = 0 :5 Hz. We performed
several simulations with signals having smaller bandwidth but did not notice any changes in the TL
map. We thus consider this value of the bandwidth as a good approximation of a monochromatic
signal for this con�guration. Note that this is a �uid only con�guration. The two TL maps are very
similar. Mode cuto� of the three modes, which exist in the �at part of the model, are recovered
almost identically in both cases. The main di�erences are observed for short ranges. This is not
surprising since the parabolic equation, which is used to generate the results of Fig 1(a), has angular
limitations. Moreover, a source with a limited aperture was used, contrary to our simulation, which
implements a point source. Therefore the discrepancies between the two TL maps are attributed
to the known inaccuracy for steep angles. Nevertheless, interference structures in the water column
are very close, except at the end of the wedge where again the grazing angles are steepened because
of the varying depth and thus cannot be handled correctly through numerical modeling based on
the parabolic equation method which was used. This comparison may be seen as a �rst answer to
the question raised by Buckingham [1992] on the accuracy of TL maps obtained using the parabolic
equation for an upslope �uid wedge. Based on the results that we obtain, it can be considered that
the accuracy of the parabolic equation is good. Moreover, parabolic equation methods have made
signi�cant progress in the meantime and should thus compare more favorably nowadays. In particular,
wide-angle capabilities that have been developed should at least suppress many of the discrepancies
observed in the near �eld. It should also be noted that if several frequencies are of interest, a simulation
is necessary for each frequency considered.

5.1.3.2 E�ect of pulse bandwidth and sea �oor elasticity

Since our numerical method works in the time domain, we can also consider signals with di�erent
bandwidths in order to evaluate how this parameter may in�uence the spreading of energy inside the
computational domain. Figure 5.2 (a) represents the TL map for a signal with a bandwidth � = 8 :0
Hz.

Compared to the monochromatic case (Figure 5.1 (b)), smoothing of the interference structure is
observed in the water column mainly from the beginning of the wedge to its end, the reason being
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Figure 5.2 � E�ect of source bandwidth and bottom elasticity on transmission losses for an upslope wedge. (a) TL
map, in dB, for a �uid bottom using a broadband source ( f 0 = 25 Hz, � = 8 :0 Hz). (b) TL map, in dB, for an elastic
bottom using a quasi-monochromatic source (f 0 = 25 Hz, � = 0 :5 Hz). (c) TL map, in dB, for an elastic bottom using
a broadband source (f 0 = 25 Hz, � = 8 :0 Hz).

that for each frequency there is a di�erent modal structure, with di�erent grazing angles and therefore
di�erent cuto� depths varying continuously with frequency. This smoothing is also observed in the
sediment. The complex structure that was observed below the source also disappears.

Adding a shear velocity to the sea �oor leads to a very di�erent structure of the leaking of acoustic
energy in the bottom (Figure 5.2 (b)). The leaking of energy associated to the presence of shear
waves is strong and dominant. The associated narrow beams are almost vertical because of the low
velocity of shear waves in this con�guration. Below the sloping interface, it can be seen that the
beams exhibit an interference structure due to the leaking, in this case, of both the shear waves and
the propagating modes. This structure is also seen in the near �eld but, in this case, it is generated by
the leaking of evanescent modes. Similar results were presented in Abawi & Porter [2007] (top �gure
of their Figure 1). It can also be noted that the leaking of the �rst mode is strongly a�ected by the
presence of shear waves, as it does not penetrate deep into the sediment. There is much less energy
in the water column at the end of the wedge than in the �uid-only con�guration. A large amount of
energy is captured by the shear waves of the bottom. The structure of the sound �eld in the sediment
suggests that if another interface is considered, i.e. if we consider an elastic layer over a semi-in�nite
half-space, the presence of shear waves is critical and may generate complex e�ects because of the
potential interaction between these beams and this interface. As in the pure �uid case, increasing the
bandwidth (Figure 5.2 (c)) leads to smoothing of the energy levels mainly in the area of the slope.
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5.1.3.3 Broad bandwidth and time dispersion maps

As mentioned in the previous subsection, another type of information can be extracted from time-
domain simulations. This piece of information is related to the spreading of energy with time at a
receiver location. Indeed, for a given energy level, the time structure of the received signal can be
very di�erent and provide additional information on the propagation process that led to this received
signal. This is particularly useful e.g. for T-waves analysis because the time structure of a received
signal is di�erent depending on the source mechanism that led to the generation of this signal. In order
to illustrate the kind of information that is provided by this type of map, we performed a full-wave
time-domain numerical simulation for a �uid bottom and a broadband signal ( f 0 = 25 Hz, � = 25 :0
Hz).

Figure 5.3 � Figure illustrating the use of time dispersion maps. The geometry is the same as in Figure 5.1. (a) TL map,
in dB, using a broadband source (f 0 = 25 Hz, � = 25 :0 Hz). (b) Associated time dispersion map T (x ) (in seconds).
This �eld is shown only for transmission losses that are below 43 dB. (c) Arbitrary time-shifted pressure signals recorded
at the positions indicated by the crosses in (a) and (b). The color of each curve corresponds to the color of the respective
cross. The wave energy is about the same at the three positions, but the time dispersion is di�erent.

Figure 5.3 (a) represents the TL map, and Figure 5.3 (b) represents the time dispersion map for
TL values lower than 43 dB only in order to avoid showing very weak signals. Finally, Figure 5.3
(c) provides time sequences associated to receivers located at the position of the crosses indicated
in Figures 5.3 (a) and (b). These positions were chosen so that the energy level is similar for all
positions. The time sequences are arbitrary shifted for visualization purposes. The time dispersion
map exhibits complicated structures re�ecting the various time structures that can be generated in
this con�guration. Signals tend to be more dispersed with range, especially right beneath the sea
surface or along the interface with the sea bottom. Nevertheless, at the end of the wedge, at the cuto�
depth of mode 1, signals tend to be narrower. This e�ect is clearly visible in Figure 5.3 (c).
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5.1.4 Conclusions

We have presented an e�cient procedure to compute transmission losses and time dispersion maps
from time-domain full-wave numerical simulations. This procedure allowed us to extend the notion
of transmission losses to non-monochromatic signals and to elastic media. Some results using this
procedure were obtained for a 2D wedge con�guration in ocean acoustics. In the case of a simulation
in the frequency domain and for a �uid bottom, these results were compared to results previously
obtained using a parabolic equation, showing that both methods give similar results. As a result,
our approach can provide solutions for con�gurations for which using a full-wave numerical method is
important because of the complexity of the model. Used in conjunction with a spectral element method
in the time domain, this procedure may be used in the future to generate full-wave transmission loss
maps for problems that are too large for frequency-domain solvers due to their scaling issues. In the
next section this approach will be used for T-wave propagation, in which it may bring new insights
into the physical mechanisms. See also Appendix A on page 173 and more particularly Figure A.8 on
page 181.

5.2 E�ciency of the SOFAR channel in terms of energy channeling
in the water column

We have also studied the in�uence of the deep sound channel on acoustic energy distribution using the
tools presented above. Initial observations showing little e�ect of the SOFAR channel on simulated
T-wave energy (at least at regional distance) were intriguing and led us to start the following study
on the in�uence of a Munk-type sound-speed pro�le (Munk [1974]) on energy distribution. Note that
some of the results shown in this section involve layered structures and could thus have been obtained
using quasi-analytical methods such as wavenumber integration. For the sake of simplicity, since we
were familiar with our existing tool, we chose to nonetheless perform all the calculations based on the
spectral-element method.

Let us �rst summarize the main standard conclusions suggested by the literature on T-waves:

ˆ The SOFAR channel is a necessary condition for the generation of T-waves. Note that this
assumption has already been discussed in Chapter 1.

ˆ T-waves have to be generated at conversion points located near the SOFAR channel axis. Let us
recall nevertheless that no dependence of T-wave amplitude on water depth at the conversion
point has been documented in the North Atlantic ocean (Williams et al. [2006]).

ˆ The energy of the hydroacoustic waves trapped in the SOFAR channel is maximum on its axis,
corresponding to the minimum propagation speed. Let us note though that this hypothesis is not
in agreement with the observations of D'Spain et al. [2001] in the Paci�c ocean.

All these assumptions, which seem well established when reading the literature, are in fact far from
being so in reality. Let us try to investigate these points precisely based on our full-wave numerical
tool. We will start by studying how the energy of an underwater explosion is distributed in the water
layer. The in�uence of the SOFAR channel on energy transmission will then be discussed depending
on the type of seabed considered, and in particular on whether or not it is attenuating. We will then
analyze the case of T-waves that are created by earthquakes (thus, occurring in the elastic part).
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5.2.1 General description of the con�guration studied

Figure 5.4 � Left : this picture depicts the simulations performed in this section. The setup is 2-D axisymmetric. The
ocean depth isH = 5000 m. Right : sound speed pro�les in the sea used for the numerical simulations. �SOFAR� means
a classical idealized ocean sound-speed pro�le (Munk [1974]) with a minimum velocity set at depth 1300 m.

All the simulations performed in this section are 2-D axisymmetric and are described in Figure 5.4.
The seabed is semi-in�nite and (visco)elastic and is situated at depthH = 5000 m. Its P and S
wave velocities areVp = 3400 m.s� 1 and Vs = 1700 m.s� 1 respectively and its density is2200kg.m� 3.
The sea�oor can either be �at or exhibit a roughness. In this latter case it has a Gaussian height
distribution function and a Gaussian autocovariance function, with RMS height equal to 20 m and
correlation length equal to 80 m. The sea�oor can also be dipping by an angle of� = 9 � over a length
L = 30 km. For each simulation the �eld is computed up to a range of 520 km and down to a depth of
15 km, the energy coming out of this domain being absorbed by PML layers. As shown in Figure 5.4,
right, the water layer is either homogeneous (� w = 1000 kg.m� 3, cw = 1500 m.s� 1) or exhibits a
variable sound speed with depth (Munk [1974]) with a minimum velocity set at depth 1300 m. This
case is labeled �SOFAR�.

5.2.2 Explosive source in the water layer

Before considering seismic sources below the sea�oor, the simpler case of a pressure source situated in
the water column will be tackled. The semi-in�nite (visco)elastic seabed, situated at depth 5000 m,
will be considered as �at in a �rst step. The source, initially located at depth Zs = 2500 m, is a point
source with a time history corresponding to either a Ricker wavelet (second derivative of a Gaussian)
with a dominant frequency f 0 or to a quasi-monochromatic signal. The quasi-monochromatic signal
has been de�ned in equation (5.10). The bandwidth used is in that case is� = 0 :1 Hz. Three dominant
frequencies are considered in the broadband con�gurations:f 0 = 0 :71 Hz, f 0 = 2 :83 Hz and f 0 = 5 :66
Hz. The spectra of the broadband sources are shown in Figure 5.5. Note that their bandwidth varies
with frequency. For each simulation, Transmission Losses (TLs) and e�ective dispersion maps, as
de�ned in previous section are computed. Some results are shown in Figures 5.6 and 5.7.
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Figure 5.5 � Normalized Power Spectral Density (PSD) of the three broadband signals used. Source 1 has a dominant
frequency f 0 = 0 :71 Hz, source 2 has a dominant frequency f 0 = 2 :83 Hz, and source 3 has a dominant frequency
f 0 = 5 :66 Hz.
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Figure 5.6 � Transmission loss maps for three di�erent broadband sources and two monochromatic sources in the case
of a Munk velocity pro�le in the water layer. The TLs are also shown for a homogeneous water layer (three top-right
sub-�gures). Ray tracing (black lines) performed with the program Bellhop is superimposed on the �gure corresponding
to the source with a dominant frequency 5.66 Hz in the case of a Munk velocity pro�le (third �gure from the top left).
The source is located at depth Zs = 2500 m.
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Figure 5.7 � Time dispersion maps for three di�erent broadband sources. Munk pro�le in the water (left) and homo-
geneous water layer (right). Time dispersion values are shown only for transmission losses below 17 dB. The source is
located at depth Zs = 2500 m.

5.2.2.1 Energy distribution and signal dispersion in the non-attenuating case

Figure 5.6 illustrates the e�ect of the SOFAR channel and of the dominant frequency of the source
on TLs. To compensate for the geometrical spreading, the TLs shown have been divided by ranger .
Namely, the �gure shows for each positionx :

hTLi (x ) =
1
r

TL(x ) (5.11)

The transmission loss is set to 0 at a distance of 500 m from the source. The �gure also shows ray
tracing performed with the program Bellhop (Porter & Bucker [1987]; Porter [2011]) and superimposed
on the �gure corresponding to the source with a dominant frequency 5.66 Hz in the case of a Munk
velocity pro�le.

Some remarks can be made. First, at long range, the patterns are blurred and the energy distri-
bution gets more and more homogeneous. Furthermore, in the non homogeneous cases one can note
that when frequency increases, the energy gets closer to the caustics predicted by ray tracing. This
observation holds only in the case of broadband sources and not in the monochromatic case (see the
two sub-�gures at the bottom of Figure 5.6 and compare them with the ray tracing shown above in the
same �gure). When increasing the frequency, in the monochromatic case, the energy does not seem to
get closer to the caustics predicted by ray tracing. An explanation of this phenomenon can be linked
to the fact that ray theory involves the notion of travel time, which is intrinsically a multi-frequency
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quantity. This case is a good illustration of the interest of computing broadband transmission losses
and not only monochromatic ones.

Let us now compare the transmission loss maps in the case of a variable velocity pro�le in the
water and in the case of a homogeneous �uid medium. Signi�cant di�erences, in terms of energy
distribution, are observed for frequencies 2.88 Hz and 5.66 Hz. In the homogeneous case the energy
thus appears to quickly gather around the direct path, while in the case with a SOFAR channel we
observe the patterns corresponding to caustics, which we have already described above.

In the low frequency case (f 0 = 0 :71 Hz) however the transmission losses appear to be only slightly
sensitive to the sound speed variations. This was to be expected, as the wavelengths in that case are
comparable to the size of the waveguide. For all the frequencies considered, Figure 5.7 show that the
presence of a sound speed channel favors signal dispersion. This e�ect is even more pronounced at
high frequency and near the sea surface and the seabed (where the transmission losses are observed
to be high as well). This accounts for the high number of re�ections needed to reach these points (see
Ewing & Worzel [1948] for example). Let us remind that we consider a non-attenuating sea bottom
here.

In order to illustrate the e�ect of the SOFAR channel in the time domain, a comparison between
two pressure signals recorded at range 480 km and depth -2722 m is shown in Figure 5.8. They have
been recorded in the case of the source with dominant frequency2:83 Hz and a non-attenuating seabed
for the two di�erent sound speed pro�les in the water.

Figure 5.8 � Example of time signals recorded at range 480 km and depth -2722 m in the case of the source with
dominant frequency 2:83 Hz and a non-attenuating seabed for the two di�erent velocity pro�les in the water.

Although the signals look very similar, we can notice that the signal recorded in the presence of a
Munk sound speed pro�le is slightly more impulsive and therefore of shorter duration than the signal
recorded in the case of a homogeneous water layer.
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5.2.2.2 E�ciency of the SOFAR channel for attenuating and non-attenuating sea bot-
toms

Figure 5.9 � Average transmission losses as a function of range as de�ned by equations (5.18) and (5.12) for the three
di�erent broadband sources considered. These quantities have been calculated in four di�erent con�gurations described
in the captions.

Figure 5.9 shows the average transmission losses for depths betweenz1 = � 500 m and z2 = � 4500
m as a function of the distancer to the axis for the three source frequencies considered and the two
types of ocean model (homogeneous or Munk velocity pro�le). To compensate for the geometrical
spreading, TLs have been divided by ranger . Namely, the �gures show

hTLi (r ) =
1

r (z1 � z2)

� z1

z2

TL(r; z ) dz : (5.12)

These are the same kind of maps than those shown in Figure (5.6), but averaged over depth.
These curves show that, in the non-attenuating case (blue curves) the presence of a sound speed
channel does not have a visible e�ect on the averaged energy transmission at long distances. Total
internal re�ections are the governing physical phenomena in this case in which both the speeds of the
compressional and shear waves in the bottom are higher than the speed of sound in the water. Thus,
if the seabed is not attenuating the transmission of sound in the ocean only marginally depends on
the sound speed pro�le. This observation does not depend on frequency.

The addition of attenuation in the seabed on the ocean �oor changes the scenario. The orange
curves in the sub-�gures of Figure 5.9 show the evolution of the transmission losses with distancer
from the source for the same setting as previously but with viscoelastic attenuation in the seabed
(� p = � s = 0 :3 dB.� at 2.83 Hz). We can then see that the presence of a SOFAR channel favors
energy transmission by limiting the number of interactions with the seabed. It is then interesting to
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quantitatively study the gain in terms of transmission losses that can be attributed to the channel.
Let us call it � (r ):

� (r ) = hTLhomo i (r ) � h TLMunk i (r ) ; (5.13)

where �homo� refers to the case of a homogeneous water layer and �Munk� to the case of a Munk-
type sound speed channel. This quantity is represented in Figure 5.10, as a function of range, for the
three dominant source frequencies and two types of seabed (elastic and viscoelastic).

Figure 5.10 � Average SOFAR e�ciency in dB as de�ned in equation (5.13). T-waves are shown as dashed gray curves,
while explosions are shown as solid lines. Black dashed lines are the best linear �t for each curve. For each curve the
angle � with respect to the horizontal gives the gain in terms of depth averaged energy transmission induced by the
SOFAR channel.

Sea�oor attenuation is still equal to � p = � s = 0 :3 dB.� at the dominant frequency of each source.
We can see that the gain induced by the SOFAR channel increases linearly with range. We can thus
de�ne a slope � , shown in Figure 5.10, that accounts for the in�uence of the SOFAR channel on
depth-averaged TLs, as

� =
�

d [� (r )]
dr

�
: (5.14)

Figure 5.10 shows that � varies only very slightly in the frequency range considered. For the
viscoelastic seabed studied (� = 2200 kg.m� 3, Vp = 3700 m.s� 1, Vs = 1700 m.s� 1 and � p = � s = 0 :3
dB.� � 1 at 2.83 Hz) this factor is � = 18 � 3:10� 4 dB.km � 1. This observation leads to several remarks.
First, the gain induced by the channel, although noticeable, is remarkably low for the con�guration
considered. This value is comparable to the viscoacoustic attenuation of seawater, which is mostly
ignored at the frequencies considered (Urick [1982]). Moreover, we could have expected a stronger
dependence with frequency because each increase in frequency brings us closer to the high frequency
approximation characteristics of ray tracing, which predicts a very strong in�uence of the channel.
However, it should also be remembered that the amplitude of the re�ection coe�cient of a plane wave
at an interface does not depend on frequency, which seems to explain this observation.

Let us thus mention that, as� proves to depend little on source frequency, all the following simu-
lations in this section will be made with a dominant frequencyf 0 = 2 :83 Hz only.
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5.2.2.3 Analysis of the e�ciency of the SOFAR channel in terms of energy channeling
as a function of viscoelastic attenuation in the seabed

In Figure 5.11 let us now analyze e�ects of changing the value of the slope (� in dB/km) de�ned by
equation (5.14) as a function of the seabed viscoelastic attenuation for six di�erent cases. This �gure
accounts for the in�uence of the SOFAR channel on depth-averaged TLs. To avoid overloading the
�gure, error bars are shown for only one curve; in the others the margins of error are similar. The
attenuation values covered in the frequency band considered are consistent with the literature (see
e.g. Hamilton [1980, 1985]; Chotiros [2017]).

Figure 5.11 � In�uence � of the SOFAR channel on depth-averaged TLs, as de�ned in equation (5.14). Six di�erent
con�gurations are compared. A polynomial �t function is shown for the case with source depth 2500 m.

The curves labeled �Downslope T-wave� and �Abyssal T-wave� will be left aside for the moment.
We �rst focus on the other ones, which correspond to explosions in the water layer. Three source
depths are investigated. In addition, the curve labeled �Rough bottom� corresponds to a source depth
of 2500 m to which a roughness has been added over the whole sea�oor.

We can see that these curves are positive and increasing. Indeed, overall, the guided modes interact
less with the bottom when the sound speed pro�le exhibits a minimum, which means that the more the
ground is attenuating the more the structure of the sound speed pro�le is advantageous for transporting
energy. In this context it is logical that the addition of a roughness on the bottom reinforces the gain
induced by the channel by making the interactions with the ground all the more expensive. However,
it may seem somewhat counterintuitive that the depth of the source corresponding to the minimum
velocity in the water is not the optimal depth for the source in terms of average transmission losses
over the depth of the water. However it is worth noting that the choice made in equation 5.12 to
average transmission losses with depth is arbitrary. This choice was made because in most experiment
nothing indicates, a priori, that the receiver being used is at an optimum position for energy reception
(see the preferred zones in Figure 5.6). We can also study the in�uence of the SOFAR speed channel
on the minimum transmission losses as a function of range. In that case minimum TLs over depth are
computed for each range

TLmin (r ) = min
z2 [z1 ;z2 ]

TL(r; z )
r

: (5.15)

This allows for the calculation of the gain for each range induced by the SOFAR channel in terms
of minimum possible transmission losses
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� min (r ) = TLmin
homo(r ) � TLmin

Munk (r ) ; (5.16)

where �homo� refers to the case of a homogeneous water layer and �Munk� to the case of a Munk-
type sound speed channel. Finally, for each case studied, the average in�uence of the SOFAR channel
on minimum possible TLs can be de�ned:

� min =
�

d [� min (r )]
dr

�
: (5.17)

This factor is shown in Figure 5.12 as a function of seabed attenuation in six di�erent cases.

Figure 5.12 � In�uence � min of the SOFAR channel on minimum possible TLs as de�ned in equation (5.17). Six di�erent
con�gurations are compared. A polynomial �t function is shown for the case with source depth 2500 m. Note that the
scale is di�erent from that in Figure 5.11.

The observed values are higher than those shown in Figure 5.11, which were obtained by averaging
over the water layer. In terms of minimum possible TLs, the presence or absence of the SOFAR
channel can make a di�erence of up to 0.007 dB.km� 1, i.e. 7 dB over a 1000 km path, which is
signi�cant. The �channelizing� e�ect of the SOFAR channel now appears strongest when the depth of
the source is at the depth of the minimum sound speed in the ocean. In this con�guration the energy
is channeled around the channel axis (see Figure 5.17, left) in accordance with ray tracing.
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Analysis of the e�ect of the SOFAR channel on signal dispersion

Figure 5.13 � Average e�ective durations as a function of range as de�ned by equations (5.18) and (5.12) for the three
di�erent broadband sources considered. These quantities have been calculated in four di�erent con�gurations described
in the captions.

Let us now discuss the dispersion of time signals. Figure 5.13 shows the depth-averaged time dispersion,
de�ned in equation (5.6), between z1 = � 500 m et z2 = � 4500 m as a function of the distancer to
the axis. Three source frequencies and two types of oceans (homogeneous or Munk velocity pro�le)
are considered. Namely, the �gures shows

hT i(r ) =
1

(z1 � z2)

� z1

z2

T (r; z ) dz : (5.18)

This quantity is the same as that shown in Figure (5.7), but averaged over depth. As expected
from Figure 5.7 these images con�rm that, overall, the presence of a wave speed channel induces fewer
time dispersion, even in the case of a non-attenuating elastic seabed. The time spreading appears to
be more important in the case of low-frequency signals. This is illustrated in Figure 5.14, which shows
the average decrease of time dispersion due to the SOFAR channel. It is de�ned by

� (r ) = hT ihomo (r ) � hT i Munk (r ) ; (5.19)

where �homo� refers to the case of a homogeneous water layer and �Munk� refers to the case of a
Munk-type sound speed channel.
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Figure 5.14 � Average decrease of time dispersion due to the SOFAR channel in seconds as de�ned in equation (5.19).

The decrease of time dispersion evaluated as a function of range varies between 0.5 s and 1.5 s
over 500 km for the cases considered and is more important for non-attenuating seabeds. These values
correspond to an increase in travel time of 0.15 s to 0.45 s every 100 s in the water (not always linear),
which is signi�cantly lower than the values given by Ewing & Worzel [1948], for example, who reported
an increase of 1 s every 100 s but in almost perfect accordance with the calculations of Piserchia et al.
[1998] (their Figure 9). These di�erences may be due to di�erences in the seabed seismic properties
(De Groot-Hedlin [2004]), source depth (Piserchia et al. [1998]), or topography, and suggest that time
dispersion is particularly sensitive to the characteristics of the con�guration and may constitute an
interesting parameter to consider in the framework of an inverse problem.

5.2.3 Source below the seabed

5.2.3.1 Con�guration studied

In the case of T-waves, the source is not in the water layer but is a seismic event in the seabed. Let us
thus perform the same kind of study as in the previous subsection but for a seismic source, set below
the seabed. T-waves are excited from downslope conversion or from scattering on a rough seabed. In
this subsection the source depth isZs = 12 km (7 km below the seabed). The sea�oor can be either
dipping by an angle of � = 9 � over a length L = 30 km or can exhibit a roughness. In this case
we recall that it has a Gaussian height distribution function and a Gaussian autocovariance function,
with RMS height of 20 m and correlation length of 80 m respectively. The con�guration is described
in Figure 5.4. Contrary to the previous subsection, the rough area does not cover the whole model
but rather has a length of L = 30 km, and the sea�oor is �at beyond this range. The transmission
losses are set to 0 in the middle of the water layer at rangeL = 30 km. In the following, T-waves
generated from downslope conversion will be called �downslope� T-waves, while T-waves generated
from scattering by a rough seabed will be called �abyssal� T-waves.
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5.2.3.2 Increase of TLs induced by the SOFAR channel for T-waves

Figure 5.15 � Same as Figure 5.10 but for T-waves instead of explosions. Black dashed lines are the best linear �t for
each curve after range 100 km.

For both types of T-waves (downslope or abyssal) the gain in depth-averaged transmission losses�
induced by the SOFAR channel (as de�ned in equation (5.13)), is shown as a function of range in
Figure 5.15. It is noticeable that at the distances considered� is negative, which means that the
SOFAR channel has, on average, a �negative� e�ect on T-wave energy transmission. In other words,
the presence of the channel induces, on average, more transmission losses than in the homogeneous
case in this con�guration. After a given range (100 km here), downslope-converted T-waves do take
advantage of the SOFAR: � increases with a slope comparable to those obtained with a source in the
water layer. On the contrary, the absence of a SOFAR channel seems to always have a �positive�
e�ect on the T-wave created by scattering on a rough seabed. Hence negative and decreasing� (r )
are observed in this case. This means that the homogeneous sound speed pro�le is more e�cient
than the variable sound speed pro�le to transmit energy at long range for this type of source. This
observation can be explained by the di�erent modal structures obtained in the downslope and abyssal
cases. Abyssal T-waves are composed of higher-order modes whose depth function is more favorable
in the case of a homogeneous water layer. It is also possible to give an explanation from the point of
view of ray theory: since the rough sea�oor is located below the critical depth, no ray generated there
can end up channeled through the waveguide in this case, which may explain why the homogeneous
case may be more e�cient for energy transmission. It has to be reminded here that the di�erences in
terms of energy transmission at 500 km between the homogeneous and SOFAR con�gurations remain
quite low anyway.
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Decrease in time dispersion induced by the SOFAR channel for T-waves

Figure 5.16 � Average decrease of time dispersion due to the SOFAR channel in seconds as de�ned in equation (5.19).
Same as Figure 5.14 but for T-waves instead of explosions.

The average decrease� in terms of time dispersion due to the SOFAR channel, de�ned in equa-
tion (5.19), is shown in Figure 5.16 for the abyssal and downslope converted T-waves. In the downs-
lope case the increase observed with range is comparable to that obtained for an explosive source in
the water layer. This means that on average the presence of the SOFAR channel induces less time
dispersion on these T-waves. It is the opposite in the case of the abyssal T-wave. The presence of the
channel appears to lead to an overall increase in time dispersion. However, in this case no particular
trend is observed with increasing range.

Analysis of the e�ciency of the SOFAR channel in terms of T-wave energy channeling
as a function of viscoelastic attenuation

Figure 5.11 shows the mean slope� of the curves presented in Figure 5.15 (see equation (5.14)) as a
function of the viscoelastic attenuation of the seabed. In the case of T-waves, these slopes are calculated
from range 100 km from which the evolution is linear (see the gray curves in Figure 5.15). Figure 5.11
con�rms that after a given range (100 km here) downslope-converted T-waves take advantage of the
SOFAR channel in proportions comparable to signals resulting from explosions in water, and that
abyssal T-waves are of higher energy in the absence of a SOFAR channel, regardless of the seabed
attenuation value. These observations do not change when considering� min instead of � , that is to
say when considering the in�uence of the SOFAR speed channel on theminimum transmission losses
as a function of range (Figure 5.12).

Transmission loss depth pro�les

Examples of transmission loss pro�les versus depth in the water layer are shown in Figure 5.17. They
have been calculated at ranger = 480 km for four di�erent con�gurations and two di�erent sound
speed pro�les in the water layer. In all cases the sources have a dominant frequency of2:83 Hz and
the seabed is attenuating (� p = � s = 0 :25 dB.� at 2.83 Hz). In the case of an explosion at the depth
corresponding to the minimum sound speed in water (1300 m) the energy concentrates around that
depth. When the source is far from that depth, such as the one shown for an explosion at 3700 m,
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this is not the case anymore: the energy spreads in the whole water column. In the case of T-waves
(sub-�gures one the right-hand side) the observation is similar. Indeed, in that case, the source of
the excitation is not a point any more but rather covers an extended area that is not limited to the
minimum sound speed location in water.

Figure 5.17 � Examples of TLs pro�les at range r = 480 km. In all cases the sources used have a dominant frequency
og 2:83 Hz and the seabed is attenuating (� p = � s = 0 :25 dB.� at 2.83 Hz). Two di�erent velocity pro�les in the water
are considered (see Figure (5.4), right). Labels �No Munk� refer to the homogeneous water layer. Let us note that a
di�erent abscissa is used in the case of a T-wave generated by scattering on a rough seabed (right).

Time frequency structure of the signals, inverse time dispersion

Full waveform simulations in the time domain allow for a direct study of signals in the time-frequency
plane. It is then interesting to compare in this way the signals obtained for di�erent con�gurations as
well as the e�ect of the speed channel on spectrograms. A comparison between six signals recorded
at range 480 km and depth -2278 m is thus shown in Figure 5.18.
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Figure 5.18 � Comparison of di�erent acoustic signals in the time-frequency domain. Each signal has been recorded
at range 480 km and depth -2278 m. The source has a dominant frequency of2:83 Hz and the seabed is attenuating
(� p = � s = 0 :39 dB.� at 2.83 Hz). Left : Munk pro�le in the water. Right : Homogeneous water. From top to bottom:
explosion at depth 2500 m in an ocean with a variable velocity pro�le, downslope-generated T-wave ( Zs = 12000 m,
slope described in the text), abyssal T-wave (Zs = 12000 m, rough seabed described in the text). For all sub-�gures:

(a) Vertical particle velocity (arbitrary velocity unit) (b) Power Spectral Density (in dB) as a function of time and
frequency.

For each case the source has a dominant frequency of2:83 Hz and the seabed is attenuating
(� p = � s = 0 :39 dB.� at 2.83 Hz). The two signals at the top of the �gure were generated by
an explosive source at depthZs = 2500 m for a �at ocean with and without a SOFAR channel,
respectively. For comparison, the two signals in the middle of the �gure are T-phases generated by
downslope conversion at the slope described above for the two velocity pro�les in the water studied.
Finally, the two lower �gures correspond to abyssal T-phases generated by scattering on a rough
seabed. Let us �rst notice that the presence or absence of a SOFAR sound speed channel does
not induce signi�cant qualitative di�erences between the signals recorded at the position considered.
Besides, important di�erences can be noted between the di�erent con�gurations. In the case of an
underwater explosion, the arrival is impulsive and followed by a tail composed of several dispersive
modes (normal dispersion). As already mentioned, the signal generated in the presence of a variable
sound speed pro�le is relatively shorter in duration than the one generated for a homogeneous ocean.
The case of a downslope-generated T-wave is however signi�cantly di�erent. The wave packet has a
more complex structure, and although the �rst arrivals exhibit normal dispersion the second part of
the signals shows a characteristic inverse dispersion. Such structural di�erences between explosions
and T-waves have been reported by Talandier & Okal [2016], who showed that these characteristics
in the time-frequency plane constitute a robust means to di�erentiate the two phenomena. However,
the authors found no explanation for these di�erences.

It is important to remember that the guided waves that can exist in the water layer are exactly the
same regardless of their source. Only the modal content changes, i.e. which modes are excited. Thus,
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arrivals with inverse dispersion are made of the same modes as those with normal dispersion. Let us
propose a tentative explanation: we simplify the model by placing ourselves in the case of a perfect
iso-velocity waveguide of thicknessH and of sound speedc (see e.g. Jensen et al. [2011] p. 344-349).
In that case a mode of orderm 2 J1; 1 J can propagate if and only if the following relationship is
veri�ed:

Hf >
c
2

�
m �

1
2

�
; (5.20)

where f is the incident frequency. Let us then assume that the depth increases with range. A given
mode m will therefore be generated at a larger or smaller distance depending on the frequency of the
incident wave. The lower the frequency the lower it will be generated on the slope, the higher the
frequency the higher it will be generated. Assuming that the wave illuminates the entire slope at the
same time the mode considered will be simultaneously generated at high frequency at the top and at
low frequency at the bottom. As the mode then travels at the same group speed it will never recover
the delay. Hence for all modes the low frequencies will precede the high frequencies throughout the
propagation, resulting in reverse dispersion.

The case of abyssal T-waves, generated by scattering on a rough sea�oor, is also quite di�erent.
The signals obtained are even more complex and of much longer duration. They also exhibit signi�cant
frequency variations over time. Real T-waves are most likely a mixture of these two idealized cases. In
the con�guration chosen we can notice that the simulated amplitudes are clearly lower in the abyssal
case than in the case of downslope conversion, in spite of the fact that the source was identical. This
suggests that downslope conversion is largely predominant over abyssal conversion for this rather hard
and steep seabed. The opposite scenario is typically expected for a gently sloping, sediment covered
sea�oor (De Groot-Hedlin & Orcutt [1999, 2001a]).

5.2.4 Conclusions

In this section we �rst studied acoustic energy transmission from an explosion in a waveguide. When
increasing the frequency, the energy from the explosion appears to get closer to the caustics predicted
by ray tracing but without impeding the propagation in shadow zones beyond them. Maximum
di�erences of approximately 4-8 dB are predicted between neighboring caustics and shadow zones in
the case of a source with a dominant frequency off 0 = 5 :66 Hz. However these observations hold only
in the case of broadband sources and not in the monochromatic case, in which the energy does not
seem to get closer to the caustics predicted by ray tracing when increasing the frequency. This feature
illustrates the interest of computing broadband transmission losses in addition to monochromatic ones.

We then investigated numerically the in�uence of the SOFAR channel on energy transmission and
time dispersion. In most cases, although the signals look very similar we noticed that the signal
recorded in the presence of a Munk sound speed pro�le was slightly more impulsive and therefore of
shorter duration than the signal recorded in the case of a homogeneous water layer. In general, time
dispersion is seen to be particularly sensitive to the con�guration studied and might constitute an
interesting parameter to monitor in the context of an inverse problem. Besides, if the seabed is non-
attenuating the SOFAR channel has no visible e�ect on depth-averaged energy transmission. When
introducing viscoelasticity in the seabed, the presence of the SOFAR channel generates a noticeable
gain. That gain was however remarkably low in the con�gurations that we considered, not exceeding
0.002 dB.km� 1. The frequency of the simulated waves had little in�uence on these conclusions. There
is a good chance, however, that the reality is quite di�erent. As the frequency increases, the guided
waves will interact more with super�cial layers which, in practice, will exhibit lower wave speeds,
stronger attenuation and greater apparent roughness. However, it is interesting to note that the
model, which seems a priori realistic, of a �at and homogeneous seabed (� = 2200 kg.m� 3, Vp = 3700
m.s� 1, Vs = 1700 m.s� 1) with attenuation of the order of one tenth of dB per wavelength sometimes
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seems inadequate to describe the propagation of guided waves, even at the frequencies considered (<
8 Hz). Indeed, this simpli�ed model, makes the presence of the SOFAR channel incidental for the
propagation of energy. However some studies (e.g. Ewing & Worzel [1948]) show that, on the contrary,
it is sometimes di�cult in practice to record a re�ected signal over a few hundred kilometers. It is also
true that other works (e.g. Stephen et al. [2009, 2013]) document re�ected signals clearly recorded at
several thousand kilometers. Our work suggests that the di�erence between these datasets is to be
found in the surface layer structure of the seabed rather than in the ocean.

Downslope and abyssal T-waves were also simulated in this section. At the distances considered
the SOFAR channel has, on average, a negative e�ect on T-wave energy transmission. After a given
range however (100 km here), downslope-converted T-waves take advantage of the SOFAR channel
in proportions comparable to signals resulting from explosions. On the contrary, abyssal T-waves
simulated are more powerful in the absence of a SOFAR channel, regardless of the seabed attenuation
value. Explosions and T-waves were also compared in the time-frequency plane. Such an analysis re-
vealed in particular that downslope-generated T-waves and explosions exhibited structural di�erences,
as reported by Talandier & Okal [2016] who showed that the dispersion characteristics constitute a
robust means to di�erentiate the two phenomena. A simple explanation for this unusual dispersion
has been suggested based on modal analysis.

This section allows for better understanding of some of the results presented in Lin et al. [2014] for
example. The authors showed regional T-waves recorded (at 250 km) by an ocean-bottom seismometer.
This observation was presented as surprising because the instrument was located �outside of the
SOFAR channel�. In this section we showed that the SOFAR channel is not a necessary condition for
T-waves generation, all the more so at regional distances. The authors then built a model based on
ray tracing but without considering sea-bottom attenuation; however we showed that such an omission
implies almost perfect energy conservation over long distance.

Note also that in the case of the abyssal T-wave we meshed a rough seabed. This was not a
problem because the roughness was not too severe. However, in future work it would be interesting
to avoid having to explicitly mesh the sea-bottom roughness. The work of Capdeville et al. [2015]
has shown that in the case of elastic geophysical models it is possible to resort to homogenization
("upscaling") techniques to avoid having to create a very complex and very dense mesh honoring the
�ner structures of the model. How this could be extended to the case of a �uid-solid interface would
thus be of interest.
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Chapter 6
On geoacoustic Doppler spectroscopy and cargo
ships

In this chapter, we present and validate a numerical method based on time-domain spectral elements
for full-wave propagation problems with moving acoustic sources. We then apply it to geo-acoustic
Doppler spectroscopy of marine sediments. We �nally propose a new mechanism of T-wave generation
together with an alternative explanation to the waves observed by Evers et al. [2014] both at sea and
in the atmosphere following a 2004 earthquake in the Macquarie Ridge.

6.1 Sediment sounding with �ying vehicles

This section seems not to be quite on tracks with the T-waves topic and indeed it is not really, but was
initially. When Oleg Godin came to LMA as a visiting researcher, he suggested modeling earthquakes
as moving sources in elastic media in order to explain the T-waves and infrasound waves described
by Evers et al. [2014] and discussed in next section. Inconclusive results led us to abandon the initial
project, but the tools had been validated and included in the o�cial SPECFEM2D code. Thus, a new
study using these tools appeared interesting to us after reading Buckingham [2003]; Buckingham &
Giddens [2006]; Buckingham [2010]; Bevans & Buckingham [2017].

6.1.1 Introduction

It has been known for many years that the sound from large aircrafts is detectable beneath the ocean
surface (Urick [1972]; Medwin et al. [1973]; Richardson et al. [2013]). However, to our knowledge, the
idea of using the sound generated by an aircraft �ying over the sea to study the seabed appears for
the �rst time in Buckingham et al. [2002a,b]. The authors showed that the sound from the propeller
was detected not only at a microphone in the air and at hydrophones below the sea surface but also
at an instrument buried about 1 m deep in the sediment. This result allowed them to estimate the
local sound velocity in the sediment, water and atmosphere from the Doppler shifts due to the motion
of the aircraft. The theoretical advances that followed (Buckingham [2003]; Buckingham & Giddens
[2006]) provided a deeper understanding of the physics behind the Doppler-shifted �eld in the channel
and the sediments. This work opened the door to inversion of the Doppler-shifted modes associated
with each harmonic in order to estimate the sound speed in the sediment as well as other geoacoustic
parameters (shear speed, porosity, density and grain size), even using only receivers moored in the
water. Conveniently for such inversion purposes, the sound of light aircrafts appears to contain low
frequency harmonics (down to � 80 Hz), the intensity of which varies only weakly throughout the
angular range (Buckingham et al. [2006]). This unusual acoustic inversion technique is known as
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geoacoustic Doppler spectroscopy (Buckingham [2010]).
More recently, Bevans & Buckingham [2017] presented an original technique using a low-�ying

light helicopter and an inversion procedure using the coherence function of the head-wave generated
at the ocean-sediment interface. The sound produced by the rotors has a broad frequency bandwidth
rich in low frequencies (down to about 13 Hz and up to 2.5 kHz), which gives it a greater potential as
a low-frequency sound source than the propeller noise of an aircraft. In addition, the new inversion
technique is more e�cient than the one presented in Buckingham et al. [2002a,b]. It is based on a
two-point measurement using a pair of hydrophones located in the water. Provided that the source
is at a suitable range from the receivers, a head-wave generated at the ocean-sediment interface can
be detected. Theoretically, one can de�ne the horizontal coherence function for this wave whose real
and imaginary parts are sinusoidal functions of frequency. Assuming that the distance between the
hydrophones is known, these curves only depend on the sound speed in the sediments. By matching
the zeros in the analytical expression for the horizontal coherence function and the corresponding
zeros in the coherence data, one can then recover the sediment sound speed. Because it uses the entire
frequency spectrum, this method seems more suitable for noisy environments. Moreover, it does not
require the receivers to be buried in the sediments, which is more convenient from a practical point
of view.

The sound speed values measured by Bevans & Buckingham [2017] near Scripps Pier in San Diego,
California, USA, are of 1682:42 � 16:20 m.s� 1. The objective of this chapter is to investigate the
e�ect of variable sound velocity in the seabed on such experiments using numerical modeling based
on our spectral-element method in the time domain. The con�gurations studied in this section are
intrinsically 3-D. However, the frequencies considered currently do not allow for such simulations to
be performed. In the case of moving sources, it is also not possible to resort to an axisymmetric
implementation because the moving source breaks the symmetry of the problem (because it moves it
does not remain on the symmetry axis). We will, therefore, adopt a 2-D Cartesian model, keeping in
mind that this is a limiting assumption.

6.1.2 Spectral-element implementation of moving sources in the time domain

Let us consider a �uid medium 
 f in the Cartesian 2-D case. In the following,x = ( x; z) denotes the
position vector and a dot over a symbol denotes time di�erentiation. The time-dependent pressure
perturbation in the �uid is written P(x ; t). A pressure point-source is considered at a positionx s(t)
that depends on time. As shown in Chapter 3 the wave equation (3.1) in a spatially-heterogeneous
�uid can be obtained for a scalar potential de�ned as •� = � P and can be written in its strong form
as

1
�

•� = r �
�

r �
�

�
+

1
�

S(t)� x s (t ) ; (6.1)

where� (x ) is the distribution of density, � (x ) is the adiabatic bulk modulus of the �uid, and S(t) is
the source time function. We recall that this formulation is more convenient from a numerical point of
view than directly using pressure because that allows for numerical �uid-solid coupling based on a non-
iterative scheme (see Everstine [1981] and Chaljub & Valette [2004] in the context of spectral-element
techniques). Let us note here that the approach would apply equally well to elastic or viscoelastic
media.

In the spectral-element formulation, a weak form of equation (6.1) is obtained by dotting the wave
equation (3.8) with a scalar test function x 7! w(x ) and integrating by parts over the model volume:
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1
�

•� d2x = �
�


 f

1
�

r w � r � d2x +
�

�

1
�

wn � _u d� +
1

� (x s(t))
w(x s(t))S(t) ; (6.2)

where � refers to the boundaries with normal n (x ); and u(x ; t) refers to the displacement �eld.
This equation must hold for any test function. The model 
 f is subdivided into a number of non-
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overlapping quadrangular elements
 e , e = 1 ; : : : ; ne, such that 
 f =
S ne

e=1 
 e. The integrals in the
weak form (6.2) are then split into integrals over the elements, in turn expressed as integrals over
2-D and 1-D reference elements� = [ � 1; 1] � [� 1; 1] and [� 1; 1] thanks to an invertible mapping
between global coordinates(x; z) and reference local coordinates(�; � ). In the classical spectral-
element method, integrals along� and � are computed based upon Gauss-Lobatto-Legendre (GLL)
quadrature. The integral of a function is expressed as a weighted sum of the values of the function at
N speci�ed collocation points called GLL points (containing � 1 and 1). The N GLL points along �
will be noted � i , and those along� will be noted � i , the basis functions being� 7! ` i (� ) or � 7! ` i (� ).
Any function f : (�; � ) 7! f (�; � ) on � can be decomposed based on its values at the GLL points,

f (�; � ) �
NX

i;j =0

f (� i ; � j )` i (� )` j (� ) : (6.3)

In the case of a moving source the application point of the source changes over time, which in
practice results in the following procedure: at each time step the element now carrying the source is
located and its coordinates(� s; � s) in the reference element are computed. The contribution of the
source at each GLL point (� i ; � j ) with i; j 2 J0; N Kis then computed based on (6.3) and is added to
the local second time derivative of the potential •� (� i ; � j ).

6.1.3 Moving source in a perfect waveguide, validation of the implementation

Figure 6.1 � The perfect waveguide setting. The �eld is recorded at the receiver position represented by green squares.
The �gure is not at scale.

In order to validate our implementation let us study the case of a moving source in a perfect �uid
waveguide described in Figure (6.1). This problem has a simple analytical solution that we will �rst
recall. Let us thus consider a homogeneous �uid layer of thicknessH and sound velocity c containing
a source at depthzs emitting a pressure signalS(t) while moving horizontally with speed V = Mc.
The factor M is the Mach number of the source. The pressure �eldP(x ; t) = P(x; z; t ) veri�es the
following inhomogeneous wave equation:

r 2P(x; t) �
1
c2 @2

t P(x; t) = S(t)� (x � V t)� (z � zs) : (6.4)

In the Fourier domain this equation reads

r 2P(x; ! ) +
! 2

c2 P(x; ! ) =
� (z � zs)

2�V
S(

x
V

)ei ! x
V : (6.5)

Let us now suppose that the source has harmonic time dependence with pulsation! 0, so that

S(t) = S0 cos(! 0t) =
S0

2
(exp(� i ! 0t) + exp( i ! 0t)) : (6.6)

Let us note here that only the contribution S0
2 exp(� i ! 0t) eventually leads to physical results, and

thus the details of the calculation will only be given for this source term. From now on the pressure
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�eld created by this term will therefore be assimilated to the total pressure �eld and denoted P. One
then gets the (inhomogeneous) equation

r 2P(x; ! ) +
! 2

c2 P(x; ! ) =
� (z)
4�V

S0 exp
�

i [! � ! 0]
x
V

�
: (6.7)

Let us �rst consider the homogeneous equation. It may be written as:

@2P0

@x2
(x ; ! ) +

@2P0

@z2
(x ; ! ) =

! 2

c2 P0(x ; ! ) : (6.8)

Separating the variables asP0(x ; ! ) = X (x; ! )Z (z; ! ) yields the two independent equations
(

@2Z
@z2 + k2

dZ = 0
@2X
@x2 +

h� !
c

� 2 � k2
d

i
X = 0

: (6.9)

From the �rst equation, taking into account the pressure release conditions atz = 0 and z = H
one obtainsZ (z; ! ) = A(! ) sin(kdz) with

kd = �
m�
H

m = 1 ; 2; 3; etc. (6.10)

This equation is important because it shows that only a discrete number of modes can propagate
in the model considered. In the following we will note kdm = kd. For the second equation we
set k2

0m =
� !

c

� 2 � k2
dm , and considering only the waves traveling towards the positivex we get the

solutions
X (x; ! ) = B (! ) exp(� i k0m x) : (6.11)

The choice of considering only the waves traveling in the positivex-direction will be justi�ed
afterwards. Combining the di�erent parts we get the solution of the homogeneous equation:

P0(x ; ! ) = C(! ) sin(kdz) exp(� i k0m x) : (6.12)

This is the general form of any mode able to propagate in the waveguide. Each mode has a
characteristic phase velocitycpm = !

k0m
that can be written

cpm (! ) =
c

q
1 �

� m�c
H!

� 2
; (6.13)

and a group velocity cgm = d!
dk0m

=
h

dk0m
d!

i � 1
that in the case considered may be expressed

cgm =
c

cpm
: (6.14)

It is important to emphasize that no other possible combination of velocities and frequencies than
those allowed by equations (6.13) and (6.14) is possible in the waveguide considered, regardless of the
source creating the vibrations. To �nd the relations between the source velocity, its frequency and the
modes that are generated, one then has to look for particular solutions to equation (6.7). Supposing
that

P(x; z; ! ) = g(z) exp
�

i [! � ! 0]
x
V

�
; (6.15)

one obtains

@2
z g(z) +

2

6
6
4

! 2

c2 �
(! � ! 0)2

V 2
| {z }

k?2

3

7
7
5 g(z) =

� (z � zs)
4�V

S0 (6.16)
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which is a classical inhomogeneous Helmholtz equation. From this equation it can be veri�ed that
the derivatives of g must have a discontinuity at z = zs, while g has to be continuous. Namely:

8
<

:
@zg(z+

s ) � @zg(z�
s ) =

S0

4�V
g(z+

s ) � g(z�
s ) = 0

; (6.17)

considering the subsonic (V < c) casek?2 � 0, which entails
! 0

1 + M
� ! �

! 0

1 � M
. The boundary

conditions (6.17) yields

8
>><

>>:

g(z) =
S0

4�V
sin (k?(zs � H )) sin (k?z)

k? sin (k?H )
if z < z s

g(z) =
S0

4�V
sin (k?zs) sin (k?(z � H ))

k? sin (k?H )
if z > z s

; (6.18)

which gives the pressure �eld in the Fourier domain

8
>><

>>:

P(x ; ! ) =
S0

4�V
sin (k?(zs � H )) sin (k?z)

k? sin (k?H )
exp i (! � ! 0 )x

V if z < z s

P(x ; ! ) =
S0

4�V
sin (k?zs) sin (k?(z � H ))

k? sin (k?H )
exp i (! � ! 0 )x

V if z > z s

: (6.19)

Getting back to the time domain one obtains an equation of this kind

P(x ; ! ) =
S0

4�V

� + 1

�1

A(! )
I (! )

expi
�

(! � ! 0)
V

x � !t
�

d! if z > z s ; (6.20)

which describes a continuous sum of phases traveling at (phase) speed

vp =
!V

! � ! 0
: (6.21)

Among these phases, the residue theorem will only select the (propagative) modes corresponding
to the poles of the integrand I (! ).

Res(P(x ; ! ); ! i ) = lim
! ! ! i

P(x ; ! )( ! � ! i ) (6.22)

The dispersion equationsin (k?H ) = 0 has an in�nite number of solutions that can be written

k?�
n =

! 0

(M 2 � 1) c

2

4 � 1 � M

s

1 � (1 � M 2)
�

�nc
! 0H

� 2
3

5 : (6.23)

Using frequencies instead of circular frequencies by notingf 0 =
! 0

2�
, f �

n =
! n

2�
=

ck?�
n

2�
and

Fn =
p

1 � M 2 nc
2H

, one can obtain

f �
n =

F
(1 � M 2)

"

1 � M

s

1 �
F 2

n

f 2
0

#

: (6.24)

The phase velocities of these modes are

v�
pn =

f �
n V

f �
n � f 0

; (6.25)

and their wavenumbers are
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k�
n =

2�f �
n

v�
pn

: (6.26)

One can obtain their group velocitiesc�
gn by use of formula (6.14) using the phase velocity (6.25).

Examples of dispersion curves calculated forc = 1500 m.s� 1, H = 150 m and sources moving at three
di�erent Mach numbers are shown in Figure 6.2.

Figure 6.2 � Examples of dispersion curves calculated for c = 1500 m.s� 1 , H = 150 m and sources moving at three
di�erent Mach number indicated at the top of each sub-�gure. The dashed lines indicate the source speed. The color gives
the frequency of the modes created with respect to the frequency of the source. Black: f n = f 0 , blue: f n � f 0 = � 20Hz
and smaller, red: f n � f 0 = 40Hz and higher. The vertical dotted line in the �gure on the right-hand side indicated the
source frequency chosen for the benchmark.

When the source is not moving (case shown in the left sub-�gure) it creates modes having the
same frequency as the source and traveling in both directions symmetrically. When a moving source
is considered instead, the symmetry is broken. Typically, high-frequency modes are created in front
of the source while low-frequency modes are created behind. In order to validate our implementation
let us consider a monochromatic source at7 Hz moving with Mach number M = 0 :833. This case is
indicated by a dotted line in Figure 6.2. As can be seen, the theory then predicts the excitation of
one mode traveling in the opposite direction (negative group velocity) and of slightly lower frequency
than the source, while three modes are expected in the direction of the source motion. Details of the
modal content expected are summarized in Table 6.1.

n f +
n in Hz f �

n in Hz c+
gn in m.s� 1 c�

gn in m.s� 1

1 40.449 5.3693 1488.5 -546.68
2 34.622 11.196 1436.1 674.63

Table 6.1 � Details of the modes generated in the case of a monochromatic source at7 Hz moving with Mach number
M = 0 :833 in a water waveguide of thickness 150 m.

Let us now compare these theoretical results with those from our spectral-element technique for
that setting. A �uid layer is set with compressional wave velocity c = 1500 m.s� 1 and density � = 1000
kg.m� 3. As previously, we setz = 0 m at the �uid surface. The source moves horizontally at depth
zs = � 53:5 m, with speed V = Mc = 1250 m.s� 1corresponding to a Mach numberM = 0 :833. It has
a source time function de�ned by

s(t) =

(
A
2 (1 � cos (� �t ) sin (2�f 0t)) if 0 < t < 2

�
0 otherwise

; (6.27)

where A is the maximum amplitude of the source, f 0 is the dominant frequency of the source
signal, and � is its bandwidth. We set the dominant frequency at f 0 = 7 Hz. In order to generate
almost monochromatic signals a small bandwidth� = 0 :2 Hz is chosen. The wave�eld is computed
up to a range of 17 km in both directions, the energy coming out of this box being absorbed by PMLs.
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The mesh is composed of3200� 20 = 64; 000 spectral elements whose polynomial degree isN = 4 .
The total number of unique GLL in the mesh is (3200N + 1) � (20N + 1) = 1 ; 036; 881. This mesh
can resolve frequencies up to approximately60 Hz. We select a time step� t = 0 :4 ms and simulate
a total of 262; 144 time steps, i.e. � 105 s. The pressure time series and spectrograms recorded at
position x; z = ( � 15500m, � 135 m), which is in front of the source, and at position x; z = (15500
m, � 135 m) which is behind the source, are shown in Figure 6.3 and are compared with the expected
arrival times and frequencies of the modes. These two receivers are labeledR+ and R� respectively
in Figure 6.1.

Figure 6.3 � Comparison of the theoretical frequencies and arrival times of the maximum amplitude of the modes
(horizontal and vertical lines) with the signals simulated numerical based upon the spectral-element method. The dotted
lines refer to the � � � modes (see equation (6.24)) while the dashed lines refer to the �+ � modes. The blue lines are for �rst
mode (n = 1 ) and the orange lines are for mode numbern = 2 . For both sub-�gures: (a) Pressure seismogram (arbitrary
pressure unit). Although arbitrary, the amplitude of the synthetic signals can be compared because the arbitrary scaling
is the same in the linear wave equation. (b) Power Spectral Density (in dB) as a function of time and frequency.

The receiver position has been chosen so that all the modes predicted can be observed. The
frequency of the mode simulated is in excellent agreement with the theoretical one. To estimate the
theoretical arrival times for each mode, two additional receivers were located at horizontal distance
5000 m from the receiver mentioned above. They are labeledR

0

+ and R
0

� in Figure 6.1. At these
positions each mode has been band-pass �ltered and the arrival time of its maximum amplitude was
used at a reference to predict its arrival time 5000 m further away, based on the group velocities
calculated (see Table 6.1). The behavior of the modes in the time domain also appears to be in
agreement with our calculations.

In order to check the validity of our implementation for a wider frequency range, we perform the
same simulation using a broadband source instead of an almost monochromatic source. The dominant
frequency is still f 0 = 7 Hz but a bandwidth � = 8 :0 Hz is now chosen. The pressure time series and
spectrograms recorded at the receiversR+ and R� , which are respectively in front and behind the
source, are shown in Figure 6.4 and are compared with the expected arrival times and frequencies of
the modes.

Due to the still limited bandwidth, not all the modes are generated; however those that are
generated �t the theoretical dispersion curves in the time-frequency plane very well. Note the presence
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Figure 6.4 � Comparison of the theoretical frequencies and arrival times of the maximum amplitude of the modes (black
dots) with the simulated signals. For both sub-�gures: (a) Pressure seismogram (arbitrary pressure unit). Although
arbitrary, the amplitude of the synthetic signals can be compared because the arbitrary scaling is the same in the linear
wave equation. (b) Power Spectral Density (in dB) as a function of time and frequency.

of modes �traveling� at zero speed and making the time signal in�nitely long. A very good match
is found between the spectral-element results and the analytical solution, both in terms of frequency
and of group speed, thus validating our technique for this benchmark case.

6.1.4 Estimating the sound speed of a shallow-water marine sediment with Doppler
spectroscopy. In�uence of the shear wave velocity in the seabed

Figure 6.5 � Setting of the study. The �eld is recorded at the receiver positions indicated by green squares. The �gure
is not at scale.

Let us apply the technique presented above to a setting similar to the one studied by Buckingham
et al. [2002a,b]. The model is composed of three layers: a sedimentary layer, a water layer and an
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air layer. It is shown in Figure 6.5. The water layer is H = 20 m thick and has density � w = 1000
kg.m� 3 and compressional wave speedcw = 1500 m.s� 1. The air has density � a = 1 :225 kg.m� 3

and compressional wave speedca = 320 m.s� 1. The sediment has density� s = 2000 kg.m� 3 and
compressional wave speedcs = 1685 m.s� 1. An acoustic source moves in the airZs = 8 m above the
sea surface at a speed ofV = 60 m.s� 1, which corresponds to a Mach number ofM = V

ca
� 0:188.

As suggested by Buckingham et al. [2002b] the pressure signal emitted is composed of a fundamental
sinusoidal tone at 83.3 Hz with four harmonics at multiples of the fundamental tone and of decreasing
amplitude. In order to ensure zero initial conditions the time series is multiplied by a Tukey window.
The resulting source signal, shown in Figure 6.6 is supposed to model the noise produced by a light
propeller-driven aircraft.

Figure 6.6 � Source used for the simulation. Left : Pressure with respect to time. Right : Power Spectral Density of
the source signal.

The aircraft starts at position x0 = � 60 m and emits for approximately 2:11 s, during which it
moves to x = 66:6 m, �ying over the three receivers Rs, Rw and Ra shown in Figure 6.5, which are
located at position x = 0 m at depths za = 2 m, zw = � 19:5 m and zs = � 21:0 m respectively.
The spectral-element mesh is composed of� 2:0 million elements whose polynomial degree isN = 4 .
The total number of unique GLL in the mesh is approximately 32:6 millions. 99.99% of the acoustic
elements have at least 8 grid points per pressure wavelength in the �uid at the minimum wavelength
expected due to the Doppler shift. We select a time step� t = 3 :25 � 10� 6 s based on the stability
and accuracy conditions of the explicit, conditionally-stable time scheme, and simulate a total of
0.65 million time steps, i.e. � 2.11 s. The energy coming out of the domain under study, shown
in Figure 6.5, is absorbed by PML absorbing layers. Frequencies up to ~800 Hz are resolved. The
simulation performed took approximately one hour on 480 processor cores of a parallel supercomputer
equipped with Intel ® Xeon® E5-2690 v3 processors. Figure 6.7 shows the seismograms simulated in
the air, water and sediments, and a comparison with the expected Doppler shifts.
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Figure 6.7 � Signal recorded at the three receivers Ra (left), Rw (middle) and Rs (right) shown in Figure 6.5. For each
sub-�gure: (a) Pressure seismogram (arbitrary pressure unit). Although arbitrary, the amplitude of the synthetic signals
can be compared because the arbitrary scaling is the same in the linear wave equation. (b) Power Spectral Density (in
dB) as a function of time and frequency. The black dashed lines refer to the frequencies of the harmonics emitted by the
source. The blue curves represent the theoretical Doppler shifts expected, which are given by equation (6.28).

In the case studied, (described in Figure 6.5) geometrical ray theory predicts that a given harmonic
of frequencyf emitted by the source is received at a given receiver with the time dependent Doppler
shifted frequency

f D (t) =
f

1 � M 2
?

"

1 �
M ?V t

p
(V t)2 + (1 � M 2

? )Z 2
s

#

; (6.28)

wherec? is the velocity of the medium containing the receiver considered,M ? = V
c?

and t = 0 when
the source is atx = 0 (see Buckingham et al. [2002b]). This expression was used as a reference (blue
curves) in Figure 6.7. Although the relationship (6.28) is based on geometrical ray theory, we see that
it predicts quite well the spectrograms simulated with our full-wave method. It is worth noting that
Buckingham & Giddens [2006] derived an exact full-wave solution for this problem in order to improve
Doppler spectroscopy inversion.

We have then tested the sensitivity of these results to the addition of a shear wave speed of 400
m.s� 1 in the seabed. However this had no visible e�ect on the spectrograms obtained, which will
therefore not be shown. This suggests that this information can not be recovered directly with this
method but only indirectly from the measured P-wave velocity (as suggested by Buckingham [2010]).
It can be explained by the fact that there is only a weakP ! S conversion generated at the interface
in this case.

We thus chose to resort to acoustic media and performed sensitivity analyses to assess the in�uence
of a strong velocity gradient in the sediment. At the sea �oor depth, the sound speed is still 1685
m.s� 1 but it now increases linearly with depth by 50 m.s� 1 every meter. The spectrograms obtained
are shown in Figure 6.8.
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Figure 6.8 � Same than Figure 6.7 in the case of a signi�cant gradient in the seabed.

In this case as well, the e�ect on the spectrograms is rather small, the Doppler shifted harmonics
are the same or almost the same, which is expected from the relation (6.28). Some di�erences can
nonetheless be noted, especially for the signal recorded in the water, which appears noisier.

6.1.5 Conclusions and perspectives

We have presented and validated a numerical method based on time-domain spectral elements for
the solution of full-wave propagation problems with moving acoustic sources. Our calculations have
included viscoelastic ocean bottoms and we have used PML absorbing layers to e�ciently absorb the
outgoing wave�eld. The method has been applied to the calculation of the full wave�eld produced by
a light aircraft �ying above the ocean. This con�guration, presented by Buckingham et al. [2002b],
allows for the estimation of the compressional wave velocity in the sediments. In addition, the e�ect
of the introduction of a shear wave speed or of a strong sound speed gradient in the sediment has been
investigated. The results obtained prove not to be very sensitive to these modi�cations. Nevertheless,
the addition of a sound speed gradient in the sediment is seen to slightly a�ect the signal recorded in
the water, which appears noisier in this case.

Regarding the assessment of marine sediment velocity, and aside from the head-wave method
presented by Bevans & Buckingham [2017], it should be noted that it would probably be more e�cient
to use a horizontal array of about 20 meters immersed in water (64 hydrophones would be su�cient
for the frequencies considered) and to use it to perform a F-K transform. Indeed, the dispersion curves
obtained would not depend on the excitation source, which would then allow for iterative �tting with
theoretical curves using a Bayesian algorithm for example. Even better, in order to avoid setting
receivers in the water or in the sediment it would be interesting to study the �eld recorded at the
level of the �ying vehicle or a few tens of meters behind it in order to avoid direct arrivals as much as
possible. Like aircrafts towing advertising banners over beaches, one could imagine a light plane or a
helicopter towing a very sensitive microphone that would be used to map marine sediments in shallow
water. The study of the �eld recorded by such an instrument should make it possible to perform a
feasibility study of this kind of experiments. Of course, as the signal will have to cross the sea surface
twice, extremely low signal-to-noise ratios are to be expected. Hopefully, the source signal would be
known with precision and could be subtracted. Moreover, as shown by Bevans & Buckingham [2017]
a light helicopter can produce low-frequency sound (�rst main rotor harmonic at 13 Hz in the case
that they considered). This property can potentially allow one to take advantage of the abnormal



158 CHAPTER 6. ON GEOACOUSTIC DOPPLER SPECTROSCOPY AND CARGO SHIPS

transparency of the water surface (Godin [2006, 2008a,b]) in the case of a low-altitude �ight above
shallow water. All the numerical tools are ready for a study of the feasibility of such a method in
future work.

6.2 Generation of T-waves and of atmospheric infrasounds by di�rac-
tion from a cargo ship

Although the results presented in this section are perfectly correct, it later appeared that
they were corresponding to a somewhat pathological case. The chosen characteristics are
not realistic. The density of the boat is too high. Moreover, the Cartesian geometry
used results in a simulated boat being in�nitely long in one direction. Subsequent tests
have shown that the T-waves generated from a cargo ship in more realistic con�gurations
are actually very low.

In this section we propose a new mechanism of T-wave generation together with an alternative
explanation to the waves observed by Evers et al. [2014] both at sea and in the atmosphere following
a 2004 earthquake in the Macquarie Ridge.

To date in the literature there are �ve main documented modes of T-wave generation:

ˆ Generation of T-waves in the form of Airy waves by a source situated close to the seabed.

ˆ Downslope conversion by multiple re�ections over a sloping sea bottom

ˆ Generation by scattering or re�ection on a rough seabed

ˆ Generation by scattering or re�ection on a rough sea surface

ˆ Generation by scattering or re�ection on the ice cap at the highest latitudes.

We propose a new possible generation mechanism of T-waves from the di�raction of acoustic waves
by a cargo ship. The e�ciency of this process is to be evaluated in comparison with downslope
conversion. In the presence of such a di�raction point, acoustic waves can also be generated in the
atmosphere. In order to also investigate this phenomenon, the atmosphere will be included in the
following simulations. It should be noted that the study of infrasound in the atmosphere, caused
by meteorites or large earthquakes for instance, is a large �eld of study in itself and is the subject
of numerous publications (see e.g. Hedlin et al. [2010]; Astafyeva et al. [2011]; Brown et al. [2013];
Brissaud et al. [2016]; Gainville et al. [2017] and reference therein).

Figure 6.9 � Left : this picture summarizes the simulations performed in this section. The ocean depth is H = 4000 m.
The sea�oor can also be dipping above the earthquake by an angle of � = 12 � over a length L = 6 km. Right : Sound
speed pro�le in the atmosphere used.
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The number of container ships and other giant tankers has soared since the 1990s (Tournadre
[2014]). There are now tens of thousands of them sailing the seas of the globe. The largest are
up to 400 m long. At the time of the annual review 2017 on maritime transport of the United
Nations Conference on Trade and Development UNCTAD [2017] (p. 32) the commercial world �eet
counted 93,161 vessels with an average tonnage of 24,062 dead-weigth tons. This corresponds to ships
measuring between 120 and 150 m, which is the size of a wavelength in water at 10 Hz and can therefore
potentially di�ract waves of comparable frequency and generate guided waves in the water and/or in
the atmosphere. For that reason, in the following we will study whether the presence of a boat could
explain the waves observed by Evers et al. [2014] both at sea and in the atmosphere following a 2004
earthquake on the Macquarie Ridge (magnitudeM w = 8 :1, one of the largest strike-slip events ever);
Di�raction by a cargo ship could be an alternative explanation to the evanescent coupling proposed
by the authors.

The con�guration is presented in Figure 6.9. The model is composed of a semi-in�nite homogeneous
viscoelastic seabed (� = 2200 kg.m� 3, Vp = 3500 m.s� 1, Vs = 2059 m.s� 1 and � p = � s = 0 :23 dB.� � 1

at 3.0 Hz) covered with a homogeneous water layer of heightH = 4000 m, density � w = 1000 kg.m� 3

and sound speedc = 1500 m.s� 1. The atmosphere is modeled as a �uid medium of density� a = 1 :225
kg.m� 3and of sound speed varying with altitude as described in Figure 6.9, right. For this study we will
only consider altitudes below 4000 m, and thus we will neglect density variations in the atmosphere,
which are only a second-order e�ect in such a case.A rectangular steel cargo boat (� = 8000 kg.m� 3,
Vp = 5800 m.s� 1 and Vs = 3400 m.s� 1) is placed on the sea surface. It has a length of 200 m, a height
of 100 m and a draught of 30 m1.

An earthquake is generated in the seabed at depthZs = 8 km at the vertical of the ship position.
It is a vertical force with a Ricker source time function of dominant frequency f 0 = 3 Hz. Figure 6.10
shows some snapshots of the wave�eld generated.

1Let us note that of course such a synthetic rectangular cargo would sink quickly! We designed it like that to
drastically simplify mesh creation.
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Figure 6.10 � Snapshots of the wave�eld (displacement in the horizontal direction) for an earthquake with dominant
frequency 3.0 Hz. The water depth is 4000 m, and the source is at the vertical of the ship, at a depth of 8 km. The
maximum range shown in this �gure is � 52 km but in the simulations the �eld is calculated up to 100 km.

The presence of this di�raction point allows for the generation of a T-wave in the water layer. In
addition, strong infrasounds are also observed, channeled in the �rst kilometer of the atmosphere.

Let us �rst study the waves generated in the water. The signals recorded in the water at 2000 m
depth and 90 km range are presented in Figure 6.11 and are compared with the signals generated by
the same source, without the cargo ship but with the slope of 12� described in Figure 6.9 and that
generates a downslope-converted T-wave of comparable amplitude.
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Figure 6.11 � Comparison in the time-frequency domain of a T-phase generated by di�raction on a ship (top) and a
T-phase generated by downslope conversion (bottom). See Figure 6.9 for the settings of the simulations. Each signal
has been recorded at range 90 km and depth -2000 m. For all sub-�gures: (a) Pressure (arbitrary pressure unit). The
orange curve is the di�erence between the black and the blue curves. (b) Power Spectral Density (in dB) of the orange
curve as a function of time and frequency.

The T-phase is obtained by subtracting the signal obtained with a �at bottom and without the boat
from the signals generated with the slope or the cargo ship. The onset of the T-phase generated by
di�raction is globally more impulsive than the onset of the T-phase generated by downslope conversion.
It exhibits oscillations in time created by the scattering of the successive re�ections between the sea
surface and the seabed. Evidence of weak normal dispersion is observed in the time-frequency plane.
Moreover, two frequencies seem to be favored, around 2 and 3.4 Hz respectively. The reason for the
existence of these privileged frequency bands is unknown at this point. On the contrary, in the case of
the T-wave generated by downslope conversion we observe a signi�cant inverse dispersion, which we
already observed in Chapter 5 for a similar case (Figure 5.18 on page 143). We proposed an explanation
for this phenomenon based on modal analysis. The amplitudes are comparable. We can thus conclude
that in the con�guration studied the waves created by di�raction by a cargo ship correspond in terms
of amplitude to a T-wave generated by downslope conversion on a 6-km long slope of 12� . Although
our modeling of a boat is rudimentary, this order of magnitude is interesting. Indeed, the presence of
a slope of this size on such a hard seabed and just above the hypocenter is not negligible in terms of
T-waves (see Chapter 4). These results suggest that di�raction by ships can create strong T-waves
with a structure reminiscent of an explosion. It is worth noting that there are thousands of such big
ships travelling in the oceans at a given time. It is thus likely that this phenomenon has already been
observed, particularly in ocean areas in which maritime tra�c is dense.

Let us now look at the simulated acoustic �eld in the atmosphere. Figure 6.12 shows broadband
Transmission Losses (TLs in dB), as de�ned in Chapter 5 in the �rst kilometer of the atmosphere.
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Figure 6.12 � Broadband transmission losses (in dB), as de�ned in Chapter 5 in the �rst kilometer of the atmosphere.
The range is the horizontal distance to the center of the boat. The presence of the guided wave traveling horizontally in
the atmosphere is clearly visible on the right between altitude 0 and 200 m. The transmission losses are set to zero 200
m above the source.

The presence of a guided wave, visible in the snapshots of Figure 6.10 and moving horizontally in
the atmosphere is clearly visible. The transmission losses observed between the vicinity of the source
(the TLs shown are set to zero 200 m above the source) and the waves guided in the atmosphere are
signi�cant ( � 50 dB) but do not prevent any transmission, especially in the case of a large earthquake.
Figure 6.13, taken from Evers et al. [2014], shows the spectrogram of the infrasounds recorded at
the IMS eight-element microbarometer array IS05AU located in Tasmania near Australia (coordinates
42.5� S, 147.7� E altitude 315 m) following a 2004 earthquake on the Macquarie Ridge (M w = 8 :1,
coordinates 49.96� S, 161.13� E, see Robinson [2011]) at 1321 km of the observation point.

Figure 6.13 � Taken from Evers et al. [2014]. Spectrogram of the signal recorded at infrasound array IS05AU. It has
been �ltered with a second-order Butterworth band-pass �lter with corner frequencies of 1 to 5 Hz. The total duration
shown is 30 minutes.

The signal is emergent and exhibits two main favored frequency bands around 1.7 Hz and 2.3 Hz.
The onset corresponds to a celerity (horizontal distance divided by traveltime) of 330 m/s, which may
imply propagation in the troposhere from the epicenter (Evers et al. [2014]). Two signals simulated
in the atmosphere at altitudes 100 m and 1050 m are shown in Figure 6.14 for comparison. It is not
necessarily straightforward to compare them with the real signal. Even if propagation distances are
drastically di�erent (50 km against 1300 km) and the atmospheric model is very basic, some qualitative
observations can be made.
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Figure 6.14 � Comparison in the time-frequency domain of the infrasounds generated in the atmosphere by di�raction
on a large cargo ship at two di�erent altitudes. See Figure 6.9 for the settings of the simulations. Each signal has been
recorded at range 50 km. The top signal has been recorded at altitude 100 m and the bottom one at altitude 1050 m.
For all sub-�gures: (a) Pressure (arbitrary pressure unit) (b) Power Spectral Density (in dB) as a function of time and
frequency.

The signal generated at 100 m altitude exhibits several periodic pulses (every� 5.3 s) because of
the successive re�ections between the sea�oor and the sea surface, which are di�racted by the boat.
We can note that, at �rst glance, there is no evidence of such �uctuations in the signal shown by
Evers et al. [2014] and reproduced in Figure 6.13. It is however important to note that the time scales
are very di�erent between Figures 6.13 and 6.14 (total duration of 30 min versus 1 min 25 s). If such
�uctuations existed they would therefore be too high frequency to be seen in Figures 6.13. In any
case, they must be particularly sensitive to bathymetry, which is quite rough near the real epicenter.
At the onset the signal has energy in two frequency bands in particular, which corresponds rather
well to the real signal although the favored frequencies observed are di�erent. Compared to the signal
generated at 100 m altitude, the signal generated at 1050 m is ten times smaller in amplitude, is of
lower frequency, and also exhibits the two favored frequency bands. The successive pulses does not
appear to reach this altitude.

6.2.1 Conclusions of this section

We have seen that di�raction by a cargo ship of 200 m length can create quite powerful T-waves
with low dispersion. Although our modeling of a boat has been quite basic, our simulations suggest
that this T-wave generation mode must be particularly frequent in areas in which maritime tra�c is
important. This di�raction phenomenon could also explain some abyssal T-waves (see Chapter 1).

Taking the atmosphere into account in our simulations allowed us to show that di�raction by a
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cargo ship could also generate guided waves in the atmosphere. This mode of infrasound generation
may constitute an alternative explanation to the evanescent coupling proposed by Evers et al. [2014] to
explain the waves observed in the atmosphere following an earthquake in 2004 on the Macquarie Ridge.
Unfortunately the AIS (Automatic Identi�cation System), which is the automatic tracking system now
used for ships, has only been made mandatory by the International Maritime Organization (IMO) since
2004. Furthermore, until 2009, the visibility of a vessel by AIS was conditioned to the presence of a
receiver within a radius of about 20 nautical miles. Only ports and some coastal areas were therefore
well covered. At high seas, ships remained totally invisible in real time.Nowadays the situation has
changed because AIS satellites have been launched, signi�cantly reducing the number of white areas
(Eiden & Martinsen [2010]; Cheng [2014]). Any ship equipped with AIS can now easily be located, at
any time and any place (Serry & Lévêque [2015]). It should therefore be easy now to get the tra�c
in a given area at a given time to infer the presence of a boat after an earthquake and con�rm if the
mechanism of T-wave generation that we propose can be observed in real situations.



Conclusions

Achievements and future prospects

On T-waves

The study of literature spanning nearly 90 years and of the data to which we have had access clearly
con�rms the interest that T-waves can have for the study of volcanic and seismic phenomena in marine
environments for example. It also shows their great complexity and variability. Thus, the results
obtained so far sometimes seem contradictory and in any case strongly dependent on observation
conditions. For example, it is known that there is only a weak correlation between the magnitude of
earthquakes and the amplitude of the T-waves that they can generate.

Through a number of numerical simulations, this thesis has allowed us to illustrate and understand
some characteristics explaining the complexity of the phenomenon. As expected, the energy and
duration of these waves are particularly sensitive to the environment. In particular, the slopes and
characteristics of the seabed play a crucial role in both the solid - �uid and �uid - solid conversions.
This can mislead localization algorithms in real situations.

Similarly, the depth and position of an earthquake relative to the slope are of great importance,
with the existence of privileged areas for the generation of T-waves, which we have mapped. However,
as Jamet et al. [2013] had already noted, the sound speed pro�le in the ocean appears to be only
of second-order importance. We have tried to carefully analyze its impact, and in the con�gurations
studied, the presence of a SOFAR channel slightly limits the time dispersion but only introduces a
gain in terms of energy transmission of a few thousandths of dB per kilometer, which is comparable
to the e�ect of viscoacoustic attenuation of seawater. At the distances and frequencies considered
(frequency less than 20 Hz, distance less than 1000 km) we, therefore, believe that the in�uence of the
SOFAR channel on the phenomenon has been overestimated in the literature, which has sometimes
led to misinterpretation. Similarly, our study in the Ionian Sea suggests that T-waves are only slightly
sensitive to the radiation pattern of the source. In the context of this study, it seems promising that
despite the complexity of the problem we managed to simulate realistic T-waves in a con�guration
involving two �uid-solid conversions.

Moreover, in the case of the conversion of an acoustic wave on a slope, our simulations predict the
generation of a strong Rayleigh wave, whose signal, recorded inland, is very sensitive to the slope and
to the characteristics of the environment, but very little sensitive to the modal structure of the incident
wave. Although coastal receivers generally have much lower signal-to-noise ratios than hydrophones
in water (De Groot-Hedlin & Orcutt [2001b]), and although hard seabeds are probably rare in reality,
this phenomenon may have interesting implications. Indeed, this surface wave probably carries a lot of
information about the water layer, which could perhaps be recovered through an inverse problem. One
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can imagine, for example, determining the appropriate coasts for this type of mechanism and installing
seismic stations there. The Rayleigh waves created during the arrival of the T-waves could then be used
to obtain information on oceanographic processes, for example. Our study presented in Appendix A
suggests that the Paci�c atolls, for example, might be adequate, which would undoubtedly deserve
further analysis. In general, our simulations indicate that the temporal dispersion of the signals is
particularly sensitive to the parameters of the media and could thus possibly constitute an interesting
marker to take into account in the framework of an inverse problem.

Finally, we have shown that a medium-sized commercial vessel, as there are tens of thousands
nowadays in the oceans of the globe, could create, by di�raction, T-waves of substantial amplitude
(of the order of those created by downslope conversion on a slope of 12� ) and low dispersion. This T-
wave generation mechanism, to our knowledge undocumented, should be particularly frequent in areas
in which maritime tra�c is signi�cant and could explain some abyssal T-waves that are still poorly
understood. Taking the atmosphere into account in these simulations, we realized that di�raction by
a commercial ship could also generate guided infrasound in the lower layers of the atmosphere. This
mechanism of infrasound creation may constitute an alternative explanation to the evanescent coupling
proposed by Evers et al. [2014] to explain the waves observed in Tasmania following an earthquake in
2004 on the Macquarie Ridge.

In this thesis, we have tried to highlight the range of possibilities o�ered by the type of numerical
methods used. Apart from the topics already mentioned in this section, it might be interesting, for
example, to look at the location of earthquakes from T-waves using simple models and inversion
methods. For this reason, it would seem interesting in future work to couple a �nite-element method,
like the one we used, with a parabolic method in order to be able to tackle large-scale problems. We
could then pave the way for processing a real database of earthquakes located by other methods. It
should also be noted that the use of machine-learning algorithms also seems particularly suitable in
this case. When the technology allows it, it will also be interesting to work in 3-D, especially in the
case of conversion of acoustic waves on a coast.

On geoacoustic Doppler spectroscopy

We have only addressed this subject very brie�y and we cannot really mention any real results at
this stage. Nevertheless, we presented and validated numerical tools to calculate the acoustic �eld
created by a moving source. The method was applied to a light aircraft �ying over the ocean. This
con�guration, presented by Buckingham et al. [2002a], can be used to estimate the pressure wave speed
in the sediments. The e�ect of a shear wave speed and of a sound speed gradient in the sediment
has been discussed. It seems to us that, in this case, the numerical method that we have developed
is a promising tool that can allow for dealing with more complex models with bathymetry and/or
variations of the media properties.

On High-Performance Computing (HPC) for underwater acoustics

During this thesis we presented and validated a numerical method based on spectral elements in
the time domain for �uid-solid axisymmetric problems. The model includes the backscattered �eld,
which cannot be modelled, for example, based on the parabolic approximation. Our calculations took
into account viscoelastic ocean bottoms, and we used PML absorbing layers to e�ectively absorb the
outgoing �eld in the bounded geometric domains. In addition, we presented an e�cient procedure
for calculating transmission-loss and time-dispersion maps from such methods. This tool has allowed
us to extend the notion of transmission losses to non-monochromatic signals as well as to elastic
media. At the end of this thesis, it seems to us that this type of full-waveform modelling techniques,
by their accuracy and �exibility, can signi�cantly contribute to the �eld of underwater acoustics.
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However, a number of challenges remain in the future to deal with large-scale 3-D cases. As we have
experienced (see appendix B) the main drawback of the classical spectral-element method (in 3-D)
is the generation of meshes consisting exclusively of hexahedra, which is often di�cult in practice,
especially in coastal and shallow water areas. Although this problem can be overcome by making the
method discontinuous (Bernardi et al. [1994]; Kopriva et al. [2002]; Chaljub et al. [2003]; Legay et al.
[2005]; Kopriva [2006]; Wilcox et al. [2010]; Acosta Minolia & Kopriva [2011]), working with tetrahedra
(Wingate & Boyd [1996]; Taylor & Wingate [2000]; Komatitsch et al. [2001]; Mercerat et al. [2006]) or
by using a discontinuous Galerkin method (Lesaint & Raviart [1974]; Käser & Dumbser [2008]; Wilcox
et al. [2010]) this can only be done at the cost of signi�cantly higher computation time, and often
greater programming e�ort in the case of mixed meshes. In this respect, methods combining spectral
elements and discontinuous Galerkin approaches in di�erent parts of the model appear promising (see
Brissaud et al. [2017]; Terrana et al. [2018]).

An even more promising short-term approach is methods that couple (semi-)analytical or fast
approximation-based (i.e., not full wave) codes, such as parabolic solvers, with a full waveform 3-
D solver only in regions of the model where this is needed (van Manen et al. [2007]; Tong et al.
[2014]; Monteiller et al. [2013, 2015]; Masson & Romanowicz [2017a,b]; Broggini et al. [2017]). In
the case of underwater acoustics, parabolic-SEM coupling would avoid the long-range propagation
of inaccuracies usually observed near the source in parabolic equation solutions (De Groot-Hedlin
[2008]), while taking advantage of the e�ciency of this method in terms of computing time for long-
range propagation. Furthermore, from a computer science point of view, we believe that the �eld can
greatly bene�t from the use of computing on GPU graphics accelerators (see e.g. Komatitsch et al.
[2010]; Michéa & Komatitsch [2010]; Komatitsch [2011]; Gokhberg & Fichtner [2016]).

It is also important to note that for this type of approach, data processing can also constitute
a challenge in itself in the case of large-scale problems. It is common in this case to have to work
with terabytes of results. This problem, known as "big data", is also undergoing very rapid progress,
particularly with the evolution of computer hardware (Gropp & Sterling [2015]).

Another aspect of future developments in HPC for underwater acoustics is related to inverse
imaging problems. First of all, full waveform inversions, although quite widespread nowadays in oil-
industry seismics and in seismology (e.g. Monteiller et al. [2015]) are still very rare in underwater
acoustics and are, in practice, limited to the �eld of oil and gas exploration (see for example Bornstein
et al. [2013]; Ratcli�e et al. [2014]; Borisov & Singh [2015]). With current sensor networks, both at sea
and onshore, there is an abundance of data and it would eventually be worth conducting large-scale
ocean tomography using such methods. Without going that far, it would already be very interesting
to build full-waveform sensitivity kernels, for the amplitude or duration of T-waves for example (for
sensitivity kernels see for example Tromp et al. [2005, 2008], or Skarsoulis & Cornuelle [2004]; Iturbe
et al. [2009]; Aulanier et al. [2013]; Roux et al. [2013]; Dzieciuch & Cornuelle [2017] in the �eld of
underwater acoustics).

Concerning inversions and the evolution of computing capacities it is likely that Bayesian methods
will become more and more popular (Bottero et al. [2016b]; Dettmer et al. [2018]; Luu et al. [2018]).
Indeed, these algorithms allow non-linear problems to be addressed, while quantifying the uncertainties
associated with the �nal model, at the cost of a much higher number of calculations than the case
of linearized approaches based on the gradient of a cost function for example. In combination with
full-waveform methods, excellent results are to be expected, especially for poorly conditioned problems
or for those that remain reasonable in terms of the number of degrees of freedom (typically less than
a few hundred with current machines and technologies). In addition, Bayesian methods can adapt to
the data sets and to the complexity of the problems studied in order to propose an optimum number of
unknowns. Within the framework of our work, for example, the study of marine sediments by Doppler
spectroscopy seems to be a case particularly suited to the use of these algorithms in underwater
acoustics.
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Of course, the current impressive and growth in the �eld of machine-learning methods, which
manage to deal with increasingly complex problems, will probably create revolutions or at least very
signi�cant advances in the �eld of underwater acoustics as well. This area is just beginning to bene�t
from the phenomenal progress made in recent years (see for example Niu et al. [2017]) and further
progress is to be expected. As an example, it seems certain that this type of algorithm can greatly
improve the location of earthquakes based on T-waves.



Conclusions

Résultats et perspectives pour le futur

Ceci est une version en français de la conclusion précédente en anglais.

Sur le sujet des ondes T

L'étude de près de 90 ans de littérature ainsi que les données auxquelles nous avons eu accès montrent
clairement l'intérêt que peuvent avoir les ondes T pour l'étude des phénomènes volcaniques et sismiques
en milieu marin par exemple. Elle montrent également leur très grande complexité et variabilité. Ainsi
les résultats obtenus jusqu'à maintenant par la communauté scienti�que semblent parfois contradic-
toires, et en tout cas fortement dépendants des conditions d'observation. Il est par exemple connu qu'il
n'y a qu'une faible corrélation entre la magnitude des séismes et l'amplitude des ondes T qu'ils peuvent
générer.

Grâce à de nombreuses modélisations cette thèse nous a permis d'il lustrer et de comprendre cer-
taines caractéristiques expliquant la complexité du phénomène. Comme on pouvait s'y attendre, l'éner-
gie et la durée de ces ondes est particulièrement sensible à l'environnement. Nous avons vu en particu-
lier que les pentes et les caractéristiques du fond marin jouaient un rôle capital autant sur la conversion
solide-�uide que �uide-solide. Ces particularités peuvent du reste tromper les algorithmes de localisa-
tion en situation réelle. De même, la profondeur et la position du tremblement de terre vis-à-vis de
la pente s'avère être de grande importance, avec l'existence de zones privilégiées pour la génération
des ondes T, que nous avons cartographiées. Cependant, comme l'avait déjà remarqué Jamet et al.
[2013], le pro�l de vitesse dans l'océan s'avère n'être qu'un paramètre de deuxième ordre, dont nous
avons évalué l'impact. Dans les con�gurations étudiées la présence du canal SOFAR limite légèrement
la dispersion temporelle mais n'introduit un gain en termes de transmission énergétique que de l'ordre
de quelques millièmes de dB par kilomètre, ce qui est comparable à l'e�et de l'atténuation viscoacous-
tique de l'eau de mer. Aux distances et fréquences considérées (fréquence inférieure à 20 Hz, distance
inférieures à 1000 km) nous pensons donc que l'in�uence du canal SOFAR sur le phénomène a été
surestimée dans la littérature, ce qui a parfois mené à des interprétations biaisées. De même, notre
étude dans la mer Ionienne suggère que les ondes T ne sont que faiblement sensibles au diagramme
de rayonnement de la source. Au sujet de cette étude il faut noter qu'il est encourageant de constater
que malgré la complexité du problème nous sommes parvenu à simuler des ondes T réalistes dans une
con�guration mettant en jeu deux conversions �uide-solide.

En outre, dans le cas de la conversion d'une onde acoustique sur une pente nos simulations pré-
disent la création d'une forte onde de Rayleigh, dont le signal, enregistré à l'intérieur des terres, est
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très sensible à la pente et aux caractéristiques de l'environnement, mais très peu sensible à la structure
modale de l'onde incidente. Bien que les récepteurs côtiers aient généralement des rapports signal sur
bruit beaucoup plus faibles que les hydrophones dans l'eau (De Groot-Hedlin & Orcutt [2001b]), et bien
que les fonds marins durs soient probablement rares dans la réalité, ce phénomène peut avoir des impli-
cations intéressantes. En e�et, cette onde de surface porte probablement beaucoup d'informations sur
la couche d'eau, qui pourraient peut-être être récupérées dans le cadre d'un problème inverse. On peut
par exemple imaginer de déterminer les côtes favorables pour ce type de mécanisme et d'y installer des
stations sismiques. Les ondes de Rayleigh créées à l'arrivée des ondes T pourraient alors être utilisées
pour obtenir des informations sur les processus océanographiques par exemple. Notre étude présentée
en annexe A suggère que les atolls du Paci�que pourraient convenir, ce qui mériterait sans doute
une analyse plus poussée. En règle générale nos simulations indiquent que la dispersion temporelle
des signaux est particulièrement sensible aux paramètres des milieux et pourrait donc éventuellement
constituer un marqueur intéressant à prendre en compte dans le cadre d'un problème inverse.

Pour �nir, nous avons montré qu'un bateau commercial de taille moyenne, comme il y en a aujour-
d'hui des dizaines de milliers sur les mers du globe, pouvait créer, par di�raction, des ondes T d'une
d'amplitude conséquente (de l'ordre de celles créées par conversion �downslope� sur une pente de 12� )
et de faible dispersion. Ce mode de génération d'onde T, encore non documenté, devrait être particuliè-
rement fréquent dans les zones où le tra�c maritime est important et pourrait expliquer certaines ondes
T abyssales encore incomprises. En prenant l'atmosphère en compte dans ces simulations, nous nous
sommes aperçu que la di�raction par un navire commercial pouvait également générer des infrasons
guidés dans les couches basses de l'atmosphère. Ce mode de production d'infrasons peut constituer une
explication alternative au couplage évanescent proposé par Evers et al. [2014] pour expliquer les ondes
observées en Tasmanie à la suite d'un tremblement de terre en 2004 sur la dorsale Macquarie.

Au cours de cette thèse nous avons essayé de mettre en lumière l'éventail des possibilités o�ertes
par le type de méthode numérique utilisée. Mis à part les sujets déjà évoqués dans cette partie, il
pourrait par exemple être intéressant de se pencher sur la localisation des tremblements de terre à
partir des ondes T en utilisant des modèles simples et des méthodes d'inversion. Pour cela il semblerait
aujourd'hui judicieux de coupler une méthode type éléments �nis comme celle que nous avons utilisée
avec une méthode de type parabolique a�n de pouvoir aborder des problèmes à plus grande échelle. Nous
pourrions alors préparer le terrain pour traiter une base de données réelles comprenant des séismes
localisés par d'autres méthodes. Notons par ail leurs que l'utilisation d'un algorithme d'apprentissage
nous paraît également particulièrement adaptée dans ce cas. Quand la technologie le permettra il sera
également bien entendu intéressant de travailler en 3-D, notamment pour le cas de la conversion d'une
onde acoustique sur une côte.

Sur la spectroscopie Doppler géoacoustique

Nous n'avons abordé que très brièvement ce sujet et nous ne pouvons pas vraiment parler de véritables
résultats à ce stade. Néanmoins nous avons présenté et validé des outils numériques pour calculer le
champ acoustique crée par une source en mouvement. La méthode a été appliquée au cas d'un avion
léger volant au-dessus de l'océan. Cette con�guration, présentée par Buckingham et al. [2002a], permet
d'estimer la vitesse des ondes de compression dans les sédiments. L'e�et de l'ajout d'une vitesse d'onde
de cisail lement et d'un gradient de vitesse du son dans les sédiments a été discuté. Il nous semble
que dans ce cas encore, la méthode numérique que nous avons mise au point est particulièrement
performante et peut permettre de traiter des cas complexes avec une bathymétrie et/ou des variations
des propriétés des milieux.



CONCLUSIONS 171

Sur le calcul haute performance (HPC) pour l'acoustique sous-
marine

Au cours de cette thèse nous avons présenté et validé une méthode numérique fondée sur des éléments
spectraux dans le domaine temporel pour les problèmes axisymétriques de propagation linéaire couplée
�uide-solide. Le modèle inclut le champ rétrodi�usé, qui ne peut pas être modélisé par exemple en
utilisant l'approximation de l'équation parabolique. Nos calculs ont pris en compte des fonds océaniques
viscoélastiques, et nous avons utilisé des couches absorbantes de type PML pour absorber e�cacement
le champ sortant en domaine géométrique borné. En outre, nous avons présenté une procédure e�cace
pour calculer des cartes de pertes de transmission et de dispersion temporelle à partir de ce type de
méthodes. Cet outil nous a permis d'étendre la notion de pertes de transmission aux signaux non
monochromatiques ainsi qu'aux milieux élastiques. À l'issue de cette thèse, il nous semble que ce type
de techniques de modélisation de la forme d'onde complète, de par leur précision et leur �exibilité,
ont le potentiel de constituer un apport signi�catif au domaine de l'acoustique sous-marine. Il reste
cependant un certain nombre de dé�s à relever dans le futur pour pouvoir traiter des cas 3-D à grande
échelle. Comme nous en avons fait l'expérience (voir annexe B) le principal point faible de la méthode
des éléments spectraux classiques (en 3-D) est la génération de maillages constitués exclusivement
d'hexaèdres, ce qui est souvent di�cile en pratique, notamment dans les zones côtières et par petits
fonds. Bien que l'on puisse s'a�ranchir de ce problème en rendant la méthode discontinue (Bernardi
et al. [1994]; Kopriva et al. [2002]; Chaljub et al. [2003]; Legay et al. [2005]; Kopriva [2006]; Wilcox
et al. [2010]; Acosta Minolia & Kopriva [2011]), en travaillant avec des tétraèdres (Wingate & Boyd
[1996]; Taylor & Wingate [2000]; Komatitsch et al. [2001]; Mercerat et al. [2006]) ou en utilisant
directement une méthode Galerkin discontinue ( Lesaint & Raviart [1974]; Käser & Dumbser [2008];
Wilcox et al. [2010]) cela ne se fait qu'au prix d'un temps de calcul signi�cativement plus élevé, et
surtout d'une complexité de programmation souvent plus importante dans le cas de maillages mixtes.
À cet égard, les méthodes combinant les éléments spectraux à l'approche Galerkin discontinue dans des
parties distinctes du modèle semblent aujourd'hui prometteuses (voir Brissaud et al. [2017]; Terrana
et al. [2018]).

Une approche encore plus prometteuse à court terme réside dans les méthodes couplant des codes
rapides (semi-)analytiques ou approchés (comme les solvers paraboliques) avec des solvers 3-D en
forme d'onde complètes seulement dans les régions du modèle où cela est nécessaire (van Manen et al.
[2007]; Tong et al. [2014]; Monteil ler et al. [2013, 2015]; Masson & Romanowicz [2017a,b]; Broggini
et al. [2017]). Dans le cas de l'acoustique sous-marine, un couplage parabolique-SEM par exemple
permettrait d'éviter la propagation à longue distance d'inexactitudes dans les solutions d'équations
paraboliques habituellement observées près de la source (De Groot-Hedlin [2008]), tout en tirant parti
de l'e�cacité de cette méthode en termes de temps de calcul pour la propagation à longue distance.
En outre, d'un point du vue informatique, nous pensons que le domaine aura beaucoup à gagner de
l'utilisation des calculs sur accélérateurs graphiques GPU (voir e.g. Komatitsch et al. [2010]; Michéa
& Komatitsch [2010]; Komatitsch [2011]; Gokhberg & Fichtner [2016]).

Il est également important de noter que pour ce type d'approche le traitement des données peut
aussi constituer un dé� en soi dans le cas des problèmes à grande échelle. Il est commun d'avoir à
travailler avec des téraoctets de résultats. Ce problème, connu sous le nom de �big data�, fait égale-
ment des progrès très rapides notamment avec l'évolution du matériel informatique (Gropp & Sterling
[2015]).

Un autre aspect des évolutions à venir en HPC pour l'acoustique sous-marine concerne les pro-
blèmes inverses d'imagerie. Les inversions en forme d'onde complète tout d'abord, bien qu'assez ré-
pandues de nos jours en sismique pétrolière et en sismologie (e.g. Monteil ler et al. [2015]) sont encore
très rares en acoustique sous-marine et sont, en pratique, limitées au domaine de l'exploration pétro-
lière (voir par exemple Bornstein et al. [2013]; Ratcli�e et al. [2014]; Borisov & Singh [2015]). Avec



172 CONCLUSIONS

les réseaux de capteurs actuels, autant en mer que sur terre, les données ne manquent pas et il serait
bon à terme de pouvoir e�ectuer des tomographies océaniques à grande échelle en utilisant de telles
méthodes. Sans aller aussi loin, il serait déjà fort intéressant de construire des noyaux de sensibilité
en forme d'onde complète, pour l'amplitude ou la durée des ondes T par exemple (pour les noyaux de
sensibilité voir par exemple Tromp et al. [2005, 2008], ou Skarsoulis & Cornuelle [2004]; Iturbe et al.
[2009]; Aulanier et al. [2013]; Roux et al. [2013]; Dzieciuch & Cornuelle [2017] dans le domaine de
l'acoustique sous-marine).

Concernant l'inversion et l'évolution des capacités de calcul il est probable que les méthodes Bayé-
siennes vont devenir de plus en plus populaires (Dosso & Dettmer [2011]; Bottero et al. [2016b];
Dettmer et al. [2018]; Luu et al. [2018]). En e�et ces algorithmes permettent de traiter des problèmes
non linéaires tout en quanti�ant les incertitudes associées au modèle �nal, au prix d'un nombre de
calculs très supérieur au cas des approches linéarisées de type gradient d'une fonction coût. En asso-
ciation avec les méthodes en forme d'onde complète d'excellents résultats sont à attendre, surtout pour
les problèmes mal conditionnés ou pour ceux qui restent raisonnables en termes de nombre de degrés
de liberté (typiquement inférieur à quelques centaines avec les machines et technologies actuelles). En
outre les méthodes Bayésiennes peuvent s'adapter aux jeux de données et à la complexité des problèmes
étudiés a�n de proposer un nombre d'inconnues optimum. Dans le cadre de nos travaux l'étude des sé-
diments marins par spectroscopie Doppler par exemple nous paraît être un cas particulièrement adapté
à l'utilisation de ces algorithmes.

Bien entendu, l'actuel essor impressionnant dans le domaine des méthodes d'apprentissage (�Ma-
chine learning�), qui parviennent à traiter des problèmes toujours plus complexes, créera probablement
des révolutions ou tout au moins des avancées très signi�catives dans le domaine de l'acoustique
sous-marine également. Ce domaine commence tout juste à béné�cier des progrès phénoménaux de
ces dernières années (voir par exemple Niu et al. [2017]) et de nouvelles avancées sont à prévoir.
Pour donner un exemple, il nous parait certain que ce type d'algorithmes peut permettre d'améliorer
grandement la localisation des séismes par les ondes T.



Appendix A
Study of acoustic wave conversion at an atoll

This appendix is, in form and substance, very similar to section 4.1. It is dedicated to a real case
study of a signal recorded on an atoll following an explosion at sea. This example makes it possible to
study �uid-solid conversion without having to deal with the additional complexity of a �rst solid-�uid
conversion as in the case of the generation of T-waves. Let us recall nevertheless that signals from
explosions are known to last less time than T-phases (Milne [1959], Ben-Menahem & Toksöz [1963])
and that their structures clearly di�er in the time-frequency plane (see Chapter 5).

This study has been placed in an appendix because there is still some doubt about
the data being analyzed.

A.1 Introduction

French Polynesia in the Paci�c Ocean and more particularly the Society and Tuamotu Archipelagos
is characterized by numerous volcanic islands and seamounts rising above the ocean �oor. In 1989 a
marine seismic survey called MidPlate II was conducted in the region in order to study the deep crustal
structure of these two very di�erent geologic edi�ces (Grevemeyer et al. [2001], Patriat et al. [2002]).
In addition to airgun shots, dynamite charges were detonated during the survey. The signals have
also been recorded at the onshore stations of the Réseau Sismique Polynésien (RSP) and were kindly
provided to us by Jacques Talandier, emeritus researcher at the Laboratoire de Géophysique (LDG) of
the French Commissariat à l'Energie Atomique (CEA). In this appendix we show several simulations
of one of the dynamite shots that was recorded at station VAH located near the shore on the Rangiroa
atoll (see Figure A.1). At that time for this seismic station only the vertical component of the ground
velocity was available. The explosive contained 86 kg of TNT (1.5 g.cm� 3) and was �red 25 km
north-west of the Mehetia volcanic island (latitude: - 17.68, longitude: -148.2), at a distance of 278
km from the seismic station. The depth given is 215 m but these explosives being initially dedicated
to the destruction of submarines there can be a certain margin of uncertainty. The setting considered
is convenient because the direct wavefronts are almost perpendicular to the shore, which most likely
limits 3-D e�ects and validates the use of an axisymmetric model. A 2-D geological background in
the vertical plane containing the source and the receiver is shown in Figure A.2. The bathymetry
is extracted from the SRTM30_PLUS model (see Becker et al. [2009]; Sandwell et al. [2014]), which
has 0.5 arc-minute resolution (approximately 920 m in the area). In 1989 a marine seismic survey
called MidPlate II was conducted in the region in order to study the deep crustal structure of the
Society and Tuamotu Archipelagos (Grevemeyer et al. [2001],Patriat et al. [2002]). The subterranean
interfaces were extrapolated from this survey (Patriat et al. [2002]), and we added the 400 m-thick
oceanic sedimentary layer found by Talandier & Okal [1987b]. Let us note the particularly deep crustal
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root (21 km) underlying the Tuamotu plateau. Realistic densities and compressional wave velocities
(Vp) for each domain are shown in Table A.1, de�ned following Patriat et al. [2002]. The shear wave
velocities shown (Vs) have been chosen in order to get a ratioVp=Vs � 1:7. Due to the limited amount
of information available in the area, viscoelastic attenuation values were chosen arbitrarily.

Figure A.1 � Setting of the experiment considered. The event is indicated by a red star. It is located at latitude: -
17.68� , longitude: -148.2� and at an approximate depth of 215 m. Station VAH at which the wave �eld is recorded is
shown as a small red triangle.

Figure A.2 � Setting of the 2.5-D experiment together with a realistic geological structure (extrapolated from Patriat
et al. [2002], to which we added the sedimentary layer discovered by Talandier & Okal [1987b]. The source is on the
axis an the left hand side at depth 215 m. The velocity pro�le in the water is depicted in Figure A.3. Station VAH at
which the wave �eld is recorded is shown as a small red triangle. The seismic properties of each domain are shown in
Table A.1.

A.2 Observations and simulations

The vertical velocity signal recorded at station VAH is shown at the top of Figure A.5 and exhibits
an impulsive �rst arrival with a dominant frequency around 5-6 Hz. The depth and weight of the
explosive, together with its type (TNT, 1.5 g.cm � 3) and a law for the detonation allow to calculate
theoretically the pressure signal generated following Coles et al. [1946]; Jones & Miller [1948]. That
signal is shown in blue in Figure A.4. Its frequency spectrum has a �rst peak around 10 Hz and has
energy up to at least 50 Hz. Let us note that this frequency content seems to di�er quite signi�cantly
from the signal recorded at station VAH; this point will be further discussed below. It is in any case
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