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Abstract

Recovering 3D information of intra-operative endoscopic images together with the relative en-
doscope camera position are fundamental blocks towards accurate guidance and navigation in
image-guided surgery. They allow augmented reality overlay of pre-operative models, which are
readily available from different imaging modalities. This thesis provides a systematic approach
for estimating these two pieces of information based on a pure vision Simultaneous Localization
And Mapping (SLAM). SLAM goal is localizing a camera sensor, in real-time, within a map
(3D reconstruction) of the environment that is also built online. It enables markerless camera
tracking, where it uses only information from RGB images of a standard monocular camera.

The preliminary work in this thesis has presented a sparse SLAM solution for real time
and accurate intra-operative visualization of patient’s pre-operative models over the patient
skin. We proposed a non-invasive registration and visualization pipeline that requires minimal
interactions from medical staff and runs solely on a commodity Tablet-PC with a build-in cam-
era. Subsequently, we directed our focus to endoscopy, which is very challenging for monocular
3D reconstruction and endoscope camera tracking We have addressed the utilization of the
state-of-the-art sparse SLAM, and achieved a remarkable tracking performance. Thus, it was
our second contribution to propose a pairwise dense reconstruction algorithm that exploits the
initial SLAM exploration phase and accurately provides a pairwise dense reconstruction of the
surgical scene.

A further contribution is an extension of state-of-the-art sparse SLAM with a novel dense
multi-view stereo-like approach to perform live dense reconstructions and hence eliminates the
wait for the abdominal cavity exploration. We decouple the dense reconstruction from the
camera trajectory estimation, resulting in a system that combines the accuracy and robustness
of feature-based SLAM with the more complete reconstruction of direct SLAM methods. The
proposed system can cope with challenging lighting conditions and poor/repetitive textures in
endoscopy at an affordable time budget using modern GPU. The proposed system has been
validated and evaluated on real porcine sequences of abdominal cavity exploration and showed
a superior performance to other dense SLAM methods in terms of accuracy, density, and com-
putation times. It has been also tested on different in-door sequences and showed a promising
reconstructions results.

The proposed solutions in this thesis have been validated on real porcine in-vivo and ex-
vivo sequences from different datasets and have proved to be fast and do not need any external
tracking hardware nor significant intervention from medical staff, other than moving the Tablet-
PC or the endoscope. They therefore can be integrated easily into the current surgical workflow.
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1.1 Minimally Invasive Surgery (MIS)

1.1.1 Background

Intervention techniques have gained a substantial popularity over the past decade. Surgeons
perform such interventions by manipulating an endoscope and surgical instruments (cf. Figure
1.1(a)). The motion of the endoscope and the instruments is executed either by the surgeon,
assistant or a surgical robot, e.g: da Vinci system. Laparoscopy is an MIS procedure that is
used to examine different organs inside the patient’s abdominal cavity using long, thin tube
laparoscope (cf. Figure 1.1(b)), during the procedure, the surgeon makes several small inci-
sions in the patient skin and the laparoscope is inserted through one of these incisions to the
abdominal cavity. The other surgical instruments are passed through the other openings. Both
laparoscope and instruments are inserted through a 5-10mm cannula-shaped input ports called
trocars. The laparoscope is considered as the surgeon’s eye to observe the abdominal cavity,
where a camera is attached to the laparoscope and images of the interior patient body are
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displayed onto display monitors inside the operating room. A light source is also attached to
the laparoscope to illuminate the operating field, as it is essentially dark.

Before the beginning of the surgery, a Carbon Dioxide gas (CO2) is insufflated into the
abdominal cavity. This gas separates the diaphragm wall from the interior patient organs and
create a workspace for the endoscope and surgical instruments. Consequently, it introduces dif-
ferent organs deformations. Different endoscope types are also available, such as: flexible and
capsule endoscopes that are used for examinations of the Gastrointestinal (GI) tract and com-
monly used for esophagoscopy, gastroscopy, and colonoscopy because of their unique abilities
to reach difficult cavities.

(a) Laparoscopic stomach surgery (b) Medical gallery of Blausen Medical
2014.

Figure 1.1: Typical MIS.

1.1.2 Medical challenges

Numerous advantages of MIS to the patient in contrast to traditional/open surgery that in-
cludes the following. Shorter hospital stays and less scarring whereas only small incisions–few
milimeteres are required, this also means smaller, less noticeable scars and less bleeding. It
reduces the surgical trauma and the effect on the patient immune system. Despite the patient
benefits from MIS techniques, the surgeon encounters several difficulties, and thus requires
skills and experience. The hand-eye coordination within a 3D scene observed on a 2D display
is a major challenge. The surgeon has to overcome the natural instinct to direct the eyes to
the activity of the hands, where the eye has to looks at the opposite direction of the hand
motion. Secondly, the loss of binocular vision, where the surgeon watches only 2D images on
the display monitor, causes visual misperceptions, mainly loss of depth perception and adds to
the surgeons fatigue. This depth perception is crucial to judge the relative distance of tissues
and the spatial relationship of tissues at different distances. Thirdly, the endoscope camera
provides a Field Of View (FOV) that is smaller than the full FOV afforded by open surgery.
More importantly, the endoscopic video does not provide information about critical anatomical
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structures such as: hidden tumor and vessels underneath organ surfaces. The surgeons have to
spend a large amount of extra time dissecting tissues.

1.1.3 Augmented reality, next step in MIS

Current medical imaging modalities such as Computerized Tomography (CT) or Magnetic
Resonance Imaging (MRI) offer the surgeons a very precise, pre-operative 3D models of different
patient’s organs, such as: pelvis, liver vessels, lungs, brain, heart, or bones. They enable
surgeons to precisely analyze the patient’s anatomy, physiology and pathology. However, these
models are independent of the surgeon’s viewing direction. In usual scenarios, the surgeon refers
to those pre-operative models off-line on a separate display monitor, and during the surgery
he/she has to mentally projects these models into the operating field.

To overcome the inherent restriction of 2D endoscopic display, on going research focus on
integrating these pre-operative models with endoscopic video to guide the surgical procedure
(Su et al., 2009) in the form of Augmented Reality (AR) annotations that can:

• Provide a live intra-operative identification of hidden targets (e.g. tumors, infections or
foreign bodies) and critical organ structures (e.g. vessels and nerves). Thus, allowing
surgeon take faster decisions.

• Free the surgeon from having to mentally match information from different sources to the
scene. Thus, reducing the surgeons cognitive load during the intervention.

• Guide resections by displaying cutting trajectories and margins planned beforehand on a
pre-operative model. Thus, lead to more accurate resections.

• Provide decisive information such as trocar and instruments placement, where these place-
ments can be planned beforehand on a pre-operative model and superimposed intra-
operatively onto patient body. Thus, allows for fast, safe, and optimal trocar setup to
easily and effectively reach the anatomical target.

• Enhance the surgeon awareness and compensate for the limited FOV by lifting anatomical
ambiguities and thus increase his/her awareness.

However, the accuracy of image augmentation with pre-operative models is very challenging
and still open problem. It depends on two dynamic factors: camera relative pose estimation
with respect to the operating field, and the registration of these models into the operating field.
The camera relative pose tracking implies the computation, in real time, of the camera 3D
location with respect to the operating field. The registration task implies anchoring, also in
real time, the pre-operative models. Reaching a satisfactory accuracy in endoscopic AR is a
major challenge, while maintaining it in real time is another one.

1.2 Our goal: dense monocular visual SLAM for MIS

This thesis focuses on the study of visual monocular Simultaneous Localization and Mapping
(SLAM) technique in MIS to estimate two fundamental elements: dense monocular intra-
operative 3D reconstruction of the operating field and endoscope camera localization. Given a
sensor moving along an unknown environment, SLAM is able to simultaneously estimate both
the environment structure, called map, and the sensor location with respect to that map.
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1.2.1 Why vision-based endoscope tracking?

Traditional endoscope tracking devices, such as Polaris by Northen Digital, Inc., can provide
accurate relative endoscope camera poses with respect to the operating room, however they
have several limitations. They cannot provide directly the camera pose with respect to the
internal surgical environment, which in most applications is needed. Secondly, the “ line of
sight” problem of the optical markers requires careful planning of the tracking devices inside
the operating room and hence limits the movements of the surgeon and the assistant staff.
Thirdly, they requires more equipment in the operating room, and can add to setup time
because a hand-eye calibration is required. Furthermore, the optical markers are not attached
to scope tip, so pose uncertainty propagates significantly to the endoscope’s tip.

In contrast, vision-based tracking approaches do not have any of the limitations mentioned
above, where it uses only the captured images to track the camera pose in real time. Despite
vision-based solutions are challenging, but have received a particular attention over past decades
and widely accepted in the clinical routine as they are easy to setup and to use inside the
operating room and do not require bulky equipments. The fact that it requires the sole input
of RGB images, would allow these approaches to work with any type of endoscope such as
flexible ones and even capsule endoscopy.

1.2.2 Why dense?

When assuming accurate endoscope camera tracking is achieved, the other challenge for AR is
the registration task between pre-operative models and 2D endoscopic images, which remains
a difficult problem. To facilitate such registration, intra-operative reconstruction approaches
have been proposed (Mountney et al., 2010a; Mirota et al., 2012; Lin et al., 2013; Grasa et al.,
2014). These approaches reconstruct only image features, and they are few due to specularities,
deformations and poor-texture typically exist in endoscopy, and hence these approaches are
sparse and poorly describing the surgical scene. This sparse representation is not reliable for
such registration, even when meshed and textured (Mountney et al., 2009; Grasa et al., 2014;
Chen et al., 2018), artefacts are not avoidable.

A possible alternative to solve this registration problem is by intra-operative CT acquisition
(Bano et al., 2013), which offers precise information about soft tissue morphology and structure.
However, they introduce significant cost, time and design requirements for operating room.
Similarly, active reconstruction techniques such as structured light (Maurice et al., 2012; Lin
et al., 2015), shape-from-polarization (Martinez-Herrera et al., 2013), time-of-flight (Köhler
et al., 2013) and photometric stereo (Collins et al., 2012a) can recover depth and/or surface
normal information, but they require new or adapted endoscope hardware, and hence so far
have had limited practical use.

In contrast, vision-based intra-operative dense reconstruction would offer a cheap, non-
invasive and real-time 3D models that facilitate pre-operative/intra-operative registration. Ad-
ditionally, the dense organ reconstruction facilitates the extraction of 3D features for recognition
and classification applications in gastro-endoscopy, e.g. poylp classification (Mesejo et al., 2016).
This dense reconstruction together with the estimated relative camera pose, can also be used
to compensate for breathing motion and track tissue for laser ablation. Moreover, dense organ
representation facilitates anchoring AR annotations in specific regions, where salient features
can not be located.
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The increasing popularity of the stereo-scope leads to a revolution in dense reconstruction,
where successful and accurate techniques have been proposed (Stoyanov et al., 2010; Chang
et al., 2013; Penza et al., 2016). However, the baseline of the stereo-scope cameras is relatively
small and fixed, thus require close working distance, whereas uncertainty in the reconstruction
can be proportionally bigger with distant organs, because they yields lower parallax which is
the main cue for accurate reconstruction. While dense stereo is a practical approach it is also
important to note that the majority of MIS procedures are currently performed with monocular
scopes. Therefore, in this thesis, we consider only a moving monocular endoscope.

1.2.3 Why dense SLAM in MIS is challenging?

Recently, dense or semi-dense SLAM approaches (Newcombe et al., 2011a; Engel et al., 2014;
Concha et al., 2015; Pizzoli et al., 2014; Engel et al., 2018) achieves high quality dense recon-
struction results in real-time. They show the advantage of reconstruction from large number
of video frames taken from very close viewpoints, where photometric-consistency is possible,
with appropriate smoothness priors. They have been experimentally proven to perform ro-
bustly for indoor scenes. Despite the ground-breaking results, these approaches present some
limitations when addressing endoscopy, where they require constant illumination and constant
irradiance (i.e. unchanged pixel brightness) with respect to the view direction. These assump-
tions are not valid in endoscopy where the intensive light source that is attached to endoscope
tip produces a severe illumination changes as the endoscope explores the scenes, in addition to
specular reflection and organs discontinuities. Furthermore, an inadequate number of images
can lead to a poorly constrained initialization for the dense SLAM optimization. It is not clear
in these dense approaches how many images should be collected for dense mapping, depending
on camera motion and the scene structure.

1.3 Contributions

In this thesis, we propose and experimentally validate one of the first intracorporeal dense
monocular SLAM system that is able to cope with the above mentioned challenges. The system
performs live, it is purely vision-based, provides endoscope tracking and a global and consistent
dense mapping. In summary, the presented dense intra-operative reconstruction together with
the relative endoscope camera pose can provide the key elements for accurate surgical guidance
system and AR.

We start with the preliminary research described in Chapter 3 that has introduced a video
see-through AR system based on visual SLAM (Mahmoud et al., 2017a), to visualize the intra-
operative/pre-operative models using a commodity Tablet-PC with a built-in camera (video of
publication 1). We presented a non-invasive and interactive registration pipeline that requires
minimal interaction from medical stuff, thus can be integrated easily into current clinical work
flow, and accurately register the patient models onto the operating field. It performs in real-
time the AR rendering, robust to occlusion, and do not require external tracking devices nor
artificial landmarks on the patient skin. The proposed system can significantly contribute to
early surgery planning, such as: trocar or instrument placement.

1https://www.youtube.com/watch?v=KNd0aXDphXM

https://www.youtube.com/watch?v=KNd0aXDphXM
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In Chapter 4, we have directed our study to endoscopy. Endoscope camera tracking and
scene reconstruction is very challenging for monocular endoscope. We have researched the use
of the state-of-the-art SLAM sparse system (ORB-SLAM Mur-Artal et al., 2015) and proved
that, with a adequate tuning of different system parameters, a remarkable tracking performance
(Mahmoud et al., 2017b, video of publication 2). However, sparse map is good for locating
the camera but very poor in describing the surgical scene. Thus, it was our contribution
to extend ORB-SLAM to obtain a dense reconstruction of the surgical scene within 4.9mm
of accuracy (Mahmoud et al., 2017c; Mahmoud et al., 2017d, video of the publication 3). It
requires an initial ORB-SLAM exploration of the abdominal cavity to acquire a set of registered
keyframes used in Bundle Adjustment. After the exploration phase, the system processes the
acquired keyframe in a pairwise fashion with a dense stereo algorithm run on each pair. We
also demonstrated the registration of intra-operative CT models with the intra-operative dense
reconstruction, in order to provide a marker-less AR(video can be found at 4).

In Chapter 5, we present the first monocular SLAM system able to perform live dense
mapping in in-vivo MIS scenes. The system is able to cope with the poor texture, strong illu-
mination changes, specular reflections, surface discontinuities and small deformation typically
exist in laparoscopy (video of publication 5). The proposed system further extends ORB-SLAM
with a novel multi-view stereo-like approach. The crux of the dense reconstruction is a varia-
tional approach that combines an illumination invariant data term and a gradient Huber norm
regularizer. We provide an extensive experimental evaluation and validation on real porcine
sequences of abdominal cavity exploration. We also show a comparison with other dense SLAM
methods showing superior performance in terms of accuracy, density and computation time.
Due to the effective selection of video frames for dense reconstruction based on parallax criteria,
the proposed method can outperform the pure stereo based reconstructions. Additionally, we
show a qualitative evaluation on short abdominal cavity exploratory sequence of a patient and
yielding a very nice reconstruction. Furthermore, the proposed dense system show promising
reconstruction results on indoor sequence from public datasets.

1.4 Publications

• Nader Mahmoud, Óscar G. Grasa, Stéphane A. Nicolau, Christophe Doignon, Luc Soler,
Jacques Marescaux, and J. M. M. Montiel. On-patient see-through augmented reality
based on visual slam. International Journal of Computer Assisted Radiology and Surgery,
vol. 12(1), pp.1–11, 2017. KUKA IJCARS Best Paper Award.

• Nader Mahmoud, Iñigo Cirauqui, Alexandre Hostettler, Christophe Doignon, Luc Soler,
Jacques Marescaux, and J. M. M. Montiel. Orbslam-based endoscope tracking and 3d
reconstruction. In Computer-Assisted and Robotic Endoscopy (MICCAI-CARE), pp.
72–83, Cham, 2017. Springer International Publishing.

2https://www.youtube.com/watch?v=UzPjHQX5-9A
3https://www.youtube.com/watch?v=oG54CBzqVh0&t=12s
4https://www.youtube.com/watch?v=R17lsiIRjbM
5https://www.youtube.com/watch?v=RJCmUY9hBSQ&feature=youtu.be

https://www.youtube.com/watch?v=UzPjHQX5-9A
https://www.youtube.com/watch?v=oG54CBzqVh0&t=12s
https://www.youtube.com/watch?v=R17lsiIRjbM
https://www.youtube.com/watch?v=RJCmUY9hBSQ&feature=youtu.be
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• Nader Mahmoud, Alexandre Hostettler, Toby Collins, Luc Soler, Christophe Doignon,
and J. M. M. Montiel. Slam based quasi dense reconstruction for minimally invasive
surgery scenes. In ICRA C4 Surgical Robots: Compliant, Continuum, Cognitive, and
Collaborative, 2017. arXiv:1705.09107.

• Nader Mahmoud, Toby Collins, Alexandre Hostettler, Luc Soler, Christophe Doignon,
and J. M. M. Montiel. Quasi-dense reconstruction from monocular laparoscopic video.
In Surgetica conference, 2017.

• Nader Mahmoud, Toby Collins, Alexandre Hostettler, Luc Soler, Christophe Doignon,
and J. M. M.Montiel. Live Tracking and Dense Reconstruction for Hand-held Monocular
Endoscopy. IEEE Transaction on Medical Imaging (Submitted February 2018).
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2.1 Introduction

This chapter provides a review of the related works proposed in the literature of computer vision
and MIS for estimating camera pose and/or recovering scene geometry. We are interested in
vision based approaches and exclude methods that use fiducial markers, where marker-based
tracking methods, e.g. Mirota et al., 2009; Lapeer et al., 2008, achieve millimeter tracking
accuracy, however, they can easily fail when markers are occluded, which is so common inside
the operating room. For ease following the chapter, Figure 2.1 provides a broad overview of the
different approaches for tracking camera motion and/or recovering scene geometry depending
on the visual cue used.
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Figure 2.1: Taxonomy of related works.

2.2 Monocular visual cue

This section describes monocular approaches that effectively recover the sparse and dense 3D
scene reconstruction using either single image or many images taken from different direction of
the observed scene, in addition to estimate the camera pose in the given set of images.

2.2.1 Sparse approaches

A rich history of offline, online or recursive estimation of camera poses and sparse 3D structure
begins with Structure from Motion (SfM) from computer vision. In essence, the estimation
process involves three main stages: 1) extraction of images features (e.g., points of interest,
lines, . . . etc.) and matching them between images; 2) estimate camera motion from features
trajectories; 3) recover the 3D structure using the estimated motion and feature trajectories.
The visual systems described here produce sparse maps consists of simple geometric abstractions
of scene points.

2.2.1.1 Factorization based

The evolution of the SfM has noticed different important stages, where in early ages, the seminal
work of Longuet-Higgins, 1981 introduced the first linear method based on point correspon-
dences, later named the eight point algorithm, to solve the SfM problem for a pair of images,
and estimate their relative motion and the 3D scene points. Tomasi et al., 1992 have introduced
the factorization method for SfM assuming a simple orthographic projection camera model, in
which the 3D points are measured via parallel projections onto image plane. In this work,
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feature trajectories are grouped into one matrix that is later decomposed into camera motions
and structure matrices using Singular Value Decomposition (SVD). The factorization method-
ology is later extended to include different camera projection models (Poelman et al., 1997,
Triggs, 1996), imperfect data (Aanæs et al., 2002), uncalibrated cameras (Han et al., 2003),
and different geometric representation (Quan et al., 1996).

The traditional factorization method has attracted the attention in MIS, where Wu et
al., 2007 has employed the factorization method within a constraint-based approach for 3D
reconstruction in monocular endoscopy. Wu et al., 2007 used different geometric constraints as
inputs to guide the reconstruction process. Another factorization based approach was proposed
by Mahmoud et al., 2012 to tackle the problem of feature occlusions and produce a photo-
realistic reconstruction. The factorization approaches can provide a camera trajectory and
sparse map from scratch, however they are not very accurate and require a set of well-tracked
features as they are very sensitive to outliers. Nonetheless, they are good to provide an estimate
of the camera trajectory and sparse reconstruction offline, however for AR purposes an online
camera pose estimation is a prerequisite.

2.2.1.2 Bundle adjustment based

Typically, the number of 3D structure points in an SfM instance is much greater than the
number of corresponding images (e.g., for an unordered collection of about 103 images, it is
reasonable to expect an order of 108 scene points for a rich 3D reconstruction). The fundamental
challenge for SfM is to efficiently process the given data, while maintaining robustness to
noise/outliers in the data.

The primary class of algorithms for joint refinement of the 3D structure, the camera motion
and, possibly, also the camera calibration parameters is known as Bundle Adjustment (BA)
methods. The BA optimization is based on minimizing the reprojection error, which is the
geometric error of a given 3D points cloud to match all possible observations in a set of images.
Large scale BA based reconstruction (for tens of thousands of images), has been a tempting
theme for computer vision researches and leads to successful and robust reconstructions from
hundreds of unstructured sets of images (Snavely et al., 2006; Agarwal et al., 2010; S. et al.,
2011; Crandall et al., 2011). To reconstruct the scene, an initial set of estimates for camera
poses and 3D structure are required (typically, computed by a simpler techniques, and hence
factorization is a valid option as it can compute these estimations from scratch).

The BA based approaches have encourage researches to develop more robust 3D reconstruc-
tions in MIS. Atasoy et al., 2008 has proposed an image moscaising approach based on BA for
fibroscopic video to expand the surgeon’s FOV. They used a feature based registration method
to register successive endoscopic video frames, while employed bundle adjustment to maintain
global consistency. Typically, a wide-baseline feature matching algorithm is required to estab-
lish correspondences between widely-separated images, thus feature occlusions and mismatches
are highly likely to exist. Hu et al., 2007 and Hu et al., 2012 proposed a BA based approach to
handle problems of missing feature points using a Competitive Evolutionary Agent (CEA) al-
gorithm, and improved the robustness to outliers using trifocal tensor, that is applied in Totally
Endoscopic Coronary Artery Bypass (TECAB) surgery.

As noted by Triggs et al., 2000, BA is essentially a matter of optimizing a complicated
nonlinear cost function (total reprojection error) over a large parameters (3D structures and
camera parameters), the accuracy of which is highly dependent on the initial estimates of the
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camera poses and 3D structure. To reduce this difficulty, Sun et al., 2013 tracked the laparo-
scope externally to obtain a good initial camera poses for BA optimization. A major benefit
of this global batch BA optimization is that the recovered structure and camera poses can
achieve high accuracy. Furthermore, a video sequence is not required where feature matches
between a collection of unordered and wide-baseline images are sufficient to estimate accurate
reconstruction, however on the expense of longer computation times. The nature of MIS proce-
dures is different than the general computer vision challenges that try to estimate the camera
poses and scene structure from a set of images collected from the internet or databases. In
MIS interventions, endoscopic video sequences are available and hence it is intuitive to use
BA in a sequential manner for 3D reconstruction and camera localization. This reduces the
computation complexity of the problem by optimizing a lower number of parameters, which is
the backbone idea of real-time SLAM.

2.2.1.3 SLAM

Different from SfM, in robotics community, one main task is the real-time sensor localization,
simultaneous to scene reconstruction, this problem is termed as visual SLAM. The holy grail
of SLAM approaches is purely vision based, where a camera is mounted to a robot as sensor
observing and moving in an unknown environment. It is a well-studied topic in robotics and
more detailed survey can be found in Cadena et al., 2016. The pre-built reconstruction provide
much useful information for navigation purposes, provided that localization within those maps
can be performed accurately.

2.2.1.3.1 Early motion estimation approaches

Burschka et al., 2005 proposed an early system to simultaneously estimate the endoscope pose
and the real scaled reconstruction in sinus surgery. The real scale is recovered by a registra-
tion with a pre-operative CT model, while the camera poses are estimated in a frame basis
using correspondences detected between successive frames. This approach lacks the robustness
to outliers and mismatches. Thus, Wang et al., 2008 employed SIFT detection algorithm fol-
lowed by SVD-based matching method between successive frames, the list of correspondences
are further refined by a novel M-estimator termed Adaptive Scale Kernel Consensus (ASKC).
Mirota et al., 2012 has further extended the ASKC approach and developed a robust tracking
and registration system, in which an initial reconstruction is obtained from first image pair
and registered to an isosurface segmented from CT images. After the initial registration, the
system tracks image features and estimate camera pose with a robust 2D-3D pose estimation.

Generally, these approaches rely on feature trajectories between successive video frames for
camera poses estimation and 3D reconstruction. As a result, they cannot perform well in case
of large translations (i.e. changes in viewpoints) and illumination changes that are expected in
endoscopy, because feature tracking is very fragile at textureless regions, and can suffer from
drifts, drop-off due to occlusion, sudden camera motion, and motion blur.
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2.2.1.3.2 Filter based SLAM

The classical age has witnessed the introduction of the probabilistic formulation for SLAM.
Harris et al., 1988, introduced a single camera tracking and mapping system capable of real-
time operation on very modest hardware by the use of Kalman Filter (KF). Each 3D point in
the map has an associated covariance matrix that encodes its uncertainty, hence Harris et al.,
1988 estimates the sequential camera motion by exploiting the uncertainty represented over the
3D point to constrain the search for correspondences in the live video stream. Chiuso et al.,
2000 have emphasized the useful temporal constraints available to handle the tradeoff between
the ease in solving the correspondence problem and reconstruction accuracy. Chiuso et al.,
2000 have presented an early Extended Kalman Filter (EKF) based system that can handle
feature occlusions and drift in scale.

Davison, 2003 has proposed a MonoSLAM system, establishing a milestone step towards
real-time single camera visual SLAM. Aiming at accurate camera localization rather than 3D
structure recovery, he allowed features to be re-used after period of occlusion, thus prevented
motion drift. Davison, 2003 used a joint state representing the camera pose and the map
within EKF scheme, moreover he used the joint uncertainty over predicted feature positions to
reduce the computational cost of obtaining correspondences. The system’s stability and agility
surpassed previous systems. Montiel et al., 2006 has improved the initialization process of
the MonoSLAM with an inverse depth parametrization of the initial map points, that enabled
the representation of infinite uncertainty along the corresponding pixel ray. Since major EKF
challenges are connected to efficiency and data association, Civera et al., 2009 has introduced
a combination of RANSAC plus EKF, named 1-point Random Sample Consensus (RANSAC),
for robust data association.

Following the inverse depth parametrization, Grasa et al., 2009 has proposed an EKF-SLAM
system that perform robustly in endoscopic sequences. Grasa et al., 2009 enforced rigidity
constraint and filter spurious by the use of Joint Compatibly Branch and Bound (JCBB) of
Neira et al., 2001. In a latter version of the system, Grasa et al., 2011 replaced the JCBB
with 1-point RANSAC detector to be able to perform in real-time, and adding a relocalization
functionality, that is based on Randomized List Relocalization (RLR), to localize the camera
after tracking failure. In Grasa et al., 2014, more extensive evaluation of the system was
performed, more than 15 hernia repair surgeries were reported.

On one hand, it has been proven that EKF-SLAM approaches are able to perform robustly
in MIS with real-time performance to estimate the endoscope camera pose, which is important
step for live guidance in MIS. However, on the other hand, EKF-SLAM maps are very poor
in terms of map density, it contains only very few points ranges between 10-100 points, which
makes it suitable in localizing camera within very small environment. Additionally, they are
known to provide less accurate results than BA approaches.

2.2.1.3.3 Keyframe based SLAM

The time-consuming BA has been shown to be very effective and accurate in refining scene
structure and camera poses. Thus, one has to option to reduce the computational burden of the
BA in robotics. The first option is to apply the BA in a hierarchical/sequential way (Hartley et
al., 2003), however it does not greatly solve the computation time. Thus, it is necessary to take
an alternative method whose purpose is to decrease the number of parameters to be optimized.
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Shum et al., 1999 exploits information redundancy in images and divide the sequence into
segments, from which local 3D reconstructions is obtained. To efficiently bundle adjust the 3D
structure from all segments, they reduce the number of frames in each segment by introducing
a representative frame called virtual keyframes, that are used during global BA. Mouragnon
et al., 2006 has introduced a fast and local BA approach that ensures both good accuracy and
consistency. The system significantly reduces the computational complexity compared to global
BA, where a keyframe selection mechanism is developed to select only important frames, thus
local BA is performed when new keyframe is acquired and involve set of neighboring frames
and keyframes. The system has been experimentally evaluated in long sequence about one
kilometer long.

Later, Klein et al., 2007 introduced a breakthrough Parallel Tracking And Mapping (PTAM)
system, which can robustly localize the camera pose in real-time and build a 3D map of desktop-
like environment consists of thousands of points. Klein et al., 2007 splits the tracking and
mapping into two separate threads, run in parallel. One thread deals with the task of camera
pose estimation and selection of keyframes, while the other creates and updates a 3D map
of image features observed in processed video frames and perform BA. New 3D points are
reconstructed inside the mapping thread, with an epipolar guided search to avoid the wait for
long 2D feature tracks.

Chang et al., 2012a has researched the utilization of PTAM in Robot-Assisted Laparoscopic
Prostatectomy (RALP) for tracking laparoscope poses. Benefiting from the estimated camera
poses, Chang et al., 2012a proposed a photo-consistency based multi-view approach for 3D-
2D image registration of segmented pre-operative CT model. However, in real endoscopic
scenes, there were several robustness issues in PTAM’s performance, where features are mainly
tracked with a correlation patch, thus leads to tracking failure due to poor-texture, specular
and deforming regions in endoscopy.

Following the venue opened by PTAM, recently ORB-SLAM has been proposed by Mur-
Artal et al., 2015. The system contains several state-of-the-art additions to obtain a robust
and accurate performance in large scale environments. It includes automatic initialization,
covisibility information, in addition to bag of binary words for place recognition. For large
scale mapping, scale aware loop closing is used. The system uses ORB (Rublee et al., 2011)
for feature description and matching in all process, what boots better performance over PTAM
which uses patch search.

The clear advantage of keyframe based SLAM approaches is the real-time and high quality
tracking and mapping performance they can achieve. However, these approaches are aiming at
providing accurate tracking results on the expense of the sparseness of the reconstructed map.
That makes the obtained map good for only locating the endoscope within the abdominal cavity,
which is the first key element needed for accurate AR guidance. Due to the high dependency
on image features, these approaches can perform very badly in textureless areas and with rapid
camera motion, due to motion blur.

2.2.2 Dense approaches

In contrast to feature-based approaches, the dense approaches aim to reconstruct a rich and
visually appealing 3D representation of the observed scene, where the ultimate goal is to recon-
struct every single pixel in the image. In this section we are interested in dense method that
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relies on RGB images as the sole sensor input, where RGB-D sensor is researched (Newcombe
et al., 2011b; Bylow et al., 2013), however they cannot be applied to endoscopy.

2.2.2.1 Shading cue

An interesting cue in computer vision for dense reconstruction is shading, called Shape-from-
Shading (SfS). SfS is very attractive to researchers, because it can provide dense 3D recon-
struction from a single image. SfS techniques exploit the relationship between geometry, pixels
intensities and scene illumination to recover the scene geometry. It has been appealing choice
for MIS applications, specially for GI applications where textural image information tends to
be scarce (Tankus et al., 2004). SfS techniques assume a completely homogenous surface, pre-
senting no self-occlusions or shadows. Most SfS formulations assume Lambertian surface due to
the mathematical simplicity of the model. Other, more sophisticated models describing rough
or specular surfaces are also proposed in the literature by Ahmed et al., 2007.

SfS methods vary in their formulation depending on the model of the camera and light
source used. Cameras can be modeled as either orthographic (Tsai et al., 1994), perspective
(Tankus et al., 2005). On the other hand, light sources are assumed to be either infinitely far
away, so that light rays will be parallel to each other (Tankus et al., 2005), or close to the
surface, in which case the light source can be assumed at the optical center (Prados et al.,
2006).

MIS scenes provide a niche environment for SfS, due to their suitability to the camera-light
source setup usually assumed and tissue homogeneity. With the assumption of coincident cam-
era and light source, Deguchi et al., 1996 propagate depth isocontours with an iterative scheme
assuming an orthographic camera model. This model was then extended by Forster et al., 2000
to take into account the radial distortion. Wu et al., 2010 has relaxed the assumptions of SfS
to deal with near point light sources that are not co-located with the camera center. Moreover,
they join multiple SfS reconstructions together during orthopaedic procedures by means of a
modified Iterative Closest Point (ICP) algorithm, to obtain a complete reconstruction of the
observed tissue. Also, the linear approach of Tsai et al., 1994 is exploited by Karargyris et al.,
2011 and Turan et al., 2017 to obtain multiple SfS reconstructions for enhanced 3D panoramic
visualization during capsule endoscopy.

SfS is a strong contender for dense monocular 3D reconstruction in endoscopy because: 1)
It requires no correspondences, which is a difficult task; 2) It requires only a single image;
3) The lighting conditions are highly controlled; 4) It can provide superior performance in
texture-less regions, which are many. However, it is a weakly constrained problem, and real
endoscopy conditions often violate its core assumptions, thus require multiple depth cues in a
hybrid method, such as SfM/SfS as concluded by Collins et al., 2012b.

2.2.2.2 Multi-view stereo

According to Seitz et al., 2006: The goal of multi-view stereo is to reconstruct a complete 3D
object model from a collection of images taken from known camera viewpoints. Multi-View
Stereo (MVS) is an active research topic in computer vision field, where nice surveys by Seitz
et al., 2006 and Furukawa et al., 2015 are exist. When assuming the estimated camera poses
from sparse approaches are within bounded acceptable error, recovering scene geometry task
can then be more focused on computing rich scene reconstruction.
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MVS approaches tend to recover the depth of every pixel in the images taken a possibly very
large set of images (Furukawa et al., 2015; Zhou et al., 2013). It can produce a highly detailed 3D
reconstruction that explains the images under set of assumptions. These assumptions include:
rigid Lambertian surfaces, photo-consistency (Seitz et al., 2006), known object silhouettes or
shape priors (Esteban et al., 2008; Heise et al., 2015). Seitz et al., 2006 developed a six-point
taxonomy that helps classifying MVS approaches according to scene representation, photo-
consistency measure, visibility model, shape priors, reconstruction algorithm, and initialization
requirements.

In fact, the computational complexity of estimating dense geometry with MVS has been
a practical barrier to its use for real-time applications, such as computer-assisted endoscopy.
Collins et al., 2013 have presented a potential usage of MVS in laparoscopy to densely re-
construct the uterus surface, but offline and with a predefined uterus silhouettes. There is
a growing interest to import MVS methods to real-time constraint, taking into account the
advantages of GPU computation power (Chang et al., 2011; Tanskanen et al., 2013). On go-
ing research work also consider handing problems of varying surface albedo and illumination
(Langguth et al., 2016; Queàu et al., 2017) by incorporating SfS technique. Unlike SLAM,
MVS approaches explicitly decouple the scene reconstruction process from camera localization,
which limits its usage to, for example, build 3D scenes for virtual reality applications without
being able to localize the sensor within that scene. In the next section we describe methods
which combine both dense reconstruction and camera localization.

2.2.2.3 Feature-based tracking and dense mapping

A live dense reconstruction system must cope with increased or unknown uncertainty in the
camera pose estimates. Furthermore, in the live setting the data input to the system is not
fixed, hence these systems must provide a solution within a constant computational cost per
frame and enable ongoing incremental reconstruction. Research efforts have been invested to
produce a consistent dense representation that efficiently describe the observed scene in real-
time. Methods described in this section rely on sparse SLAM as back-end for live camera pose
estimation and uses that information for dense reconstruction task.

Newcombe et al., 2010 made a significant performance boost towards dense real-time SLAM
and showed the advantage of reconstruction from large number of video frames taken from very
close viewpoints, where photometric-consistency is possible. A base mesh was initially built
from the sparse PTAM map and then iteratively polished in near real-time, by cluster of frames,
through solving a variational problem with a photometric data term and a smoothness prior.
However, the topology of the reconstruction was limited by the initial mesh created by the
sparse points. Moreover, the photometric-consistency assumption requires a constant light
source. Marcinczak et al., 2014 has improved the variational approach of Newcombe et al.,
2010 to handle the challenging lighting conditions in MIS by considering the spherical color
model of Mileva et al., 2007 as an illumination invariant image representation.

Graber et al., 2011 presented a dense system for depth maps fusion, which works on the set
of keyframes provided by PTAM and produce their corresponding depth maps, using a dense
stereo plane-sweep algorithm of Collins, 1996. The plane-sweep approach directly enforces the
epipolar geometry between a reference image and comparison images, it is equivalent to the
direct search approach proposed by Newcombe et al., 2010. For depth maps fusion, a volume
based reconstruction with truncated signed distance function is used. It is only validated on
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a well defined model. Wendel et al., 2012 has further extended the dense approach of Graber
et al., 2011 and presented a distributed system for dense volumetric reconstruction for micro
aerial vehicles. In a similar vein, Chen et al., 2018 has initially filtered the outliers in the sparse
SLAM map and built the surface of the organ using Poisson Surface Reconstruction of Kazhdan
et al., 2006 algorithm, after a smoothing step. This method is highly dependent on quality of
the initial sparse reconstruction and the observed scene, where bad/too sparse points can lead
to significant errors.

Despite the good dense performance of the these approaches, it is not clear how they would
perform in real MIS procedures, where plane-sweeping approach considered by Gallup et al.,
2007 targets well textured scenes. Hence it can produce good results for sufficiently textured and
un-occluded surfaces, which is hard to meet in MIS scenes. Moreover, plane-sweeping assumes
surface are frontal parallel and slanted surface can be correctly handled by performing multiple
plane-sweeps in different direction Gallup et al., 2007, which adds to computation time. The
adapted variational approach proposed by Marcinczak et al., 2014 has been validated on set of
images from the video sequence, however it is hard to predict how the global reconstruction of
the imaged organ would be. Furthermore, their pixel-wise data term can be very sensitive to
minor transformation, both in geometry (rotation and translation) and in imaging conditions
(noise and blurring).

2.2.2.4 Dense tracking and mapping

These approaches estimate the camera pose by minimizing a photometric error, in contrast to
reprojection error used by sparse approaches, and termed as Direct SLAM. This photometric
error is a pixel-wise cost function that is devised and optimized as the degree of similarity
between all pixels in the two images, together with a certain motion parametrization for warping
either image in order to align both of them. These approaches can perform a dense (Newcombe
et al., 2011a; Pizzoli et al., 2014; Concha et al., 2015) (all pixels in the image) or a semi-dense
(Engel et al., 2014; Mur-Artal et al., 2015) (only high gradient areas) mapping. Typically,
dense reconstruction methods (Newcombe et al., 2011a; Pizzoli et al., 2014) reconstruct high
quality surfaces and require GPU acceleration due to the computational cost involved, while
semi-dense approaches( Engel et al., 2014; Mur-Artal et al., 2015) recover object contours and
textured surface, thus does not need GPU but rely on multi-threading optimization. Direct
SLAM approaches offers:

• Rich scene understanding beyond pure geometry that is useful for object or scene recog-
nition, navigation or AR tasks.

• Robust tracking in case of motion blur or scenes with less discriminative features.

The impressive results of theses approaches, have questioned the need for features based
methods and suggest an evolution from sparse SLAM to direct SLAM. Direct SLAM approaches
are very promising but still a challenge, where it require the availability of the right type of cam-
era motion and suitable scene illumination. The photometric error used by direct approaches
assumes Lambertian surfaces, no gain or exposure changes between images, and no lens ar-
tifacts like vignetting. The photometric constancy does not hold for images captured over a
wide baseline or when light changes significantly. These assumptions limit its applicability
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to indoor/controlled environments, where changes in illumination are very small or constant.
These assumptions are violated in MIS scenes, where there are severe illumination variability
as the endoscope explores the operating field, due to the high intensity light source attached to
the endoscope tip.

The recent sparse visual odometry system proposed by Engel et al., 2018 shows how to incor-
porate photometric calibration and exposure information in the photometric BA. A photometric
BA, where several cameras and associated depth maps are jointly optimized to minimize the
photometric error, is too computationally expensive. Engel et al., 2018 showed that by op-
erating on a sparse set of pixels per image and without smoothness priors, it is affordable to
perform a sliding window photometric BA in real-time and standard CPU.

2.3 Stereo visual cue

Stereo-endoscope becomes ubiquitous imaging modality in abdominal interventions. It gains
popularity in robotic assisted surgery, where systems such as da Vinci become available. A mas-
sive and valuable research works have been proposed that exploit the stereo cue for dense scene
recovery. Stereo matching is the process of taking left and right images and estimating a 3D
surface of the observed scene by finding matching pixels in the two images and converting their
2D positions to 3D depths. The literature of dense stereo is vast and we refer to Hirschmuller
et al., 2009 and Szeliski, 2010, where a detailed explanation of different stereo matching aspects
such as photo-consistency measure, local (window-based) or global optimization based meth-
ods can be found. However, in this section we are interested in stereo approaches that were
successfully applied in MIS.

2.3.1 Only dense

In this section we explore the stereo methods that are able to compute the dense reconstruction
without estimating camera pose. Stoyanov et al., 2010 has presented a robust method that per-
form, in near real-time, dense stereo reconstruction based on belief propagation. The method
initially starts with a sparse correspondences with feature matching and subsequently propa-
gates the 3D structure into neighboring image regions. The use of Zero-mean Normalized Cross
Correlation (ZNCC) as a photometric similarity measure shows a robust performance with the
challenging conditions in MIS. Röhl et al., 2012 has presented a similar correlation-based prop-
agation approach, which depends on an adaptive version of Hybrid Recursive Matching (HRM)
algorithm. Totz et al., 2014, has adapted the propagation approach of Stoyanov et al., 2010
to achieve real-time results by using coarse-to-fine pyramidal scheme with GPU parallelism.
In practice, endoscopic images are very challenging, therefore mismatches are more prone to
exist. Bernhardt et al., 2013 proposed different confidence criteria for assessing the quality of
the stereo matching, and hence greatly reduced the percentage of the outliers in the final re-
construction. Specular highlights and lighting variation in endoscopy often lead to non-reliable
matches, consequently Penza et al., 2016 considered a non-parametric image transform (Banks
et al., 1997), which is robust to radiometric difference (i.e. lighting changes and noise between
image pair) followed by a refinement step to polish the disparity map and fill the resultant
holes.
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In contrast to methods combining locally applied similarity measures with spatial or tem-
poral constraints, other approaches consider priors to guide the reconstruction process. Schoob
et al., 2013 proposed a model-based approach with the assumption that soft tissue surfaces
are generally continuous and smooth. They employed the thin-plate spline model to obtain a
smooth depth maps. Amir-Khalili et al., 2013 has used the segmented CT model, after being
registered manually to image pair as a shape regularizer, where the depth of the each pixel is
computed as a weighted depth average between stereo reconstruction and CT model. Chang
et al., 2013 proposed a robust stereo approach that assume a 3D cost volume to combine local
matching with global smoothness optimization. The 3D cost volume consists of n slices that
have the same dimensions as the stereoscopic images, where n is the range of searching dispar-
ity. A global optimization follows the cost volume construction for achieving the smoothness of
the reconstructed disparity and maintaining the discontinuity at the same time. Good surveys
for classification and comparing dense stereo approaches in MIS are proposed (Stoyanov, 2012;
Maier-Hein et al., 2014b; Lin et al., 2016).

The clear advantage of dense stereo approaches is their ability to recover organ deformations
from a single shot, without relying on a complex computations. In addition to provide a metric
reconstruction free from scale factors, monocular approaches obtain the real scaled reconstruc-
tion through a registration process with pre-operative data. However, these approaches require
close working distance with target organs. High uncertainties can arise in case of distant scene
areas, that render low parallax, due to the limited baseline between the stereoscope cameras
(≈ 5mm). This baseline cannot be bigger as it would require larger scope diameter. While
a moving monocular endoscope can render a higher parallax, which is a crucial for accurate
reconstruction.

2.3.2 Stereo SLAM

Recovering the dense surface geometry is a challenge, but localizing the endoscope pose with
respect to the recovered surface is another one. In this section we detail works able to track
also the stereo scope while estimating scene reconstruction. Mountney et al., 2006 was the
first to investigate the use of EKF-SLAM for stereo scope localization and mapping in MIS,
where a constant velocity and constant angular velocity model was adopted to describe the
stereo endoscope motion assuming smooth camera motion and rigid scenes. Mountney et al.,
2010a presented a non-rigid framework to estimate the camera motion and the deforming tissue
structure, where a dynamic periodic motion model is combined with EKF-SLAM to estimate
the respiration cycle of the liver. These EKF-SLAM approaches recover few feature points,
represented by 25x25 window patches, to describe the scene geometry.

To improve the limited field-of-view in MIS and obtain an attractive scene representation,
Mountney et al., 2009 proposed a dynamic view expansion approach, which builds a 3D textured
model from the sparse EKF-SLAM reconstruction. Similar approaches were also reported by
Noonan et al., 2009 and Yip et al., 2012. Due to sparse representation of the scene, artefacts
are unavoidable in the final reconstruction. Totz et al., 2011 have expanded the stereo EKF-
SLAM with additional virtual features, then applied dense stereo algorithm for better describing
tissue surface. In practice, EKF-SLAM approaches suffer from poor map scaling, thus the dense
reconstruction were limited to smaller regions.
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For large scale mapping, Lin et al., 2013 have adapted PTAM for stereo endoscope, with
an extension to detect and ignore the deformable mapped points. Chen et al., 2017 follow the
same vein and extend the stereo ORB-SLAM with dense stereo matching algorithm to obtain
a dense reconstruction of every image pair. The depth maps are aligned in a single coordinate
systems and meshed afterwords. Chang et al., 2014 and Song et al., 2018 exploited the robust
depth maps obtained from each image pair and use it for stereo endoscope tracking, where
Chang et al., 2014 have employed the quadrifocal relationship, while Song et al., 2018 have
used the dense SURF matches between existing model and left image with RANSAC scheme
to estimate the rigid translation and rotation of the stereo-scope.

2.4 Dataset

Accuracy evaluation is a very important step towards a thorough validation for computer as-
sisted surgery solutions, thus it is not possible to conclude this chapter without mentioning the
public datasets considered for evaluating and validating MIS solutions. It is rather important
for algorithms and systems that are in a research or prototype state. Making these kinds of data
freely available would significantly speed up the development for many research groups. Having
common data sets does not only allow researchers to spend more time on development and less
time on validation, but it also allows to benchmark algorithms against each other. Table 2.1
lists publicly available MIS datasets. Hamlyn Center Laparoscope/Endoscope Video Dataset
(Mountney et al., 2010b; Stoyanov et al., 2010) provide a variety of in-vivo/ex-vivo monocu-
lar and stereo video sequences from different interventions (e.g. liver, lung, heart, colon, and
spleen) with different challenges such as: rapid endoscope motion, motion blur, deformation,
instrument interaction, and occlusions. It provides a CT ground truth for two stereo sequences
of a silicon heart phantom, recorded with a static camera, which is suitable to evaluate and
compare dense stereo approaches. Malti et al., 2012 has introduced a uterus dataset, which
has been recorded by a static camera and include tissue deformation caused by instrument in-
teraction for evaluating monocular non-rigid reconstruction. Open-CAS provides a collection
of datasets that includes: short simulation liver sequences (Röhl et al., 2012), liver registration
(Suwelack et al., 2014), endoscopic instrument segmentation (Maier-Hein et al., 2014a), and
thyroid segmentation (Wunderling et al., 2017).

The ability to match image features between laparoscopic views is essential in many MIS
applications. Puerto-Souza et al., 2013 provided the Hierarchical Multi-Affine (HMA) toolbox
for feature matching, it contains image pairs with various challenging conditions, such as instru-
ment occlusion, image blur, and organ motion. Surgical instrument are sometimes hardly to be
seen in endoscopic images and thus difficult to be recognized visually, research efforts are being
invested for surgical instrument tracking and surgical phase identification. For benchmarking,
dataset of sequences with moving surgical instruments were made publicly available (Twinanda
et al., 2016; Surgical Robot Vision 2016) with ground truth information about positions of the
surgical instruments.
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Table 2.1: Publicly available MIS Datasets.

Dataset Type of Data Scene Camera Motion Reconstruction GT Endoscope tracking GT
Hamlyn center

(Mountney et al., 2010b
Stoyanov et al., 2010)

sequence ex-vivo/in-vivo static/exploratory local area X

Uterus (Malti et al., 2012) sequence in-vivo static X X
Dense stereo

(Maier-Hein et al., 2014b) image-pairs in-vitro X local area X

Simulation (Röhl et al., 2012) sequence simulation exploratory Yes Yes
Surgical instruments tracking:

Maier-Hein et al., 2014a
Twinanda et al., 2016
Surgical Robot Vision

sequence/images in-vivo static X X

Feature matching
(Puerto-Souza et al., 2013) image-pairs in-vivo static X X

As indicated in Table 2.1, the available ground truth still limited in two main aspects.
Firstly, a global/complete reconstruction of the imaged organ is not available, where Mountney
et al., 2010b and Maier-Hein et al., 2014b provides a reconstruction ground truth of the visible
organ region in the image pairs. Secondly, it lacks the ground truth for endoscope camera pose
in each frame. These two limitations are often tackled by the use of simulated data that lacks
of real organs textures and often include a synthetic foreground/background separation. Such
simulated data are ideal and consider a perfect scenarios that does not exist in real surgeries.
Consequently, there still a strong need for a real porcine, complete, and generic dataset that
allow thorough evaluation and benchmarking of different proposed solutions in MIS literature
similar to traditional computer vision datasets used for dense stereo matching (Scharstein et al.,
2014) and robotics datasets (Sturm et al., 2012).

For the sake of practicality, in this thesis we were interested in evaluating and validating
the proposed solutions on real porcine experiment from our private dataset (see Chapter 4 for
more details), which contains several in-vivo and ex-vivo exploratory sequences, together with
CT surfaces ground truth of the complete abdominal cavity, that have been segmented by an
expert, for reconstruction accuracy assessment. Furthermore, to avoid bias in the quantitative
and qualitative evaluation of the proposed solutions, we also considered different exploratory
sequences from public datasets for further validation, as we show in Chapter 5.

2.5 Discussion

An investigation by Strasdat et al., 2012 compared filter based vs. keyframe based sparse
SLAMs in terms of computational cost of the map and trajectory accuracy. The study showed
that keyframe based BA approaches, in which more features are used for tracking without
joint uncertainty, leads to increased accuracy and stability over filter based systems. Generally
speaking, keyframe based approaches achieved a very robust and highly accurate camera pose
estimation. They globally match feature descriptors and allow for very wide baseline pose
estimation (large scale tasks). However, the main limitation of these approaches is that it
only exploit the visual information where features or corners can be extracted. Lack of scene
textures or motion blur can make these approaches to fail or perform very poorly. In addition
to the reconstructed map is a sparse set of points with little use for other tasks than camera
localization. The quality of the map is heavily dependent on the matching strategy followed and
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number of features in the images, which are very few in MIS due to specularities caused by the
high intensive light source attached to the endoscope, organ deformation, and poor textures.

In contrast, direct SLAM approaches exploit all image pixel in dense mapping and is more
robust in case of motion blur or poor-texture scene. However, these approaches, by their
nature, are ill-suited for wide baseline matching. Direct SLAM approaches still rely on features
to detect loops, compute the associated drifts, or relocalize the camera after tracking failure.
Decent discussion and comparisons of the two methods can be found in Engel et al., 2018. We
can conclude that the method with best performance really depended on the target application,
and for MIS the feature-based SLAM approaches were very attractive, where it showed a robust
tracking and reconstruction performance with careful selection and matching strategies of image
feature, but on the expense of sparse scene representation. The impractical assumptions of
direct SLAM still a barrier for its usage in MIS, thus these approaches still require a considerable
improvements to tackle the challenging conditions in MIS.

The work in this thesis combine the best of feature-based SLAM and direct SLAM, where
discrete scene features are used for map initialization, camera localization over long trajectories,
relocation after loss of tracking, and loop closure. While the dense scene representation is
obtained with two proposed approaches: pairwise dense mapping (Chapter 4) and low cost
MVS dense mapping (Chapter 5). We go beyond the impractical assumptions of direct SLAM
in order to handle difficulties when processing endoscopic sequences, and we came up with
a system that is able to cope with illumination changes, discontinuities, repetitive textures,
and small deformation caused by respiration. The proposed system has been evaluated and
validated on real porcine in-vive and ex-vivo sequences.

Despite, stereo scope becomes available, there is still strong scientific interest in monocular
approaches for creating 3D models from the minimal case, because it can provide insights
for better understanding the visual processing. In the past, the research in the challenging
monocular systems has leaded to significant theoretical advances that can be readily transferred
to the stereo processing but not the other way round. Consequently, in this thesis, we consider
only monocular endoscope as the only source of information, and we use a selection criterion
for scene densification that is based on parallax rendered by a moving monocular endoscope. In
comparison with single shot dense stereo the proposed system can render high pixel parallaxes
and thus increase reconstruction accuracy.

Dense monocular SfS and MVS approaches decouple the dense reconstruction from localizing
the camera pose within the operating field. Hence, make it more suitable for FOV expansion and
extracting the geometric properties of the observed organ, assuming the longer processing times
and scalability issues of these approaches are solved. Differently, we provide a live camera pose
estimation, that is crucial for different applications such as: AR, safe navigation and instrument
control during Endoscopic Skull Base Surgery (ESBS) Mirota et al., 2012.
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Chapter 3
On-Patient See-through Augmented
Reality based on visual SLAM
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3.1 Introduction

Patient pre-operative models are readily available through various imaging modalities. Those
models are typically displayed on a display monitor, laptop or Tablet-PC. However, the medical
staff has to mentally project that information onto the patient. An AR superimposition of
pre-operative models onto the patient can provide the medical staff with a kind of “X-ray
vision”. Such AR visualization allows for fast, safe and optimal surgical set-up to reach the
target anatomical structures. Hallet et al., 2015 exploit this AR visualization and designed
the trocar placement before the actual thoracic surgery. The trocar and instrument set-up
was performed on the pre-operative model before the surgery (cf. Figure 3.1(a)) and their
locations are superimposed afterwords intra-operatively on a static view provided by a fixed
camera (cf. Figure 3.1(b-c)). However, this technique suffers from two important drawbacks.
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First, the registration of the models is performed manually and needs to be recomputed after
every change of the relative camera pose with respect to the patient. Second, this kind of
relative motion is difficult to avoid even using bulky fixing methods for both the camera and
the patient.

(a) (b) (c)

Figure 3.1: Port positioning with AR guidance during trans-thoracic minimally
invasive hepatectomy (Hallet et al., 2015). (a) Pre-operative trocar placement

planning. (b) and (c) Marking of the chosen port site.

Other successful systems provide real-time on-patient AR visualization of medical images
that use: head-mounted display (Navab et al., 2007), specialized tracking hardware (Nicolau
et al., 2009), or intra-operative projector systems (Sugimoto et al., 2010). However, these
methods require bulky equipment such as optical tracking systems and are not appropriate for
an easy integration into the operating room.

Generally, the accuracy of the image augmentation depends on two factors: 3D camera
localization and model registration. On one hand, the 3D pose of the moveable camera has to
be accurately estimated, in real time, with respect to the patient body. On the other hand,
the pre-operative models have to be accurately registered to the patient body and have to be
maintained during the camera exploration around the patient.

In this chapter, we present our SLAM-based AR approach that can accurately visualize the
pre-operative/intra-operative model onto the patient skin, using only the commodity Tablet-PC
with built-in camera. The sparse SLAM is used in the back-end so as to localize Tablet-PC’
camera in real-time. However, the density of the obtained map was poor, it shows a good
performance in localizing the camera, which is an important factor for robust AR overlay. As
a front-end we proposed a non-invasive registration and visualization strategy that requires
minimal interaction from medical staff. Our contributions are: 1) A SLAM for on-patient
AR visualization, which only requires a Tablet-PC. 2) A usage strategy that fits the clinical
constraints and is easy to setup and use inside the operating room. 3) Interactions from
medical staff are reduced to the identification of 4 to 6 anatomical references at the beginning
of the procedure. 4) The system is validated providing geometrical accuracy and computing
cycle time. This chapter has been published in International Journal of Computer Assisted
Radiology and Surgery IJCARS Mahmoud et al., 2017a.
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3.2 Related work

Various approaches for on-patient Tablet-PC see-through AR have been proposed in recent
years, that depend on two different techniques to track the camera pose: surface-based regis-
tration and 2D/3D point correspondences. In surface-based registration techniques (Lee et al.,
2012; Santos et al., 2014; Macedo et al., 2014; Kilgus et al., 2015; Chen et al., 2015), the Tablet-
PC is mounted with a range camera, RGB-D sensor or stereo-vision to continuously capture
the depth and color information, from which the skin surface is automatically extracted. This
surface is then registered with the models acquired from CT images, typically ICP algorithm or
its modified version is used. This process is repeated for every frame at 5-10Hz (Macedo et al.,
2014). The major drawbacks of this type of techniques are the computation cost of depth image
segmentation and ICP. Secondly, a good initialization for the ICP registration is required and
has to be provided manually. Depending on the interface, it is not clear whether medical staff
can accept this task. Thirdly, this kind of methods are not robust to surface occlusions. To
achieve real-time performance, either parallel processing (Macedo et al., 2014) or client/server
architecture (Chen et al., 2015) or both (Kilgus et al., 2015) are used. Where a powerful server
PC is necessary to process data and the Tablet-PC is used as a display tool only.

In 2D/3D point correspondences techniques (Rassweiler et al., 2012; Müller et al., 2013; Sun
et al., 2013; Schneider et al., 2014), markers need to be visible in the CT image and can be either
natural landmarks or artificial ones placed on the patient before CT/MRI scanning. Their 2D
positions in each frame are used to solve a 2D/3D geometrical relationship. A minimum number
of markers must be visible in every frame to register the pre-operative models (Rassweiler et al.,
2012; Schneider et al., 2014), which impedes the surgeon movements. Indeed, markers are likely
to be occluded by surgeon hand or a surgical instruments.

To address these drawbacks, we present SLAM-based method for on-patient visualization.
The utilization of SLAM for on-patient visualization purposes has been researched by Chang
et al., 2012b, where marker-based tracking and SLAM are combined together. The Tablet-PC
pose was tracked relative to a specifically designed markers, that are also used to anchor the
pre-operative models. The role of the SLAM was limited to estimate the Tablet PC pose when
markers are occluded. Differently, we propose a markerless Tablet-PC system that uses only
the natural image feature to: track the Tablet-PC, anchor the pre-operative models, relocate
the camera pose after occlusion or loss of tracking. Current on-patient visualization systems
typically evaluate their accuracy by measuring the registration errors of skin fiducials as done
by Kilgus et al., 2015; Santos et al., 2014; Lee et al., 2012; Chen et al., 2015, the discrepancy in
pixels in the image as done by Müller et al., 2013; Schneider et al., 2014, and/or the processing
time as done by Macedo et al., 2014. In contrast, our system is rigorously evaluated in terms
of: processing time and robustness on human data, registration accuracy on pigs during both
breath-hold and respiration phases using fiducials and registration accuracy on a liver phantom
using fiducials.

3.3 Method overview

The overall approach is shown in Figure 3.2. It firstly consists of an offline stage. A CT
volume of the patient is acquired and segmented to obtain the pre-operative models. These
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pre-operative models are composed of surface meshes corresponding to the skin surface and
to the selected internal body structure surfaces. The practitioner/surgeon selects at least 4
(typically between 4 and 6) anatomical landmarks (Li, i ∈ {1..6}) on the skin mesh (called
anchor points). The anchors should be easily identifiable on the skin of the patient during the
procedure.

Inside the operating room, the practitioner directs the Tablet-PC camera at the patient and
performs a translational motion to bootstrap the SLAM, once initialized he/she identify the
anchor points (li) by clicking on the Tablet-PC live video stream. Those anchor points provide
the similarity transform of the pre-operative models within the SLAM map. Afterwords, a
synthetic image of the pre-operative model can be overlaid on live video stream. This interactive
anchor points identification is required only once at the beginning of the procedure, then, the
practitioner can move the Tablet-PC around the patient and experience the AR visualization
(cf. Section 3.4.3), even if none of the anchors remains visible in the Tablet-PC camera field of
view.

Figure 3.2: System workflow.
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3.4 Method description

3.4.1 SLAM architecture

Our SLAM aims at running on mobile devices and is intended for small scenes. It is a PTAM-
like algorithm, with two threads implementation termed Tracking andMapping (cf. Figure 3.3),
described below. The tracking thread estimates the relative Tablet-PC pose with respect to the
map in real time. The mapping thread computes the 3D reconstruction of the observed scene
from the live video stream. To do so, a set of interest points are matched along the sequence,
we use sparse features detected in the image by the Features from Accelerated Segment Test
(FAST) detector by Rosten et al., 2006. In order to reduce number of outliers, we keep only the
most salient features, whose Shi-Tomasi score (Shi et al., 1994) is over 100. The ORB descriptor
by Rublee et al., 2011 is then used to describe the detected features (block A in Figure 3.3).
During the live camera tracking, a set of frames is selected as keyframes for non-linear BA
optimization. This BA refines the estimation of the 3D map points and keyframe poses and
runs in the mapping thread.

3.4.1.1 Preliminaries

3.4.1.1.1 Camera model

During the study in this chapter and the following chapters, we work with a pre-calibrated
camera with a fixed intrinsics. The intrinsic camera matrix K is computed offline from several
images with a known calibration pattern. The camera calibration tool provided in OpenCV
(Zhang, 2000) with a square calibration pattern are used to compute both K and the distortion
coefficient. We remove lens distortion.

K ,

 fx s cx
0 fy cy
0 0 1

 (3.1)

We assume a pinhole camera model and the principle point of the camera in 2D image space is
represented by (cx, cy), which is the center of projection or the nearest point on the image plane
to the pinhole. The fx and fy are the horizontal and vertical focal length scaling the projected
pixel in sensor width and height dimensions. In most camera sensors fx ≈ fy, produces a square
pixel. The s encodes any possible skew between the camera axes due to the sensor not being
mounted prependicular to the optical axis and (cx, cy). The s is usually ignored and set to zero.
A 3D point Xc ∈ R3 in the camera coordinate reference c is projected to a 2D image point x
using a projection function h : R3 → R2:

x , h (Xc) ,

 fx
xc
zc

+ cx

fy
yc
zc

+ cy

 (3.2)

Xc , [xc, yc, zc]
T (3.3)

x , [u, v]T (3.4)
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Figure 3.3: SLAM architecture.
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Monocular cameras cannot recover the true scale of the word, and hence all the work in this
chapter and the following chapters only estimate the scene map and camera trajectory up to
scale.

3.4.1.1.2 Coordinate system

In a Rn space, points are defined with respect to the reference frame, which consists of the
basis vectors. We consider camera coordinate system has its origin at the optical center. With
respect to the image, the Z axis is looking forward, the X axis is horizontal and points to the
right, and the Y axis is vertical and points downwards. The 2D image coordinate has its origin
at top-left corner where the u-axis points right and v-axis points down. We use the notation
Ta ∈ SE(3) to denote the rotation matrix Ra ∈ SO(3) and translation vector ta ∈ R3 of the
camera at frame a.

Ta ,

(
Ra ta
0T 1

)
∈ R4x4 (3.5)

We denote world reference by w, where w represents the 3D map coordinate. Tc,w indicates
the transformation from the reconstruction coordinate w to camera coordinate c, such that a
3D point Xw in the world coordinate is projected to camera frame c using:

xc , π (Tc,w,Xw) (3.6)
π (Tc,w,Xw) , h(Rc,wXw + tc,w) (3.7)

The SLAM system computes the relative camera pose with respect to an existing map, thus for
simplicity, we ignore the w and use Tc to represent the relative camera pose at frame c. Rigid
transformation between each local coordinate system (for each camera frame) is possible.

3.4.1.2 Camera tracking

This task operates sequentially over all frames of the live video (block C in Figure 3.3). A
map of the scene is assumed to be available with known 3D locations of map points. On the
arrival of a new frame i, the camera pose ( Ti) is initially estimated using a velocity model.
A correspondence search is performed to find matches of map points in frame i. Once done,
this initial camera pose estimate is further optimized through a non-linear optimization of the
reprojection error for the matched points. To avoid the influence of spurious matches, a two-
stage optimization is applied. In the first stage the Huber influence function ρh() is used as it
is less sensitive to outliers.

argmin
Ti

∑
j

ρh
(
‖xi,j − π (Ti,Xj)‖2) (3.8)

where xi,j is the image point for jth map point Xj in frame i. While as a second stage the
Tukey kernel is applied to achieve a robust optimization.

The difference among the various SLAM methods is how the matches between the map
points and the current frame are computed. We estimate a region where the map points are
expected to be found by reprojecting the 3D map points onto the predicted camera position
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using eq. 3.6. The ORB descriptor of each map point is compared with those of all the features
detected inside the predicted region, using the ratio between closest to second-closest neighbors
as a score according to Lowe, 2004. if a match is not found, a correspondence is searched by
patch correlation in the prediction region. If the number of matches is below a threshold 20
(empirically defined), the camera is assumed to be lost and the relocation process is requested.

The tracking thread also selects keyframes among the processed frames using the standard
SLAM criteria: 1) minimal parallax angle with respect to all map keyframes. For each keyframe
in the map, we compute the parallax with respect to the current frame using scene median
depth. If the smallest parallax angle is over a threshold, the current frame is selected to
be a new keyframe. This parallax threshold is set to 2◦ to control the tradeoff between the
reconstruction accuracy and rapid tracking loss. The median scene point is computed using
the median of the XYZ coordinates of the map points matched in the current frame.

3.4.1.3 Mapping

The mapping thread runs in parallel with the tracking thread but at a lower frequency, and
continuously improving the estimation of the map points and keyframe poses through BA (block
D in Figure 3.3). The BA minimizes the Huber robustified reprojection error of all map points
with respect to all available keyframes:

argmin
Ti,Xj

∑
i,j

ρh
(
‖xi,j − π (Ti,Xj)‖2) (3.9)

The BA non-linear optimization is implemented using Ceres Solver . After each BA, a filtering
step is performed to detected and remove spurious points, that is based on the following criteria.
1) the reprojection error of the point on the keyframe used for its creation is over than the
median of the reprojection errors of all matched map points in that keyframe. 2) the point
is matched in two keyframes only, however it is predicted (i.e. projected inside image) to be
visible in more than two. 3) The ratio between number of times the point is matched and
number of times is predicted is smaller than a threshold (we use 0.3). The mapping thread is
also responsible for the initialization of new map points. Once a new keyframe is added to the
map, matches between the new keyframe feature points and all other keyframes in the map are
sought. We use standard patch correlation guided by epipolar geometry.

3.4.1.4 Bootstrapping

Previous mapping and tracking processes assume an existing map. Next we describe how the
map is initialized from scratch (block B in Figure 3.3). For bootstrapping, the system has to
select two keyframes with bigger parallax, this selection is a challenge for monocular SLAM. We
use a simple EKF-SLAM with all features encoded in inverse depth (Civera et al., 2008). This
approach can handle low parallax geometries and exploit every single image in the sequence to
estimate the initial map and the camera poses.

We process images until most of the map points are detected with enough parallax. Then
we consider the first and the last processed images as the two initial keyframes. Given these
two keyframes and their relative locations, new point matches are computed by epipolar search
to detect more matches when possible. Afterwords, this initial guess for the map points and
two keyframe poses are fed to BA. The EKF-SLAM tries to initializes feature points that are
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detected in the first frame only. If those points fail to be tracked, or go out of the field of
view before obtaining enough parallax, this initial map is discarded and a new initialization is
launched automatically.

3.4.1.5 Camera relocation

Tracking can be lost because of camera occlusion, feature deletion due to fast camera motion or
failure to track enough map points. Then it is required to re-locate the camera with respect to
the existing map from scratch. We do image-to-map relocalization, where correspondences are
sought between current image features and features in the map. Our system detects all the ORB
points in the current image (block E in Figure 3.3), and hence they are matched with respect
to the ORB descriptors of all the map points using as score the ratio between closest to second-
closest neighbors to compute the putative matches. Then a perspective-three-point (Gao et al.,
2003) from random samples of size 4 is executed. The number of RANSAC iterations is limited
by the frame rate. To validate the relocation, the tracking algorithm has to produce a coherent
position for the next frame in the sequence, otherwise relocation is re-attempted with the new
frame.

3.4.2 Alignment of pre-operative model to SLAM map

Registration is initialized interactively by the practitioner once the SLAM has been initialized.
The practitioner selects the 2D anchor points over the live video stream by tapping on the
tactile screen of the Tablet-PC. The 3D locations (li) of the 2D anchor points are computed
and appended to the map following the procedure described in Algorithm 1. The pre-operative
model is then translated, rotated and scaled to align the landmarks in the model with their
corresponding anchors in the map (cf. Figure 3.4).

Figure 3.4: Pre-operative model alignment within SLAM map.

Selected anchor points store a correlation patch to match with other keyframes. The nor-
malized correlation matching is used and guided by the epipolar geometry, and we define a
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Input : Query image with estimated pose Tc and selected 2D anchors: xi, i ∈ {1 . . . 6}
Input : Median scene depth dscene as in 3.4.1.2
Input : 3D landmarks from pre-operative model (Li, i ∈ {1 . . . 6})
Output: Similarity transform S ∈ Sim(3) from the pre-operative model to SLAM map
foreach xi do

1) Back-project point i in query frame c coordinates:
Xi,c = h−1(xi),
h−1(xi) = K−1

[
u v 1

]T
2) Define range of potential depths:

Ai,c =
1

2
dsceneXi,c,

Bi,c = 2dsceneXi,c

foreach Keyframe j with estimated pose Tj do
a) Ai,j = Rj(R

T
c (Ai,c − tc)) + tj,

Bi,j = Rj(R
T
c (Bi,c − tc)) + tj

b) Define epipolar segment:
e1 = h(Ai,j),
e2 = h(Bi,j)

c) Normalized cross correlation search in image segment defined by
e1 and e2 with a bilinar interpolated warping of patch size 25x25 around xi

if match is found with correlation score > 0.8 then
Triangulate the point (li) and append to the map.
Search for more matches in other keyframes.

else
continue.

end
end

end
BA to refine (li) estimations using all image observations
Estimate S ∈ Sim(3) between Li and li that minimizes:

argmin
S∈Sim(3)

∑6
i=1 ‖li − SLi‖

Algorithm 1: Pre-operative model alignment using clicked anchor points from input image.
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small search segment to reduce bias in the search. Additionally, the correlation patch around
point of interest is warped with bilinar interpolation to handle viewpoints changes in correlation
matching. Once two keyframes with proper matches are found, the 3D location of the anchor
point is triangulated (li), then the matches are propagated among other keyframes. The BA
is executed to refine the 3D estimation of the map anchors using all their image observations.
Those anchor points are never removed from the map. On the arrival of a new keyframe, we
do: 1) A guided correlation for finding new anchor matches, and when found refine their 3D
estimation through the BA; 2) Re-estimate the similarity transform S ∈ Sim(3) (rotation,
translation and scaling) using Horn, 1987 to minimize the alignment error after each update in
li.

3.4.3 See-through AR

To provide AR overlay on the live video: 1) The SLAM tracking thread provides a pose estimate
for each frame of the live stream, then a virtual camera with the same intrinsic parameters of
the Tablet-PC camera is placed at the estimated pose in the virtual scene (cf. Figure 3.5(b)). 2)
The image acquired by the virtual camera, taking into account the Tablet-PC camera distortion,
is rendered (cf. Figure 3.5(c)). 3) The fusion is performed (cf. Figure 3.5(d)) between the real
camera image (cf. Figure 3.5(a)) and the rendered one (cf. Figure 3.5(c)).

(a) (b)

(c) (d)

Figure 3.5: AR insertion. (a) Tablet-PC camera frame with projected (red)
and matched (green) map points. (b) Virtual 3D scene including the registered

pre-operative model. (c) Virtual camera image. (d) Fused AR image.
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3.5 Experimental results

The proposed system has been implemented in C++ with OpenCV and VTK libraries and ex-
ecuted on a Sony VAIO Duo 13 Tablet-PC with Intel(R) Core i7 (1.8 GHz), 8 GB RAM, with
a built-in camera of 640x480 pixels image resolution and 30 frames per seconds. Firstly, the
computation time performance was evaluated in-vivo with two volunteers, each of them laying
on a table while the practitioner holds the Tablet-PC and moved around them. Secondly, the
system accuracy was assessed by means of several experiments with fiducials; the first experi-
ments were on four in-vivo pigs, the second on a phantom. All computations were performed
exclusively on the Tablet-PC. All pre-operative models in our experiments were segmented us-
ing our own software but can similarly obtained using a commercial service like Visible Patient .
More details can be seen in our video 1. It is worth noting that all applicable international, na-
tional and/or institutional guidelines for the care and use of animals were followed as indicated
in Appendix A

3.5.1 Volunteers experiments: computation time evaluation

In this experiment, the time required for each step of the system was evaluated. The CT scans
of these volunteers were performed several years ago. For both volunteers, the five anatomical
landmarks chosen as anchors for registering the pre-operative model were: right nipple, left
nipple, umbilicus, right iliac crest and left iliac crest. The left and right iliac crests were
marked with a pen on the skin of both volunteers, to easily identify them in the 2D images
(cf. Figure 3.6(a) and Figure 3.7(a)). Figure 3.6 and Figure 3.7 show AR annotated frames for
both volunteers from different points of view.

SLAM initialization: The SLAM bootstrapping did not fail in any of the experiments.
It was initialized using on average less than 20 frames. When failed, the initialization was
automatically relaunched, and eventually succeeded.

Camera tracking and VTK rendering: Average tracking time was approximately 32ms
per frame for a map size that ranged between 180-200 points with 30-40 keyframes for video
sequences composed of 750-900 frames. The average VTK rendering time was approximately
33ms per frame, including the ideal projective imaging, the distortion and the fusion with the
real frame. After each mapping step, the anchors 3D locations were updated, hence the AR
insertion location in the map had to be recomputed, which took less than 1.2ms. The time of
initial insertion of the pre-operative model into the map can take up to 3 seconds depending
on the sequence, due to searching for the anchor matches in all the keyframes. Therefore, total
average time was 66.2ms per frame.

Loss of tracking and relocalization performance: In case of lateral (cf. Figure 3.6(f)
and Figure 3.7(c)) or close up (cf. Figure 3.7(f)) Tablet-PC movements, the pre-operative
models can still be registered even if most of the anchor points are not visible in the camera
field of view. Camera tracking was robust to partial scene occlusion since few map points are
needed for SLAM to estimate the Tablet-PC position (cf. Figure 3.10(b) and (c)). In case of
full scene occlusion or severe camera motion, the relocalization module always relocated the
Tablet-PC pose once a few map points were visible again, which required approximately 15ms.
As a result of this module, re-initialization of the whole system in the case of tracking loss is
not necessary.

1https://www.youtube.com/watch?v=KNd0aXDphXM

https://www.youtube.com/watch?v=KNd0aXDphXM
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(a) (b) (c)

(d) (e) (f)

Figure 3.6: Experiment on first volunteer. (a) Real Tablet-PC image. (b) Skin
registration with anchor points (in blue) and map points. (c-f) Skin AR overlays

over frames from different points of view.

(a) (b) (c)

(d) (e) (f)

Figure 3.7: Registration of transparent skin, liver, left kidney and right kidney
on the body of the second volunteer from different points of view.
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3.5.2 Accuracy evaluation

To assess the registration accuracy of the proposed system, experiments on four pigs were per-
formed and the surface Fiducial Registration Error (FRE ) as well as the Target Registration
Error (TRE ) were reported. Additionally, a plastic phantom was used to evaluate the regis-
tration accuracy on internal body structures that are distant from the anchor points used for
registration.

3.5.2.1 Data acquisition

Each pig was placed on the CT table, and nine radio-opaque markers were stuck on its skin
before the acquisition (cf. Figure 3.8(a)). The CT scan was performed during breath-hold
via a mechanical ventilation system. For each pig, two videos were recorded, one with breath-
hold and another during respiration. The pre-operative models and the 3D coordinates of the
markers were extracted from the CT images.

(a) (b)

(c) (d)

Figure 3.8: Experiments on pigs. (a) Nine radio-opaque markers were attached
to the surface of the pig. (b) Pre-operative model composed of skin, bones, liver,
left kidney and right kidney overlaid on an image of the first pig. (c) Lateral view
of skin registration on the second pig. (d) Keyframe locations during camera

motion around one pig.
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3.5.2.2 Registration accuracy on pigs

The 3D coordinates of the markers extracted from CT were considered as ground truth. All
markers were clicked on 2D image and their 3D estimation is computed and appended to the
map. Only five markers were used as anchors to compute the 3D-3D registration those are
displayed in blue in Figure 3.8(a). Figure 3.8(b) and (c) shows the registration results on two
pigs from different directions. The keyframe poses during camera exploration around one of
the pigs are displayed in Figure 3.8(d) and represented by axes. The averaged FRE over all
the frames in the sequence was calculated from the five markers used in the registration. The
averaged TRE over the sequence was computed from the remaining four markers. FRE and
TRE are defined in eq. (3.10):

FRE =
1

F

F∑
f=1

1

5

5∑
i=1

||li − SLi|| TRE =
1

F

F∑
f=1

1

4

9∑
i=6

||li − SLi|| (3.10)

where F refers to the number of processed frames. As defined in eq. (3.10), the distance
between the two anchor sets was computed for every frame. In the inner summation of eq.
(3.10), the average distances of the five markers used for the registration and average distances
of the remaining four markers were computed. Then FRE and TRE over all frames in the
sequence were defined from the outer summation in eq. (3.10). The length of all video sequences
ranged between 600 and 800 frames with 30 to 40 keyframes and map sizes between 176 and
279 points.

Each video was processed five times, each time the same frame was used to select the
anchors. For the five registration trials on each pig sequence, minimum, maximum and mean
values of FRE and TRE are reported in Table 3.1 during breath-hold. Table 3.2 shows the
influence of the breathing on registration accuracy.

Table 3.1: FRE and TRE (in mm) of the four pigs sequences recorded during
breath-hold.

Pig 1 Pig 2 Pig 3 Pig 4

min max mean min max mean min max mean min max mean
FRE 2.72 3.07 2.94 2.41 2.61 2.52 3.42 4.27 3.82 1.01 2.66 1.55
TRE 3.36 3.99 3.74 3.38 3.98 3.69 3.75 4.28 4.07 1.5 2.88 2.2

Table 3.2: FRE and TRE (in mm) of the four pigs sequences recorded during
breathing.

Pig 1 Pig 2 Pig 3 Pig 4

min max mean min max mean min max mean min max mean
FRE 2.53 3.64 3.11 2.76 3.7 3.1 4.62 6.09 5.32 2.62 4.22 3.1
TRE 3.49 4.56 3.92 3.65 4.08 3.88 4.95 6.24 5.6 2.62 4.62 3.44
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After the initial insertion into the map, the alignment of the pre-operative model is affected
by a small jittering, due to the low number of keyframes at that time and thus poor geometrical
conditioning. On the arrival of new keyframes providing wider baseline, thus render bigger
parallax, this jittering disappears within a few seconds, according to our experiments. And
hence, yielding a better estimation for the anchor points and for the similarity based alignment
(cf. Figure 3.9).

Figure 3.9: Evolution of the average distances error between li and Li (in mm)
over all frames of one video sequence in case of breath-hold. (a) The average dis-
tances between the 5 markers used in the registration. (b) The average distances

of the remaining 4 markers.

3.5.2.3 Registration accuracy on phantom

In another experiment, a phantom with a plastic liver was used to evaluate the system accu-
racy for distant organ points from the body surface. 13 markers were attached on the external
surface, 2 markers on the plastic liver and 4 markers on the phantom base (cf. Figure 3.10(a)).
The phantom sequences and CT were obtained following the same steps as those of Section
3.5.2.1. Five markers on phantom surface were used to compute the registration (cf. Figure
3.10(a)). Table 3 shows FRE of the five markers used for the registration, TRE of the two
liver markers and TRE of the four markers at the phantom base. All were computed after
processing the full sequence and averaging the results of five registration trials.

(a) (b) (c)

Figure 3.10: Experiments on phantom. (a) Markers in blue were used for the
registration. (b) and (c) Liver AR overlay with partial scene occlusion.
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Table 3.3: FRE and TRE (in mm) after processing the whole phantom se-
quence.

FRE TRE (two liver markers) TRE (four markers at the base)

min max mean min max mean min max mean
2.28 7.74 5.1 5.16 9.7 6.61 9.9 13.7 11.8

As can be concluded from Table 3, the closer the target to the skin, the better the registration
accuracy. The four markers on the phantom base represent the worst target position, i.e. close
to the skin of the back. Therefore, 11.8mm can be considered the worst system accuracy. For
the sake of completeness, the registration accuracy using all the 13 markers stuck on the surface
has also been computed and provide a reduction between 1.5-2.0 mm on both FRE and TRE.
It is worth noting that the FRE is larger than in case of pigs due to utilization of different
markers. The markers used with pigs were covered and a pen was used to mark their center
of mass to be easily identifiable in the images (cf. Figure 3.8(a)). In the phantom the markers
were not covered and hence there were some inaccuracies in clicking the center of the cross
shape of each markers.

3.6 Conclusion

In this chapter, we presented a real-time SLAM based on-patient see-through AR system that
uses sole the input RGB image of Tablet-PC camera. In contrast to other tracking system,
SLAM has proven to be able to provide a reliable camera pose estimation, even when partial
scene occlusion occurs, that is important for on-patient AR tasks. We used sparse SLAM
as backbone for the whole approach to provide camera pose and build a sparse map of the
environment. As a front-end we proposed a registration and AR visualization strategy that
requires minimal interaction from medical staff, i.e. the definition of the anchors by clicking on
the live video. This interaction is considered non-disruptive by most surgeons. The proposed
system provides real-time performance, robustness to occlusion and tracking failure. It can also
be seamlessly integrated into the operating room as the only external device is a commercial
Tablet-PC. Experimental results show the applicability of the proposed system, both in terms
of computation time and accuracy. Although the system can provide a great assistance in MIS,
a further extension is required. Generally speaking, internal body structures are affected by
non-rigid motion during the in-hale/ex-hale cycle and thus their spatial location is changing,
therefore the rigid assumption imposed in this study can produce extra error when targeting
hidden anatomical structure (e.g. tumor, vessels, . . . etc.). If the respiration cycle can be
detected and used to update the spatial location of the pre-operatives model within the SLAM
map, it can significantly reduce the error and provide a better means to reach hidden targets.

In this study, we used sparse SLAM as a robust camera estimator, which is a prerequisite
for on-patient AR task. However, the quality of the obtained map was very poor with 180-200
points. The proposed AR registration strategy followed in this chapter relies on the fact that
natural and anatomical landmarks can be located on the patient skin. Even when not exist,
can be easily marked by the medical staff to be used afterwords in the registration. However,
in endoscopy these landmarks are very few, where large smooth/poor-texture organs exist that
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are dominating the endoscope FOV. Thus, anchoring pre-opeartive models can be a hard task
and relying sole on the features is not sufficient, where feature points are not guaranteed to
exist in the location of interest. Consequently, in the following chapters, we pay more attention
to the quality (i.e. density) of the map and show that when properly densified, can be employed
for the registration process.
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Chapter 4
SLAM Based Quasi Dense Reconstruction
For MIS
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4.1 Introduction

Intra-operative 3D reconstruction of the operative field from endoscope images together the
relative endoscope pose are fundamental building blocks for a accurate computer-assisted guid-
ance in MIS. However, surgical scene are challenging for vision based reconstruction because of
poor/repetitive textures, occlusions, discontinuities, organ deformation and specularities caused
by the high intensive light source connected to tip of endoscope. This chapter focuses on vision
based endoscope camera tracking and dense pairwise 3D reconstruction of the operative field.

Mountney et al., 2006 was first to research the use of SLAM in MIS, where EKF-SLAM
adapted to stereo scope and successfully applied to a short in-vivo sequence. Due to sparseness
of the resulting map, Mountney et al., 2009 proposed to mesh and texture the obtained map
to produce a photorealistic representation of the observed scene. To reduce the artefacts, Totz
et al., 2011 firstly proposed to add virtual feature and exploit the availability of the stereo
image pair and employ a dense stereo algorithm for better recovering the scene geometry. For
long term tracking and mapping, Lin et al., 2016 has researched the utilization of PTAM for
obtaining a better map and removing points created at deformable areas. These approaches
exploit the stereo cue for estimating scene geometry, where robust correspondences between
left and right image pairs has to be computed and then can be triangulated. In case of rectified
images, this correspondence search becomes simpler and constrained in 1D search space.

Grasa et al., 2011 provided experimental evidence of the feasibility of monocular EKF-
SLAM in endoscopic scenes. In Grasa et al., 2014, they provided extensive validation on in-
vivo human sequences proofing its ability to be used for hernia defect measurements in hernia
repair surgery. EKF-SLAM approaches have poor scaling as it is limited to smaller map sizes.
Other SfM approaches were also proposed (Wu et al., 2007; Hu et al., 2012), that takes longer
computation times. For real-time and high accurate camera pose estimation, external tracking
sensors are considered to provide initial poses estimation (Sun et al., 2013).

Following the venue opened by PTAM in robotics community, Mur-Artal et al., 2015 pro-
posed ORB-SLAM system, it has proven as a robust camera tracking and mapping estimator
with remarkable camera relocation capabilities. In this chapter, we researched the utilization
of ORB-SLAM and further extend the system to obtain a pairwise dense reconstruction in the
medical arena. Our contributions are summarized as follows:

1. By careful re-tuning ORB-SLAM, we show that the endoscope pose can robustly be
tracked and relocated when tracking is lost due to fast motion, image blur, or even when
extracting and re-inserting the endoscope within the abdominal cavity. However, the
density of the obtained map is very low, due to lack of repeatability of the features in
endoscopic images.

2. We proposed a densified discrete mapping method to tackle the problem of feature re-
peatability, which limits ORB-SLAM from reconstructing more discrete feature points,
and hence improved the estimated 3D map. Despite the improved map density, the
reconstruction was limited to image areas where features are detected.
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3. We proposed a pairwise dense reconstruction algorithm that significantly improves the
reconstructed map density and enables reconstruction in featureless image areas. The
proposed algorithm exploits the initial exploration phase, which is typically performed by
the surgeon at the beginning of the surgery. We show how to convert the sparse SLAM
map, with cameras accurately located, to a dense one using pairs of keyframe images and
correlation-based featureless patch matching.

4. Thanks to robust endoscope tracking and dense surgical scene representation, we show a
markerless AR superimposition of the liver hidden structures. The only requirement is
compute the similarity transform, Sim(3), that align the intra-operative models with the
intra-operative dense reconstruction. Once done, the augmentation is maintained in real
time while the endoscope is exploring the abdominal cavity.

The work presented in this chapter has been presented in MICCAI CARE 2016 (Mahmoud
et al., 2017b), ICRA C4 Surgical Robots (Mahmoud et al., 2017c) and Surgetica conference
Mahmoud et al., 2017d.

4.2 ORB-SLAM overview

ORB-SLAM is a PTAM-like approach and based on keyframes and nonlinear optimization. It
uses multi-threading implementation for different tasks: tracking, mapping, and relocalization.
It includes the covisibility information in the form of a graph as proposed in Strasdat et al.,
2011. Thanks to this covisibility graph, tracking and mapping are focused on a local covisible
area, independent of global environment map, which boots the system real time performance in
large environment. It also includes a database of Bag Of Binary Words (DBoW2) as proposed
by Galvez-López et al., 2012 for place recognition, this allows real time camera relocalization
after tracking failure with significant invariance to viewpoint and illumination changes. For
scale aware loop closing the method of Strasdat et al., 2010 is used. The system includes an
automatic and robust initialization procedure based on model selection that permits to create
an initial map of planar and non-planar scenes. The system uses FAST and ORB for feature
detection and description, respectively in all tasks: tracking, mapping, relocalization and loop
closing, which provide good invariance to changes in viewpoint and illumination, in addition
to real-time capabilities. A complete description of the algorithm can be found in Mur-Artal
et al., 2015. For the sake of completeness, we summarize next the more relevant steps: tracking,
mapping, and relocation.

4.2.1 Camera tracking

This task tracks the camera pose sequentially in every frame of the live video stream. Assuming
an existing 3D map, with ORB binary descriptors associated with map points. On the arrival
of new frame, FAST features are extracted at different scale levels, and ORB descriptors are
then computed. The camera pose in new frame is then estimated in three steps. In the first
step, the pose is predicted using a constant velocity motion model, then a guided search for the
map points observed in previous frame is performed. The ORB descriptor of each map point is
compared with those features detected inside a search region surrounding the predicted image
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location. The feature point in the search region with the smallest Hamming distance is selected
as the match, only if it is over a threshold.

In the second step, the camera pose in current frame is optimized through a Huber robustified
camera-only non-linear optimization of the reprojection error of the matched points, similar to
eq. 3.8. In the third step, once obtained a reliable estimation of the camera pose with initial set
of feature matches, the local map points defined by the covisibility graph, are then reprojected
into the new frame and more correspondences are searched. A second camera-only non-linear
optimization is performed considering all local map points observed in the new frame as fixed
points. The tracking thread is also responsible of selecting a set of keyframes from the video
sequence. These keyframes are selected based on different criteria such as: percentage of tracked
points and number of frames between two neighbored keyframe.

4.2.2 Mapping

The mapping thread runs in parallel with the tracking thread, but at lower frequency. It
is responsible of several tasks: creation of new map points, local BA, removing outliers and
redundant keyrframes. On the selection of new keyframe, the mapping thread computes new
matches across the set of keyframes. Once the matches are available, their triangulated 3D
locations are kept, only if: 1) Projection rays used to triangulate the point render parallax
over a threshold; 2) Reprojection error, in the two keyframes used for its triangulation is over
a threshold. The system sequentially computes new matches and iteratively improves the map
accuracy through local BA that is a special case of eq. (3.9). It is performed only over a subset
of neighbored keyframes KL from all available keyframes K to the recently added one, this is
defined by the covisibility graph. it also consider set of local map point PL seen by KL:

argmin
Ti,Xj

∑
i∈KL

∑
j∈PL

ρh

(
‖xi,j − π (Ti,Xj)‖2

Σi,j

)
(4.1)

where Σi,j is the covariance of the position of the point j matched in keyframe i, which depends
on the scale at which the feature was detected. As the camera explores new areas of the
scene not imaged previously, new keyframes are added to the map, consequently new map
points. Initially, map points and keyframes are initialized abundantly, then in a second stage
a restrictive checks are applied to select the fittest to survive. The map point is deleted at any
time when:

1. It can not be matched in at least 25% of the frames in which it is predicted to be visible.

2. It is observed in less than three keyframes.

3. It produces excessive reprojection error in the keyframes where it is observed.

These severe points selection criteria have proven essential for robust performance in endoscopic
sequences. Keyframes are removed from the map when 90% of their matched map points are
exist in at least three other keyframes, in order to keep just the more informative ones.
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4.2.3 Camera relocation

Tracking can be lost because of occlusion, feature deletion due to fast camera motion, or
failure to match enough map points. Therefore, the camera has to be located with respect to
the map from scratch, it is known as kidnapped camera situation. To relocate the camera,
ORB-SLAM detect if a query image corresponds to a revisited place using DBoW2 techniques.
DBoW2 summarizes the content of the image by the visual words it contains, these visual words
correspond to a discretization of the descriptor space, known as the visual vocabulary. They
build on DBoW2 with ORB features, which are rotation invariant and can deal with changes
in scale, so that the place recognizer can recognize places from very different viewpoints.

All the keyframes of the map are stored in a DBoW2 indexed database to recover the
more similar keyframes in response to a query image. When tracking is lost, firstly, DBoW2
robustly detect a candidate keyframe of the query image from the database. This candidate
keyframe contains 3D information, i.e. matched map points. Secondly, ORB correspondences
are computed between the query image and keyframe candidate, and then the camera pose is
estimated by using a PnP algorithm Lepetit et al., 2009 with RANSAC scheme. Once a valid
camera pose is estimated, the tracking is resumed.

4.3 ORB-SLAM in MIS scenes

We research the utilization of ORB-SLAM for endoscope camera tracking and sparse 3D re-
construction in MIS. We first re-tune different system parameters that limit its performance
in endoscopic sequences in Section 4.3.1. Secondly, we qualitatively evaluate the performance
with various in-vivo sequences from different interventions (cf. Section 4.3.2).

4.3.1 Parameters tunings

In an initial step, we carefully re-tuned ORB-SLAM to overcame the key factors limiting its
performance when processing endoscopic sequences, we report modifications relative to the
ORB-SLAM standard tuning:

Features extraction .- The system detects best n FAST features at s image scale levels.
Those features are used during tracking, mapping and relocalization tasks. We increased
n by factor 2, to detect more features at s = 6 levels instead of 8 with a scale factor of
1.2. We use a threshold 15 for FAST detector rather than 20.

Initialization .- For system initialization, features are detected in a reference frame and system
tries to track those features in the subsequent frames. The search for correspondences
between subsequent frames is done using descriptor matching with all ORBs detected in
spatial window of size 100x100. This window size is reduced by factor 3, to avoid false
positives, which are so many in endoscopy as organs have repetitive textures. The number
of correspondences needed to initialize the system is also reduced by a factor of 3, where
endoscopic images contains very few robust features in contrast to indoor/outdoor scenes.
To recover the relative pose between first two keyframes, system uses two geometrical
models, a homography for a planar scene and a fundamental matrix for non-planar scene
with the normalized Direct Linear Transformation (DLT) algorithm and 8-point algorithm
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respectively inside a RANSAC scheme. We increased the number of RANSAC iterations
with a factor of 1.5 to reduce the influence of outliers.

Point initialization .- When a map point is created it has to pass different filters before
added to the map, such as the following:

• Parallax threshold: the newly triangulated point is forced to has at least a thresh-
old parallax to ensure that its location in 3D is accurate. This minimum parallax
is increased with a factor of 5, it becomes 1.4◦, to increase the accuracy of the
triangulated points.

• Reprojection error: Once point is triangulated, a maximum reprojection threshold
is allowed. We reduced this threshold by a factor 10, it becomes 0.6 pixel, to ensure
that only rigid scene points are included eventually in the map.

Tracking .- During tracking process, map points are reprojected onto new image, and each one
of them defines a search region for correspondence search. This matching is performed
using ORB descriptors.

• Search region: we have increased the size of the search region with a factor 1.5.
To avoid loosing matches due to small deformation caused by respiration and heart
beating, which are unavoidable in endoscopy.

• Hamming distance: we reduce the allowed Hamming distance between descriptors
of matched image points by a factor 0.9. It becomes 45 bit, to enforce high similarity
in the accepted matches.

DBoW2 training dataset .- For robust and fast relocalization, ORB-SLAM relies on DBoW2
for detecting similar keyframes to a query image. DBoW2 creates a vocabulary struc-
tured tree, in an offline step over a big set of descriptors, extracted from a training dataset
(Bonarini et al., 2006) of indoor/outdoor environment. To build a vocabulary database
dedicated to endoscopic sequences, we used a training dataset contains more than 500
images collected from Hamlyn Center Laparoscope/Endoscope Video Dataset (Mountney
et al., 2010b; Stoyanov et al., 2010), WebSurg , and our private datasets (cf. Figure 4.1). It
is worth noting that we did not notice big difference in relocalization performance, where
ORB-SLAM relocates the camera pose after tracking loss with both databases. However,
the time needed to load and query the new database was less than the time needed for
the generic large database of ORB-SLAM. Another advantage is the lower occupancy in
memory that is significant, where the size of original vocabulary was 146MB, while the
new database size is 724KB.
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Figure 4.1: Image samples from training database used for DBoW2.

4.3.2 ORB-SLAM in action

In a second step, we qualitatively tested ORB-SLAM for laparoscope tracking and sparse scene
reconstruction with different in-vivo endoscopic sequences. Figure 4.2 shows the tracking and
reconstruction results of one liver sequence for a pig, where Figure 4.2(a-c) shows the input
images with tracked map points, shown in green. Figure 4.2(d) shows the reconstructed map
after laparoscope exploration, which consisted of 66 keyframes and 1566 map points. Figure
4.2(e-f) shows system ability to detect pig respiration, where the respiration produces a forward-
backward motion of the diaphragm and hence the camera. That motion has been interpreted
by the system as camera motion, where green frustum shows current laparoscope pose.

The system has also been tested with a challenging gastroscopy sequence, which contains
severe reflections and abrupt movements (cf. Figure 4.3). Additionally, the system was able
to robustly relocate the laparoscope camera pose after the extraction and re-insertion of the
laparoscope to abdominal cavity (cf. Figure 4.4). After the exploration of the abdominal cavity
has finished, the laparoscope was extracted outside the cavity while observing the liver, and is
later re-inserted towards the spleen. Since several spleen points had been mapped during the
exploration phase, it takes around 3 seconds to relocate the laparoscope pose.

During these sets of qualitative experiments, we concluded that the use of ORB descriptor,
which is rotation and illumination invariant and also can deal with scale changes, allows for
real-time and robust sparse tracking. However, there were many areas of the scene where the
system was unable to track map points, being able to match only 24% of the map points visible
in the image. One main reason for the matching failure, around 50% of the potential matches,
is that feature detector was not able to detect repeatable points on soft organs, such as liver.
Additionally, BA treats 11% of the map points as outliers (i.e. having a high re-projection
error due to small deformations), this percentage raises up to 25% in areas with visually high
non-rigid component. Despite the low number of matched map points, the system was able to
build a sparse map and robustly track the laparoscope camera pose.



48

(a) (b) (c)

(d) (e)
(f)

Figure 4.2: ORB-SLAM performance. (a-c) Image samples with projected map
points in green. (d-e) Camera tracking during exploration, current endoscope
pose is shown as a green frustum during inhale (d) and exhale (e), respectively.
(f) Reconstructed map and keyframes locations (blue frustum), it corresponds to

endoscope tip trajectory.

(a)

(b)

Figure 4.3: Gastroscopy sequence. (a) Esophagus with tracked points. (b)
Reconstructed map, keyframes, and current endoscope location.
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(a)

(b) (c)

Figure 4.4: Relocalization. (a) Consecutive stages from left to right: successful
tracking while observing the liver, tracking loss due to laparoscope extraction,
laparoscope re-insertion towards the spleen, and relocating laparoscope pose and
resume tracking. (b,c) The arrows refer to the laparoscope locations before and

after relocalization.

4.4 Densified discrete mapping

The ORB-SLAM mapping thread is responsible for creating the map points and map refinement
through BA. During tracking process, on the arrival of new keyframe it is sent to mapping
thread and all of its feature points are matched against closest keyframe to find correspondences
using descriptors search. All correspondences are then triangulated using linear triangulation
algorithm to have an initial guess of their 3D locations and then appended to the map, while
all unmatched features are simply ignored. One of the main challenges to feature detector
algorithms in endoscopic scenes, is the repeatability to detect the same set of features across
set of images. Due to lack of FAST ability to repetitively detect the same set of features during
tracking, more feature correspondences cannot be found to triangulate, specially on soft organs
such as liver.

In an initial extension of the ORB-SLAM system, we aimed at improving the reconstruction
by increasing map density and reconstructing more discrete scene points. Next, we describe
an early proposal for increasing map density. It is working in a pairwise scheme for triangu-
lating more discrete features. On the arrival of a new keyframe i all of its FAST points F are
detected and their ORB descriptors are build. ORB-SLAM uses ORB descriptor to search for
correspondences of F in closest keyframes and all the correspondences f ⊂ F are triangulated.
We extended the points initialization stage to a second step in which we try to look for cor-
respondences for unmatched features f ’ ⊂ F using only one neighbor keyframe j. We use a
cross-correlation search that is guided by epipolar geometry, with a window of 19x19, to find
correspondences for f ’. We do this search with only one neighbored keyframe to enable fast
points initialization during live SLAM tracking. Points are initialized using this scheme during



50

the live tracking upon the selection of new keyframe.
To avoid correspondence search across the whole epipolar line, we constrain the search over

a small segment similar to Section 3.4.2, (cf. Figure 4.5). We bound the length search segment,
l, to keep computation cost low using median of all visible points in keyframe j. Two extreme
points on the back-projected ray are used to bound l, which are Pmin and Pmax. The two
points depths are computed by averaging and doubling median depth of visible map points,
respectively. We then triangulate the matches and filter them for removing outliers according
to three criteria:

1. Matches with correlation score less that a 0.3 are eliminated.

2. Matches with negative depths are eliminated.

3. Matches with a parallax angle lower than a threshold 1.4◦ are eliminated.

The triangulated 3D location of each matched feature that passes these filters is inserted into
the map.

Figure 4.5: Epipolar guided search. KFi is the current keyframe and KFj is its
neighbored keyframe

Figure 4.6 shows the map obtained without (Figure 4.6(b)) and with (Figure 4.6(c)) our
cross correlation search for creating more discrete points. Figure 4.6(a) shows image sample
with the projection of the original ORB-SLAM points in yellow. Figure 4.6(c-e) shows the
incremental reconstruction during the laparoscope exploration. As can be concluded by Figure
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4.6(f), a better map was obtained by reconstructing more discrete feature points in different
scene areas.

(a) (b) (c)

(d) (e) (f)

Figure 4.6: Improved scene mapping. (a) Image sample with original ORB-
SLAM points projected in yellow. (b) Original ORB-SLAM map. (c) Map when
activating cross correlation search for correspondences search. (d,e) Incremental
reconstruction during laparoscope exploration. (f) Final map with points shown

in original RGB intensities.

For points tracking, ORB-SLAM uses descriptor search in a predicted region in the new
frame to find new matches for all map points excluding f ’. For live feature tracking of f ’ in
subsequent frames, we use Lucas-Kanade optical flow (Lucas et al., 1981). It is highly likely to
loss tracking of some feature points due to image blur or fast endoscope motion, thus for those
failed to be tracked we perform a guided correlation search with the patches extracted from
their reference keyframe (i.e. keyframe in which points are first detected and triangulated) to
estimate their 2D location in the new frame so Lucas-Kanade optical flow can re-track them in
subsequent frames. f ’ are involved in the local BA done in the mapping thread, associated with
their observations in the acquired keyframes to continuously refine/update their 3D estimation.
We exclude f ’ from the camera-only non-linear optimization that performed during camera pose
estimation to keep computation cost of this non-linear optimization low.

4.5 Quasi dense pairwise reconstruction

Despite the significant improvement in the reconstructed scene map in previous section, it
constraints the reconstruction only to feature locations, which are few in endoscopic images
and hence the reconstructed map is a discrete set of points. The sparseness of the resultant
map prevents its utilization for other tasks than locating the endoscope pose within the surgical
scene.

In this section, we present a quasi dense reconstruction algorithm that is able to densely
reconstruct the operating environment. It accurately densify the sparse reconstructed map
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computed during the exploration phase by ORB-SLAM, using pairs of keyframe images and
ZNCC featureless patch matching. Only a small number of relevant keyframe pairs are selected
for scene densification. They are selected using their respective baseline in the covisibilty
graph, and are treated as a stereo pair. Densification is then done in three main steps: initial
feature based densification where we do a 3D reconstruction of unmatched image features (cf.
Section 4.5.4), depth propagation where we propagate the reconstruction to featureless regions
(cf. Section 4.5.5) and finally reconstruction post-processing, where outliers are removed and
the reconstruction is smoothed (cf. Section 4.5.6). The initial feature based densification step is
similar in its nature to method presented in Section 4.4 with further important improvements.

4.5.1 Approach overview

We outline the overall approach in Figure 4.7. During both SLAM and dense reconstruction we
pre-process each frame to handle particular challenges of laparocopic image data as explained
in Section 4.5.2. During exploration, SLAM is run until the end of this phase, which typically
lasts no more than a minute. The SLAM process is denoted by the top loop in Figure 4.7.
This outputs a set of keyframes, their respective camera poses, a set of features detected in
each keyframe and sparse 3D map. Next the three stages: feature based densification, depth
propagation and reconstruction post-processing are run. Once finished, the laparoscope pose
can be tracked in the incoming laparoscopic frames in real-time using the sparse ORB-SLAM
map.

Figure 4.7: Quasi dense pairwise reconstruction pipeline.

4.5.2 Frame pre-processing

We first detect and eliminate specular reflections to avoid introducing false features to SLAM
system. This is done by converting the RGB frame to HSV and thresholding the saturation
component. All detected features in these areas are ignored. Most feature detectors (including
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FAST) work on monochrome frames. We compute these by converting the RGB frame to
monochrome using the average of the green and blue channels. This is because they give the
highest contrast for human tissue according to Tromberg et al., 2000.

4.5.3 Building keyframe neighborhood graph

We construct a neighborhood graph G that connects pairs of SLAM keyframes. This is a sparse
graph with typically O(g) edges, where g is the number of keyframes. Sparseness is necessary
to keep processing time low. Each edge (i, j) in G corresponds to a stereo pair, and we use this
for both feature-based densification and depth propagation. This is constructed as follows. For
each keyframe i we compute the rendered parallax α with respect to all neighbored keyframes
as a ratio between respective baseline and map median depth. We add an edge (i, j) if α falls
within the range α1 ≤ α ≤ α2. The lower-bound α1 ensures there is sufficient baseline with
which to reliably reconstruct points in 3D. The upper-bound α2 ensures that the keyframes are
not too far from each other. We give the default values of α1 and α2 (and all other parameters
defaults) in Table 4.3.

4.5.4 Feature based densification

We process each keyframe pair (i, j) ∈ G as follows. As mentioned in Section 4.4, we have two
types of features detected in keyframe i: matched f and unmatched features f ’ . The matched
features are those that have been already matched by the SLAM system in other keyframes,
have been triangulated, and have been inserted into the map. The goal of this step is to
reconstruct each feature in f ’ . The process is similar to method described in Section 4.4 but
with important improvements such as :

• Benefiting from constructed graph in Section 4.5.3, we keep searching for matches of f ’
in all the keyframes in graph G, not only in one neighbored keyframe. Doing this ensure
obtaining higher percentage of matches.

• To gain robustness to severe illumination variability in endoscopy, we use ZNCC with
window size W , rather than the simple correlation patch.

• To gain robustness to small deformation typically exist in endoscopic sequences caused by
respiration and heart beating, we do the correspondence search in a margin of 10 pixels
around the defined epipolar segment rather than constraining the search in the epipolar
segment l.

• This step is done in an offline manner after the endoscope exploration is finished.

The matches are then triangulated and filtered to remove outliers when: ZNCC score less
than a threshold ψ, having negative depths, and the parallax angle lower than α1/2. The
triangulated 3D position of each matched feature that passes this filtering step is then inserted
into the map. Figure 4.8(b,e) shows the sparse SLAM map from the initial exploration, where
map points are shown in red and keyframes poses are the blue rectangles. Figure 4.8(c,f)) shows
the reconstruction after the featureless densification stage on two different sequences from our
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private dataset (cf. Figure 4.8(a)) and Hamlyn Centre Laparoscopic/Endoscopic Dataset (cf.
Figure 4.8(d))

(a) (b)
(c)

(d) (e) (f)

Figure 4.8: Feature based densification.

4.5.5 Featureless depth propagation

After feature-based densification, we further densify the map at featureless regions through a
depth propagation algorithm. The process works on each keyframe pair (i, j) ∈ G as follows.
First we take all points that were matched in keyframes i and j, and their depths are used as
seed depths, which are then propagated to neighboring pixels. Thus, it is important to have as
more feature correspondence as possible. We then continue to propagate depth around seeds on
best-first basis by popping a seeds queue, as proposed by Stoyanov et al., 2010. New matches
are added to the queue as the algorithm iterates until no more matches can be popped.

Consider a seed point with a 2D position x in keyframe i and x′ in keyframe j, with N(x)
and N(x′) spatial neighbored pixels, respectively in a 6 × 6 window. These seed matches are
used as temporal smoothing prior to control the smoothness of the disparity estimation of
all N(x) and N(x′) pixels. For each neighbored pixel m ∈ N(x) a ZNCC is used to find a
corresponding match m′ in a 6 × 6 window centered in the corresponding spatial location in
keyframe j, that has higher ZNCC score than ψ − 0.1 and satisfy the smoothness constrain
defined in eq. (4.2). We use β to control the smoothness of the disparity estimation. ZNCC
is also used as a similarity measure during this propagation step. Figure 4.9 shows the depth
propagation step on two keyframes (cf. Figure 4.9(a-c)) and on SLAM map (cf. Figure 4.9(d,e))

N(x,x′) = {(m,m′), ||(m−m′)− (x− x′)|| 6 β} (4.2)



55

(a) (b) (c)

(d)

(e)

Figure 4.9: Featureless depth propagation. (a,b) Two keyframes with corre-
sponding features. (c) Disparity map, where darker pixels are closer. (d,e) Depth

propagation in SLAM map.

4.5.6 Outliers removal and denoising

Because depth propagation operates on keyframe pairs, there will be some disagreement due to
noise across different keyframe pairs, typically at very low-textured regions. We deal with this
by a robust averaging and merging. First we detect any remaining outliers in the dense map
using point neighborhood statistics algorithm of Rusu et al., 2008. This works by eliminating
points if they are unusually far apart from the nearest κ points, according to a threshold τ
multiplied by standard deviation of all points distances. We then remove noise in the surface
using Moving Least Square (MLS) algorithm of Alexa et al., 2003, that define the smooth
surface locally in two steps. Consider a map point P in Figure 4.10(a), thus in a first step, a
local plane HP to P is defined:

HP , 〈Q,n〉+D (4.3)

where n ∈ R3, ||n|| = 1, and Q is the projection of P onto HP, 〈.〉 is the dot product. HP is
computed by minimizing a local weighted sum of squared distances of the η nearest neighbored
map points (X):

arg min
Q,||n||=1

η∑
i=1

λ〈Q−Xi,n〉2 (4.4)

λ = θ||Q−Xi|| (4.5)
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where θ is a Guassian kernel. The weight attached to each neighbored point Xi is defined as
the function of the distance of Xi to the projection of P on the plane HP, rather than the
distance to P.

In a second step, a least squared minimization is computed to find a local bi-variate polyno-
mial approximation G to the true surface (red surface in Figure 4.10(b)) using η neighborhood
point of P:

arg min
G

η∑
i=1

λ||G(X′i)− Fi||2 (4.6)

where X′i is the projection of the map point Xi onto HP and Fi = 〈Xi−Q,n〉 is the distance of
Xi to HP. This two MLS steps are repeated for every map points to obtain a locally smoothed
reconstruction.

(a) Local plane estimation. (b) Polynomial fitting.

Figure 4.10: Surface denoising.

Figure 4.11 shows the reconstruction from different view points after outlier removal and
denoising, with normal ORB map point highlighted in red and the newly added points from
feature based densification stage are highlighted in blue. Note that there are holes in the
reconstruction due to specular reflections and regions of extremely homogeneous texture. To
obtain an intensity homogenous reconstruction, it is projected to all keyframes in G, and we
use the average color for every pixel.
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(a) (b)

(c) (d)

Figure 4.11: Denoised reconstructed map from private (a,b) and public (c,d)
datasets.

4.6 Experimental evaluation

The tracking robustness and reconstruction accuracy of the proposed SLAM system have been
quantitatively and qualitatively tested in a series of in-vivo experiments. First, we describe in
Section 4.6.1 the protocol used to obtain various in-vivo sequences together with CT ground
truth. Two pigs were used during this experiment and all guidelines for care and use of ani-
mals are followed as indicated in Appendix A. Second, we provide a quantitative evaluation of
reconstruction error with respect to CT ground truth in Section 4.6.2. Third, the robustness
of system tracking has been qualitatively evaluated with challenging conditions such as organ
deformations and partial scene occlusions in Section 4.6.3. Fourth, the parameters settings used
during the experiments and processing times are reported in Section 4.6.4. In Section 4.6.5 we
present a markerless AR overlay of liver hepatic vein during laparoscope exploration. Addi-
tionally, we quantitatively tested system performance on indoor sequences from public dataset.
More details of the obtained results can be appreciated in our videos 1, 2 and 3.

4.6.1 Data acquisition

A live porcine experiments were performed inside a CT room (cf. Figure 4.12(a)). In these
experiments, a monocular laparoscope was used to explore the abdominal cavity and to record

1https://www.youtube.com/watch?v=UzPjHQX5-9A
2https://www.youtube.com/watch?v=R17lsiIRjbM
3https://www.youtube.com/watch?v=oG54CBzqVh0&t=12s

https://www.youtube.com/watch?v=UzPjHQX5-9A
https://www.youtube.com/watch?v=R17lsiIRjbM
https://www.youtube.com/watch?v=oG54CBzqVh0&t=12s


58

different exploratory sequences, ranged between 2 to 10 minutes. A CT was then acquired
during 10 second expiration breath-hold and while the laparoscope was fixed by means of
an articulated arm as shown in Figure 4.12(b). During the CT acquisition, the tip of the
laparoscope was included, to be later segmented and extracted from the CT images. The CT
images were later segmented manually by an expert to generate a 3D volume with 0.879mm x
0.876mm x 0.799mm voxel size and used as our ground truth (cf. Figure 4.12(c)).

(a) (b) (c)

Figure 4.12: Data acquisition. (a) Video recording. (b) CT acquisition while
laparoscope is fixed and its tip inside the abdominal cavity. (c) Complete CT

surface of pig abdominal cavity.

In the recording, we considered two sets of exploratory motions. The first set was to simulate
the typical exploration phase of the abdominal cavity that is typically performed by a surgeon at
the beginning of the surgery and without any interaction by surgical instruments. The second
set is more difficult and challenging, where an instrument is introduced into the abdominal
cavity and is used to interact with the liver. Thus, it causes partial scene occlusions and,
when interacting with the liver, produces significant organ deformations besides deformation
caused by respiration. Additionally, during interaction with liver, we considered two types of
deformations that can be classified as: soft deformation, caused by simply pushing liver lobe
surface and strong deformation, caused by changing organ morphology such as lifting the liver
lobe.

4.6.2 Quantitative analysis

We use our monocular system to reconstruct a map of liver surroundings abdominal viscera,
abdominal wall, and diaphragm from 1min exploratory sequence. During this assessment, we
used a CT model as our ground truth and evaluated the reconstruction error of:

1. Tuned ORB-SLAM reconstruction.

2. Reconstruction obtained by densified discrete mapping method obtained by Section4.4.

3. Quasi dense pairwise reconstruction obtained by Section 4.5.
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In order to evaluate the accuracy of SLAM reconstruction with respect to CT surface, we
had to recover the real scale and orientation changes, since our monocular reconstruction is
up to a similarity transform S ∈ Sim(3) (i.e. an arbitrary scale and rigid coordinate trans-
form). We compute a best-fitting similarity transform S through a Huber robustified non-linear
optimization that minimizes the distance between SLAM points to CT surface points:

arg min
S∈Sim(3)

∑
j

ρh (‖Qj − SXj‖) (4.7)

where Qj is the CT surface point that is closest (i.e. with smallest perpendicular distance) to
SLAM point Xj. The distance is defined as the Euclidean distance between Xj and Qj. This
optimization was initialized by manually selecting 3 landmarks to roughly estimate initial scale
and orientation by Horn’s algorithm (Horn, 1987). We use Levenberg-Marquardt implemented
in g2o Kümmerle et al., 2011 to carry out that non-linear optimization. In each iteration, the
corresponding points between CT model and SLAM map are recomputed to find the closest
CT surface point to each SLAM point (following an ICP scheme). We optimize eq. (4.7) to
compute S, which aligns SLAM reconstructions to CT model. After convergence, the accuracy
was measured by the Euclidean distance between each map point to its closest point on the CT
model’s surface and RMSE was used to evaluate the overall error.

4.6.2.1 Sparse reconstruction error

In this section we evaluate the error of the sparse reconstruction of the tuned ORB-SLAM and
the improved map obtained by densified discrete mapping method.

1) Tuned ORB-SLAM reconstruction, Figure 4.14(a,b) shows the alignment of the
reconstructed map (in white) to the CT model (yellow). The overall RMSE was 2.9mm. Figure
4.13 shows distance distributions of the total number of map points, and the accumulative
histogram of distances. It can be seen from Figure 4.13(b) that 85% of points with lower
distances than 5.3mm. Thus, thresholding errors lower than 5.3mm as inliers (85%) and the
rest as outliers (15%), those are the red points in Figure 4.14(c), reduces the RMSE error
to 1.9mm. Those 15% outliers were abdominal wall points that are strongly affected by the
non-rigid deformation by the breathing cycle and heart beating.

(a) Distances histogram. (b) Accumulated error.

Figure 4.13: Distances distributions of tuned ORB-SLAM map.
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(a) (b) (c)

Figure 4.14: Alignment of tuned ORB-SLAM map to CT model. (a,b) Align-
ment from two points of view with the visible part of CT surface in laparoscope
images. (d) Outliers rejection, where yellow, white and red points are CT model

points, inliers and outliers map points, respectively.

2) Densified discrete mapping method, Figure 4.16(a,b) shows the alignment of den-
sified SLAM map to the CT model. The achieved RMSE in this case was 3.5mm. We show in
Figure 4.15 the distance distributions of densified map points, in addition to the accumulative
histogram of the distances. In Figure 4.15(b) can be seen that 85% of points with lower dis-
tances than 5.4mm. Similarly, thresholding errors lower than 5.4mm as inliers (85%) and the
rest as outliers (15%), red points indicated in Figure 4.16(c), reduces the overall RMSE error
to 2.7mm.

(a) Distances histogram. (b) Accumulated error.

Figure 4.15: Distances distributions of discrete densified map.

Therefore, the overall RMSE of final reconstruction of the tuned ORB-SLAM and the densi-
fied discrete mapping is 1.9mm and 2.7mm, respectively, excluding points created at deformable
areas. As in any SLAM system, camera pose estimation and map are tightly coupled, because
map points are involved in camera-only non-linear optimization. Therefore achieving low map-
ping error is important, to avoid error propagation to camera localization that can lead to
drifts.
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(a) (b) (c)

Figure 4.16: Alignment of discrete densified map to CT model.

4.6.2.2 Dense reconstruction error

In this section, we evaluated the dense reconstruction approach presented in Section 4.5 with
respect to the CT model. The overall RMSE was 4.9mm (cf. Figure 4.18). We also show
in Figure 4.17 the distance distributions of dense map, and the accumulative histogram of
distance.

(a) Distances histogram. (b) Accumulated error.

Figure 4.17: Distances distributions of dense map.

(a) (b) (c)

Figure 4.18: Alignment of quasi dense map to CT.
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In that case 85% of points with lower distances than 6.8mm. Therefore, thresholding errors
lower than 6.8mm as inliers (85%) and the rest as outliers (15%), those are red points in Figure
4.18(c), reduces the RMSE error to 2.8mm. The reconstruction density is significantly better
than the sparse one, with slightly loss of mapping accuracy where the RMSE of the dense map
is 2.8mm and tuned ORB-SLAM map is 1.9mm.

4.6.3 Tracking robustness

Due to lack of tracking ground truth, in this section we qualitatively evaluate the robustness of
the tracking on different in-vivo sequences with challenging conditions, such as scene occlusions
and organ deformations. We recall that the SLAM system uses only ORB points for the camera
pose estimation, and we keep this to maintain the real-time tracking and control error prop-
agation in camera-only non-linear optimization. Figure 4.19 shows a robust laparoscope pose
estimation with the presence of several occlusions caused by an instrument and/or liver defor-
mations. Figure 4.19(c) shows, from a top view, the estimated laparoscope pose with respect
to the reconstructed map. The reconstructed map, keyframes and current laparoscope position
for Figure 4.19(d) are displayed in Figure 4.19(e,f). Figure 4.19(g-i) shows the robustness to
scene deformation during lifting liver lobe.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4.19: Endoscope tracking and mapping during partial scene occlusions
and deformations.

It is worth noting that the images of the liver of the second pig (cf. Figure 4.19 second
and third rows) are extremely difficult due to lack of texture on liver surface, however the
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system showed a robust tracking ability, with features only located in the diaphragm wall. The
laparoscope pose was successfully tracked during the interaction with the liver in all sequences.
In case of tracking failure due to feature deletion during fast laparosope motions, the system
was able to relocate the laparosope pose once it had moved and few ORB features were detected
in the FOV.

4.6.4 Tuning details and computation cost

In this section, we report the computation cost of different system steps used in this chapter.
The system has been executed on a desktop PC with Intel Core i7 CPU @2.6 GHz and 4GB
RAM. First, in Table 4.1 we report the computation cost of the tuned ORB-SLAM with den-
sified discrete mapping scheme. The system considers ORB points for camera pose estimation,
however the tracking time was increased because the optical flow tracking that was allocated
in the tracking thread to track features between consecutive frames. Thus, it was necessary to
avoid such overhead in the dense pairwise approach, Table 4.2, where the SLAM system is used
to collect set of keyframes during exploration phase using only ORB points with average track-
ing cost 23.4ms. At the end of the exploration phase, the average time required for: feature
based densification was 11.2ms per keyframe, depth propagation was 25.1ms per keyframe (time
for matching and triangulating points), MLS denoising was 1.1min due to computing normal
for each point and polynomial fitting. The total number of points in dense pairwise reconstruc-
tion was 348, 068 points (cf. Figure 4.11(a,b)). After obtaining dense scene reconstruction, the
laparoscope pose was tracked in 23.4ms on average because only the sparse ORB-SLAM map
is used. We provide parameter settings used for dense pairwise reconstruction in Table 4.3.

Table 4.1: Average computational cost of ORB-SLAM + dense discrete mapping
average

Mapping Thread Tracking Thread

ORB mapping Patch
correlation mapping ORB matching Lucas-Kanade

optical flow

Pose estimation
(including optical
flow tracking)

158.8ms 5.8ms 6.3ms 33.1ms 60.3ms

Table 4.2: Average computational cost of quasi dense pariwise reconstruction.

Pose estimation Feature based
densification

Depth
propagation

MLS
denoising

23.4ms 11.2ms 25.1ms 1.1min

Table 4.3: Tuning parameters used for dense pairwise reconstruction.

α1 α2 W ψ β τ κ η

0.05 0.09 [15,19] 0.3 1.5 4 40 40
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α represents the ratio between neighbored keyframe baseline and scene median depth and
we used α1 = 0.05 and α2 = 0.09, which yields a parallax between 2.9◦ and 5.1◦ respectively
and therefore increases reconstruction accuracy. For ZNCC window, our empirical studies have
shown that a good matching result are obtained with a correlation window sizeW between 15 to
19 pixels, where it permits enough textures in the patch and becomes distinguishable. Smaller
patch size reduces matching quality where it is highly likely to include only a textureless area.
Integral images were used to keep the computation time invariant to the correlation window size
as proposed by Stoyanov et al., 2010. We used a low correlation score ψ to enable more matches
and thus reduces the false negative matches, whereas the filtering and denoising step can handle
the false positive ones. β was set to 1.5 pixels and used to determine the smoothness of the
disparity map and is determined adaptively depending on the color similarity and proximity
between the seed and candidate pixels. For removing outliers, κ neighbored points are used by
the statistical filter and we set κ = 40 points, with a threshold τ = 4 multiplied by standard
deviation of all points distances. Large values of κ and τ are used to ensure points very far
from true surface are eliminated and thus bias in MLS surface estimation. We use the same
number of neighbored points to each point in MLS polynomial fitting η = 40.

4.6.5 AR superimposition of intra-operative CT models

(a) (b)

(c) (d) (e) (f)

Figure 4.20: Markerless AR overlay of liver hepatic vein. (a,b) Alignment of
hepatic vein (blue), liver(green) and abdominal wall(yellow). (c-f) Image samples

of AR rendering during exploration

The rich (i.e. including original scene texture) and dense scene representation facilitates the
registration of the intra-operative CT models. These models are obtained by intra-operative
CT acquisition then manually/automatically segmented. For AR overlay of these models onto
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endoscopic images, the only needed is the similarity transform that align them with the dense
SLAM map. Figure 4.20(a,b) shows the alignment between liver hepatic vein (blue), liver
surface (in green), abdominal wall(in yellow) and the dense map using the similarity transform
obtained from Section 4.6.2.2. After registration is finished, the relative laparoscope camera
pose is tracked by the SLAM system in real time, where only ORB points are considered for
tracking. We follow the same AR visualization pipeline used in Section 3.4.3, where a virtual
camera is located at the estimated camera pose by the SLAM system and capture virtual
image of intra-operative model. This image is later transparently fused with real laparoscope
image. This AR visualization is performed in real-time and we show in Figure 4.20(c-f) frame
samples of the markerless AR overlay of the hepatic vein in a transparent representation during
laparoscope exploration.

4.6.6 Performance on indoor sequences

The TUM RGB-D dataset (Sturm et al., 2012) contains indoors sequences from RGB-D sensors
grouped in several categories to evaluate object reconstruction and SLAM/odometry methods
under different texture, illumination and structure conditions. We show the pairwise dense
reconstruction results on a subset of the sequences that most RGB-D methods usually use.
Figure 4.21(a,b,d) shows image samples of the processed sequence together with the obtained
dense reconstruction results. The sequences have been recorded from one or two meters distance
camera and ranged in difficulty from orthogonal zig-zag (cf. Figure 4.21(d)) to highly curvature
(cf. Figure 4.21(a-c)) structures. The blue frustums shows the trajectory of the hand-held
camera in each sequence. Furthermore, the system has been tested on a very challenging
indoor sequence of a person sitting while a hand-held camera moves around his face Figure
4.21(c). This sequence has been recorded inside a room with different light sources, i.e. fixed
light source and extra lights comes from a room window. Despite human faces are challenging
to reconstruct, due to lack of features on skin, the system was able to provide a promising face
reconstruction. It is worth noting that we have processed each of these sequence with the same
tuning defined in Table 4.3. As can be seen from Figure 4.21, the density of the reconstructed
map is significantly improved using the proposed pairwise dense reconstruction approach.
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(a) Sequence “fr3:teddy”.

(b) Sequence “fr3:structure_texture_near ”.

(c) Face sequence.

(d) Sequence “fr2:desk ”.

Figure 4.21: Pairwise dense reconstruction of different indoor sequences from
public dataset (Sturm et al., 2012).

Table 4.4 reports a quantitative evaluation with respect to ground truth information avail-
able at TUM dataset Sturm et al., 2012, except for Face sequence because no ground truth
was available. This ground truth consists of depth maps for each frame in the sequences,
which is obtained by RGB-D sensor. For each processed sequence, our system selects a pair of
keyframes for stereo matching, and estimate the depth for set of corresponding pixels. We con-
sidered depth map of one of these two keyframes as our ground truth, and computed the RMSE
of the Euclidean distances for all pixels that have depth estimation by our system and RGB-D
sensor. We provide in Table 5.5 the averaged RMSE, in centimeter, for all processed keyframes
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in the sequences. Before the comparison, we had to estimate the monocular scale factor, and
we have done that by means of Least Median of Squares. Sequence “fr2:desk ” contains vast
and very homogenous textureless regions such as desk surface, floor, and background, thus the
associated error is high.

Sequence Average RMSE (cm)
fr3:teddy 4.5

fr3:structure_texture_near 7.8
fr2:desk 23.3

Table 4.4: Average reconstruction error with respect to RGB-D sensor.

4.7 Conclusion

In this chapter, in an initial step we have proved that with careful re-tuning of different ORB-
SLAM parameters, a robust endoscope camera tracking can be achieved even with the presence
of scene occlusion and hard organ deformations. The fact that the system relies on salient
image feature for tracking and mapping tasks enables real-time performance and gain robustness
to challenges exist in endoscopy such as illumination and orientation changes, in addition to
repetitive textures. The system performs the tracking and sparse scene reconstruction tasks
using the only input of image stream gathered by a monocular endoscope. It also shows a
remarkable re-localization performance to recover the endoscope pose after tracking failure and
when extracting/re-inserting the endoscope to the abdominal cavity.

In a second step, we have extended the SLAM system with a guided patch correlation search
to tackle the key factor limiting its mapping performance, and hence yielding a better discrete
map with increased number of feature points. However, it concentrate the reconstruction at
feature image locations, which are not sufficient to describe surgical scene.

In a third step, we have presented a simple yet but effective approach for quasi-dense
pairwise reconstruction of MIS scenes, that significantly and accurately densifies the sparse
SLAM reconstruction. The proposed approach processes pairs of registered SLAM keyframes
with dense stereo method. Although densification is embedded in SLAM pipeline, we keep all
the benefits of state-of-the-art SLAM system, including fast tracking, mapping and automatic
relocalization, where only sparse features are used for all SLAM tasks. Our results on in-vivo
porcine dataset were very promising, with a RMSE of 2.8mm, when excluding the outliers in
deformable areas. The dense scene reconstruction has been an important element for registering
intra-operative CT models. Benefiting from the real time estimation of the relative endoscope
pose with respect to the dense reconstruction, we showed a markerless AR overlay of the liver
hidden structure. Furthermore, the proposed pairwise dense reconstruction system has been
quantitatively tested on different indoor sequences from public dataset and showed a significant
improvement in the reconstructed map with good accuracy.

Despite the nice benefits of the obtained dense SLAM system, it still has major drawbacks
that includes: 1) Long waiting time till scene exploration is finished, and acquiring enough
keyframes before densification begin; 3) The densoising step is blindly smoothing the recon-
structed surface to fit a local plane to each point using set of nearest neighbors points, thus
fits planar and less curved surfaces, whereas high errors can arise at surface discontinuities; 3)
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This densoising step takes nearly 1-2min depending on the density of the reconstruction. Con-
sequently, in next chapter we present a novel live dense SLAM system that is able to operate
the tracking in real-time while incrementally computing the dense reconstruction of the surgical
scene.
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5.1 Introduction

Recently, SLAM approaches have received a significant boost in performance to cross the border
of only localizing the camera, and to provide a visually appealing 3D representation of the
observed scene. Dense or semi-dense SLAM approaches (Newcombe et al., 2011a; Engel et
al., 2014; Pizzoli et al., 2014; Concha et al., 2015; Engel et al., 2018) achieves high quality
dense reconstruction results in real-time. Newcombe et al., 2010 showed the advantage of
reconstruction from large number of video frames taken from very close viewpoints, where
photometric-consistency is possible. Newcombe et al., 2010 enforced a smoothness priors over
the reconstructed scene by minimizing a regularized energy functional based on aggregating
a photometric cost over different depth hypothesis and penalizing non-smooth surfaces. The
obtained dense model has improved the tracking robustness in case of motion blur or low
textured scenes (Newcombe et al., 2011a). Pizzoli et al., 2014 have introduced a probabilistic
approach for dense reconstruction by combining Bayesian estimation and convex optimization
of Newcombe et al., 2010, to take into account the uncertainty in measurements, enforce spatial
regularity, and to mitigate the effect of noisy camera localization. However, the accuracy of
reconstruction degrades in texture-less areas. Thus, Concha et al., 2015 has incorporated
superpixels (i.e. planar areas) and indoor scene understanding in the dense reconstruction to
tackle the problem of textureless areas.

Despite the ground-breaking results of these approaches, they have been of limited use
in endoscopy, where they require a constant illumination and unchanged pixel brightness with
respect to the view direction. Despite these assumptions, they have been experimentally proven
to perform robustly for indoor scenes. However, these assumptions are violated in endoscopy
where the light source is attached to the endoscope tip, which produces significant illumination
changes as the endoscope explores the scenes, in addition to specular reflection. Moreover,
these approaches are equally weighting the measurements of pixel depths from small and large
parallaxes, distant and close scene points. Furthermore, an inadequate number of images can
lead to a poorly constrained initialization for the optimization and erroneous measurements.
The lack of a unified criterion for image selection depending on the motion of the camera and
scene structure.

In contrast to current SLAM dense approaches, in this chapter we present a novel real-time
dense SLAM system that is able to cope with challenges in endoscopy and has been successfully
applied in laparoscopy. The proposed system extends the work presented in previous chapter,
with a novel dense multi-view stereo-like approach for recovering dense scene geometry. The
system is extended in several important ways. Firstly, a new thread is added to the system
performing the dense scene reconstruction that runs live and in parallel with ORB-SLAM
tracking and mapping threads without interrupting them, to maintain real-time tracking. This
eliminates the wait for the abdominal cavity exploration to finish before densification. Secondly,
only important keyframes images are selected for densification, and around each keyframe a
cluster of neighbored frames are selected according to parallax criteria and their relative poses
are accurately computed for a high quality depth estimation of every single pixel in those
keyframes. Due to the effective selection of video frames based on parallax criteria, the proposed
method can outperform the pure stereo based reconstruction, because the frames cluster can
provide larger parallax from the endoscope’s motion.

The crux of the dense reconstruction is a variational approach, inspired by Newcombe et
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al., 2011a, with a Huber norm regularizer and illumination invariant data term. To design a
robust data term with illumination variability in endoscopy, one usually has two options: the
first option is to model the light source as proposed by Collins et al., 2012a and Engel et al.,
2018. Our approach follows a second option by considering an illumination invariant image
representation (Chang et al., 2014; Marcinczak et al., 2014). Marcinczak et al., 2014 transform
image to illumination invariant representation, however the data term relies on measuring
pixels similarities, that is very sensitive to minor transformation, both in geometry (shifts and
rotation) and in imaging conditions (noise and blurring). Consequently, Chang et al., 2014
considered the use of ZNCC to gain more tolerance to different camera gain or bias and provide
better fidelity in textureless regions with stereo scope. Both Chang et al., 2014; Marcinczak
et al., 2014 provides only local reconstruction of the visible region in either a stereo pair or a
reference monocular image, but not a global and complete reconstruction of all captured regions
in the surgical scene. For global reconstruction Turan et al., 2017 proposed to fuse several depth
maps obtained by SfS, however it is only validated on synthetic dataset. In this chapter, we
propose a dense SLAM system that provides a live global and consistent dense reconstruction of
the surgical scene by merging and aligning keyframe’s depth maps on-line. The work presented
in this chapter has been submitted to IEEE Transaction on Medical Imaging Journal (Mahmoud
et al., 2018).

5.2 Approach overview

Figure 5.1: System Architecture.

We outline our approach in Figure 5.1. We note that our system is applicable to any movable
endoscope with a monocular camera, but here we focus on monocular laparoscopes. We assume
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laparosocpe is pre-calibrated with fixed intrinsic and lens distortion has been compensated.
We give the default values for all free parameters in Section 5.6.5. The sparse ORB-SLAM is
extended with a new thread for dense reconstruction. The dense reconstruction thread consists
of four sequential modules. In the first module, we select a subset of keyframes, during live
camera tracking, among all available keyframes. For each considered keyframe (Ir), a cluster of
neighbor frames {I1 . . . In} is selected to have partially overlapping surface visibility (cf. Section
5.3). In the second module, we exploit the sparse reconstruction to define the range of depths
used to construct a 3D cost volume (cf. Section 5.4.4). In the third module, we perform dense
reconstruction for each selected keyframe using a variational approach based on Newcombe
et al., 2011a. We differ by minimizing a global energy with an illumination-invariant ZNCC
data term and Huber norm regularizer (cf. Section 5.4.5). In the fourth module, we obtain a
globally consistent reconstruction by aligning the keyframe depth maps with the sparse SLAM
map (cf. Section 5.5). The scene is incrementally densified on-line and without interrupting
the live endoscope tracking.

5.3 Frames cluster selection for dense reconstruction and
cluster bundle adjustment

Our dense reconstruction thread aims at estimating the depth map (i.e. depth of every pixel)
of a subset of selected keyframes. This can be computationally expensive, so we automatically
choose only a subset of keyframes to densify. The selection criterion is the visibility of the
current dense reconstruction in a given keyframe Ir. This visibility is determined by projecting
the current dense reconstruction to Ir, and if the visible fraction is below 50%, Ir is selected
for densification.

Upon selecting Ir, we define a cluster of n neighbor frames, {Ii1 . . . Iin}. The criterion for
including the frames in the cluster is a measure of parallax. This is defined as the ratio between
the sparse SLAM points median depth and the baseline between Ir and Iin . Frames are stored
according to their temporal location in the sequence. We then search for the most extreme
frame to Ir whose parallax exceeds a threshold α1. This extreme frame and all intermediate
frames are added to the cluster. The threshold α1 controls the tradeoff between depth accuracy
and frames overlap, where a small α1 leads to noisy depth maps, but a higher value reduces the
percentage of the overlapping pixels. It also balances the rendered parallax with photometric
distortion caused by strong viewpoint change, and computation time as more frames needs to
be processed. In a second stage, frames in the cluster are reduced by removing frames from
the cluster with low relative parallax because they are not informative, thus it is important
keep only the most informative ones and hence avoid longer computation times. The condition
applied is that if the parallax between frame Iim and its neighbors Iim−1 and Iim+1 is lower than
a α2 threshold, frame Iim is removed from the cluster.

ORB-SLAM estimates frame poses when they are grabbed, but those poses are not updated
afterwords, unlike the keyframe poses estimation which are continously refined in the BA.
Hence, the estimated poses of the frames in the cluster are not accurate because they are not
included in the BA of ORB-SLAM. We re-estimate those poses accurately by a full BA that
uses the tracked features from ORB-SLAM and minimizes eq. 5.1 across all the frames in the
cluster and some of the other ORB-SLAM keyframes (up to 15 keyframe). The keyframes are
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selected as those with the most features common to Ir.

argmin
Ti,Xj

∑
i,j

ρh
(
‖xi,j − π (Ti,Xj)‖2) (5.1)

The index i ranges over all images in the frames cluster and selected SLAM keyframes, and j
ranges over feature points observed by more than two cameras in the BA. The global reference
is fixed during the BA to the keyframe Ir. We use Levenberg-Marquardt implemented in g2o
Kümmerle et al., 2011 to carry out that BA. The result of this computation is a set of relative
poses {Ti1,r . . .Tin,r} from Ir to {Ii1 . . . Iin}.

5.4 Reconstruction of a keyframe’s depth map

5.4.1 The variational formulation

We proposed a variational energy minimization to estimate the inverse depth map ρ(x) : Ω→ R
for a given keyframe image Ir. We use grayscale image, denoted by Ir : Ω→ R, where Ω ⊂ R2

is the 2D image domain. Our energy is the sum of a regularization term R (x, ρ(x)), and a
weighted ZNCC data term C (x, ρ(x)) with the following form:

E(ρ) =

∫
Ω

{λ(x)C (x, ρ(x)) +R (x, ρ(x))}dx (5.2)

λ(x) , λρ(x)

where λ is a constant and λ(x) is a spatially-varying weighting factor that determines impor-
tance of the data term of pixel x. Our empirical studies have shown that the geometrical
accuracy of the recovered depth is lower for distant scene points than for closer ones because
they generally have lower parallax. Thus, differently from Newcombe et al., 2011a, we scale
the weight by ρ(x) to reduce the data term strength for distant points.

To avoid introducing outliers in the dense reconstruction, we first detect specular reflections
in Ir. This is done by thresholding saturation in HSV space with a free parameter τ , similar to
Section 4.5.2. All pixels in these areas are eliminated before the optimization, because there is
high uncertainty in their estimated depths.

5.4.2 ZNCC data term

In Newcombe et al., 2011a; Concha et al., 2015; Pizzoli et al., 2014 a per-pixel Sum of Absolute
Difference (SAD) of intensity values across a cluster of images is used. In contrast, our data
term is based on the ZNCC over a window around each pixel, summed for all the images
in the cluster, to obtain an illumination invariant data term that can cope with the severe
illumination variability in endoscopy and to achieve tolerance to endoscope gain or bias. Each
pixel x = (u, v)T ∈ Ω in Ir is first back-projected using ρ(x) in the coordinate system of Ir:
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X = h−1 (x, ρ(x)) (5.3)

h−1 (x, ρ(x)) ,
1

ρ(x)
K−1

 u
v
1

 (5.4)

We then project X to each frame Ii in the cluster {Ii1 . . . Iin}, denoted by the 2D point xi:

xi = π (Ti,r,X) (5.5)

where Ti,r is the transformation from the reference keyframe Ir to frame Ii, computed by BA
in Section 5.3, and π is the same as eq. (3.6). The data term C (x, ρ(x)) is computed by
projecting pixel x in the reference image Ir onto Ii ∈ {Ii1 . . . Iin} using eq. (5.5), and a ZNCC
with correlation window of size W :

C (x, ρ(x)) =
−1

n

n∑
l=1

ZNCC (Ir (x) , Iil (xil)) (5.6)

The pixels that are non-visible in all cluster frames (i.e. projected outside the image dimension)
are assigned zero in the data term and eliminated before the optimization to avoid inaccurate
estimation of their depths. Those ignored pixels are highly likely to be reconstructed from
another reference keyframe if they become visible. Additionally, we threshold the ZNCC by ψ
to detect occlusions and to improve the accuracy of the reconstruction at depth discontinuities,
unlike Newcombe et al., 2011a that used L1 norm.

5.4.3 The regularizer

We use a regularizer term R (x, ρ(x)). To enable a smoother reconstruction of the scene, but
also to preserve depth discontinuities. This is achieved with a weighted Huber norm over the
gradient of the inverse depth image:

R (x, ρ(x)) = g (x) ‖5ρ(x)‖∈ (5.7)

‖.‖∈ =


‖.‖2

2

2 ∈
, if ‖.‖2 ≤∈

‖.‖1 −
∈
2
, otherwise.

where ∈ is a free parameter of the Huber norm which determines when L1 forming Total
Variation (TV) or L2 norm are used (Newcombe et al., 2011a), to reduce the effect of the
undesired stair-casing resultant from a pure TV. To maintain depth discontinuities across
image edges, we use a per-pixel weight g (x) that decreases the regularization strength at high
gradient pixels in the reference keyframe Ir:

g (x) = e−ω‖5Ir(x)‖2 (5.8)

where ω is a free parameter.
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5.4.4 Initialization

The ZNCC data term C (x, ρ(x)) is evaluated for keyframe Ir by means of a 3D cost volume as
shown in Figure 5.2. This has dimension M x N x ξ, where M x N is the image resolution of
Ir and ξ is number of points sampling the inverse depth, that ranges between ρmin and ρmax.
This cost volume is computed only once and an initial depth map is estimated from the cost
volume by selecting ρ(x) that minimize eq. (5.6) for each pixel x. This is performed with an
exhaustive search optimization over the range of inverse depths [ρmin,ρmax].

Figure 5.2: Cost volume construction of reference keyframe Ir with relative
pose Tr,w with respect to SLAM map w and n neighbor frames with relative pose
Tin,r with respect to Ir. Each pixel in Ir has an associated row of entries in
cost volume (shown in red) that store the average ZNCC cost computed for the

corresponding ρ ∈ [βminρmin, βmaxρmax].
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To define [ρmin,ρmax], we exploit the scene depths provided by the sparse SLAM map, and
compute a histogram of inverse depths of all visible sparse map points in Ir (i.e. projected inside
Ir). To be robust to outliers exist in the sparse reconstruction, the 20% extreme closer and
farther depths are ignored. Additionally, to include the extreme points which may have been
incorrectly excluded, this interval is extended with two empirical factors βmin and βmax yielding
the final interval as [βminρmin, βmaxρmax]. This range of inverse depths is evenly discretized into
ξ sampling points.

5.4.5 Energy minimization

eq. (5.2) is non-convex in the data term λ(x)C (x, ρ(x)) and convex in regularizer term
g (x) ‖5ρ(x)‖∈. To find a global local minimum, we approximate the energy function with
an auxiliary map a : Ω→ R used to couple the two terms, as done in Newcombe et al., 2011a
and Concha et al., 2015:

E(ρ, a) =

∫
Ω

{λ(x)C(x, a(x)) +
1

(2θ)
(ρ(x)− a(x))2

+R(x, ρ(x))}dx
(5.9)

The coupling term
1

(2θ)
(ρ(x) − a(x))2 enforces ρ(x) and a(x) to be equal as θ → 0, at which

point E(ρ, a = 0) = E(ρ). The global minimum of the convex term
1

(2θ)
(ρ(x) − a(x))2 +

R(x, ρ(x)) is iteratively computed using primal-dual algorithm Aujol, 2009; Chambolle et al.,
2011. At each iteration, given a solution for ρ(x), the global minimum of the non-convex-term

λ(x)C(x, a(x))+
1

(2θ)
(ρ(x)−a(x))2 is found by performing an exhaustive search on a(x) among

the set of ξ discrete values covering the range of inverse depths [ρmin, ρmax]:

arg min
a(x)

λ(x)C (x, a(x)) +
1

(2θ)
(ρ(x)− a(x))2 (5.10)

5.4.5.1 Solution

We detail the iterative solution of the energy function. Using vector notation, the convex term
is replaced by its conjugate in the primal-dual form using Legendre-Fenchel transform (details
and proofs can be found in Aujol, 2009; Chambolle et al., 2011; Handa et al., 2011):

arg max
q,‖q‖2≤1

{
〈gAρ, q〉 − δq(q)−

∈
2
‖q‖2

2

}
(5.11)

where q is the dual variable, Aρ computes the 2MNx1 gradient vector of ρ, g is element-wise
weighting defined in eq. (5.8), 〈.〉 is the dot product and δq is an indicator function (Handa
et al., 2011) such that for each element q,

δq(q) =

{
0 if ‖q‖1 ≤ 1

∞ otherwise
(5.12)
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Replacing the regularizer with the dual form, the primal variable ρ and dual variable q are
coupled with the data term giving the sum of convex and non-convex functions to minimize:

arg max
q,‖q‖2≤1

{
arg min

ρ,a
E (ρ, a, q)

}
(5.13)

E (ρ, a, q) =

{
〈gAρ, q〉 − δq(q)−

∈
2
‖q‖2

2 + λC(a) +
1

2θ
(ρ− a)2

}
(5.14)

Assume a fixed value for a, the condition of optimality is met when ∂ρ,qE (ρ, a, q) = 0. Hence,
the differentiation with respect to dual variable q,

∂E (ρ, a, q)

∂q
= gAρ− ∈ q (5.15)

In case of the primal variable, ρ the differentiation will be:

∂E (ρ, a, q)

∂ρ
= gAT q +

1

θ
(ρ− a) (5.16)

where 〈gAρ, q〉 = 〈gAT q, ρ〉 from the divergence theorem, where AT forms the negative di-
vergence operator. The complete optimization is solved iteratively, starting at iteration t = 1
where θ initialized at θ1. Both ρ (x) and a (x) are initialized with the initial depth map obtained
from Section 5.4.4, iterating:

1. For the dual variable q we perform a gradient ascent step and a descent step for ρ, where
the energy has to be maximized for the first and minimized for the second, resulting in
the following update step after rearranging terms:

qn+1 − qn

σq
= gAρn− ∈ qn+1

qn+1 = (qn + σqgAρ
n) / (1 + σq ∈)

qn+1 = qn+1/max(1,
∣∣qn+1

∣∣)
ρn+1 − ρn

σρ
= −gAT qn+1 − 1

θn
(
ρn+1 − an

)
ρn+1 =

(
ρn + σρ

(
−gAT qn+1 +

an

θ

))
/
(

1 +
σρ
θ

)
where σq and σρ are free parameters used for the differentiation step.

2. At each ρn+1, perform a point-wise exhaustive search for minimizing eq. (5.10).

3. if θ(t+1) > θend got to step 1, otherwise end, where θ(t+1) = θt(1− κt).

The accuracy depends on the discretization level used for the cost volume construction. To
obtain a sub pixel accuracy, we perform a single Newton step proposed by Newcombe et al.,
2011a at each iteration.
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5.5 Live alignment of keyframe depth maps

To obtain a global and consistent reconstruction, we align the computed depth maps with the
discrete SLAM map in a single coordinate frame. Most sparse SLAM points have a correspond-
ing 3D point in the dense maps, and we use these as anchors. The anchors are used to keep
depth maps aligned with the sparse SLAM map, so that any update in the SLAM map leads
to a realignment of the dense maps.

Recall that after each SLAM BA, both the sparse points and the keyframe poses are refined.
This refinement may produce a misalignment of the dense maps with respect to the SLAM map.
This refinement may not only involve rotation and translation but also a scale change. For this
reason, we propose to align each depth map with a similarity transformation. For depth map
computed from keyframe Ir, we perform a non-linear minimization of the reprojection error
of visible sparse SLAM points PL ⊂ P in Ir to estimate the similarity transform S ∈ Sim(3),
using the neighboring keyframes KL ⊂ K that share the most feature points with Ir:

arg min
S∈Sim(3)

∑
i∈KL,j∈PL

ρh
(
‖xi,j − π (Ti,SXj)‖2) (5.17)

where xi,j is the image observation of the sparse SLAM point j in keyframe i and Xj is its
3D location from the dense map of keyframe Ir, in reconstruction coordinates. eq. (5.17) is
repeated for every keyframe to align its corresponding depth map.

5.6 Experimental Results

5.6.1 Benchmark hardware and compared methods

The proposed system has been implemented in C++ and OpenCV using a commodity desktop
computer 8GB RAM and GeForce GTX 680 GPU with an Intel(R) Core i7 CPU 3.4GHz. We
provide a quantitative evaluation of the reconstruction accuracy with respect to a leading stereo
methods (cf. Section 5.6.3). Furthermore, we evaluate the proposed system with the closest
dense SLAM method: LSD-SLAM Engel et al., 2014(cf. Section 5.6.3). For comparison, we
tune LSD-SLAM differently on each dataset to achieve best results. LSD-SLAM minimizes
SSD of the residual photometric errors assuming rigid image alignment for real-time camera
tracking, thus suffers from several drift due to small respiration deformation and severe lighting
changes. These minor tracking drifts, typically, corrupt the resultant reconstruction and leads
to duplication of points. We also compare with a state-of-the-art dense SFM method Langguth
et al., 2016 (cf. Section 5.6.3.5). More details can be appreciated in our video 1.

5.6.2 Datasets

The heart phantom dataset in Mountney et al., 2010b; Stoyanov et al., 2010 is commonly
used for dense reconstruction accuracy assessment in laparoscopy because there is ground truth
available. Unfortunately, we cannot use it for the evaluation because the camera pose is fixed
along the sequence, so it is not possible to compute the 3D reconstruction with any SLAM/SfM

1https://www.youtube.com/watch?v=RJCmUY9hBSQ&feature=youtu.be

https://www.youtube.com/watch?v=RJCmUY9hBSQ&feature=youtu.be
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method. We used a several exploratory sequences from public Mountney et al., 2010b and new
private datasets with camera motion, recorded by a stereo-laparoscope during the evaluation.
The ethical approval for animal use is indicated in Appendix A. Figure 5.3(a-f), shows the
typical frames of the evaluation sequences. Figure 5.3(a,b,e) corresponds to sequences of live
pigs with strong (cf. Figure 5.3(a)) or small (cf. Figure 5.3(b,e)) respiration. Figure 5.3(c,d,f)
corresponds to ex-vivo sequences. The evaluation sequences had different complexities such as
weak textures (cf. Figure 5.3(b)(e)) and repetitive textures (cf. Figure 5.3(a)(c)(d)(f)) with
either smooth or strongly curved surfaces. The length of the sequences ranged between 20
seconds to 8 minutes.

(a) In-vivo liver 1 (public) (b) In-vivo abdomen 1 (public) (c) Ex-vivo liver 2 (private)

(d) Ex-vivo liver 3 (public) (e) In-vivo abdomen 2 (public) (f) Ex-vivo ureter (public)

Figure 5.3: Sample frames of the different laparoscope porcine sequences used
from public Mountney et al., 2010b and private datasets.

5.6.3 Quantitative evaluation using dense stereo

Our system was used to reconstruct the scene using only images from the left laparopscope
camera. To evaluate, we used their associated right images, and obtained a dense stereo re-
construction using two leading methods Hirschmuller, 2008 and Chang et al., 2013 as our gold
standard. According to Maier-Hein et al., 2014b, the stereo method of Chang et al., 2013 is a
top performing method for endoscopic images. Figure 5.4 shows the two cameras of the stereo-
laparoscope with a red line connecting their optical centers, with our monocular cluster of
frames shown in grey. Our reconstruction is up to scale (as with any monocular method), thus
before the comparison we estimate the monocular scale factor, s, by means of Least Median of
Squares:

arg min
s

median
i
‖DSi

− sDMi
‖2 (5.18)

where DMi
and DSi

are two depths of pixel i reconstructed by our monocular system and
the stereo method, respectively. s is estimated only once for the whole reconstruction of each
sequence. The stereo reconstruction is shown with the pixel intensities in Figure 5.4, while the
scaled monocular reconstruction is in green. The Euclidean distances between all pixels from
the two reconstructions are visualized in Figure 5.5.
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Figure 5.4: Monocular (green) and stereo (textured) reconstruction after scale
alignment. Stereo cameras are show in red, and cluster of frames in grey.

(a) In vivo liver 1 (b) In vivo abdomen 1

Figure 5.5: Euclidean distances between the stereo and the monocular dense
maps.

5.6.3.1 Evaluation metrics

Table 5.1 reports the averaged reconstruction error. The reconstruction density per keyframe
is the percentage of pixels reconstructed per keyframe. A reconstructed pixel is one that is
visible in all the frames of the cluster, not deleted as a specularity and not located outside
the laparoscope’s optical ring. The stereo coverage metric is the percentage of monocular
reconstructed pixels for which the stereo method computed its depth. For each reconstructed
pixel we computed the parallax rendered by the extreme frames of the cluster. Table 5.1
column 5 reports the average parallax among all the reconstructed pixels in all keyframes. We
also report the average parallax rendered by the stereo algorithm in Table 5.1 column 6. Per
each sequence we tune our monocular algorithm with different parallaxes by means of α1, α2.
The RMSE metric is computed as follows. We took all pixels in all keyframes for which both
our method and the stereo method computed a depth estimate and measured the distance in
the estimated depths. We did this with respect to both stereo methods of Hirschmuller, 2008
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and Chang et al., 2013. Table 5.1 also reports average reconstruction density and average
reconstruction error of LSD-SLAM except for liver 1 sequence because it has failed due to the
strong respiration.

Table 5.1: Average reconstruction error with respect to stereo methods
(Hirschmuller, 2008,Chang et al., 2013).

Sequence Method

Reconst.
density
per

keyFrame
%

Stereo
coverage

%

Mono
pllx
(deg)

Stereo
pllx
(deg)

Avg. RMSE (mm)
(Hirschmuller, 2008)

Avg. RMSE (mm)
(Chang et al., 2013)

In-vivo
liver 1

Proposed
system

65 89 0.4

13.1

2.6 2.8
66 90 5.2 1.0 1.2
56 90 12.3 0.3 0.4

LSD-SLAM X X X X X

In-vivo
abdomen 1

Proposed
system

66 79 1.4

8.9

4.5 4.7
47 88 6.1 2.9 3.3
32 86 10.1 1.2 1.7

LSD-SLAM 1.1 98 - 5.4 6.1

Ex-vivo
liver 2

Proposed
system

48 88 9.1
12

0.8 1.1
44 79 14.9 0.7 0.9

LSD-SLAM 1.6 85 - 2.1 2.6

Ex-vivo
liver 3

Proposed
system

35 98 9.8
11.4

0.5 0.7
27 98 14.5 0.4 0.5

LSD-SLAM 3 76 - 1.7 2.4

In-vivo
abdomen 2

Proposed
system

65 84 2.3

9.6

3.5 3.9
45 95 4.8 2.9 3.3
33 92 10.1 1.9 2.2

LSD-SLAM 2.1 98 - 4.1 5.3

Ex-vivo
ureter

Proposed
system

58 82 2.9

8.5

2.0 2.3
45 88 6.0 1.5 2.2
43 90 11.7 1.0 1.9

LSD-SLAM 1.4 92 - 2.9 3.7

5.6.3.2 Results analysis

In the same or higher monocular parallax cases with respect to the stereo methods we achieve 6
1.2 ± 0.8 RMSE. In such cases, it is difficult to identify whether the remaining error comes from
the monocular or the stereo reconstruction. Figure 5.6 shows the RMSE error evolution between
keyframes selected by our system to compute the dense reconstruction, in higher parallax case
for each sequence. It is important to note that the error between selected keyframes is not
incremental, thanks to the careful selection of the cluster of the neighbored images that maintain
a minimum parallax irregardless the motion of the camera.

In low parallax cases, the RMSE is higher because there is more corrections by the regu-
larizer (cf. Sec(5.6.3.3)). Table 5.1 also shows a superior performance of the proposed system
compared to LSD-SLAM in terms of reconstruction density and accuracy. Figure 5.7, shows
the reconstruction of our system and LSD-SLAM from different points of view. For in-vivo
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sequences the proposed method was robust to small respiration deformation as inter-frame mo-
tion in the frames cluster was considerably small. Live incremental reconstruction results can
be seen in our video 2

(a) In-vivo liver 1. (b) In-vivo abdomen 1.

(c) Ex-vivo liver 2. (d) Ex-vivo liver 3.

(e) In-vivo abdomen 2. (f) Ex-vivo ureter.

Figure 5.6: Error evolution between selected keyframes for dense reconstruction.

2https://www.youtube.com/watch?v=RJCmUY9hBSQ&feature=youtu.be

https://www.youtube.com/watch?v=RJCmUY9hBSQ&feature=youtu.be
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(e) Ex-vivo liver 3
Figure 5.7: Incremental dense reconstruction of proposed system and LSD-
SLAM on different sequences visualized as point clouds. SLAM keyframes and
points are colored in blue and in red, respectively. The selected keyframes used
for the dense reconstruction and frames cluster are colored in red and grey, re-

spectively. The green frustum shows the current laparoscope pose.

5.6.3.3 The influence of the regularizer and number of images in the cluster

We analyzed the effect of the regularizer in low parallax cases in Figure 5.8(a,d). It shows how
the correction made by the regularizer in the variational optimization is proportionally bigger
in low parallax cases. It can be seen also how the RMSE is smaller in the case of the liver
than in the abdomen. We conjecture that it is due to the fact that the liver surface geometry
is smoother than that of the abdomen, and hence fits better the regularizer prior, which favor
smooth reconstruction and because of that the final error is smaller. In high parallax cases,
Figure 5.8(b,e), the regularizer effect is minimal, and its effect is to remove the stair-casing
effect and provide a smoother reconstruction.

The quality of the reconstruction is mostly dependent on the data term, and increasing the
number of cluster images generally improve the accuracy. In Figure 5.8(b,c) and (e,f) we show a
comparison of the reconstruction obtained using all the frames in the cluster vs. using only the
two extreme frames in the cluster. The data term is a simple two view stereo when using two
images, and the lack of data constraints can lead to spurious local minimum in the variational
problem. However, the cost when using a cluster of many images taken from different viewpoints
generally produces a strongly constraint problem with a strong global minimum. This directly
increases the chance that a good initial solution is found (cf. Section (5.4.4)).
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Pllx.
Num. of

used Images Initial Reconstruction (Section 5.4.4) Regularized
In
-v
iv
o
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er
1

0.37◦
All

images
in

cluster

RMSE = 40.0mm RMSE = 2.8mm
(a)

12.3◦
All

images
in

cluster
RMSE = 1.6mm RMSE = 0.4mm

(b)

12.3◦

Two
extreme
images

in
cluster

RMSE = 16.8mm RMSE = 2.5mm
(c)

In
-v
iv
o
ab

do
m
en

1

1.4◦
All

images
in

cluster

RMSE = 85.7mm RMSE = 5.9mm
(d)

10.1◦
All

images
in

cluster

RMSE = 7.9mm RMSE = 1.8mm
(e)

10.1◦

Two
extreme
images

in
cluster

RMSE = 65.6mm RMSE = 8.6mm
(f)

Figure 5.8: Effect of the regularizer and the number of processed images in the
cluster.
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5.6.3.4 Robustness of ZNCC versus SAD for the data term

Due to lack of open source implementation of DTAM, we couldn’t make a comparison with
DTAM. Besides the dense tracking functionality of DTAM versus the sparse tracking of our
system, another major difference between both systems is the data term being used. Thus,
here we illustrate the effect of ZNCC as data term in comparison to SAD used by other dense
SLAM systems Newcombe et al., 2010; Newcombe et al., 2011a; Concha et al., 2015.

Figure 5.9 shows two depth maps obtained by both data terms for images shown in Figure
5.3(a,b), with 13 frames in the cluster and high parallax. Despite the ZNCC data term being
more computationally expensive than SAD, it provides a better initial depth map estimation.
Thus, with ZNCC, it reduces the regularizer effort to mainly smoothing the solution.

(a) Liver 1 sequence.

(b) Abdomen 1 sequence.

Figure 5.9: Initial depth maps obtained when using ZNCC (left) and SAD
(right) for the data term in the variational problem.

Typically, errors exit for pixels at the margins of the image because they are non-visible
in all frames in the cluster. Table 5.2 reports the RMSE errors for the initial reconstruction
extracted from the cost volume when using ZNCC and SAD in eq. (5.6), in addition to the
final errors after variational minimization.

Table 5.2: RMSE errors in mm with respect to Chang et al., 2013, when use
ZNCC and SAD for the data term in the variational problem.

ZNCC SAD
Initial

Reconstruction
Energy

Minimization
Initial

Reconstruction
Energy

Minimization
Figure 5.9 (a) 1.1 0.26 68.4 38.3
Figure 5.9 (b) 6.4 1.8 118.3 101.7
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5.6.3.5 Proposed system versus dense SfM

We evaluated the reconstruction accuracy and computation time with a state-of-the-art dense
SfM method Langguth et al., 2016. We have performed this evaluation on the ex-vivo liver 3
sequence. Figure 5.10(a,b) shows the final reconstruction by Langguth et al., 2016 after the
filtering/refinement step. The RMSE was 0.6mm and 0.8mm with respect to stereo methods
Hirschmuller, 2008; Chang et al., 2013, respectively. The averaged rendered parallax was 12.4◦.
The proposed system and Langguth et al., 2016 yields similar accuracy and both render higher
monocular parallax than stereo methods, however the proposed system is order of magnitude
faster. The dense reconstruction of Langguth et al., 2016 took ≈ 4.5 min and the subsequent
filtering step took ≈ 1.5 min.

(a) (b)

Figure 5.10: Dense SfM (Langguth et al., 2016).

5.6.4 Qualitative evaluation on patient data

The proposed system has been qualitatively evaluated on a short exploratory sequence for
the abdominal cavity of one patient. The sequence has been recorded by a surgeon who has
performed a challenging laparosocpe exploration with fast movements and orientations changes,
without prior knowledge or guidance about SLAM. Figure 5.11(a) shows image sample of patient
liver sequence, as can be seen the liver textures are very challenging and far less than in pig liver.
However, our SLAM was able to locate few but accurate features points to robustly estimate
laparoscope camera poses. We show in Figure 5.11(b) the sparse SLAM reconstruction. Figure
5.11(c-d) shows our dense reconstruction results, more details can be seen in our video 3.

3https://youtu.be/GrA30U6t8KE

https://youtu.be/GrA30U6t8KE
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(a) (b)

(c) (d) (e)

Figure 5.11: Reconstruction results on patient liver sequence. (a) Image sample,
(b) Sparse ORB-SLAM reconstruction. (c-d) Dense reconstruction of liver surface

by our system, from different directions.

5.6.5 Free parameters tuning

We detail in Table 5.3 all the free parameters which were used with the same tuning for all
the experiments except βmax, where it is set to 10 with abdomen 1 sequence only, because the
sparse points were very few and not describing the scene depths properly. The most sensitive
parameter is the overlap between the cluster frames, controlled by α1 and α2. We fix κ = 0.001
to meet a good balance between the quality and computing time trade-off in the variational
minimization. Integral images were used to keep the running time invariant to the ZNCC
window size as proposed in Stoyanov et al., 2010.

Table 5.3: Parameters tuning.

α1 α2 θ1 κ θend λ ω W βmin βmax ξ ∈ τ ψ σq σρ
0.2 0.01 0.2 0.001 0.0005 0.5 0.01 19 0.8 5 51 0.001 30 0.2 20 0.5

5.6.6 Processing time

We report in Table 5.4 the average execution time needed by each step of the proposed system,
for dense reconstruction, and the average execution time of the two parallel threads from ORB-
SLAM (Sparse Tracking and Sparse Reconstruction) for different image resolutions.
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Table 5.4: Average processing time (in seconds).

Image
Resolution

Sparse
Tracking

Sparse
Reconstruction

Dense Reconstruction

Cluster
selection BA

Inverse
depth

Discretization

Cost
volume

Variational
minimization

Depth
maps

realignment
720x288 0.03 0.60 0.17 1.3 0.00036 3.4 6.2 0.38
960x260 0.04 0.69 0.21 2.0 0.0039 5.2 8.4 0.47

In the Dense Reconstruction thread for image resolution 720x288 of public dataset, the
selection of the reference keyframe and its frames cluster took ≈ 0.17s followed by a Bundle
Adjustment, that accurately estimates the poses of frames in the cluster ≈ 1.3s. It is worth
noting that most of this time is spent computing the sparse matches between the frames in the
cluster, the BA stage just took ≈ 100ms. The ZNCC cost volume construction took ≈ 3.4s
implemented on the GPU and the cluster size varied between 5-18 frames. The equivalent time
using CPU implementation varied between 18-25s. The variational solver was implemented on
the CPU, yielding a computation time of ≈ 6.2s. Using a GPU implementation as proposed in
Newcombe et al., 2011a could reduce this time significantly. The depth maps re-alignment stage
took ≈ 380ms on average. In case of our private dataset that has 960x260 image resolution,
the processing time are slightly increased due to large number of images features.

5.6.7 Augmented reality annotations

The recovered dense geometry of tissue makes AR labeling in surgical scene simpler, where
image features are no longer required for anchoring virtual marks. For example, the prac-
titioner/surgeon can add annotations/marks to the location of his/her interest on the dense
reconstruction. Figure 5.12(a,b) shows the placement of different annotations on the recon-
structed liver surface during laparoscope exploration, from top and lateral view. The recovered
surface in Figure 5.12(a,b) has been reconstructed during left-to-right laparoscope motion. Once
annotations are added to the virtual scene the relative laparoscope pose estimated by SLAM
is used to place a virtual camera, red frustum in Figure 5.12(a,b), in the virtual scene, similar
to 3.4.3, to render virtual images to be fused with the input laparoscope images in real time
and obtain AR overlay (c.f. 5.12(c)). In order to avoid the jitering effect, the annotation are
anchored to dense surface such that any update in the dense surface (c.f. Section 5.5) leads
to the same update in the AR annotations. Figure 5.12(d-f) shows the AR annotation during
the rest of the sequence where the endoscope was moving in the reverse direction, right-to-left.
More details can bee seen on our video 4

4https://www.youtube.com/watch?v=RJCmUY9hBSQ&feature=youtu.be

https://www.youtube.com/watch?v=RJCmUY9hBSQ&feature=youtu.be
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(a) (b)

(c)

(d) (e) (f)

Figure 5.12: Using dense surface for AR annotations. (a,b) Adding AR anno-
tation on the reconstructed dense surface, red frustum is virtual camera placed
at estimated laparoscope pose. (c) AR annotation at estimated laparoscope pose
in (a,b). (d-f) AR view during laparoscope exploration in right-to-left direction

5.6.8 Performance on indoor sequences

The proposed system has been quantitatively evaluated on different indoor sequences from
TUM public RGB-D dataset (Sturm et al., 2012) of a moving monocular camera. We show
our dense reconstruction results on a subset of the sequences where most RGB-D methods are
usually use. To do so, few system parameters were slightly changed, where we set ω = 0.1
to downweight the regularizer strength, where ZNCC data term of window size W = 11 have
proven to be reliable in such environments. We reduced α2 to 0.005 to include more frames in
the cluster and thus ensure a high quality matches from small baseline frames.

We show in Figure 5.13 the incremental dense reconstruction of the scene during camera
exploration from one or several meters distance. Figure 5.13(a) shows the dense reconstruction
of the teddy bear that has a soft fur and wears a yellow smooth shirt in addition to the Euclidean
distances of the reconstructed pixel from the given image sample on the left. Similarly, we show
in Figure 5.13(b) the dense reconstruction of a planar zig-zag (orthogonal) structure together
with the Euclidean distances of the reconstructed pixel. The system has also been tested for
face reconstruction from the same sequence used in Section 4.6.6, of a sitting person with a
camera moving around his face (cf. Figure 5.13(c)). Figure 5.13(d) shows the reconstruction
from a moving camera, that was one meter high and moved in circle around a planar surface
(several conference posters sticked to the floor), the beginning and the end of the trajectory
overlap, so that there is a loop closure. As can be seen the superior reconstruction density of our
approach over LSD-SLAM in Figure 5.13(d) right. Additionally, we show the reconstruction of
a desktop environment that contains homogenous regions that are very difficult to reconstruct.
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(a) Sequence “fr3:teddy”. Right:Euclidean distances with respect to ground truth of image sample on
left.

(b) Sequence “fr3:structure_texture_near ”. Right:Euclidean distances with respect to ground truth of
image sample on left (top view).

(c) Face sequence.

(d) Sequence “fr3:nostructure_texture_near_withloop”. Right, LSD-SLAM reconstruction.

(e) Sequence “fr2:desk ”.

Figure 5.13: Performance on different indoor scenes from public dataset (Sturm
et al., 2012).
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Table 5.5 reports a quantitative evaluation with respect to ground truth information avail-
able at TUM dataset (Sturm et al., 2012), except for Face sequence because no ground truth
was available. For each processed sequence, our systems selects a set of keyframes to densify the
scene, and we computed the RMSE of the Euclidean distances for all pixels reconstructed from
those keyframes. The Euclidean distance is computed for the pixel that has depth estimate in
the ground truth depth map and our estimated depth map. We provide in Table 5.5 the aver-
aged RMSE, in centimeter, for each processed sequence. Before the comparison, we estimate
the monocular scale factor, s, by means of Least Median of Squares, similar to eq. (5.18). Con-
cha et al., 2015 has reported average RMSE 2.8cm for fr3:nostructure_texture_near_withloop
sequence, while our RMSE is 3.5cm (no RMSE is reported for the reset of the sequences in
Figure 5.13). Concha et al., 2015 assume that homogeneous color regions belong to planar
areas and they use that prior in their dense mapping approach, thus having lower error because
the scene consists of planar structures. However, without explicit scene prior our system shows
a promising accuracy. fr2:desk sequence is very challenging, where many difficult homogenous
regions exist, e.g: floor, desk, computer screen, . . . etc., which causes high RMSE as our system
cannot perform well in such homogenous regions. The image resolution of all the sequences is
640x480, and the average processing times needed for: 1) image cluster selection and BA was
1.8 seconds; 2) ZNCC cost volume was 7 seconds; 3) variational minimization was 9 seconds.

Sequence Average RMSE (cm)
fr3:teddy 2.5

fr3:structure_texture_near 2.8
fr3:nostructure_texture_near_withloop 3.5

fr2:desk 6.8

Table 5.5: Average reconstruction error with respect to RGB-D sensor.

5.7 Conclusion

A novel real-time dense monocular SLAM system has been presented in this chapter that uses
the sole input of frames from a standard monocular endoscope. The proposed system is able
to track the endoscope at frame-rate using image features, and benefiting from the acquired
SLAM keyframes, it is able to produce a high quality dense reconstruction of the surgical
scene. The proposed system has proved to be fast and does not need any external tracking
hardware nor intervention at any rate. It therefore can be integrated smoothly into the surgical
workflow. Unlike other direct SLAM approaches, the proposed system presented an effective
way for neighbored images selection, that are used for scene densification, with local BA to
accurately refine their initial estimated poses. Thus, avoids poorly constrained initialization
for the dense mapping optimization. Furthermore, the use of illumination invariant image data
term acheieves a robustness to illumination variability, auto gain or exposure in endoscopy.

It has been validated and evaluated on real in-vivo and ex-vivo laparoscope sequences from
public and private datasets and shows a accurate reconstruction with different scene textures.
A rigid scene model is assumed, however, the systems has proven a robustness with respect
to small deformations resultant from respiration. Unlike pure dense stereo approaches, we can
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control the parallax and thus the reconstruction accuracy, which is particularly relevant in
cases where the endoscope is relatively far from the scene. In these cases, the stereo endoscope
cannot achieve sufficient parallax, due to its fixed baseline. Moreover, the propose system has
been qualitatively evaluated on short human sequences and shows very good reconstruction of
patient abdominal cavity. Additionally, the proposed dense SLAM system has been evaluated
on public indoor RGB-D dataset and showed a very promising reconstruction results, with
minor tuning of system parameters. Thus, it can perform equally in endoscopic and indoor
scenes.
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Chapter 6
Conclusions and Future Directions
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6.1 Conclusions

In this thesis we have devised and validated one of the first monocular SLAM systems able
to provide the two vital pieces of information for AR in MIS: intra-operative dense reconstruc-
tion of the surgical scene and the relative pose of the endoscope’s camera with respect to the
estimated reconstruction. The proposed SLAM does not require any additional inputs other
than monocular RGB images of the standard endoscope. The system is close to fit the three
ideal requirements stated by Sielhorst et al., 2006: 1) Usability: a strict minimum of interac-
tion by surgeon is required; 2) Interoperability: generic data and protocols are used, which
guarantees the largest compatibility with other equipments within operating room. 3) Relia-
bility: the systems provide reliable performance in different situations. Therefore, they system
can be smoothly integrated with existing laparoscopic imaging equipment without introducing
perturbations to the surgical environment or the clinical workflow.

The system has been validated and evaluated on in-vivo and ex-vivo sequences from public
and private datasets. It has been also evaluated on public indoor RGB-D dataset and showed
very promising reconstructions. We strongly believe that the proposed system can perform
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equally well in other endoscopic sequences coming from flexible endoscopes or even capsule
endoscopes.

In Chapter 3, we studied the utilization of visual SLAM as a robust camera estimator and
have shown how it is able to provide the key information for reliabl on-patient AR visualization
using only a Tablet-PC with a built-in camera. It avoids the tedious hardware setups inside the
operating room, which wastes too much of the surgeon’s attention. The proposed AR system
has showed a high registration accuracy and robustness to scene occlusions, without the need
for artificial landmarks on the patient skin for either registration nor camera localization. Next,
in Chapter 4, we have researched how feature-based SLAM is able to provide accurate camera
tracking in endoscopic sequences. We have shown how with adequate customization, the state-
of-the-art monocular ORB-SLAM can provide accurate camera tracking. Thanks to the ORB
bag of binary words image recognition, the system was able to robustly relocate the endoscope
camera pose after tracking lost, which is one of the important factors for a reliable camera
tracker. The endoscope camera can be located very accurately and robustly, however, the map
was very poor in terms of density. In a first attempt to densification, we presented a pairwise
dense approach that significantly and accurately improved the reconstruction from a sparse
set of points to a quasi-dense reconstruction. Generally, wide baseline pairwise matching leads
to accurate reconstruction, however it is still “ill-conditioned ”, inaccuracies in reconstruction
are likely to happen, specially in poor textured regions. Lack of data constraints can lead to
spurious matches.

In Chapter 5, we devised and validated a system that combines the accuracy of feature
based camera localization with a dense approach that not only consider a pair of images but
a sequences of very close images with a boost in performance with respect to our previous
approach. We presented a novel dense SLAM system, that uses novel dense multi-view stereo-
like approach. On one hand, the proposed system can effectively increase the width of the
stereo baseline and on the other hand consider more images between the stereo pair, thus
better constrain the matching problem and finding a strong global minimum for each pixel.
The presented system differs from other direct SLAM approaches in important ways: 1) It uses
an efficient criterion for neighbored images selection used for scene densification, with on-the-
fly feature based BA that accurately refines their initial estimated poses. 2) Thanks to GPU
processing and ZNCC illumination invariant, it is robust to severe illumination variability, auto
gain or exposure in endoscopy, additionally it can perform equally on endoscopic and indoor
scenes. The system has been proved to be superior to state of the art methods in in-vivo and
ex-vivo sequences from public and private datasets. It has been qualitatively evaluated on
exploratory sequence of patient and shows very good reconstruction of patient’s internal cavity,
however it was very challenging. Additionally, it has been evaluated on public indoor RGB
dataset and showed very promising reconstructions.

6.2 Future directions

After the initial proof of the advantages of dense monocular SLAM, there are several research
venues for future work.
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6.2.1 Improvements to our dense SLAM system

The presented dense SLAM system combines in a novel way different principles and comes
with a real-time tracking and dense reconstruction abilities. However, there are several areas
to improve our basic initial proposal:

1. The proposed system cannot deal with very homogeneous soft-tissue surfaces that do not
have texture characteristics. Thus, additional visual cue such as shading would improve
the reconstruction of these soft regions, that flexibly models the reflectance properties
of the surface. That fusion can probably provide a superior reconstruction results than
either dense SLAM or SfS can achieve.

2. The system uses image features for camera pose estimation, which have been proven to
be sufficient for abdominal cavity interventions. However in other scenarios, such as GI
interventions, textural image information tends to be scarce and feature based tracking
cannot be so reliable, thus given first limitation solved, one can consider dense based
tracking to avoid tracking failure in very homogeneous areas.

3. The proposed system requires offline camera calibration. However, during surgery various
camera parameters may be adjusted in order to offer the optimal view for the surgeon such
as zoom and focus, which will cause large errors in the reconstruction and the tracking.
A technique for detecting these changes and perform online self-calibration is important.
Methods to cope with focus changes have been reported by Stoyanov et al., 2005 but have
limited capabilities in practical use. An interesting approach to online calibration would
be a mix of both pre-calibration and self-calibration as proposed by Pratt et al., 2014.

6.2.2 Clinical trials

In the long run, validation of computer assisted systems in clinical trials are needed to fully
prove the benefits of these new techniques. There are reports for clinical trials, however they are
very limited either in terms of cases or regarding clinical benefit measurement (Bernhardt et al.,
2017). Once the benefit of the new approaches has been proven on patient studies, and the
new proposed systems are integrated effectively into the clinical workflow, computer assisted
surgery systems will find widespread acceptance in clinical routine. Consequently, our future
work will consider several clinical validations of the proposed solutions. We believe that the
real-time endoscope localization and dense reconstruction system presented in this thesis can
have immediate impact on surgical outcomes in terms of operation time, safety, and efficiency.
For example in pediatric endoscopic, the laparoscopic splenectomy for hematological disorders
diseasesis still limited because of the complications in the operating field. Where, in children,
spleen size is extremely large for the body size in hematological disorder. So, the working space
is very small compared with adult patients. Hence, a SLAM powered navigation system would
offer an AR overlay of spleen hidden vascular and pancreatic tail location, in addition to scene
dense representation of surrounding anatomical structure to the huge spleen and thus allows
for fast, safe and precise endoscopic surgery in children.
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6.2.3 Is dense MIS SLAM the holy grail for AR?

As already explored in this thesis dense SLAM can provide the key elements needed to achieve
a markerless AR system, however an accurate registration method is still a pre-requisite. In this
thesis we showed a simple yet way to align the intra-operative models for AR overlay of hidden
structures. However, in real scenarios intra-operative image acquisition with proper organ
segmentation is a cumbersome and adds to cost, time and not available in conventional clinical
workflow. Instead, a registration of pre-operative models is a must, which is a challenging task
because organs undergoes different deformations due to gas insufflation at surgery time. To
recover such deformation an intra-operative acquisition is used (Bano et al., 2013), that require
accurate organ segmentation. Given the presented dense SLAM system that can provide fast
and dense scene reconstruction, it would be interesting for the future research to develop a
semi-automatic/automatic non-rigid biomedical model, to accurately register the pre-operative
data with dense intra-operative reconstruction.

6.2.4 Are the rigid assumptions enough?

The fundamental assumption for camera pose estimation in our SLAM is a rigid environment.
Although, this holds for abdominal cavity interventions where semi-rigid points are located
on diaphragm and abdominal wall and are sufficient for camera pose estimation. This rigid
model cannot hold for other surgeries with fully non-rigid tissue motion such as cardiac surgery.
A deformable framework must be established for dealing with deformation caused by cardiac
motion, organ shift and tissue-tool interaction. Mountney et al., 2010a have modeled the
periodic cardiac motion within SLAM architecture. However, complex tissue tool interactions
and organ shifts are likely to require complex biomechanical modeling.

We also consider a rigid model for dense reconstruction process. This rigid model is ben-
eficiary to obtain the dense surface information before any surgical interaction. This initial
reconstruction is a pre-requisite to track the non-rigid organ deformation during surgical inter-
action (Bartoli et al., 2015).

6.2.5 Deep learning

Deep learning approaches are growing rapidly in both medical and computer vision fields
(Twinanda et al., 2017; Tateno et al., 2017). In the medical field they are limited to surgi-
cal phase recognition and tool detection tasks (Twinanda et al., 2017). We believe that deep
learning approaches can have a vital role in different aspects for endoscopy, whereas human
internals body structures are similar. Hence, a well-trained deep learning approach on this
specific environment can help to:

• Detect, describe and match endoscopic image features, which is very important step in
different MIS tasks. Currently, for feature detection and description, well-known computer
vision approaches are being used extensively, however they are not designed for endoscopic
images. These approaches provide a decent performance in few image locations, however
they miss many good features that should be considered because they are not fulfilling
their predefined priors (e.g: pattern of FAST detector).
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• Guide the reconstruction process (e.g: a semantic mapping fashion), thus can improve
depth estimation at very homogenous areas. The use of deep learning has demonstrated
the potential of regressing depth maps at a relatively high resolution and with a good
absolute accuracy even under the absence of monocular cues (motion, texture, shading
. . . etc.) to drive the depth estimation task (McCormac et al., 2017).

• Estimation of the absolute scale, which is the main limitation of monocular SLAM ap-
proaches (Tateno et al., 2017). One advantage of deep learning approaches is that the
absolute scale can be learned from examples and thus predicted from a single image
without the need of scene-based assumptions or geometric constraints.

However, the performance of deep learning approaches depend strongly on large amounts
of annotated training data, which needs many efforts to construct in endoscopy. Nonetheless,
our proposed SLAM methods provide geometrical alignment along the image sequences that
would be useful to propagate the labelling along the frames of the sequence.

6.2.6 Comprehensive and diverse dataset

One issue faced by most image guided surgery systems is the difference between the success
criteria from research point of view and those from a medical one. For the researchers, success
is mostly demonstrated by the fulfillment of accuracy goals, often demonstrated by numerically
simulated data, phantom models with known ground truth geometry, or ground truth data
obtained by imaging modalities. For the latter, the success of a system consists in providing
real clinical proof of its utility via real parameters such: bleeding, smoke, and tissue cutting.
Thus, it is highly needed to have a public and generic dataset to fill the gap between the
research criteria and the medical for successful systems. Efforts have been made by Maier-Hein
et al., 2014b to assess and compare the accuracy of different dense stereo approaches on a
unified dataset with real conditions using a unified evaluation protocols. However, the dataset
contains only in-vitro image pairs, thus not suitable for monocular case.

Additionally, having a standard dataset allows researchers to report their validation exper-
iments in a standardized manner with a unique evaluation method. This standardization of
the dataset and evaluation procedure enables to keep track of research progress in MIS field
and identifying current limitations to move the field forward. The ideal dataset should combine
different information (e.g: video sequences, images, and ground truth information) from various
and real interventions on both animal and human cases.

6.2.7 Robotized MIS

Robotic assistance in MIS, e.g: da Vinci, has gained significant popularity. In that case, the
surgeon manipulate the instruments through a remote manipulator that allows him/her to per-
form the normal movements associated with the surgery, whilst the robotic arms carry out those
movements. It incorporates highly dexterous tools, hand tremor filtering, and motion scaling,
thus increased the dexterity of surgeon in challenging tasks such as tissue cutting. However,
it is still places burden on surgeons to define the optimal motion, e.g: cutting trajectories.
Recently, autonomous robotic system have shown higher accuracy than expert human sur-
geons performing the same tasks, as experimentally proved by semi-autonomous STAR system
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(Opfermann et al., 2017). Having a dense tissue reconstruction would boost the development
of fully autonomous robot in MIS, where it is a pre-requisite for such systems.
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Appendix A
Ethical Approval

During this study, 7 pigs (Sus scrofa domesticus; ssp Large White), were involved in this non-
survival experimental study. The protocol received full approval from the local Ethical Commit-
tee for animal use and care (ICOMETH; protocol n 38.2015.01.069, acronym ETICA) and was
approved by the French Ministry of Superior Education and Research (MESR) under the ref-
erence number 2015092210412678 v4 APAFIS#1830). Animals were managed according to the
ARRIVE guidelines (Kilkenny et al., 2010) and in accordance with French laws for animal use
and care, and according to the directives of the European Community Council (2010/63/EU).
Before the procedure, animals were placed in individual cages with controlled conditions of
light/dark cycles, humidity and temperature as per regulatory standards. A standardized nu-
trition was provided and cages were enriched with toys. Pigs were fasted for 24 hours before
surgery with free access to water. Ten minutes before surgery, animals were premedicated with
an intramuscular injection of ketamine (20mg/Kg) and azaperone (2mg/Kg) (Stresnil, Janssen-
Cilag, Belgium). Induction was achieved using intravenous propofol (3mg/Kg) combined with
rocuronium (0.8mg/Kg). Anaesthesia was maintained with 2% isoflurane. At the end of the
experimental procedures, the animals were sacrificed with an intravenous injection of a lethal
dose of potassium chloride.
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Resumen y Conclusiones
La cirugía mínimamente invasiva (MIS) ha ganado mucha popularidad en los últimos años. Durante
el procedimiento quirúrgico se inserta una cámara endoscópica en la cavidad abdominal a través
de pequeñas incisiones hechas en la piel del paciente, lo que permite mostrar sus estructuras
internas en un monitor en el sala de operaciones. Los beneficios de los procedimientos MIS sobre
la cirugía abierta tradicional son muchos: una estancia hospitalaria más corta, cicatrices más
pequeñas (porque solo incisiones de unos pocos milímetros son necesarias), menos sangrado y,
como resultado, un riesgo postquirúrgico es mucho menor. Sin embargo, aunque muchos beneficios
del MIS son innegable para el paciente, el procedimiento es más difícil para el personal quirúrgico
y requiere un mayor tiempo de aprendizaje. Las principales dificultades son las siguientes: 1)
coordinación ojo-mano en una escena 3D observada a través de una pantalla 2D lo que implica un
punto de vista diferente, por lo que es necesario superar el reflejo natural para dirigir el ojos hacia
la actividad de las manos. 2) La pérdida de la visión directa, de hecho, el cirujano solo puede
ver las imágenes 2D en el monitor y esto pueden causar percepciones erróneas, especialmente la
percepción de profundidad que es crucial para evaluar adecuadamente la relación espacial entre
tejidos. 3) El campo de visión (FOV) proporcionado por la cámara endoscópica es apreciablemente
más pequeño que el de la visión directa durante la cirugía abierta. 4) Sólo visión endoscópica que
no proporciona información sobre estructuras anatómicas críticas como tumores y vasos ya que
están ubicados debajo de la superficie de los órganos. Por lo tanto, los procedimientos MIS puede
ser particularmente tediosos y aumentan significativamente la duración de las operaciones. Para
superar las limitaciones inherentes de las intervenciones de MIS, esta tesis se centra en en el estudio
de la localización y mapeo denso a partir de del flujo de video de un endoscopio monocular estándar
(en inglés SLAM - Simultaneous Localization And Mapping). Precisamente, en el contexto de una
intervención MIS, los dos pasos básicos: 1) reconstrucción densa en 3D del campo quirúrgico y 2) la
ubicación del endoscopio respecto de los órganos del paciente, deben realizarse en tiempo real. Los
procedimientos de SLAM, desarrollados en el ámbito de la robótica y la visión por computadora,
permiten una reconstrucción en 3D, denominada mapa, de una escena desconocida mientras que
al mismo tiempo realiza un seguimiento de la trayectoria de la cámara en relación con el mapa.
Esta información sobre ubicación del endoscopio y el mapeo es esencial para la computerización
de los procedimientos MIS. La representación densa escena quirúrgica 3D compensa la limitación
de campo de visión y mejora significativamente la percepción de la profundidad que puede tener el
cirujano durante la intervención. Si se consigue que sea en tiempo, tenemos todos los ingredientes
para diseñar un sistema completo de realidad aumentada (AR).

Mediante AR se busca superponer sobre la imagen endoscópica del paciente en el modelo ge-
ométrico preoperatorio del paciente. Las anotaciones de AR se crean a partir de diferentes modal-
idades de imágenes como tomografía computarizada (TC) o resonancia magnética marca (MRI).
De esta manera, el cirujano tiene la sensación de ver a su paciente como si fuera transparente.
Las anotaciones de AR puede proporcionar información decisiva durante el MIS,para la identifi-
cación estructuras intraoperatorias no visibles tales como tumores, vasos o nervios. Esto ayudaría
al cirujano, que ya no tiene que adaptar mentalmente la información extraída de las imágenes
médicas, para guiarse durante las resecciones mostrando las trayectorias y márgenes planificados
previamente en modelos preoperatorios, o en la colocación óptima de trócares, también planificados
preoperatoriamente.

El trabajo preliminar que presentamos en [1], introdujo un enfoque basado en SLAM, que
permite una visualización intraoperatoria precisa de los modelos preoperatorios a través de la piel
del paciente, usando solo un Tablet-PC. En este trabajo, una versión no densa de SLAM se utiliza
para ubicar de manera robusta la cámara del Tablet-PC respecto del cuerpo del paciente. Para su
empleo en la sala de operaciones, hemos desarrollado un conjunto de tratamientos, que van desde
la grabación hasta la visualización, y que requieren interacciones mínimas del personal médico. De
hecho, las interacciones con el cirujano se reducen a identificación de 4 a 6 referencias anatómicas
al comienzo del procedimiento que se utilizan para registrar los datos preoperatorios. A diferencia
de otros sistemas de AR, el sistema propuesto trackea la cámara, estima la reconstrucción de la
escena observada, y renderiza la anotación de AR en tiempo real. Además, es robusto a una alta
tasa de ocultaciones de la escena y no requiere dispositivos de seguimiento externos o marcadores
artificiales en la piel del paciente. Este sistema ha sido rigurosamente evaluado en una serie de
experimentos. Primero, el la precisión geométrica se evaluó mediante varios experimentos con
marcadores añadidos tener el ground truth. Los primeros experimentos se llevaron a cabo in-vivo
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en cerdos, los segundos en un maniquí. También se hizo una estimación del tiempo de cálculo con
dos voluntarios, cada uno de ellos apoyado sobre una camilla mientras el personal médico sostenía
el Tablet-PC y se movía alrededor. la La Figura 1 muestra una visualización de AR, in vivo de
datos preoperatorios del voluntario.

(a) (b) (c)

Figure 1: Visualización de realidad aumentada (AR) de datos preoperatorios, propuesta en [1].
(a-b) Superposición de los huesos, el hígado, los riñones izquierdo y derecho de un voluntario para
dos puntos de vista. (c) Visualización con AR en un cerdo

En una segunda fase movemos el foco de interés hacia las secuencias de endoscopia médica para
estimar un mapa denso de la escena y hacer tracking del endoscopio. Las dificultades a superar
son las vastas áreas de la escenas que tienen una textura débil, y la cambiante iluminación de las
superficies a lo largo de la secuencia, a veces incluyendo reflejos especulares. Además, la escena
sufre deformaciones y el endoscopio sigue una trayectoria localmente abrupta dentro de la cavidad
abdominal. Nuestra primera contribución a la explotación de SLAM visual en endoscopia es la
configuración de los diversos parámetros del sistema popular ORB-SLAM para su funcionamiento
en secuencias de endoscopia, el rendimiento de la parte de seguimiento es excelente, como lo
demuestra el resultados reportados en [2]. Sin embargo, la calidad del mapa en términos de densidad
es muy limitada. De hecho, la reconstrucción de la escena intracorporea tiene muy pocos puntos
3D debido al bajo número de puntos de interés repetibles (Fig. 2 (B)). La baja densidad del mapa
resultante limita su uso para otras tareas diferentes de la localización del endoscopio en la cavidad
abdominal. Nuestra segunda contribución consistió en proponer un algoritmo de reconstrucción
que mejora significativamente la densidad del mapa y permite una reconstrucción robusta de la
escena quirúrgica con una precisión de 4.9 mm [3, 4] (Fig. 2 (C)). Para ello, explotamos la fase
de exploración inicial de la cavidad que típicamente es realizado por el cirujano al principio de la
cirugía, de donde se seleccionan una conjunto de keyframes. Estos keyframes se usan para estimar
la poses y el mapa mediante ajuste de haces, (Bundle Adjustment, BA). Después de la fase de
exploración inicial, una vez localizados los keyframes, se asocian para formar pares de imágenes
estéreo a partir de los que se estima un mapa denso de la escena. Gracias al seguimiento robusto
del endoscopio y la representación de la escena densa obtenida pueden mostrarse las estructuras
internas del hígado como anotaciones de realidad aumentada en tiempo real (Fig. 2 (d)). El único
requisito es alinear los modelos preoperatorios con la reconstrucción densa (Fig. 2) (E)). Una vez
hecho el alineamiento, la visualización de la AR se mantiene, mientras que la pose del endoscopio
se calcula continuamente a medida que el endoscopio se mueve por la cavidad abdominal (Fig. 2
(f)).
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(a) (b) (c)

(d) (e) (f)

Figure 2: Reconstrucción de una escena intracorporea. (a) Una imagen típica de la secuencia. (b)
Reconstrucción sparse mediante SLAM visual. (c) Reconstrucción densa. (d) Modelos de vena
hepática segmentados semiautomáticamente a partir de imágenes de CT. (e) Registro modelo del
preoperatorio del hígado con reconstrucción densa. (e) Visualización por RA sin marcadores de la
vena hepática.

En [5], propusimos una solución para SLAM visual con reconstrucción densa en tiempo real,
capaz de superar las dificultades propias de la endoscopia y que se ha aplicado con éxito en la
laparoscopia in-vivo. El sistema propuesto amplía nuestro trabajo previo [?, 4] pero explotando
múltiples vistas muy próximas para estimar la geometría densa del mapa. Por una parte, se ha
hecho una implementación basada en multi-threading, añadiendo un nuevo hilo que realiza la
reconstrucción densa de la escena densa, consiguiendo que se ejecute en vivo y en paralelo con
otros hilos de tracking y maping. Nuestra contribución consiste en que seleccionamos de todas
las imágenes del video utilizado, un subconjunto de imágenes representativas de nuestra escena,
llamado el conjunto keyframes. Luego, para cada uno de estos keyframes, se calcula un mapa
denso de profundidad en usando imágenes contenidas en una pequeña ventana de tiempo justo
antes y justo después de este keyframe. Estos mapas de profundidad se fusionan para crear una
reconstrucción única. La ventana de tiempo se ajusta automáticamente para que el mapa de la
profundidad en cuestión se pueda actualizar de forma robusta: normalmente, si la cámara se mueve
lentamente (lo que dará como resultado un paralaje débil entre imágenes), la ventana se amplía
para asegurar un buen condicionamiento geométrico. Para calcular el mapa de profundidad, us-
amos un método variacional que es robusto a fuertes cambios de iluminación por el empleo de
la ZNCC (Zero Normalized Cross Correlation). Este enfoque contrasta con trabajos previos de
SLAM denso que asumen invarianza en el brillo de cada píxel a lo largo del tiempo. Además, el
método variacional que usamos permite reconstruir mapas de profundidad con discontinuidades,
que se produce con frecuencia en escenas observadas por la laparoscopía donde los órganos y las
herramientas quirúrgicas producen ocultaciones. El sistema completo ha sido validado experimen-
talmente y evaluado en secuencias de video de la cavidad abdominal de los cerdos. Además, su
ejecución requiere un tiempo reducido gracias al uso de GPU. Comparado con otros métodos de
SLAM visual denso obtenemos rendimientos son superiores en términos de precisión y densidad.
En conclusión, gracias a la selección eficiente de frames del video para generar una reconstrucción
densa basada en criterios de paralaje, el método propuesto puede superar las prestaciones de las
reconstrucciones binoculares, porque el grupo de frames puede proporcionar un paralaje mayor
que el del endoscopio estereo. Figuras 3 (b, d) muestra los resultados de la reconstrucción densa e
incremental de la superficie hepática, utilizada para calcular la visualización de AR (Fig. 3 (d)).
La pose estimada del endoscopio (frustum rojo en la Fig. 3) (d)) se usa para actualizar el ángulo
de vista del renderizado de la anotación de AR (Fig. 3) (e)).
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Figure 3: Visualización del endoscopio y de la reconstrucción densa incremental. (a) muestra
typica imagen de una secuencia exploratoria. (b, d) Reconstrucciones densas e incrementales de
la superficie del hígado (e) Visualización AR para una pose estimada de la cámara endoscópica
(frustum rojo) en (d).
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Résumé de Thèse
La chirurgie mini-invasive (CMI) a connu un gain de popularité très important au cours des deux
dernières décennies. Lors de telles interventions chirurgicales une caméra endoscopique est intro-
duite dans la cavité abdominale à travers de petites incisions effectuées sur la peau du patient,
ce qui permet d’observer les structures internes de ce dernier, affichées sur un moniteur dans la
salle d’opération. Les avantages de la CMI par rapport à la chirurgie traditionnelle (ouverte) sont
nombreux : un séjour hospitalier plus court, de plus petites cicatrices (car seules des incisions
de quelques millimètres sont nécessaires), moins de saignements, et de ce fait, un risque de trau-
matisme post-chirurgical bien moindre. Néanmoins, bien que de nombreux bénéfices de la CMI
soient indéniables pour le patient, le geste chirurgical à exécuter est sensiblement plus difficile,
et nécessite une grande expérience. Les principales difficultés rencontrées sont les suivantes : 1)
la coordination œil-main dans une scène 3D observée sur un affichage 2D avec un point de vue
différent des yeux du chirurgien. Il convient alors de surmonter le réflexe naturel pour diriger les
yeux sur l’activité des mains; 2) la perte de la vision directe. En effet, le chirurgien ne regarde que
des images 2D sur le moniteur et cela peut provoquer des perceptions erronées, en particulier la
perception de la profondeur qui est cruciale pour évaluer correctement la relation spatiale entre les
tissus; 3) le champ de vision (FOV) fourni par la caméra endoscopique est sensiblement plus petit
que celui qu’offre la vision directe lors d’un geste par chirurgie ouverte; 4) la vision endoscopique
ne fournit pas d’informations sur les structures anatomiques critiques telles que les tumeurs et les
vaisseaux puisqu’ils sont localisés sous la surface des organes. Par conséquent, la CMI peut s’avérer
particulièrement fastidieuse et augmente significativement la durée des opérations.

Pour surmonter les contraintes inhérentes aux interventions par la CMI, cette thèse se concentre
sur l’étude et l’apport de la localization et de la cartographie dense et simultanées par la vision
monoculaire (en anglais SLAM - Simultaneous Localisation and Mapping). Précisément, dans le
contexte d’une intervention par la CMI, les deux étapes fondamentales: 1) la reconstruction 3D
intra-opératoire dense du champ opératoire et 2) la localisation de l’endoscope dans la cavité ab-
dominale du patient, doivent être réalisées en temps réel. Le SLAM, qui est un sujet populaire
en robotique et en vision par ordinateur, est une approche qui permet de construire et de mettre
à jour une reconstruction 3D (appelée aussi cartographie ou map) d’un environnement inconnu
tout en réalisant dans le même temps un suivi de la pose relative de la caméra par rapport à cette
carte. Ces informations sur la localisation et la cartographie sont indispensables dans la perspec-
tive d’offiri une assistance par le guidage intra-opératoire pendant une intervention par la CMI.
La représentation de la scène chirurgicale 3D dense compense le problème lié à la limitation du
champ de vision et elle améliore significativement la perception de la profondeur que peut avoir
le chirurgien au cours du geste. En ajoutant à cela l’estimation en temps réel de la pose relative
de l’endoscope, nous disposons alors de tous les ingrédients utiles à la conception d’un système
complet de guidage par la réalité augmentée (RA).
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La RA permet de superposer à l’image endoscopique du patient un modèle géométrique préopéra-
toire, véritable clone virtuel du patient. C’est du moins une des multiples manières de restituer
des informations utiles pour le chirurgien. A cette fin, des clones virtuels sont créés à partir
de différentes modalités d’imagerie telles que la tomodensitométrie (CT) ou la résonance magné-
tique (MRI). De cette manière, le chirurgien a la sensation de voir son patient en transparence.
La RA peut fournir une information décisive durant la CMI comme par exemple l’identification
peropératoire de structures d’intérêt non visibles (tumeurs, vaisseaux et nerfs,...). Cela permet
au chirurgien de ne plus devoir adapter mentalement les informations extraites des images médi-
cales (CT/MRI) à la scène, ou bien de le guider durant les résections en affichant les trajectoires
de coupe et les marges préalablement planifiées sur les modèles préopératoires, en rendant sûr et
optimal les placements des trocarts, également préalablement planifiés sur un modèle préopératoire.

Le travail préliminaire que nous avons présenté dans [1], a introduit une approche fondée sur
le SLAM qui permet de visualiser avec précision les modèles préopératoires intraopératoires sur la
peau du patient, en utilisant seulement un Tablet-PC. Dans ce travail, une version non dense (dite
clairsemée ou éparse) du SLAM visuel est utilisée pour localiser de manière robuste la position
relative de la caméra du Tablet-PC par rapport au corps du patient. Cette version fonctionne
sur des appareils mobiles et est destinée à la perception de scènes de petites tailles. En vue de
l’utiliser dans la salle d’opération par le personnel médical, nous avons développé un ensemble de
traitements, allant de l’enregistrement à la visualisation, et qui nécessite des interactions minimales
de la part du personnel médical. En effet, les interactions avec le chirurgien sont réduites à
l’identification de 4 à 6 références anatomiques au début de la procédure qui sont utilisées pour
effectuer l’enregistrement des données préopératoires. Contrairement aux systèmes existants de
visualisation par RA similaires, le système proposé ici effectue aussi le suivi de la caméra, la
reconstruction peu dense de la scène observée, l’enregistrement et le rendu visuel par la RA en
temps réel. De plus, il est robuste à un fort taux d’occultations de la scène et ne nécessite pas de
dispositifs de suivi externes ni de repères (marqueurs) artificiels sur la peau du patient pour localiser
la caméra. Ce système a été rigoureusement évalué dans une série d’expériences. Premièrement, la
précision géométrique a été évaluée au moyen de plusieurs expériences avec des marqueurs ajoutés
pour disposer d’une vérité terrain; les premières expériences ont été effectuées in vivo sur des
cochons, les secondes sur un fantôme (ou mannequin). Une évaluation par le personnel médical
et une estimation du temps de calcul ont été réalisées avec deux volontaires, chacun d’entre eux
reposant sur la table pendant que le praticien tenait le Tablet-PC et se déplaçait tout autour. La
Figure 1 montre une visualisation par la RA in vivo de données préopératoires sur un volontaire
et sur un cochon.

(a) (b) (c)

Figure 1: Visualisation par réalité augmentée (RA) de données préopératoires, proposée dans [1].
(a-b) Superposition des os, foie, reins gauche et droit sur un volontaire, pour deux points de vue.
(c) Visualisation par la RA sur un cochon.

Dans un deuxième temps, nous nous sommes interessés aux images endoscopiques. Les images
endoscopiques sont très difficiles à exploiter pour calculer une représentation dense de la scène et
effectuer le suivi de l’endoscope. En effet, parmi les difficultés à surmonter on peut citer le fait
que de vastes régions à reconstruire sont très faiblement texturées, que l’illumination des surfaces
en question varie énormément pour différentes prises de vue, avec parfois des zones spéculaires sur
l’image (ceci est dû principalement à la source de lumière utilisée qui, directement fixée à l’extrémité
de l’endoscope, est dirigée vers la scène). De plus, les recalages entre les vues et la scène sont
fortement perturbés par les déformations des tissus et les mouvements brusques de l’endoscope
dans la cavité abdominale. Nous apportons ici notre première contribution à l’exploitation du
SLAM visuel dans le domaine médical. En utilisant un réglage approprié des différents paramètres
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du système actuel, les performances de la partie suivi sont excellentes, comme en attestent les
résultats communiqués dans [2]. Cependant, nous avons été confronté à une limitation de la
qualité de la partie cartographie en terme de densité. En effet, la reconstruction de la scène
chirurgicale contient très peu de points 3D en raison du faible nombre d’amers fiables dans la scène
(Fig. 2(b)). La faible densité de la carte résultante empêche son utilisation pour d’autres tâches
que la localisation de l’endoscope dans la cavité abdominale. Ainsi, notre deuxième contribution
a consisté à proposer un algorithme de reconstruction qui améliore significativement la densité
de la carte et permet une reconstruction robuste de la scène chirurgicale avec une précision de
4,9 mm [3, 4] (Fig. 2(c)). Pour cela, nous exploitons la phase d’exploration initiale de la cavité
abdominale qui est typiquement effectuée par le chirurgien avant l’intervention, et acquérons un
ensemble d’images clés sélectionnées. Ces images clés sont utilisées pour estimer la pose relative
et construire la cartographie à l’aide d’une technique d’optimisation par ajustement de faisceaux
(Bundle Adjustement - BA). Après la phase d’exploration initiale, parmi les images clés acquises,
celles pour lesquelles des correspondances ont été trouvées en utilisant un algorithme de patch-
matching sans amer, sont associées pour former des couples d’images stéréo. Grâce au suivi robuste
de l’endoscope et à la représentation de la scène dense obtenue, le calcul de la visualisation (par
RA intraopératoire sans marqueur) des structures internes du foie (Fig. 2 (d)) est exécuté en
temps réel. La seule exigence est de transformer les modèles intra-opératoires ou préopératoires en
une reconstruction dense (Fig. 2(e)). Une fois initialisée, la visualisation par RA est maintenue,
pendant que les poses relatives sont estimées en continu pendant que l’endoscope explore la cavité
abdominale (Fig. 2 (f)).

(a) (b) (c)

(d) (e) (f)

Figure 2: Reconstruction de la scène chirurgicale. (a) Une image (échantillon) de la séquence.
(b) Reconstruction clairsemée par SLAM visuel. (c) Reconstruction dense par SLAM visuel. (d)
Modèles de veines hépatiques segmentés semi-automatiquement à partir d’images CT. (e) Recalage
du modèle intra-opératoire du foie avec une reconstruction dense. (e) Visualisation par RA sans
marqueur de la veine hépatique.

Dans [5], nous avons proposé une solution toujours basée sur le SLAM visuel et la reconstruction
dense en temps réel, capable de faire face aux défis de l’endoscopie et qui a été appliqué avec
succès à la laparoscopie in vivo. Le système proposé prolonge notre travail précédent [3, 4], mais
en empruntant une approche de type multi-vue, dense et stéréoscopique pour la récupération
de la géométrie de la scène. Le système initial est amélioré tant du point de vue technique que
méthodologique de plusieurs façons. Tout d’abord, une implémentation spécifique s’appuyant sur la
programmation multitâche (multithreading) est mis en oeuvre : un nouveau fil d’exécution (thread)
est ajouté au système en place et réalise la reconstruction dense de scène. Il s’exécute en direct
et en parallèle des autres fils d’exécution de suivi (tracking thread) et de cartographie (mapping
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SLAM thread). Ceci évite de devoir attendre la fin de l’exploration de la cavité abdominale pour
débuter le traitement dit de densification, autrement dit d’affiner la reconstruction dense. Nous
présentons ici une nouvelle technique qui permet de réduire significativement le temps de calcul de
la tâche de densification de la reconstruction. Pour cela, nous sélectionnons parmi toutes les images
de la vidéo utilisée, un sous-ensemble d’images représentatif de notre scène, appelé ensemble des
images clés. Ensuite, pour chacune de ces images clés, une carte de profondeur est calculée en
utilisant les images contenues dans une petite fenêtre temporelle, juste avant et juste après cette
image clé (appelé groupe de trames). Ces cartes de profondeurs sont ensuite fusionnées pour créer
une unique reconstruction. La fenêtre temporelle est automatiquement ajustée afin que la carte
de profondeur en question puisse être mise à jour de manière robuste : typiquement, si la caméra
bouge lentement (ce qui ce traduira par une parallaxe inter-image faible), la fenêtre est agrandie
afin que la carte de profondeur puisse être calculée correctement. Grâce à cela, on s’assure que
le changement de point de vue de la caméra est suffisant pour ne pas générer des erreurs trop
importantes dans le calcul de la profondeur. Pour calculer la carte de profondeur, nous utilisons
une méthode variationnelle qui est robuste aux forts changements d’illumination. Cette approche
est très différente des travaux précédents sur la densification utilisant le SLAM, qui supposent qu’il
n’y a aucun changement dans la luminosité de chaque pixel au cours du temps. De plus, la méthode
variationnelle que nous utilisons permet d’appréhender les variations de textures et de reconstruire
des cartes de profondeurs présentant des discontinuités, ce qui se produit fréquemment dans les
scènes observées par laparoscopie où les organes et les outils chirurgicaux peuvent être occultés
les uns par les autres. Notre chaîne de traitements fournit une reconstruction globale et cohérente
de la scène chirurgicale en fusionnant et en alignant les cartes de profondeur des images clés en
ligne. Le système complet a été validé expérimentalement et évalué sur des séquences vidéo de
la cavité abdominale de porcs. En outre, son exécution nécessite un temps de calcul raisonnable
en utilisant les processurs graphiques récents comme unités d’exécution de calculs. De plus, nous
avons effectué une comparaison avec d’autres méthodes de SLAM visuel denses et les performances
que nous obtenons sont supérieures en termes de précision, de densité et de réduction du temps de
calcul.

En conclusion, grâce à la sélection efficace des trames vidéo pour générer une reconstruction
dense fondée sur des critères de parallaxe, la méthode proposée peut surpasser les reconstructions
purement stéréoscopiques, car le groupe de trames peut fournir une plus grande parallaxe endo-
scopique. Les figures 3(b-d) montrent les résultats de la reconstruction dense et incrémentale de la
surface du foie, utilisée pour calculer la visualisation à l’aide de la RA (Fig. 3(d)). La pose estimée
de l’endoscope (frustum rouge dans la Fig. 3(d)) est alors utilisée pour mettre à jour l’angle de
vue du modèle virtuel pour la RA (Fig. 3(e)).
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Figure 3: Suivi visuel direct de l’endoscope et reconstruction dense incrémentale. (a) Échantillon
d’image d’une séquence exploratoire. (b-d) Reconstructions denses et incrémentales de la surface
du foie. (e) Visualisation par RA pour une pose estimée de la caméra endoscopique (frustum rouge)
en (d).
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