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Abstract

In this thesis, we study two problems of machine learning: (I) community detection and (II) adaptive matching.

I) It is well-known that many networks exhibit a community structure. Finding those communities helps us understand and exploit general networks. In this thesis we focus on community detection using so-called spectral methods based on the eigenvectors of carefully chosen matrices. We analyse their performance on artificially generated benchmark graphs. Instead of the classical Stochastic Block Model (which does not allow much degree-heterogeneity), we consider a Degree-Corrected Stochastic Block Model (DC-SBM) with weighted vertices, that is able to generate a wide class of degree sequences. We consider this model in both a dense and sparse regime. In the dense regime, we show that an algorithm based on a suitably normalized adjacency matrix correctly classifies all but a vanishing fraction of the nodes. In the sparse regime, we show that the availability of only a small amount of information entails the existence of an information-theoretic threshold below which no algorithm performs better than random guess. On the positive side, we show that an algorithm based on the non-backtracking matrix works all the way down to the detectability threshold in the sparse regime, showing the robustness of the algorithm. This follows after a precise characterization of the non-backtracking spectrum of sparse DC-SBM’s. We further perform tests on well-known real networks.

II) Online two-sided matching markets such as Q&A forums and online labour platforms critically rely on the ability to propose adequate matches based on imperfect knowledge of the two parties to be matched. We develop a model of a task / server matching system describing platform operation in the presence of such uncertainty. For this model, we give a necessary and sufficient condition for an incoming stream of tasks to be manageable by the system. We further identify a so-called back-pressure policy under which the throughput that the system can handle is maximal. We show that this policy achieves strictly larger throughput than a natural greedy policy. Finally, we validate our model and confirm our theoretical findings with experiments based on user-contributed content on an online platform.

Keywords: Machine learning, community detection, social networks, degree-corrected stochastic block models, spectral methods, random matrices, non-backtracking matrix, random graphs, recommendation systems, reinforcement learning, queueing theory.
Résumé
Dans cette thèse, nous étudions deux problèmes d'apprentissage automatique: (I) la détection des communautés et (II) l'appariement adaptatif.

I) Il est bien connu que beaucoup de réseaux ont une structure en communautés. La détection de ces communautés nous aide à comprendre et exploiter des réseaux de tout genre. Cette thèse considère principalement la détection des communautés par des méthodes spectrales utilisant des vecteurs propres associés à des matrices choisies avec soin. Nous faisons une analyse de leur performance sur des graphes artificiels. Au lieu du modèle classique connu sous le nom de "Stochastic Block Model" (dans lequel les degrés sont homogènes) nous considérons un modèle où les degrés sont plus variables: le "Degree-Corrected Stochastic Block Model" (DC-SBM). Dans ce modèle les degrés de tous les noeuds sont pondérés - ce qui permet de générer des suites des degrés hétérogènes. Nous étudions ce modèle dans deux régimes: le régime dense et le régime "épars", ou "dilué". Dans le régime dense; nous prouvons qu'un algorithme basé sur une matrice d'adjacence normalisée réussit à classifier correctement tous les noeuds sauf une fraction négligeable. Dans le régime épars il existe un seuil en termes de paramètres du modèle en-dessous lequel n'importe quel algorithme échoue par manque d'information. En revanche, nous prouvons qu'un algorithme utilisant la matrice "non-backtracking" réussit jusqu'au seuil - cette méthode est donc très robuste. Pour montrer cela nous caractérisons le spectre des graphes qui sont générés selon un DC-SBM dans son régime épars. Nous concluons cette partie par des tests sur des réseaux sociaux.

II) Les marchés d'intermédiation en ligne tels que des plateformes de Question-Réponse et des plateformes de recrutement nécessitent un appariement basé sur une information incomplète des deux parties. Nous développons un modèle de système d'appariement entre tâches et serveurs représentant le comportement de telles plateformes. Pour ce modèle nous donnons une condition nécessaire et suffisante pour que le système puisse gérer un certain flux de tâches. Nous introduisons également une politique de "back-pressure" sous lequel le débit gérable par le système est maximal. Nous prouvons que cette politique atteint un débit strictement plus grand qu'une politique naturelle "gloutonne". Nous concluons en validant nos résultats théoriques avec des simulations entrainées par des données de la plateforme Stack-Overflow.

Mots clés: Apprentissage automatique, détection des communautés, réseaux sociaux, degree-corrected stochastic block models, méthodes spectrales, matrices aléatoires, matrice non-backtracking, graphes aléatoires, appariement adaptatif, apprentissage par renforcement, théorie des files d’attente.
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A Algebraic Preliminaries
Part I

Community Detection
Chapter 1

Introduction

1.1 Motivation and preview of results

We live in a time of unprecedented volumes of data and computing power. Many such datasets can be described as graphs of interacting items, and finding communities of "likewise" items is a first step in analysing them, either as a means by itself or as a preprocessing phase for other learning problems (e.g., as dimensionality reduction).

Community detection has many important applications. For example, it leads to a better understanding of social behaviour on networks as Facebook, Google+, Twitter and Flickr [121]. It is also useful to cluster web clients or discovering topical similarities on the web [74]. Other applications lay in shopping networks: targeted advertising, logistics and future recommendation [77]. Clustering is even used in natural language processing, see for instance the appendix in [9].

Finding communities is a central problem in unsupervised machine learning. It is challenging because the ground truth is often unknown, making it difficult to evaluate the result of community detection algorithms. Further, often one has access only to the topological configuration of graphs without any side information, so that even the number and size of communities is a priori unknown and algorithms thus necessarily need to learn those.

Many proposed community detection algorithms rely on heuristics and come without formal guarantees, except for their reported behaviour on specific networks. It is however important to understand if the outputted community structure of an algorithm is meaningful or just an artefact. In particular, what are the limitations of an algorithm: can we always (partly) recover the community-structure from an observed graph?

A principled way to evaluate the performance of algorithms is to analyse their behaviour on benchmark graphs. The most commonly used model for this purpose is the Stochastic Block Model (SBM): arguably the simplest extension of Erdős-Rényi graphs to a network with a community structure, see below for definitions. The SBM has as advantages that it comes with a known community structure (i.e., the ground truth) and that it is analytically tractable. However, it is seldom a good fit to observed real data, as the SBM does not allow for heterogeneity in its degree sequence (i.e., all vertices in a community have on average the same number of edges). Indeed, many real networks display a strong heterogeneity in their degree sequences, often following a power-law [4].

In this thesis, we consider the Degree-Corrected Stochastic Block Model (DC-SBM), an extension of the SBM which allows for strong degree-heterogeneity. We study this model in two regimes: a dense regime where the number of edges per node grows with the size of the network and a sparse regime where the number of edges per node stays constant when the network grows. We evaluate the performance of certain, so-called spectral algorithms on this model. In particular, we show that an algorithm based on a suitably normalized adjacency matrix recovers all but a vanishing fraction of vertices in the dense regime of the DC-SBM. Further, in the
sparse (and challenging, because there is not much information) regime, we show that on the one hand there exists an information-theoretic threshold (in terms of the model’s parameters) below which no algorithm does better than random guess. On the other hand, we prove that an algorithm based on the non-backtracking matrix does significantly better than random guess all the way down to this threshold. This is an important result as traditional methods are known to break down long before the information-theoretic limits are reached, see [125] and the figures therein. We conclude by implementing various community detection algorithms to demonstrate their performance on real networks.

1.2 What is a community?

It is an important task to define formally the notion of a community. According to [44], no definition is universally accepted. We summarize the observations in the latter article here: What we define to be a community depends on both the underlying network and the envisaged final application. Usually, however we expect a community to be a set of vertices having more internal edges than edges connecting it to its complement in the graph. Formally we could consider the *intra-cluster density* \( \delta_i(C) \) and the *inter-cluster density* \( \delta_e(C) \) of a subgraph \( C \) and compare those with the average edge density \( \delta \) of the graph. Intuitively, the subgraph \( C \) would then be a community, if \( \delta_i(C) \gg \delta \gg \delta_e(C) \). Maximizing \( \sum_{C \subseteq \mathcal{C}} (\delta_i(C) - \delta_e(C)) \) over all partitions \( \mathcal{C} \) is however too expensive in practice if the graph is large, so that many community-detection algorithms find an approximative solution to this problem. We give here the main definitions that can be found in the exposition of [44]: local definitions, global definitions and definitions based on vertex similarities.

We start with the main local definitions. A very stringent such definition is requiring that the subgraph forms a clique (i.e., there is an edge from any vertex in the subgraph to any other vertex in the subgraph). In social networks this would mean that every group member is friends with any other group member. Note that this definition does not allow for heterogeneous relationships between the vertices (or people). Further, finding cliques in a graph is known to be an NP-complete problem [16].

An *LS-set* or strong community [80, 107] is a subgraph such that the internal degree of a vertex is larger than its external degree. Weakening this definition leads to *weak communities* [107]: subgraphs with total internal degree exceeding its total external degree. The assortative SBM with two equal-sized communities for instance can be partitioned into two weak communities.

In general we expect communities to have a *small cut size*, i.e., few edges connecting a subset to its complement in the graph.

We now turn to the most popular global definition, based on *modularity* [101]. The latter measures the deviation of a graph with communities from a null model. In particular, the null model is the original graph with all its edges rewired at random so as to conserve the original degree sequence. A subgraph is then a community if its number of internal edges is larger than its expectation in the null model. Note that according to this definition a community is a more densely-connected subgraph than would have been expected from change.

Communities can also be defined with respect to some kind of similarity measure on the vertices: a community is then a group of vertices that are similar to each other with respect to this measure. For instance, documents could be clustered according to their similarity (e.g., discussing the same topics). Or, if the vertices could be embedded into an Euclidean space, the inverse of the distance between them defines a similarity measure.

We further note that communities can also be overlapping rather than partitioning a graph: the number of possibilities is then much higher and therefore mathematically even more challenging. We shall not consider this direction in this thesis.
1.3 Methods of community detection

In this thesis we focus primarily on spectral algorithms, as their reliability can be formally verified. For completeness we also state some well-known alternative (heuristic) methods.

1.3.1 Spectral algorithms

The general idea of spectral methods is to associate a matrix to a set of objects and use only a few of its top eigenvectors to cluster the objects. The original objects might be embedded in a high-dimensional space and projecting them on the low-dimensional space spanned by the top eigenvectors is thus a dimensional reduction. It is of course important that the top eigenvectors contain enough information regarding the community-structure. Commonly used matrices are the adjacency matrix and Laplacian. Both have their shortcomings and we focus in this thesis instead on a normalized version of the adjacency matrix (different from the Laplacian) and on the non-backtracking matrix. See Sections 3.1.1, 3.1.2 and 4.4 for a discussion of (traditional) spectral methods.

The spectrum of suitably chosen matrices often gives information about the underlying community structure. Indeed, the spectrum often consists of a bulk of eigenvalues confined to a bounded set plus a few outliers that correspond to the underlying community structure. Thus, for a graph that has communities with few in-between edges we expect the first $K$ eigenvalues to be close to 0 and the corresponding eigenvectors to be close to the respective indicator functions.

A good introduction to spectral clustering is given in [117], where the following is explained in more detail: Consider a graph on $n$ vertices, with adjacency matrix $A$. Denote by $D$ the diagonal matrix with $D_{uu} = \sum_v A_{uv}$. Then, the unnormalized Laplacian matrix is defined as $L = D - A$, the symmetric normalized Laplacian as $L_{\text{sym}} = D^{-1/2} LD^{-1/2}$ and the random walk Laplacian as $L_{\text{rw}} = D^{-1} L$.

Propositions 1 and 2 in [117] state that $L$ has $n$ non-negative real-valued eigenvalues $0 \leq \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n$. The multiplicity $K$ of eigenvalue 0 equals the number of connected components $C_1, \ldots, C_K$ in the graph and eigenvectors corresponding to eigenvalue 0 are indicator functions on $C_1, \ldots, C_K$. Similar statements hold for the normalized Laplacians, according to Proposition 4 in [117].

Thus, for a graph that has $K$ communities with few in-between edges we expect the first $K$ eigenvalues to be close to 0 and the corresponding eigenvectors to be close to the respective indicator functions. This leads to the following spectral algorithm: Compute the first $K$ eigenvectors $u_1, \ldots, u_K$ of the Laplacian and form the matrix $U$ containing $u_1, \ldots, u_K$ as its columns. Let $y_u \in \mathbb{R}^{n \times K}$ be the vector containing the $u$-th row of $U$. Apply $k$-means (see below) to partition the set $\{y_1, \ldots, y_n\}$ into clusters $A_1, \ldots, A_K$. Approximate the community-membership of vertex $u$ by $i$ if $y_u \in A_i$. Note that $\{y_u\}_v$ are thus low-dimensional representatives of the vertices.

Formal guarantees for this type of algorithms follow usually from perturbation arguments. A key ingredient is often the Davis-Kahan theorem, informally stated as follows: Consider $\hat{A} = A + \delta A$, for symmetric matrices $A$ and $\delta A$. Let $S \subset \mathbb{R}$ be an interval. Denote $\lambda_S(A)$ for the set of all eigenvalues of $A$ contained in $S$ and denote the corresponding set of eigenvectors by $V$. Denote by $\lambda_S(\hat{A})$ and $\hat{V}$ the analogous quantities for $\hat{A}$. Define $\Delta(A) = \min\{|\lambda - s| : \lambda \text{ eigenvalue of } A, \lambda \notin S, s \in S\}$ Then the distance between $V$ and $\hat{V}$, expressed in terms of the canonical angles between them, is bounded by $\|\delta A\|/\Delta(A)$, where $\|\cdot\|$ is either the Frobenius norm or two-norm. For the precise definition of canonical angle between two subspaces, we refer to [117], it is a measure for the alignment of orthonormal bases for the respective subspaces.

To see this theorem in work, consider a graph with $K$ communities $C_1, \ldots, C_K$ and let $\hat{L}$ be its associated Laplacian and $L$ the Laplacian of the idealized graph were the edges in-between communities have been removed. Let $\lambda_1, \ldots, \lambda_n$ be the eigenvalues of $L$. Put for small $\gamma > 0$, $S = [0, \gamma]$. Then $[0, \lambda_K] \subset S$. Hence, $\Delta(A) \approx |\lambda_{K+1} - \lambda_K|$ and we deduce that the eigenvectors of $L$ and $\hat{L}$ are close when
\[ \| \delta A \| \text{ is small and } | \lambda_{K+1} - \lambda_K | \text{ large. The latter quantity thus plays an import role and is often called \textit{eigen gap} or \textit{spectral gap}.} \]

Computation of the eigenvectors is usually done with the power method or Krylov subspace methods (such as the Lanczos algorithm). The convergence is faster for larger spectral gaps, when calculating only the first \( K \) eigenvectors.

Historically, spectral clustering was initiated in 1973 with the work [38] on a spectral algorithm using the adjacency matrix. In the same year the connection between bi-partitions of graphs and the second eigenvector of the Laplacian was discovered [43].

1.3.2 Modularity optimization

In a graph where the edges are drawn completely at random, one does not expect a cluster-structure to be present. It therefore makes sense to compare the number of edges in a given subgraph with the number of edges expected to be present in a \textit{null-model}, where the edges are drawn regardless of community structure. A commonly used null-model is the configuration model that matches the observed degree sequence, denoted by \( \{ k_u \} \), in the following way: Every vertex \( u \) is given \( k_u \) half-edges, and every half-edge is merged with another half-edge chosen uniformly at random. The probability for an edge to be present between vertices \( u \) and \( v \) is thus approximately \( \frac{k_u k_v}{2m} \), where \( m \) is the number of edges in the graph. With this null-model, the \textit{modularity} [101] of the graph where a vertex \( u \) belongs to community \( \sigma_u \) is given by

\[
Q = \frac{1}{2m} \sum_{u,v} \left( A_{uv} - \frac{k_u k_v}{2m} \right) \delta(\sigma_u, \sigma_v),
\]

where \( \delta(x, y) \) is one if \( x = y \) and zero otherwise.

Note that \( Q \) can we rewritten in terms of \( \ell_i \), the fraction of edges within community \( i \), and \( \left( \frac{d_i}{2m} \right)^2 \), the expected fraction of edges in that community in the null-model:

\[
Q = \sum_i \left( \frac{\ell_i}{m} - \left( \frac{d_i}{2m} \right)^2 \right).
\]

Hence, we expect that a large \( Q \) corresponds to good partitions. By definition, \( Q \leq 1 \), and \( Q = 0 \) when all vertices are put in a single community. If \( Q \leq 0 \) for all partitions, then no community structure is present.

In general it is very costly to calculate \( Q \) for all possible partitions, and algorithms have been developed to find an approximate solution to this maximization problem.

One such algorithm is proposed in [102]: Starting with the partition where every vertex constitutes a community, we repeatedly obtain partitions by joining communities together by choosing the merge that results in the greatest increase (or smallest decrease) of the modularity. In this way we obtain a collection of partitions of different dimensions, and the partition with largest modularity is the output of the algorithm.

Using the sparsity of the adjacency matrix, this algorithm has been extended in [26] to handle graphs in the order of \( 10^6 \) vertices, and to mega-scale graphs with \( 10^7 \) vertices in [118].

In [103] a spectral algorithm is proposed based on the modularity for a partition with two communities \( C_1 \) and \( C_2 \). Let \( \sigma \) be the vector of community-memberships, \( \sigma_u = 1 \) if \( u \) belongs to \( C_1 \) and \( \sigma_u = -1 \) otherwise. Then,

\[
Q = \frac{1}{2m} \sum_{u,v} \left( A_{uv} - \frac{k_u k_v}{2m} \right) \frac{\sigma_u \sigma_v + 1}{2} = \frac{1}{4m} \sigma^* C \sigma,
\]
where $C = (A_{uv} - \frac{k_u k_v}{2m})_{u,v}$ is the modularity matrix. If we write $\sigma = \sum_u \alpha_u v_u$, with $\{v_u\}_u$ the orthonormal eigenvectors with corresponding eigenvalues $\{\gamma_u\}_u$ of the symmetric matrix $C$ (ordered such that $\gamma_1 \geq \gamma_2 \geq \cdots$), then

$$Q = \frac{1}{4m} \sum_u (v_u^* \sigma)^2 \gamma_u.$$ 

As a first step in maximizing $Q$ as a function of $\sigma$, we note that $(v_1^* \sigma)^2 \gamma_1$ should be one of the dominant factors in the sum, since $\gamma_1$ is the largest eigenvalue. Ideally, we would like to choose $\sigma$ parallel with $v_1$, however this violates the restriction that $\sigma_u \in \{1, \ldots, q\}$. Instead we put $\sigma_u$ equal to the sign of the corresponding element in $v_1$. This thus leads to a simple spectral algorithm: for a given network, calculate the leading eigenvector of its corresponding modularity matrix and label vertices according to the sign of elements in this vector.

We refer the reader to Section 2 for an asymptotic characterization of the spectrum of $C$.

Another method aiming to maximize the modularity is the Louvain Method [14]. The algorithm consists of two phases that are repeated iteratively. The first phase is initialized by putting every vertex in a unique community. Then, iteratively and subsequently, for every node $i$, and each of its neighbours $j$, we calculate the change in modularity $\Delta_{ij}$ when $i$ would be put in the same community as $j$. If $\Delta_{ij} \leq 0$ for all neighbours $j$, we do not change the label of vertex $i$, otherwise we put $i$ in the community of vertex $j$ that maximizes $\Delta_{ij}$ (ties broken uniformly at random). We then move to a new vertex, and so on (possibly treating the same vertex multiple times), until no further improvement can be achieved. In the second phase of the algorithm, we form a graph where the nodes are the communities formed in the previous step, and the weights of edges between nodes are equal to the sum of the weight of the edges in the two corresponding communities. After completion of this phase, we apply the procedure of the first phase to the just constructed network. We continue until there are no more changes and a maximum of modularity is attained. In this way we obtain a hierarchical collection of partitions. The height of the hierarchy depends on the number of passes and is in practice small.

1.3.3 $k$-means

When data consists of points that can be embedded in a vector space $V$ equipped with a norm $\| \cdot \|$, we can use partitional clustering methods to cluster them. The number of clusters $K$ needs to be preassigned. The objective is to minimize a certain cost-function based on the distance function. A very popular technique is $k$--means, where the cost-function is given by

$$\sum_{i=1}^{K} \sum_{x \in C_i} \|x - c_i\|^2,$$

where $C_i \subset V$ is the subset of points in the $i$–th cluster and $c_i \in C_i$ is its centroid.

An approximative solution can be found with Lloyd’s algorithm [78], an iterative method for which the initial centroids need to be specified. The algorithm has as a drawback that it usually converges to a local minimum, depending on the initial centroids. A possibly remedy is to repeat the algorithm starting at many different initial centroids, which is feasible since the algorithm converges rather fast.

1.3.4 Divisive algorithms

A very popular algorithm for community detection is a divisive algorithm proposed in [101]. We give here a short summary of the latter article.
The idea is to divide iteratively the network into smaller and smaller communities by removing at each step an edge with high betweenness. Here, betweenness is some measure expressing how much an edge is in between different communities. An edge with high betweenness should be responsible for connecting many pairs of nodes. Further, if two communities are joint by just a few edges, those edges are expected to have a high betweenness, as many paths between the communities pass through them.

Three measures for betweenness are proposed in [101], but we repeat here only the shortest-path betweenness. For an edge it is defined as the number of shortest paths (over all pairs of vertices) running through it.

The proposed algorithm is then as follows: Calculate the betweenness for all edges. Remove the edge with highest betweenness-score. Repeat the previous two steps. This gives a whole collection of partitions and the partition with highest modularity (see above) is chosen as the output of the algorithm.

We remark that calculating the edge betweenness might be costly. Further, the recalculation step seems to add a lot of extra complexity to the algorithm, but turns out to be crucial for accuracy. Indeed, removing an edge might significantly change the betweenness of edges in the obtained graph. The above algorithm works well with graphs up to $10^4$ nodes, and faster extensions exist.

### 1.3.5 Belief propagation

Consider the ordinary SBM (see below for a precise definition) on $K$ communities where an edge is present between vertices from communities $i$ and $j$ with probability $p_{ij}$ (edges are drawn independently). Denote the community-membership of the vertices by $\sigma = \{\sigma_u\}_u$. Given a realization $G$ of this SBM, we could estimate the community-membership as

$$\arg\max_\sigma P(\sigma = \hat{\sigma} \mid G).$$

Unfortunately, apart from computational complexity, it is not guaranteed that the obtained maximizer agrees with the true partition. Indeed $P(\sigma = \hat{\sigma} \mid G)$ possibly has many local maxima and the highest might just be the best fit to the noise\(^1\). Note however, that obtaining the distribution $P(\sigma = \hat{\sigma} \mid G)$ is the most we can learn about $\sigma$, since the observation $G$ is the only information we have about $\sigma$ (can be considered as a noisy channel between $\sigma$ and the observer).

Another estimator for $\sigma$ follows if we know the marginal distribution $\{\psi_i\}_i$ for every vertex $u$, defined as

$$\psi_i^u = P(\sigma_u = i \mid G) = \sum_{\hat{\sigma}:\hat{\sigma}_u = i} P(\sigma = \hat{\sigma} \mid G), \quad (1.1)$$

where we need to fix the community-membership of a few vertices beforehand (otherwise the marginals are uniform). Indeed, we can then estimate $\sigma_u^* = \arg\max_i \psi_i^u$, and it turns out that this maximizes the fraction of correctly classified vertices [37, 61]. Note that with this approach we take an average over many configurations, rather than the single, best fit as above.

The cavity-method [97] or belief propagation can be used to approximate the marginals (1.1) if we make the assumption that for any vertex $u$ the community-membership of any of its neighbours are conditionally independent given the community-membership of $u$. A vertex adjusts its belief of its own community-membership based on messages received from its neighbours: A vertex $u$ sends its neighbour $v$ a message $\psi_i^{u \rightarrow v} = \{\psi_i^{u \rightarrow v}\}_{i=1}^K$, which is an estimate of its own

\(^1\)If the labels $\{\sigma_u\}$ are drawn independently and uniformly from $\{1, \ldots, K\}$, then $P(\sigma(G) \sim P(G|\sigma)$. It could be that for two almost uncorrelated configurations $\sigma$ and $\hat{\sigma}$, $P(G|\sigma) \sim P(G|\hat{\sigma})$ are both large. But why would we prefer one configuration over the other?
community-membership in case the edge between $u$ and $v$ were not present\(^2\). Vertex $v$ then uses this message to update its own belief. The messages (if we ignore the weak-interactions due to the absence of edges) are given by

$$
\psi_{i}^{u \rightarrow v} = \frac{1}{Z} \prod_{w \sim u, w \neq v}^{K} \sum_{j=1}^{K} \psi_{j}^{w \rightarrow u} p_{ij},
$$

(1.2)

where $Z$ is a normalization constant such that $\sum_{i} \psi_{i}^{u \rightarrow v} = 1$.

The belief propagation algorithm consists of randomly initializing the messages and updating them according to (1.2) until a fixed point is reached, from which we simply calculate the marginals by summing over all incoming messages to a vertex.

We note that belief propagation is exact on trees. Further, the message sent from $u$ to $v$ does not depend on the message from $v$ to $u$, preventing resonance to occur. Compare this to spectral methods based on the adjacency matrix $A$, where a leading eigenvector $x$ with eigenvalue $\lambda$ concentrates on high-degree vertices due to the resonance in the equation $\sum_{v} A_{uv} x_{v} = \lambda x_{u}$.

In case all vertices have the same expected degree in the SBM, that is $\sum_{j} p_{ij} = \rho$, for some constant $\rho$, belief propagation has at least one fixed point, namely $\psi_{i}^{u \rightarrow v} = \frac{1}{K}$. Reconstruction better than random guess is then impossible if this is the only fixed point.

In general, whether we can do better than random guess, depends on the amount of fixed points, their stability and region of attraction. The work [34, 35] uses a fixed point analysis to conjecture phase-transition phenomena in the SBM, see for instance Conjecture 3.2.1 below.

A very readable introduction on some methods from statistical physics (including belief propagation) applied to community detection is [91]. We used the latter article as inspiration for this section. The first work in which belief propagation was applied to community-detection is [53].

### 1.4 Real datasets and benchmark graphs

We start by listing some common networks, used often to test algorithms.

The first network is known as Zachary’s karate club, consisting of 34 club members who split into two separate groups when the instructor left the club after a conflict with the president, see [124].

A similar phenomena is observed in a network of 62 dolphins living in Doubtful Sound (New Zealand). The dolphins are represented as vertices and edges between two of them are present when they met each other more often than expected by change. The group split into clusters after one of the dolphins left, see [81].

The political blogosphere is a dataset of over 1000 political blogs relating to one another, captured during a period of two months preceding the 2004 US presidential elections. The blogs fall naturally into two categories: democrats and republicans. Detecting their political orientation based solely on the links between blogs is an interesting task for community detection algorithms. See [3].

Many more data has been collected, for instance a co-authorship graph in network science, a graph of astrophysics collaborations, a neural network and even a graph linking the mean characters in Les Miserables by Victor Hugo. See for a non-exhaustive overview the Stanford Large Network Dataset Collection at https://snap.stanford.edu/data/.

In addition to testing algorithms on real networks, we can also artificially generate them. The study of random graphs was initiated by Erdős and Rényi in [40]. The so-called Erdős-Rényi graph with parameters $n$ and $p$ is a random graph on $n$ vertices where edges are independently present between pairs of vertices with probability $p$. In this graph, the degrees of vertices are asymptotically Poisson random variables

\(^2\)more precisely, if the presence of an edge between $u$ and $v$ were unknown.
with parameter $n p$, and hence the degree-sequence is homogeneous. An extension that allows for inhomogeneous degree-sequence is the inhomogeneous Erdős-Rényi graph [15], with parameters $n$ and $\{p_{uv}\}_{uv}$: an edge is independently present between vertices $u$ and $v$ with probability $p_{uv}$.

A particular case of [15], where the graph includes $K$ communities is obtained by giving each vertex $u$ a label $\sigma_u \in \{1, \ldots, K\}$, and each probability $p_{uv}$ is a function of the labels $\sigma_u$ and $\sigma_v$. In this way, the ground truth is known, so that we can test algorithms by running them on these benchmark graphs to see if the hidden labels can be retrieved.

The Stochastic Block Model (SBM) [57], for instance, is defined as the random graph where vertices $u$ and $v$ connect with a probability depending only on $\sigma_u$ and $\sigma_v$, i.e., $p_{uv} = B_{\sigma_u, \sigma_v}$, for some $K \times K$ positive symmetric matrix $B$. This model is able to generate a diverse collection of random graphs, while it stays analytically tractable. In practice however, the SBM fails to accurately describe observed data: due to the stochastic inidentifiability of nodes in the same community, it does not allow for degree heterogeneity within blocks. We therefore look at a more general model, the Degree-Corrected Stochastic Block Model (DC-SBM) [69], where the vertices additionally have weights. Edges are drawn between vertices with a probability depending on both the weights and the community-membership of the vertices.

We distinguish between exact-, quasi- and weak (or partial) reconstruction: Exact recovery means that an algorithm correctly reconstructs $\sigma_u$ for all $u$. Quasi recovery means that only a vanishing fraction of the vertices are misclassified. Weak recovery means that an algorithm does strictly better than random guess, and is also called detection. In particular, for a graph with two equal-sized communities, we speak about weak recovery if an algorithm correctly classifies a fraction of $1/2 + \epsilon$ of the vertices, with $\epsilon > 0$. 
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Chapter 2

Random matrices

We begin this section with the most celebrated result in random matrix theory: Wigner’s semicircle law, motivated by problems from nuclear physics. We state the theorem here for sequences of Hermitian random matrices \((X_N)_{N \in \mathbb{N}}\), where for \(N \in \mathbb{N}\),

\[ X_N = \frac{1}{\sqrt{N}} (X_{uv})_{u,v=1}^N, \]

with the following conditions on its entries: The entries \((X_{uv})_{1 \leq u < v \leq N}\) are i.i.d. complex (or real) random variables with finite variance \(\sigma^2\) with their law independent of \(N\). The diagonal entries \((X_{uu})_{1 \leq u \leq N}\) are also i.i.d. random variables with finite variance, but are in addition real-valued and have zero mean. We then have the following spectral statistics, expressed in terms of the empirical spectral distribution

\[ \mu_N = \frac{1}{N} \sum_{u=1}^N \delta_{\lambda_u^N}, \]

where \(\lambda_1^N \geq \lambda_2^N \geq \ldots \geq \lambda_N^N\) are the ordered eigenvalues of \(X_N\) and \(\delta_{\lambda_u^N} : x \mapsto 1_{\lambda_u^N \leq x}\).

**Theorem 2.0.1** (Wigner [119, 120]). Almost surely,

\[ \lim_{N \to \infty} \mu_N = \sigma_{sc}, \]

with \(\sigma_{sc}\) the semi-circle distribution, with respect to the Lebesgue measure defined as

\[ \frac{d\sigma_{sc}}{dx} = \frac{1}{2\pi \sigma^2} \sqrt{4\sigma^2 - x^2} 1_{[-2\sigma,2\sigma]}(x). \]

Note that this result is universal, in the sense that the convergence to the same semicircle-law takes place independently of the underlying distribution of the elements. In Wigner’s original paper [119], he proved the theorem for Bernoulli random variables and extended these results later for general Hermitian matrices in [120]. There are more universality results known in random-matrix theory where the asymptotic behaviour of random matrices is independent of the exact distribution of its entries. We also note that the semi-circle law puts no mass outside the interval \([-2\sigma,2\sigma]\), i.e., it has sharp edges. This implies that with probability \(1 - o(1)\) all eigenvalues of \(X_N\) except \(o(n)\) lie inside this interval. The behaviour of possible outliers is characterized in [46]: Consider for any \(c > 2\sigma\), the interval \(I = [-c,c]\). If \(\mu := \mathbb{E} (X_{12}) = 0\), then all eigenvalues lie inside \(I\) with probability \(1 - o(1)\). Otherwise, if \(\mu > 0\), then only the largest eigenvalue lies outside \(I\) and it asymptotically has normal distribution with mean \(\sqrt{n} \mu + \sigma^2/(\sqrt{n} \mu)\) and variance
and $2\sigma^2/n$. This is an extremely important observation having far-reaching implications for practical applications. Indeed, the presence of one or more eigenvalues clearly separated from the bulk of eigenvalues of a random matrix could indicate non-random behaviour, for instance an underlying community structure.

Two methods used to prove Theorem 2.0.1 are the moment method and the Stieltjes transform method. Wigner used the former method, which consists in showing that the moments of the empirical distribution, $\mathbb{E} \left[ \int x^k d\mu_N(x) \right]$, converge to the moments of the semicircle-law, $\int x^k d\sigma_{sc}$, for large dimension $N$. Now, since $\text{Tr}\{X^k_N\} = \lambda_1^k + \cdots + \lambda_N^k$,

$$
\mathbb{E} \left[ \int x^k d\mu_N(x) \right] = \frac{1}{N} \mathbb{E} \left[ \text{Tr}\{X^k_N\} \right] = \frac{1}{N^{1+k/2}} \sum_{i_1, \ldots, i_k=1}^N \mathbb{E} \left[ X_{i_1i_2} \cdots X_{i_{k-1}i_k} X_{i_ki_1} \right].
$$

This gives rise to a combinatorial analysis of the right-hand side. This so-called trace method is often attributed to F"uredi and Komlós, after their extension of Wigner’s results for non-centred diagonal entries in [46].

The Stieltjes transform method consists of showing that the Stieltjes transform of $\mu_N$, $s_N : z \mapsto \int_{\mathbb{R}} \frac{1}{x-z} d\mu_N(x) = \frac{1}{N} \text{Tr}\{(X_N-zI)^{-1}\}$, converges almost surely to the Stieltjes transform of the semicircle-law, $s_{sc} : z \mapsto \int_{\mathbb{R}} \frac{1}{x-z} d\sigma_{sc}$. Analogous to the scalar case, where moment generating functions are used to “group together” the moments of the scalar variable, the Stieltjes transform method considers all moments of the matrix simultaneously, rather than one at a time as above.

The Stieltjes transform method is used in [98] to heuristically characterize the spectrum of both the adjacency $A$ and modularity matrix $C$ (see Section 1.3.2) for random instances of the SBM. The paper thus investigates the limits of spectral methods based on those two matrices. We summarize their result and approach. In particular, the authors of [98] consider the sparse case of the SBM in its most simple form: the vertices are grouped in two clusters of size $n/2$ and edges are present independently with probability $a/n$ within and probability $b/n$ between clusters. See Section 3 for a more complete definition of the SBM.

Write

$$
A = \mathbb{E} \left[ A \right] + A - \mathbb{E} \left[ A \right],
$$

and

$$
\mathbb{E} \left[ A \right] = \frac{a+b}{2} 11^T + \frac{a-b}{2} uu^T,
$$

with $1 = \frac{1}{\sqrt{n}}(1, \ldots, 1)$ and $u = \frac{1}{\sqrt{n}}(1, 1, \ldots, -1, -1, \ldots)$, where the sign indicates community-membership.

The authors of [98] calculate first the density of $A - \mathbb{E} \left[ A \right]$ to be

$$
\rho_{A-E[A]} : x \mapsto \frac{n}{\pi} \frac{\sqrt{2(a+b) - x^2}}{a+b},
$$

i.e., a modified semicircle-law. Now, $C = \frac{a+b}{2} uu^T + A - \mathbb{E} \left[ A \right]$, i.e., a rank 1 matrix plus a centred perturbation. It turns out that the spectrum of $C$ is asymptotically equal to the spectrum of $A - \mathbb{E} \left[ A \right]$, except for the eigenvalue $\lambda_C = \frac{a-b}{2} + \frac{a+b}{2}$.

Similarly, recognizing $A$ as a rank 1 matrix plus $C$, its spectrum is seen to consists of a semicircular band (possibly plus outliers) plus two eigenvalues, namely $\lambda_C$ and $\frac{a+b}{2} + 1$. Caution is needed here, as these results (on the density) do not exclude
outliers to be present. In any case, the informative eigenvalue of $C$ is not separated from the bulk when $(a - b)^2 \leq 2(a + b)$.

Note the consequences: If $a = b$, then no community structure is present. However, if $a > b$, but $(a - b)^2 < 2(a + b)$, then the graph contains two communities, but we are unable, using $A$ or $C$, to detect those. As we will shortly see, no method is able to detect those communities from observations of the graph as $(a - b)^2 > 2(a + b)$ is in fact an information-theoretic threshold with respect to community detection [92].
Chapter 3

The Degree-Corrected Stochastic Block Model

We describe here a suitably normalised version of the Degree-Corrected Stochastic Block Model (DC-SBM) as given in [69]. The DC-SBM is a generalization of the Erdős-Rényi classical model of random graphs. We will consider this model in two regimes, namely a dense regime where the degrees grow sufficiently fast with the size of the network and a sparse regime where the expected degrees remain constant in the limit of large networks. We assume the number of communities to be arbitrary (i.e., $\geq 2$), but constant. Note that the setting with two communities is also called the Extended Planted-Partition Model (EPPM) in [21].

We start with the dense regime. Consider a random graph on the set of vertices $V := \{1, \ldots, n\}$, partitioned into $K$ communities of $\alpha_k n$ members each: each vertex $u$ is given a label $\sigma_u \in S := \{1, \ldots, K\}$. A weight $D_u$ is given to each vertex $u$ to encode its expected degree. Without loss of generality we assume that $D_1 \leq D_2 \leq \cdots \leq D_n$. All weights and labels will depend on $n$, but this is suppressed in the notation here. For each pair $(u, v)$, we include the edge $(u, v)$ with probability

$$P(u \sim v) = \begin{cases} \frac{D_u D_v}{n \overline{D}} B_{\sigma_u \sigma_v} & \text{if } u \neq v \\ 0 & \text{if } u = v, \end{cases} \quad (3.1)$$

where $B \in (\mathbb{R}^+)^{K \times K}$ is a symmetric matrix, independent of $n$ and $\overline{D} = \frac{1}{n} \sum_{i=1}^{n} D_i$, the average weight. $B$ may be chosen completely independent of the weights $\{D_u\}_{u=1}^{n}$: all information about the community-structure is then captured by $B$ alone.

We make some further assumptions on the parameters of the model: For (3.1) to define a probability, we assume

$$\frac{D_u D_v}{n \overline{D}} B_{\sigma_u \sigma_v} \leq 1, \quad (3.2)$$

for all $u, v$.

The vector $\alpha = (\alpha_1, \ldots, \alpha_K)$ is assumed to be constant. Hence, the clusters are well balanced, as the size of each community grows linearly with $n$. Further, the average weight in a cluster,

$$\overline{D}_i = \frac{1}{\alpha_i n} \sum_{u=1}^{n} D_u \mathbb{1}_{\sigma_u = i},$$

is assumed to be asymptotically a fraction of the average weight $\overline{D}$. That is, we assume that there exists non-zero constants $d_1, \ldots, d_K$, such that,

$$\lim_{n \to \infty} \frac{\overline{D}_i}{\overline{D}} = d_i, \quad (3.3)$$
for all $i$. In the dense regime, we assume that $D \to \infty$ when $n \to \infty$. We denote the DC-SBM in this regime by $G(B, K, \{\sigma_u\}_{u=1}^n, \{D_u\}_{u=1}^n)$.

As an example, we let $\{\sigma_u\}_{u=1}^n$ be any sequence such that $n/2$ of its elements are 1 and the other $n/2$ elements are 2. Then, there are two equally-sized communities: $K = 2$ and $\alpha_1 = \alpha_2 = 1/2$. Let $\{D_u\}_{u=1}^n$ be any non-decreasing sequence with $D_1 > 0$. Put

$$B = \begin{pmatrix} a & b \\ b & a \end{pmatrix},$$

for some constants $a$ and $b$. Then

$$\Pr(u \sim v) = \frac{D_u D_v}{nD} \begin{cases} a & \text{if } \sigma_u = \sigma_v, \\ b & \text{otherwise}. \end{cases}$$

(3.4)

This is exactly the EPPM in [21], as mentioned above.

We now turn to the sparse regime of the DC-SBM defined in terms of two positive constant parameters $a$ and $b$: We consider again a random graph on $n$ vertices partitioned into $q \geq 2$ asymptotically equal-sized clusters by giving each vertex $v$ a spin $\sigma_v$ drawn uniformly from $\{1, \ldots, q\}$. The vertices have i.i.d. weights $\{\phi_u\}_{u=1}^n$ governed by some law $\nu$ with support in $W \subset [\phi_{\min}, \infty)$, where $0 < \phi_{\min} < \infty$ is a constant independent of $n$. We denote the $k$-th moment of the weights by $\Phi_k = \int_W x^k d\nu(x)$. Below we state more precise tail-conditions on the weights. An edge is drawn between nodes $u$ and $v$ with probability

$$\Pr(u \sim v) = \frac{\phi_u \phi_v}{n} \begin{cases} a & \text{if } \sigma_u = \sigma_v, \\ b & \text{otherwise}. \end{cases}$$

(3.5)

Note that by the law of large numbers the size of the communities are indeed $n/q + \mathcal{O}(\sqrt{n})$.

We are interested in answering the following question: can we recover the underlying community structure from a single observation of the DC-SBM? We restrict ourselves to the case where we only have topological information, in particular we do not have access to the weights, and other parameters.

A particularly important role for answering this question in the sparse regime will be played by the non-backtracking matrix $B$. For a given graph $G = (V, E)$, the non-backtracking matrix is indexed by the set of oriented edges $\vec{E} = \{(u, v) : \{u, v\} \in E\}$. For $e = (e_1, e_2), f = (f_1, f_2) \in \vec{E}$, $B$ is defined as

$$B_{ef} = 1_{e_2 = f_1, 1_{e_1 \neq f_2}}.$$  

This matrix was introduced by Hashimoto [60] in 1989. Note that $B$ is non-symmetric and even non-normal, which makes it harder to analyse.

In the dense regime we analyse the normalized adjacency matrix $\tilde{H} = \tilde{D}^{-1} A \tilde{D}^{-1}$, where $A$ is the empirical adjacency matrix and $\tilde{D}$ the diagonal matrix containing the degrees.

3.1 Dense regime

3.1.1 Literature on the ordinary PPM

The SBM is a special case of the DC-SBM in which all vertices have the same unit weight: $D_u = 1$ for all $u$. The SBM on two equal-sized communities is known in the computer science community as the Planted Partition Model (PPM). In this model, vertices in the same community connect with probability $p_{\text{in}} := a/n$ and between communities with probability $p_{\text{out}} := b/n$, where we allow $a, b$ to vary (increase) with $n$. 
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Standard spectral methods to recover communities in this model are based on the Adjacency and Laplacian matrices, see the introduction.

Recovering the planted partition (without degree-corrections) often coincides with finding the minimum bisection in the same graph. That is, finding a partition of the graph such that the number of edges between separated components (the \textit{bisection width}) is small. This problem is \textit{NP}-hard \[39]\.

Graph bisection on random graphs has been studied intensively. For instance, \[20]\ studies the collection of labelled simple random graphs that have \(2n\) nodes, node-degree \(d \geq 3\) and bisection width \(o(n^{1-1/((d+1)/2)})\). For these graphs the minimum bisection is much smaller than the average bisection, which makes it easier to find. The main result is a polynomial-time algorithm based on the maxflow-mincut theorem, that finds exactly the minimum bisection for almost all graphs.

The work \[39]\ shows that, if in the planted partition model \(p_{in} > \sqrt{p_{out}}\) are fixed (for \(n \to \infty\)), then the underlying community structure coincides with the minimum bisection and it can be retrieved in polynomial time. This result is improved in \[63]\.

In \[86]\ the case of non-constant \(p_{in}\) and \(p_{out}\) is analysed: using a spectral algorithm, one can recover the communities with probability \(1 - \delta\) if \(\frac{\sqrt{\log(n/\delta)} \cdot n}{\sqrt{\log(n/\delta)}} = \Omega(\sqrt{\log(n/\delta)})\).

We refer the reader for a detailed historical overview to the table on page 3 in \[1]\. The latter work gives precise conditions for \textit{exact} recovery in the dense PPM \((p_{in} = a \log(n)/n\) and \(p_{out} = b \log(n)/n\), with \(a, b\) constants): exact recovery is possible precisely when \(a + b - \sqrt{ab} > 1\). Compare this to the phase-transition in dense Erdős-Rényi graphs with edge probability \(c \log(n)/n\) (\(c\) a constant), which are connected if and only if \(c > 1\).

\subsection{3.1.2 Literature on the DC-SBM}

Positive results of spectral clustering in the DC-SBM have been obtained by various authors. The work \[32]\ introduces a reconstruction algorithm based on the matrix that is obtained by dividing each element of the adjacency matrix by the geometric mean of its row and column degrees.

The main result in \[28]\ is a polynomial time algorithm that outputs a partitioning that differs from the planted clusters on no more that \(n \log(D) / D^0.98\) nodes. This recovery succeeds only under certain conditions: the minimum weight should be a fraction of the average weight and the degree of each vertex is \(o(n)\).

The article \[76]\ gives an algorithm based on the adjacency matrix of a graph together with performance guarantees. The average degree should be at least of order \(\log(n)\). However, since the spectrum of the adjacency matrix is dominated by the top eigenvalues \[25]\, the algorithm does a poor job when the degree-sequence is very irregular.

In Section 4.4, we give a more detailed literature review on spectral methods using the Adjacency and Laplacian matrix, but also on methods as Spectral Clustering on Ratios of Eigenvectors (SCORE) and Regularized Spectral Clustering.

\subsection{3.1.3 Results in this thesis}

We propose in Chapter 4 a spectral clustering algorithm based on a suitably normalized adjacency matrix \(\hat{H}\) (defined above). We show that this algorithm consistently recovers the block-membership of all but a vanishing fraction of nodes, in the regime where the lowest degree is of order \(\log(n)\) or higher. Recovery succeeds even for very heterogeneous degree-distributions. The used algorithm does not rely on parameters as input. In particular, it does not need to know the number of communities.

An important ingredient in our proof is Lemma A.0.5, which serves as an alternative to the commonly used Davis-Kahan theorem.
We note that $\hat{H}$ is a natural choice in the degree-corrected setting. Indeed, due to (3.1), we expect that $\mathbb{E}[\hat{H}_{uv}] \sim B_{\sigma_u,\sigma_v}$ up to some scaling. This is in contrast with the normalized Laplacian $L$ and the Adjacency matrix, because $\mathbb{E}[L_{uv}] \sim \sqrt{D_uD_v}B_{\sigma_u,\sigma_v}$ and $\mathbb{E}[A_{uv}] \sim D_uD_vB_{\sigma_u,\sigma_v}$. We elaborate on this in Section 4.4, where we also compare $\hat{H}$ with other spectral methods.

3.2 Sparse regime

The sparse regime is by far the most realistic regime as the expected degree of a node does not grow with the network size. At Facebook for instance, your number of friends is unlikely to increase significantly when new members join. At the same time, this regime is more challenging. Indeed, traditional methods based on the Adjacency or Laplacian matrix working well in the dense case break down when employed in the sparse case. Intuitively, the hardness can be understood as follows: When $a = b$, the graph has no communities. Therefore, if $|a - b|$ is non-zero but very small, we expect that a graph where each vertex has only a small, constant number of neighbours, does not contain enough information to distinguish between the clusters.

3.2.1 Literature on the ordinary SBM

We turn first to the ordinary SBM, where all vertices have unit weight (i.e., $\phi_u = 1$ for all $u$). The authors of [36] were the first to conjecture a phase-transition for this setting based on ideas from statistical physics:

**Conjecture 3.2.1 ([36]).** Consider a SBM on $q$ balanced communities where edges inside a cluster are present with probability $a/n$ and between clusters with probability $b/n$. Let $M$ be the matrix with $a/q$ on the diagonal and $b/q$ on all off-diagonal elements. Let $\lambda_1$ and $\lambda_2$ be its first, respectively, second eigenvalue and let $\text{SNR} = \frac{\lambda_2}{\lambda_1} = \frac{(a-b)^2}{q(a+(q-1)b)}$, the signal-to-noise-ratio.

For any $q \geq 2$, if $\text{SNR} > 1$ (which is generally called the Kesten-Stigum condition), communities can be detected in polynomial time.

For $q \geq 4$, it is theoretically possible to detect communities for some $\text{SNR} < 1$.

It is believed that for $q \geq 4$, a double phase-transition occurs: Detection should be easy (i.e., polynomial time) when $\text{SNR} > 1$, much harder (i.e., exponential time) for $\text{SNR} \in (\tau, 1]$, for some $0 < \tau < 1$, and information-theoretically impossible when $\text{SNR} < \tau$.

The conjecture has been settled in the case of two communities: First in [85] by using a matrix counting the number of self-avoiding paths in the graph, and later, independently, in [94]. Further, [92] shows that for $q = 2$, it is information-theoretically impossible to detect communities for $\text{SNR} \leq 1$.

In [72] the ‘spectral redemption conjecture’ was made: detection using the second eigenvalue of the non-backtracking matrix (defined above) would also establish the positive part. This has recently been proved in [17], for any $q \geq 2$ such that $\lambda_q$ is a simple eigenvalue of $M$.

More recently, [2] gave an algorithm that detects communities when $\text{SNR} > 1$.

In particular, for the SBM with two asymptotically equal-sized communities we have the following phase-transition result: When $(a-b)^2 \leq 2(a+b)$, community detection is information-theoretically impossible. Conversely, when $(a-b)^2 > 2(a+b)$, a positively-correlated clustering can be obtain by thresholding the second eigenvalue of the non-backtracking matrix.

\footnote{Theorems 4 and 5 in [17] are actually a bit more general.}
Consider the DC-SBM with \( q \) asymptotically equal-sized communities. Does this model exhibit a similar behaviour? In particular, does there exists a threshold (in terms of \( a, b \) and statistics on \( \phi_u \)) below which community detection is information-theoretically impossible? And above this threshold, can we use again the non-backtracking matrix or do we need to modify it? A priori especially the latter is unclear, because an algorithm solely based on the non-backtracking matrix cannot use any information on the weights as input.

Our main results show the following: Firstly, in the setting of \( q \geq 2 \) communities where the weights are possibly heavy-tailed (with large enough exponent), detection is impossible when \((a - b)^2 \Phi(2) \leq q(a + b)\). To derive this result, we establish a coupling between local neighbourhoods in the graph and multi-type branching processes where the offspring distribution follows a Poisson-mixture (due to the weights). It is crucial that the weights in the graph and the branching process exactly coincide. Further, we show that long-range interactions are weak in this model, even if the degrees follow a power-law.

Secondly, we characterize the spectrum of the non-backtracking matrix for DC-SBM’s with bounded weights on two communities in the regime where the number of vertices is large. In particular, the leading eigenvalue is asymptotically equal to \( \rho := \frac{a + b}{2} \Phi(2) \). For the second eigenvalue, we distinguish two regimes: the second eigenvalue is asymptotically equal to \( \mu_2 := \frac{a - b}{2} \Phi(2) \) when \( \mu_2 > \rho \), whereas the second eigenvalue is asymptotically bounded by \( \sqrt{\rho} \) when \( \mu_2 \leq \rho \). All the remaining eigenvalues are asymptotically bounded by \( \sqrt{\rho} \). As a consequence, the spectral method based on the non-backtracking matrix successfullly detects communities in the regime \((a - b)^2 \Phi(2) > 2(a + b)\). As a corollary we obtain that degree-corrected Degree-Corrected Erdős-Rényi graphs are asymptotically Ramanujan in that they asymptotically satisfy the graph Riemann hypothesis. To derive these results, we carefully analyse multi-type weighted branching processes, leading to an extension of results by Kesten and Stigum [70, 71]. We further derive a weak-law of large numbers for local functionals on DC-SBM’s using the coupling-result mentioned above. To derive the bound on the bulk of the spectrum, we decompose powers of the non-backtracking matrix as a sum of products and then bound the individual terms with the trace method.

Surprisingly, no modification of the matrix, nor information about the weights is thus needed, which shows the robustness of the method. We conclude that, as in the standard SBM, the algorithm is optimal in the sense that it works all the way down to the detectability-threshold.

Note that the only relevant statistic of the random weight is its second moment. The detectability threshold can be expressed as \( \mu_2 > \rho \). Both \( \rho \) and \( \mu_2 \) are asymptotically eigenvalues of the expected adjacency matrix conditioned on the weights. Indeed, if \( A \) denotes the adjacency matrix, and if \( \psi_1 \) and \( \psi_2 \) are the vectors defined for \( u \in V \) by \( \psi_1(u) = \frac{1}{\sqrt{2}} \phi_u \) and \( \psi_2(u) = \frac{1}{\sqrt{2}} \sigma_u \phi_u \), then

\[
E[A|\phi_1, \ldots, \phi_n] = \frac{a + b}{n} \psi_1^* \psi_1 \psi_1^* + \frac{a - b}{n} \psi_2^* \psi_2^* - \frac{1}{n} \text{diag}(\phi_u^2).
\]

Put \( \hat{\psi}_i = \frac{\psi_i}{\|\psi_i\|_2} \). Then, by the law of large numbers, for \( i = 1, 2 \),

\[
\left\| E[A|\phi_1, \ldots, \phi_n] \hat{\psi}_i - \mu_i \hat{\psi}_i \right\|_2 \to 0,
\]

in probability, as \( n \) tends to \( \infty \).
Chapter 4

A spectral algorithm for the dense DC-SBM

We have published parts of this chapter in Advances in Applied Probability [52].

4.1 Introduction

Here we deal with the DC-SBM in its dense regime, where the weights grow logarithmically with the size of the network. This ensures that the node-degrees concentrate around their expectations. Consequently, instances of the DC-SBM "look as expected". This facilitates considerably the reconstruction of the community-structure, as the top eigenvectors of carefully chosen matrices associated to the graph should reveal the structure in the expected graph. Indeed, in the ordinary SBM, the Adjacency matrix successfully recovers the communities (see Section 3.1.1). However, as we detail below, spectral methods using the Adjacency matrix break down once the degree-sequence becomes too irregular - which is the case in the DC-SBM. We therefore propose here an alternative method where the Adjacency matrix is suitably normalized.

The contribution in this chapter is as follows: We demonstrate with a clean analysis that community detection in a moderately sparse DC-SBM is feasible under rather general conditions on the degree-sequence.

The algorithm we propose below uses as input the normalized adjacency matrix \( \hat{H} \) with entry \((u, v)\) given by

\[
\hat{H}_{uv} = \begin{cases} 
\frac{1}{D_u D_v} A_{uv} & \text{if } A_{uv} = 1 \\
0 & \text{otherwise.}
\end{cases}
\]  

(4.1)

Here \( A \) is the adjacency matrix of the graph and \( D_u \) is the observed degree of vertex \( u \). Note that this matrix is a natural choice in the DC-SBM: Indeed, in the model specified in Section 3, vertices \( u \) and \( v \) (in communities \( \sigma_u \) and \( \sigma_v \) respectively) are connected by an edge with a probability \( \sim D_u D_v B_{\sigma_u, \sigma_v} \), where \( B \) is a symmetric connectivity matrix. After division by the observed degrees we are left with \( B_{\sigma_u, \sigma_v} \) times a constant (asymptotically depending only on \( \sigma_u \) and \( \sigma_v \)).

We show that \( \hat{H} \) concentrates around a deterministic matrix \( P \) of rank \( L \) not larger than the number of communities \( K \), when the minimum expected degree is as small as \( \log(n) \). To establish this concentration-result, we use Lemma A.0.5 given in the appendix, which could be of independent interest, as a simple alternative to the commonly used Davis-Kahan theorem.

Due to the underlying community structure, the matrix that has the first \( L \) eigenvectors of \( P \) as its columns has the nice property that it has only \( K \) different
rows. Hence, due to this fact and the concentration of \( \hat{H} \) around \( P \), the rows of the corresponding eigenvector matrix of \( \hat{H} \) considered as points in an \( L \)-dimensional euclidean space, must cluster around \( K \) centres. This property indicates that \( \hat{H} \) is the right matrix to analyse when dealing with the DC-SBM. Indeed, associating each vertex with its corresponding row, we show in this chapter that we retrieve the correct community of all but a vanishing fraction of nodes.

Along the way, we point out a natural connection between \( \hat{H} \) and a random walk on the observed graph.

The organization of this chapter is as follows: First we state the necessary conditions on the model. Next we state our main result for community detection in this model, followed by a comparison to other methods (Section 4.4) and a discussion (Section 4.5): the conditions in the main theorem and a connection between \( \hat{H} \) and random walks. Section 4.6 outlines the approach we take to prove the main theorem, which is accompanied by a statement of all auxiliary lemmas. All proofs are deferred to Section 4.7. In the last section we give a suggestion for future research.

### 4.2 Conditions on the model

Recall the definition of the DC-SBM in its dense regime from Section 3. From assumptions (3.2) and (3.3) on the (average) weight (in a cluster), the following limit exists for all \( i \),

\[
M_i = \lim_{n \to \infty} \frac{M_i}{\sum_{l=1}^{n} D_l} = \sum_{k=1}^{K} B_{ik} \alpha_k d_k, \tag{4.2}
\]

where \( M_i = \sum_{l} D_l B_{i\sigma_l} \).

If the connection probabilities for two communities are approximately the same, then recovery might still fail. For the ordinary SBM with two communities those conditions are precisely characterized in [1]. In the DC-SBM such conditions necessarily depend on statistics of the degree-sequence. We shall see in Section 4.5.2 that we need the following identifiability conditions: We assume that for all \( i, l \) there exists \( j \) such that

\[
\frac{B_{ij}}{M_i} \neq \frac{B_{lj}}{M_l}. \tag{4.3}
\]

In the analysis that follows, we will consider the random graph in a dense regime, that is we assume: either

\[
\lim_{n \to \infty} \frac{D_1}{\log(n)} = \infty, \tag{4.4}
\]

or, for some constant \( c < 1/2 \),

\[
D_1 \geq C_{B,M} \cdot \log(n) \quad \text{and} \quad \lim_{n \to \infty} \frac{D_1^2}{n^c} \to 0, \tag{4.5}
\]

where \( C_{B,M} \) is some constant depending on \( B, M = (M_1, \ldots, M_K) \) and the convergence rate in (4.2). Further, we assume the following condition on the weights:

\[
\frac{D_1^2}{D} = \Omega(\log(n)). \tag{4.6}
\]

Note that under those assumptions, \( D_u \) represents the expected degree of vertex \( u \) up to a multiplicative factor that depends only on the community \( \sigma_u \). Indeed, if \( \hat{D}_u \) denotes the observed degree of vertex \( u \), then

\[
E[\hat{D}_u] = \frac{D_u}{nD} = \frac{D_u}{nD} \sum_{l \neq u} D_l B_{u \sigma_l} = \frac{D_u}{nD} (M_{\sigma_u} - D_u B_{\sigma_u \sigma_u}) = D_u M_{\sigma_u} (1 + \epsilon_n), \tag{4.7}
\]
where \( \epsilon_n \leq \frac{2}{n^2 M_{\sigma_x} D_u} = o_n(1) \).

### 4.3 Main results

As is the case for ordinary SBM’s, one can hope for (quasi-) exact recovery\(^1\). Note that [1] shows how one could obtain exact recovery from partial recovery. We therefore focus here on quasi-exact recovery.

Our aim is to retrieve the underlying community structure from a single observation of the random graph. We do this by analysing the spectral properties of \( \hat{H} \in \mathbb{R}^{n \times n} \). We shall demonstrate that this matrix is close (in a sense to be specified below) to the matrix \( P \) defined for \((u,v)\) as

\[
P_{uv} = \frac{1}{nD} \frac{B_{\sigma_x \sigma_v}}{M_{\sigma_x} M_{\sigma_v}}.
\]

Denote the rank of \( P \) by \( L \). Due to the community structure, \( L \leq K \) (see below for details).

In the regime where (4.4) holds, let \( f \) be any function tending to zero, such that \( f(n) \gg \frac{1}{D_1} + \frac{1}{\sqrt{\log(n)}} + \frac{\sqrt{\log(n)}}{D_1} \). For the regime where (4.5) holds, let \( f \) be tending to zero in such a way that \( f(n) \gg \frac{1}{D_1} + \frac{1}{\sqrt{\log(n)}} + \frac{1}{\log^{1/3}(n)} \).

Further, let \( \tau(n) = 1/f(n)^{1/3} \). Algorithm 1 uses \( \hat{H} \) to reconstruct the communities.

#### Algorithm 1

1. Calculate the average degree in the graph, call it \( \hat{D}_{\text{average}} \). Let \( \hat{L} \) be the number of eigenvalues of \( \hat{H} \) that are in absolute value larger than \( f(n)/\hat{D}_{\text{average}} \).
2. Compute the first \( \hat{L} \) orthonormal eigenvectors of \( \hat{H} \) ordered according to their absolute eigenvalues. Denote these eigenvectors and their corresponding eigenvalues by \( \hat{x}_1, \ldots, \hat{x}_{\hat{L}} \) and \( \hat{\lambda}_1, \ldots, \hat{\lambda}_{\hat{L}} \) respectively.
3. Associate to each node \( u \in V \) the vector

\[
\hat{z}_u = (\hat{x}_1(u), \ldots, \hat{x}_{\hat{L}}(u)).
\]

Cluster the vectors \( \{\hat{z}_u\}_{u=1}^{n} \) as follows: Pick \( \tau(n) \) pairs of vertices, label them \((u(1), u'(1)), \ldots, (u(\tau(n)), u'(\tau(n)))\). Calculate \( \delta(t) = \sqrt{n}||\hat{z}_{u(t)} - \hat{z}_{u'(t)}|| \), and \( \epsilon = \min_{\delta(t) > f^{1/3}(n)} \delta(t) \). Find a vertex \( m \) so that \( \{u' : \sqrt{n}||\hat{z}_m - \hat{z}_{u'}|| \leq \epsilon/8\} \) has cardinality larger than \( f^{1/3}(n) n \). Form a community consisting of all nodes in \( \{u' : \sqrt{n}||\hat{z}_m - \hat{z}_{u'}|| \leq \epsilon/4\} \). Remove those nodes and iterate this procedure.

We have:

**Theorem 4.3.1.** Consider a DC-SBM \( \mathcal{G}(B, \alpha, \{\sigma_u\}_{u=1}^{n}, \{D_u\}_{u=1}^{n}) \). Assume assumptions (3.2), (3.3), (4.3), (4.6) and either (4.4) or (4.5) to hold. Then, Algorithm 1 retrieves the community of all but a vanishing fraction of nodes.

\(^1\)Recall that exact means correctly reconstructing the group-membership of all vertices, whereas with quasi-exact recovery only a negligible fraction of the vertices are misclassified.
The first step estimates $L$. Indeed, by definition there are only $L$ non-zero eigenvalues of $P$. Those are all of order $1/D$ and the corresponding first eigenvalues of $\hat{H}$ are of the same order. The remaining eigenvalues of $\hat{H}$ are negligible with respect to $f(n)/D$, due to the choice of $f$ (see below for details).

Under the assumptions in Theorem 4.3.1, all but a negligible number of rows of the matrix having the first $L$ eigenvectors of $\hat{H}$ as it columns, cluster for large $n$ to within negligible distance of block-specific representatives that are separated by some non-vanishing gap (call the corresponding vertices typical). This is exploited in the third step. There, with high probability, all picked vertices are typical. Thus, for a pair $t$, $\delta(t)$ vanishes in front of $f_2/3^n$ if the vertices in the pair belong to the same community. Hence, by calculating the distance between the other vertices, we obtain $\epsilon$ as an estimator for the gap mentioned above. At most $f(n)^{2/3}n^2$ vertices are not typical. Hence, the chosen ball around $m$ with radius $\epsilon/8$ contains a negligible number of non-typical vertices, the remaining vertices should necessarily be in the same community. By enlarging the radius of the ball around $m$, we include all vertices of a single community. See the proof of Theorem 4.3.1 below for more details.

Remark 4.3.2. Note that the only input to the algorithm is the regime (i.e., either $D_1(n) = \Theta(\log(n))$ or $D_1(n) \gg \log(n)$). This information is used to pick the right form of the function $f$. Alternatively, we could adapt the algorithm so that it requires $L = \text{Rank}(B)$ and $\alpha_{\min}$ instead of the regime: Step 1 can then be skipped, in Step 2 we replace $\hat{L}$ by $L$ and in Step 3 we chose a vertex $m$ that contains in its $\epsilon/8$ neighbourhood at least $\alpha_{\min}n/2$ vertices.

4.4 Relation to other spectral algorithms in the literature

Before we prove the main theorem, we make some observations and remarks.

4.4.1 Adjacency matrix

In [76] and [87], the authors use the adjacency matrix $A$ of a graph to recover the underlying community-structure. They consider the matrix having the first $K$ eigenvectors of $A$ as its columns and show that, under appropriate conditions, its rows cluster now in $K$ different directions. However, results in [23] and [90] suggest that the algorithms in [76] and [87] fail when the expected degree sequence is too irregular. Intuitively, if the prescribed degree sequence follows a power-law, then so does the spectrum of the adjacency matrix. Further, as we shall demonstrate below, the first $K$ eigenvectors correspond only to the $K$ top-degree nodes, and should therefore not be expected to capture more global features of a graph, such as its underlying block-structure. The following theorem makes this observation more rigorous:

Theorem 4.4.1. Consider a DC-SBM $\mathcal{G}(B, K, \{\sigma_u\}_{u=1}^n, \{D_u\}_{u=1}^n)$ such that

$$D_u = \begin{cases} D_1 & \text{if } 1 \leq u < n - k \\ D_1n^\gamma(u + 1 - (n - k)) & \text{if } u \geq n - k, \end{cases}$$

(4.10)

where $k = n^{\beta}$ and the constants $\beta$ and $\gamma$ obey:

$$D_1^2(n)n^{2\gamma+4\beta-1} \to 0$$

(4.11)

and

$$\gamma > 4\beta.$$  

(4.12)
Further, assume that
\[ \sigma_u = \begin{cases} 
2 & \text{if } u \leq \frac{n}{2}, \\
1 & \text{if } u > \frac{n}{2}. 
\end{cases} \] (4.13)

Under these conditions, the first $k$ eigenvectors become for large $n$ indistinguishable from the eigenvectors of a graph that is the disjoint-union of $k$ stars having degrees $D_n + o(1), \ldots, D_{n-k} + o(1)$.

For instance, $D_1(n) = n^{1/20}$, $\beta = 1/20$ and $\gamma = 1/5$, meets the assumptions in Theorem 4.4.1. Further, it verifies the conditions in the main theorem (Theorem 4.3.1): Algorithm 1 will successfully return the community membership of all but a vanishing fraction of nodes.

We remark that the above theorem is inspired by the main result in [90]. There, random graphs without community structure are considered and the power-law behaviour of the corresponding spectrum is obtained. To say something about the eigenvectors, we additionally introduce a gap between the top $k$ degree-nodes and the remaining $n-k$ nodes. This allows us to use Lemma A.0.5, see the proof of Theorem 4.4.1 below.

### 4.4.2 Spectral clustering on ratios of eigenvectors

Interestingly, the first eigenvectors of $A$ do contain information about the underlying community structure, but in a hidden way. Indeed, the SCORE method proposed in [65] shows that, under some conditions, using the coordinate-wise ratios of the leading eigenvectors leads to consistent clustering.

Note that we obtain the same random graph model as in [65] by putting $\theta(u) := D_u/\sqrt{nDn}$ and $P(i,j) = \alpha B_{ij}$, where $\alpha = \max_{i,j} B_{ij}$. We further note that the conditions are more stringent: (2.7) demands that $P$ (or $B$) is non-singular which is unnecessary here, see Remark 4.5.2 below.

### 4.4.3 Laplacian

As we pointed out, the adjacency matrix does not capture accurately global properties of a graph. The normalized Laplacian is a more suitable candidate. It is defined by $L = I - D^{-1/2}AD^{-1/2}$, where $I$ is the identity matrix, $A$ is the adjacency graph and $D$ the diagonal matrix with the row sums of $A$ on its diagonal (i.e., the degrees). Object of study in [23] is the Laplacian spectra of random graphs with a given degree sequence $(d_1, \ldots, d_n)$ where edges are independently present between each pair of vertices $(u,v)$ with probability $d_ud_v/\sum_{i=1}^n d_i$. In the regime $d_1^2 \gg D$, with $D = 1/n \sum_{i=1}^n d_i$, the eigenvalues satisfy the semicircle law with respect to the circle of radius $2/\sqrt{D}$ centred at 1.

Denote the eigenvalues of the normalized laplacian by $0 = \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_n \leq 2$. It is a well-known fact that all eigenvalues are located in the interval $[0,2]$ and that the algebraic multiplicity of 0 equals the number of components in the graph. The authors of [23] further study the spectral gap $\lambda = \min \{ \lambda_2, 2 - \lambda_n \}$, which reflects global properties of the random graph. According to [23], when $d_1 \gg \log^2(n)$,

\[ \lambda \geq 1 - \frac{1 + o(1)}{4/\sqrt{w}} - \frac{\log^2(n)}{d_1}, \]

thus in this dense regime, all non-zero eigenvalues are close to 1 and thus the spectrum of the Laplacian contains no outliers, in contrast with the adjacency matrix. This bound is improved in [24], to

\[ \lambda \geq 1 - 2\sqrt{\frac{6\log(2n)}{d_1}}, \]
for \( d_1 \gg \log(n) \).

The stochastic block model is a special case of the latent space model [56]. In this model an unknown vector \( z_u \) is associated to each node \( u \) (in a social network, this vector would represent the unknown social position of person \( u \)) and an edge between \( u \) and \( v \) is present with probability depending only on \( z_u \) and \( z_v \). If \( A \) is the adjacency matrix of the graph, \( D \) the diagonal matrix containing the degrees and \( L = D^{-1/2} A D^{-1/2} \), then the population version of these matrices are defined as \( A = \mathbb{E}[A | z_1, \ldots, z_n] \), \( D = \text{diag}(\sum_{v=1}^n A_{1v}, \ldots, \sum_{v=1}^n A_{nv}) \), and, \( L = D^{-1/2} A D^{-1/2} \). In [109] convergence of the empirical eigenvectors of \( L \) to the population eigenvectors of \( L \) is shown. This follows from their novel result establishing the convergence of \( L^2 \) to \( L^2 \) in Frobenius norm. This forms the basis of an algorithm that uses the first \( k \) eigenvectors (according to the eigenvalues ordered decreasingly with respect to their absolute value). To recover the hidden communities in the SBM (thus, without degree-corrections). The algorithm is shown to succeed if those first \( k \) eigenvalues are sufficiently separated from the rest of the eigenvalues and if the minimum expected degree exceeds \( \frac{2n}{\sqrt{\log n}} \), which is more restrictive than the lower bound of \( \log \). In [33] the matrix \( \mathbb{E}[D]^{-1/2} \mathbb{E}[A] \mathbb{E}[D]^{-1/2} \) (reminiscent of the normalized Laplacian) is used to retrieve the underlying community structure in the DC-SBM. Note that this method requires the expected degrees to be known. It succeeds if the minimum degree is of order \( \log^6 n \).

To deal with low-degree nodes, the authors in [21] use the degree-corrected random walk laplacian: \( I - (D + \tau I)^{-1} A \), where \( \tau > 0 \) is a constant, to find clusters in the extended planted partition mode (EPPM) where the expected minimum degree is \( \Theta(\log n) \). In the EPPM, \( B \) is a matrix where an element equals \( p \) if it is on the diagonal, and \( q \) otherwise; it is thus a special case of the DC-SBM. The algorithm based on the random walk laplacian requires \( \tau \) as input and the optimal value of \( \tau \) depends in a complex way on the degree-distribution of the graph. The main theorem in [21] comes with lengthy conditions that are not easy to compare with other results. This theorem restricted to the setting where all \( d_u \)'s equal \( d \), assumes \( q \) to be a constant, which is more restrictive than our assumptions. It is unclear whether the results for the EPPM can be neatly generalized using the same operator to the DC-SBM, given the complexity of the present conditions.

Although the Laplacian captures global properties of a graph much better than the adjacency matrix, its spectrum is still influenced by the underlying degree-structure. Indeed, consider a DC-SBM with 3000 vertices divided in \( K = 3 \) equally-sized communities, with

\[
B = \begin{pmatrix} 1 & 2 & 3 \\ 2 & 0 & 2 \\ 3 & 2 & 5 \end{pmatrix},
\]

degree-sequence

\[
D_u = \begin{cases} u^{1/3} & \text{if } u = 1, \ldots, 1000 \\ (u - 1000)^{1/3} & \text{if } u = 1001, \ldots, 2000 \\ (u - 2000)^{1/3} & \text{if } u = 2001, \ldots, 3000, \end{cases} \quad (4.14)
\]

and community-membership

\[
\sigma_u = \begin{cases} 1 & \text{if } u = 1, \ldots, 1000 \\ 2 & \text{if } u = 1001, \ldots, 2000 \\ 3 & \text{if } u = 2001, \ldots, 3000. \end{cases} \quad (4.15)
\]

In Figure 4.1, we have plot the eigenvectors corresponding to the first and second largest absolute eigenvalue of \( I - \mathbb{E}[D]^{-1/2} \mathbb{E}[A] \mathbb{E}[D]^{-1/2} \), where \( A \) is the adjacency matrix and \( D \) is the diagonal matrix containing the row sums of \( A \). The Laplacian concentrates around \( I - \mathbb{E}[D]^{-1/2} \mathbb{E}[A] \mathbb{E}[D]^{-1/2} \) if the minimum degree is large.
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enough (see Section 8). The community structure is clearly perturbed by the degree-
sequence. In general, an additional step is needed to determine the community-
membership of all nodes when using the Laplacian.

Compare this figure to Figure 4.2, containing the first two eigenvectors of $E[D]^{-1}E[A]E[D]^{-1}$. The vertices are seen to be clearly divided into three communities.

Figure 4.1: Plot of the eigenvectors corresponding to the first and second largest absolute eigenvalue of $I - E[D]^{-1/2}E[A]E[D]^{-1/2}$, where $A$ is the adjacency matrix of a random graph drawn according to the DC-SBM defined at the end of Section 4.2, and $D$ is the diagonal matrix containing the row sums of $A$. For those eigenvectors, say $(x_1, \ldots, x_n)'$ and $(y_1, \ldots, y_n)'$, we draw a dot $(x_u, y_u)$ for each element $u$.

Figure 4.2: Plot of the eigenvectors corresponding to the first and second largest absolute eigenvalue of $E[D]^{-1}E[A]E[D]^{-1}$, where $A$ is the adjacency matrix of a random graph drawn according to the DC-SBM defined at the end of Section 4.2, and $D$ is the diagonal matrix containing the row sums of $A$. For those eigenvectors, say $(x_1, \ldots, x_n)'$ and $(y_1, \ldots, y_n)'$, we draw a dot $(x_u, y_u)$ for each element $u$. Note that many elements are represented by the same dot, clearly reflecting the community structure.

Now consider another two-community DC-SBM on $n$ vertices with

$$B = \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix},$$

degree-sequence

$$D_u = \begin{cases} \log^2(n) & \text{if } u \leq n/2 \\ 100 \log^2(n) & \text{if } u > n/2. \end{cases} \quad (4.16)$$

and community-membership

$$\sigma_u = \begin{cases} 1 & \text{if } u \leq n/2 \\ 2 & \text{if } u > n/2. \end{cases} \quad (4.17)$$

Then, according to Lemma A.0.5, the eigenvectors of $H$ become eventually indistinguishable from the eigenvectors of the $n \times n$ matrix with zero-diagonal and all other elements equal to $\frac{1}{nD}$. Clearly the communities can not be recovered from the latter matrix.

The off-diagonal elements of $E[D]^{-1/2}E[A]E[D]^{-1/2}$ are given by $\frac{1}{nD}\sqrt{D_uD_v} = \frac{2}{101}\bar{Z}\sigma_u\sigma_v$, with $Z = \begin{pmatrix} 1 & 10 \\ 10 & 100 \end{pmatrix}$. Now, $Z$ has eigenvector $\begin{pmatrix} 1 \\ 10 \end{pmatrix}$, corresponding to eigenvalue 101. The other eigenvalue is zero. So that the minimal gap between
different eigenvalues of
\[ \mathbb{E}[D]^{-1/2} \mathbb{E}[A] \mathbb{E}[D]^{-1/2} = 2 - O(1/n). \] According to [24],
\[ \rho \left( D^{-1/2} AD^{-1/2} - \mathbb{E}[D]^{-1/2} \mathbb{E}[A] \mathbb{E}[D]^{-1/2} \right) = o(1) \text{ w.h.p.}, \]
where \( \rho(X) \) denotes the spectral radius of a matrix \( X \). Consequently, Lemma A.0.5 entails that for large \( n \), clustering according to the eigenvector of \( D^{-1/2} AD^{-1/2} \), corresponding to its largest eigenvalue, reveals the community-membership of all but a vanishing fraction of nodes.

Those two examples hint that whether the Laplacian \( L \) or the degree-normalized adjacency matrix \( H \) should be used depends on the correlation between the degrees and the communities, and the ‘signal-strength’ of \( B \). The first example shows that if the degrees are uncorrelated, \( L \) seems to add some extra noise, whereas \( H \) 'filters' the degrees and reflects immediately the underlying communities. In the second example, \( B \) gives no information about the communities, but the vertices can be clustered according to their degrees. \( H \) ignores this degree-structure and thus fails to detect the communities. \( L \) on its turn still reflects the degree-sequence and therefore the communities.

### 4.4.4 Regularized spectral clustering

The paper [106] deals with the shortcomings of the Laplacian by inflating the degrees: Given a number \( \tau > 0 \), the regularized graph Laplacian [106, 21] is defined as
\[ L_{\tau} = D_{\tau}^{-1/2} AD_{\tau}^{-1/2}, \]
where \( D_{\tau} = D + \tau I \).

The regularized spectral clustering algorithm in [106] starts with computing the matrix \( X = [X_1, X_2, \ldots, X_K] \), where \( X_1, X_2, \ldots, X_K \) are the eigenvectors corresponding to the \( K \) largest eigenvalues. A matrix \( X^* \) is then formed by projecting each row of \( X \) on the unit sphere. Considering each row of \( X^* \) as a point in \( \mathbb{R}^K \), and applying \( k \)-means with \( K \) centres on these points gives an almost-exact clustering provided some conditions on \( \delta + \tau \) (\( \delta \) is the smallest expected degree) and the smallest strictly positive eigenvalue of \( L_{\tau} \) hold. In particular, condition (a) in Theorem 4.2 demands that \( \delta + \tau \gg \log(n) \). Since simulation results suggest that \( \tau \) should be taken as the average degree, it is unclear if this method outperforms the algorithm proposed in the underlying chapter.

We note that [106] is the first work that relates the leverage scores (the euclidean norm of the rows of \( X \)) to the quality of the outputted clustering.

### 4.4.5 Degree-normalized adjacency matrix

The same matrix \( H \) is used in [27] to perform community detection on the DC-SBM in the sparse regime (the minimum degree is bounded from below by a constant). The main restriction in their setting is that the minimum degree must be of the same order as the average degree, more precisely there exists \( \epsilon > 0 \) such that \( D_i > \epsilon \bar{D} \) for all \( i \). Hence too much irregularity in the degree sequence is not captured. In this sense our work complements their results.

Spectral clustering is performed in [27] on a minor of \( \hat{H} \) where the rows and columns of vertices with a degree smaller than \( D_{\text{average}}/\log(n) \) (where \( D_{\text{average}} \) is the observed average degree in the graph) are put to zero, which is not the same as leaving out completely the nodes with a too low degree. Due to the assumption that all expected degrees are of the same order, most observed degree will exceed the lower bound \( D_{\text{average}}/\log(n) \).

There are alternative ways to deal with low degree nodes, see for instance Section 4.8 on future research.
4.5 Discussion

4.5.1 When does the degree-normalized adjacency matrix fail?

Consider a DC-SBM with \( K \geq 2 \) communities, such that for two different communities \( i \neq j \), for all \( l \), \( \frac{B_{il}}{M_i} = \frac{B_{jl}}{M_j} \). Then, it can be verified that, for large \( n \), in a dense enough regime, the eigenvectors of \( H \) corresponding to non-zero eigenvalues, do not distinguish between communities \( i \) and \( j \).

Further, the method breaks down in a too sparse regime. For instance, two low-degreed vertices connected by an edge cause the top eigenvectors to concentrate around them. We observed this when applying \( \hat{H} \) on the sparse Political Blogs network [3], see Section 7.

4.5.2 Interpretation of the conditions

Note that, since \( \mathbb{E} \hat{D}_u \) is related to \( D_u \) according to (4.7), \( \hat{H} \) normalizes the tendency of communities to connect by the average degree of their nodes and loses therefore some information about the graph. See the observations and remarks below:

Observation 4.5.1. If, for some \( i,j,l \in S \),

\[
\frac{B_{ij}}{M_i} = \frac{B_{jl}}{M_l},
\]

then

\[
\frac{\mathbb{E}[\# \text{edges between community } i \text{ and } j]}{\mathbb{E}[\text{total degree of vertices in community } i]} = \frac{\mathbb{E}[\# \text{edges between community } l \text{ and } j]}{\mathbb{E}[\text{total degree of vertices in community } l]}.\]

Remark 4.5.2. The identifiability condition is violated if there are distinct \( i \) and \( l \) and there exists some constant \( c > 0 \) such that

\[
B_{ij} = cB_{lj}
\]

for all \( j \). Indeed, in that case, \( M_i = cM_l \) and thus

\[
\frac{B_{ij}}{M_i} = \frac{cB_{lj}}{cM_l} = \frac{B_{lj}}{M_l}.
\]

However, unlike the setting considered in [76, 65], it is not necessary for \( B \) to be full rank. Indeed, consider

\[
B = \begin{pmatrix}
1 & 2 & 3 \\
2 & 0 & 2 \\
3 & 2 & 5
\end{pmatrix},
\]

which has rank 2. Let \( \alpha_1 = \alpha_2 = \alpha_3 = \frac{1}{3} \) and \( \sum_{u=1}^n D_u = i\alpha n \log^2(n) \) for all \( i = 1, 2, 3 \). Then it is easily verified that the identifiability condition is met.

Note that \( G(B, K, \{\sigma_u\}_{u=1}^n, \{D_u\}_{u=1}^n) \) and \( G(B^*, K, \{\sigma_u\}_{u=1}^n, \{D_u^*\}_{u=1}^n) \) generate the same ensemble of random graphs whenever

\[
\frac{D_u B_{\sigma_u \sigma_v} D_v}{D} = \frac{D_u^* B_{\sigma_u \sigma_v}^* D_v^*}{D^*}.
\]

Hence, the underlying block-matrix \( B \) cannot be estimated from a single observation of the graph. Rather, we may estimate

\[
nD \approx \sum_u \hat{D}_u, \quad (4.19)
\]
and, denoting the assigned community-membership (after applying our reconstruction algorithm) of $l$ by $\tau_l$,

$$(\sum_u \hat{D}_u) \frac{\sum_{u: \tau_u = i} \sum_{v: \tau_v = j} \hat{H}_{uv}}{(\sum_{u: \tau_u = i} 1)} \approx \frac{B_{ij}}{M_i M_j}. \quad (4.20)$$

Hence, for a DC-SBM $G(B, K, \{\sigma_u\}_{u=1}^n, \{D_u\}_{u=1}^n)$, the matrix

$$\left( \frac{B_{ij}}{M_i M_j} \right)_{i,j=1}^K$$

is identifiable, not $B$. It is due to this degeneracy of the DC-SBM and the structure of $\hat{H}$ that condition (4.3) in Theorem 4.3.1 is the best possible:

**Lemma 4.5.3.** Consider a DC-SBM $G(B, K, \{\sigma_u\}_{u=1}^n, \{D_u\}_{u=1}^n)$. Fix $i$ and $l$, then the following are equivalent:

1. for all $j$ we have

$$B_{ij} \frac{M_i}{M_l} = B_{lj} \frac{M_l}{M_i};$$

2. there exist a DC-SBM $G(B^*, K, \{\sigma_u\}_{u=1}^n, \{D_u^*\}_{u=1}^n)$, with the same community-structure $\{\sigma_u\}_u$, such that for all $j$,

$$B_{ij}^* = B_{lj}^*$$

and, for all $u, v$,

$$\frac{D_u B_{\sigma_u} D_v}{\hat{D}} = \frac{D_u B_{\sigma_u}^* D_v^*}{\hat{D}^*}.$$  

4.5.3 Random Walk point of view

The matrix $\hat{H}$ is related to a random walk on an instance of the random graph. Indeed,

$$\hat{H}_{uv} = \begin{cases} \frac{1}{D_u} \frac{1}{D_v} A_{uv} = \frac{A_{uv}}{D_u D_v} \quad & \text{if } A_{uv} = 1, \\ 0 \quad & \text{if } A_{uv} = 0, \end{cases}$$

since $A_{uv} = A_{vu}$ is either 1 (in case edge $uv$ is present) or 0 (when $u$ and $v$ are not connected). Now, $\hat{D}_u = \sum_{l=1}^n A_{lu}$, as it is the observed degree, which we denoted here in increasing order: $\hat{D}_1 \leq \hat{D}_2 \leq \cdots \leq \hat{D}_n$. Thus, $\frac{A_{uv}}{\hat{D}_u}$ is exactly the probability that a random walk (in an undirected graph without weights) jumps from vertex $u$ to $v$, given that it is currently at vertex $u$. Denoting the latter probability by $P_u(u \rightarrow v)$, we see that

$$\hat{H}_{uv} = P_u(u \rightarrow v)P_v(v \rightarrow u) = P_u(u \rightarrow v \rightarrow u),$$

due to the Markov property of the random walk. In other words, $\hat{H}_{uv}$ is the probability that a random walk currently at vertex $u$ will consecutively traverse edge $uv$ and back.

Extending this observation to powers of $\hat{H}$ leads to:

$$(\hat{H}^k)_{uv} = \sum_{l_1=1, \ldots, l_{k-1}=1}^n P_u(u \rightarrow l_1 \rightarrow \ldots \rightarrow l_{k-1} \rightarrow v)P_v(v \rightarrow l_{k-1} \rightarrow \ldots \rightarrow l_1 \rightarrow u),$$
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the probability that a random walk, after traversing a path of length \( k \) starting at \( u \) and ending at \( v \), subsequently traverses that path in the exact opposite direction. Further, note that

\[
(\hat{D}_1, \ldots, \hat{D}_n) \hat{H} = (1_{\hat{D}_1 \neq 0}, \ldots, 1_{\hat{D}_n \neq 0}),
\]

hence if \( \mathbf{v} \) is an eigenvector of \( \hat{H} \) with eigenvalue \( \lambda \), then

\[
\sum_{u=1}^{n} 1_{\hat{D}_u \neq 0} v_u = \lambda \sum_{u=1}^{n} \hat{D}_u v_u.
\]

Since it can be easily verified that \( \hat{H} \) is primitive on connected components, the Perron-Frobenius theorem implies that the eigenvector \( \mathbf{v}_{max} \) corresponding to the largest eigenvalue \( \lambda_{max} \) (which is positive) has only positive elements. Hence,

\[
\lambda_{max} = \frac{\sum_{u=1}^{n} 1_{\hat{D}_u \neq 0} v_u}{\sum_{u=1}^{n} \hat{D}_u v_u} \geq \frac{\sum_{u=1}^{n} 1_{\hat{D}_u \neq 0} v_u}{D_n \sum_{u=1}^{n} 1_{\hat{D}_u \neq 0} v_u} = \frac{1}{D_n}.
\]

We may derive an upper bound by noting that the spectral radius is bounded from above by the maximal absolute row sum:

\[
\lambda_{max} \leq \max_{u=1}^{n} \left( \sum_{v=1}^{n} P_{uv}(u \to v \to u) \right).
\]

### 4.6 Outline of proof of main theorem

In this section we consider the setting of Theorem 4.3.1. All lemmas here, except Lemma 4.6.4, assume either (4.4) or (4.5) to hold. Lemma 4.6.4 assumes condition (4.4): the minimum degree should grow faster than \( \log(n) \). Lemma 4.6.5 assumes (4.5): the minimum degree is of order \( \log(n) \).

Our first objective is to show that \( \hat{H} \) is close to some matrix \( P \), in the sense that their difference \( W := \hat{H} - P \) has negligible spectral radius relatively to that of \( P \). Here, an entry \( (u,v) \) of \( P \) is defined as

\[
P_{uv} = \frac{1}{n \hat{D}} \frac{B_{\sigma_u \sigma_v}}{M_{\sigma_u} M_{\sigma_v}}.
\]

We relate \( P \) in turn to \( Z \) defined by

\[
Z_{ij} = \frac{\alpha_i B_{ij}}{M_i M_j}, \quad i, j \in S.
\]

Indeed, we show that if \( y = (y(1), \ldots, y(K))^T \) is an eigenvector of \( Z \) with eigenvalue \( \lambda \), then \( (y(\sigma_1), \ldots, y(\sigma_n))^T \) fulfills that role for \( P \) with eigenvalue \( \frac{1}{D} \lambda \). As a consequence, the eigenvectors of \( P \) associated to non-zero eigenvalues are constant on blocks.

Finally, we consider the matrix that has the first \( L \) eigenvectors of \( P \) as its columns. We show that the rows of this matrix cluster to within vanishing distance of block-specific representatives. We start by inspection of the difference

\[
W = \hat{H} - P = (\hat{H} - H) + (H - \mathbb{E}[H]) + (\mathbb{E}[H] - P),
\]
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where $H$ is defined as
\begin{equation}
H_{uv} = \begin{cases} \frac{1}{\sqrt{D_u \cdot D_v}} A_{uv} & \text{if } A_{uv} = 1, \\ 0 & \text{otherwise.} \end{cases} \tag{4.24}
\end{equation}

Define
\[ \Delta(P) = \min \{|\lambda - \mu| : \lambda \neq \mu, \lambda, \mu \text{ eigenvalue of } P\}, \]
i.e., the smallest gap between consecutive eigenvalues. A crucial role will be played by Lemma A.0.5 below, which says that to any eigenvector $\hat{x}$ of $\hat{H}$ there exists an eigenvector $x$ of $P$ such that $\|x - \hat{x}\| \to 0$ as $n \to \infty$, whenever
\[ \frac{\rho(W)}{\Delta(P)} \to 0, \]
as $n \to \infty$, where we recall that $\rho(X)$ denotes the spectral radius of a matrix $X$. Hence, we need to calculate $\Delta(P)$:

**Lemma 4.6.1.** The smallest gap between subsequent eigenvalues of $P$ is given by
\[ \Delta(P) = \Omega \left( \frac{1}{D} \right). \]

All terms in the right hand side of (4.23) have negligible spectral radius with respect to $\Delta(P)$:

**Lemma 4.6.2.** The matrix $E[H]$ is close to $P$ in the following sense:
\[ \rho(E[H] - P) = O \left( \frac{1}{D_1} \right) \frac{1}{D} = o_n(1) \frac{1}{D}. \]

**Lemma 4.6.3.** The matrix $H$ concentrates with high probability around its expectation, as follows:
\[ \rho(H - E[H]) = O \left( \frac{1}{\sqrt{\log(n) D_1(n)}} \right) \frac{1}{D} = o_n(1) \frac{1}{D}. \]

**Lemma 4.6.4.** Consider the DC-SBM in the dense regime, where (4.4) holds. Then, for the spectral radius of the difference $\hat{H} - H$ it holds with high probability that
\[ \rho(\hat{H} - H) = O \left( \frac{\log(n)}{D_1(n)} \right) \frac{1}{D(n)} = o_n(1) \frac{1}{D}. \]

**Lemma 4.6.5.** Consider the DC-SBM in the regime where (4.5) holds. Then, for the spectral radius of the difference $\hat{H} - H$ it holds with high probability that
\[ \rho(\hat{H} - H) = O \left( \frac{1}{\log^{1/3}(n)} \right) \frac{1}{D(n)} = o_n(1) \frac{1}{D}. \]
We use these Lemmas in conjunction with Lemma A.0.5 below to prove:

**Lemma 4.6.6.** To each normed eigenvector \( \hat{x} \) of \( \hat{H} \) corresponds a normed eigenvector \( x \) of \( P \) such that

\[
\hat{x} \cdot x = 1 - O\left(\frac{\rho(W)}{\Delta(P)} \right)^2 = 1 - o_n(1),
\]

where

\[
\rho(W) \leq \rho(\hat{H} - H) + \rho(H - \mathbb{E}[H]) + \rho(\mathbb{E}[H] - P).
\]

Having proved this lemma, we show that Algorithm 1 indeed correctly reconstructs the community of all but a vanishing fraction of vertices.

Recall the definition of \( \hat{H} \) and observe that \( \hat{H} \) is symmetric. Consequently, there exist \( n \) eigenvectors of \( \hat{H} \) that form an orthonormal basis: thus, we are indeed able to find \( L \) orthonormal eigenvectors of \( \hat{H} \) corresponding to its first eigenvectors.

Next we show that the \((\hat{z}_u)_{u \in V}\), defined in (4.9), tend to block-representatives:

**Lemma 4.6.7.** There exist \( K \) vectors \( \{t_k\}_{k \in S} \), i.e., block-representatives, such that

\[
|\sqrt{n}\hat{z}_u - t_{\sigma_u}| = O\left(\left(\frac{\rho(W)}{\Delta(P)} \right)^{2/3}\right) = o_n(1)
\]

for all but \( O\left(n \left(\frac{\rho(W)}{\Delta(P)} \right)^{2/3}\right) \) nodes.

The remaining and crucial step is to demonstrate that those block-representatives are indeed distinct:

**Lemma 4.6.8.** Assume that for all \( i, j \) there exists \( i' \) such that

\[
\frac{B_{ii'}}{M_{ii}} \neq \frac{B_{jj'}}{M_{jj}}.
\]

then \( |t_k - t_l| = \Omega(1) \) for all \( k \neq l \).

**Proof of Theorem 4.3.1.** After proving the above lemmas, it remains to show that \( \hat{L} \) in step (1) of Algorithm 1 with high probability equals \( L \). Further, we should verify that the procedure in step 3 forms the right clusters. For the first step notice the following: In the regime where (4.4) holds,

\[
\rho(W) = O\left(\frac{1}{D_1} + \frac{1}{\sqrt{\log(n)}} + \frac{1}{D_1} \right) \frac{1}{D},
\]

and in the other regime, where (4.5) holds,

\[
\rho(W) = O\left(\frac{1}{D_1} + \frac{1}{\sqrt{\log(n)}} + \frac{1}{\log^{1/5}(n)} \right) \frac{1}{D}.
\]

Compare this to \( f \) as in Algorithm 1: depending on the regime, the term in parentheses goes to zero upon division by \( \frac{f(n)}{D} \). To see this, note that due to Bernstein’s inequality (A.0.7), equation (4.35), \( \hat{D}_u \in (1/2M_{\sigma_u}, 3/2M_{\sigma_u})D_u \) for \( u = 1 \) and \( u = n \).
with high probability. Hence \( \hat{D}_1 = \hat{D}_n \) is of the same order of magnitude as \( D_1 \) (respective \( D_n \)). Now, due to Lemma A.0.5 below, the first \( L \) eigenvalues of \( \hat{H} \) are of order \( \frac{1}{D} \mathcal{O}(\rho(W)) \gg \frac{f(n)}{D} \). The remaining eigenvalues are of order \( \mathcal{O}(\rho(W)) \ll \frac{f(n)}{D} \). Further \( D_{\text{average}} \) may be written as twice the sum of \( \Omega(n^2) \) independent Bernoulli random variables. It is thus with high probability a constant away from \( D \). Hence \( \hat{L} = L \) with high probability.

In step 3, the probability that all picked pairs contain only typical vertices (i.e., whose corresponding rows cluster around \( K \) centres) is larger than \( (1 - \frac{f^2}{3}(n))^2 \tau(n) \) which tends to one, since \( f^{2/3}(n) \tau(n) \to 0 \) as \( n \to \infty \). Thus, with high probability, for a pair \( t, \delta(t) \) vanishes in front of \( f^{2/3}(n) \) if the vertices in the pair belong to the same community. \( \delta(t) \) is of order \( \Omega(1) \) otherwise. Hence, \( \epsilon \), as defined in step 3 of Algorithm 1, is of order \( \Omega(1) \), it thus estimates the separation-distance in Lemma 4.6.8.

Further, at most \( f(n)^{2/3} n \) vertices are not typical. Hence, the chosen ball around \( m \) with radius \( \epsilon/8 \) contains at least \( (f(n)^{1/3} - f(n)^{2/3})n \gg f(n)^{2/3} n \) typical vertices. Those must necessarily belong to the same community. Since all typical vertices belonging to the same community are at most a distance smaller than \( f(n)^{2/3} \) apart, all of them are located in the ball of radius \( \epsilon/4 \) around \( m \).

We see that the algorithm puts, with high probability, all but a vanishing fraction of nodes in \( K \) clusters. \( \square \)

### 4.7 Proofs

#### 4.7.1 Main theorem

In the proofs below, we shall often write

\[
D_u = \phi_u \omega(n),
\]

where \( 1 = \phi_1 \leq \phi_2 \leq \cdots \leq \phi_n \), and

\[
\omega(n) = D_1.
\]

Further, we introduce

\[
g(n) = \sum_{l=1}^{n} \phi_l,
\]

\[
\overline{\phi}(n) = \frac{g(n)}{n},
\]

**Proof of Lemma 4.6.1.** Write

\[
P_{uv} = \frac{1}{nD} \frac{B_{\sigma_v\sigma_u}}{M_{\sigma_v}} = \frac{1}{nD} \frac{Z_{\sigma_u\sigma_v}}{\alpha_{\sigma_v}}.
\]

Let \( y = (y(1), \ldots, y(K))^T \) be an eigenvector of \( Z \) with eigenvalue \( \lambda \), we show that
\[ w = (y(\sigma_1), \ldots, y(\sigma_n))^T \] is an eigenvector of \( P \) with eigenvalue \( \frac{1}{D} \lambda \). Indeed,

\[
Pw = \left( \begin{array}{c}
\sum_{l=1}^{n} P_{ll} \cdot y(\sigma_l) \\
\vdots \\
\sum_{l=1}^{n} P_{nl} \cdot y(\sigma_l)
\end{array} \right) = \frac{1}{nD} \left( \begin{array}{c}
\sum_{l=1}^{n} Z_{\sigma_l \sigma_l} / \alpha_{\sigma_l} \cdot y(\sigma_l) \\
\vdots \\
\sum_{l=1}^{n} Z_{\sigma_l \sigma_l} / \alpha_{\sigma_l} \cdot y(\sigma_l)
\end{array} \right) = \frac{1}{nD} \left( \begin{array}{c}
\lambda y(\sigma_1) \\
\vdots \\
\lambda y(\sigma_n)
\end{array} \right) = \frac{1}{D} \lambda w.
\]

Thus \( \frac{1}{D} \lambda \) is an eigenvalue of \( P \).

For the other direction, note that if \( \sigma_u = \sigma_v \), then row \( u \) and row \( v \) in \( P \) are identical. Hence, if \( w = (w(1), \ldots, w(n))^T \) is an eigenvector of \( P \) corresponding to a non-zero eigenvalue, then \( w(u) = w(v) \). Let \( w = (w(\sigma_1), \ldots, w(\sigma_n))^T \) be an eigenvector of \( P \) with eigenvalue \( \lambda \neq 0 \). By carrying out a similar calculation as above, we see that \( (w(1), \ldots, w(K))^T \) is an eigenvector of \( Z \) with eigenvalue \( D\lambda \).

The statement follows from this one-to-one correspondence between the eigenvectors of both matrices corresponding to non-zero eigenvalues.

Proof of Lemma 4.6.2. Note that

\[
\mathbb{E}[H] - P = \mathbb{E}[H] - (P - \text{diag}(P_{11}, \ldots, P_{nn})) + \text{diag}(P_{11}, \ldots, P_{nn}).
\]

Now,

\[
\rho(\text{diag}(P_{11}, \ldots, P_{nn})) = O\left( \frac{1}{nD} \right),
\]

as \( \text{diag}(P_{11}, \ldots, P_{nn}) \) contains only \( K \) different elements, each of order \( \frac{1}{nD} \). Further, for \( u \neq v \),

\[
\mathbb{E}[H_{uv}] = \frac{D_u}{\mathbb{E}[\hat{D}_u]} \frac{D_v}{\mathbb{E}[\hat{D}_v]} B_{\sigma_u \sigma_v} \frac{1}{nD} = \frac{1}{M_{\sigma_u} M_{\sigma_v}} \frac{1}{nD} = P_{uv} + \delta(n)P_{uv},
\]

where \( \delta(n) = O(\epsilon_n) \), with, due to (4.7), \( \epsilon_n \leq \max \frac{2}{M_i \omega(n)} \) tending to zero uniformly for all \( u, v \). Hence, due to Lemma A.0.4,

\[
\rho(\mathbb{E}[H] - (P - \text{diag}(P_{11}, \ldots, P_{nn})) + \text{diag}(P_{11}, \ldots, P_{nn})) = O\left( \frac{1}{D} \right) \frac{1}{D}.
\]

Proof of Lemma 4.6.3. We start by introducing the constants \( C_{ij} = \frac{B_{ij}}{M_i M_j} \), and \( \alpha = \max_{ij} \frac{1}{M_i M_j} \). Put for \( u < v \),

\[
X_{uv} = X_{vu} = \alpha^{-1} \omega^2(n) (H_{uv} - \mathbb{E}[H_{uv}]),
\]
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where \( \omega(n) \) is defined in (4.27). That is,
\[
X_{uv} = \frac{1 + o(1)}{\alpha} \left( \frac{1}{M_{\sigma_u} M_{\sigma_v}} \phi_u \phi_v \right) \text{Ber} \left( \frac{D_u D_v}{n D} B_{\sigma_u, \sigma_v} \right) - C_{\sigma_u, \sigma_v} \frac{\omega(n)}{\overline{\phi}} \frac{1}{n},
\]
with \( \phi_u \) and \( \overline{\phi} \) defined in (4.26), respectively, (4.28) (the \( o(1) \) term is uniform due to (4.7)). Due to our choice of \( \alpha \) and the assumption that \( \phi_u \geq 1 \) for all \( u \),
\[
X_{uv} \in (1 + o(1)) [-p_{uv}, 1 - p_{uv}].
\]
where
\[
p_{uv} = C_{\sigma_u, \sigma_v} \frac{\omega(n)}{\overline{\phi}} \frac{1}{n}.
\]

Let \( \hat{X}_{uv} = X_{uv} \), i.e., \( \hat{X}_{uv} \in [-p_{uv}, 1 - p_{uv}] \). We shall compare the symmetric zero-diagonal matrix \( \hat{X} \) to the deviation from its expectation of another symmetric zero-diagonal matrix, where elements \( uv \) are given by \( \text{Ber} \left( p_{uv} \right) \), for \( u \neq v \). Since by assumption (4.6),
\[
\frac{\omega(n)}{\overline{\phi}(n)} = \frac{D^2_{\sigma_u}(n)}{D(n)} = \Omega(\log(n)),
\]
Lemma A.0.6 applies. Following an argument given in [115], we construct a function \( Y_{uv} \) such that \( Y_{uv} \) has values only in \( [-p_{uv}, 1 - p_{uv}] \) and
\[
\mathbb{E} \left[ Y_{uv} \mid \hat{X}_{uv} \right] = \hat{X}_{uv},
\]
and, \( Y_{uv} = Y_{vu} = F_{uv}(\hat{X}_{uv}, U_{uv}) \).
Then,
\[
\mathbb{P} \left( F_{uv}(\hat{X}_{uv}, U_{uv}) = 1 - p_{uv} \mid \hat{X}_{uv} \right) = \hat{X}_{uv} + p_{uv},
\]
and,
\[
\mathbb{P} \left( F_{uv}(\hat{X}_{uv}, U_{uv}) = -p_{uv} \mid \hat{X}_{uv} \right) = 1 - p_{uv} - \hat{X}_{uv},
\]
thus,
\[
\mathbb{E} \left[ Y_{uv} \mid \hat{X}_{uv} \right] = \hat{X}_{uv},
\]
and,
\[
\mathbb{P} \left( Y_{uv} = 1 - p_{uv} \right) = \mathbb{E} \left[ \hat{X}_{uv} \right] + p_{uv} = p_{uv}.
\]
Hence, indeed, \( Y_{uv} = \text{Ber} \left( p_{uv} \right) - p_{uv} \).
Let \( Y \) be the symmetric zero-diagonal matrix with each element \( uv \) given by \( Y_{uv} \), for \( u \neq v \). Then, according to Lemma A.0.6,
\[
\mathbb{P} \left( \rho(Y) \leq O \left( \sqrt{\frac{\omega(n)}{\overline{\phi}}} \right) \right) \geq 1 - O \left( 1/n^2 \right).
\]
(4.31)
We shall use this observation in the following comparison,
\[
\rho \left( \hat{X} \right) = \rho \left( \mathbb{E} \left[ Y \mid \hat{X} \right] \right) \leq \mathbb{E} \left[ \rho(Y) \mid \hat{X} \right],
\]
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by Jensen’s inequality. Put $S = E \left[ \rho(Y) \right| \hat{X} \right]$, we shall show that it is also upper bounded by $O \left( \sqrt{\omega(n)/\phi} \right)$.

Firstly, note that $|Y|$ is element-wise dominated by the all-one matrix, hence $\rho(Y) \leq n$. Secondly, the sigma-algebra generated by $S$ is contained in the sigma-algebra generated by $\hat{X}$. Hence,

$$E[\rho(Y)|S] = E \left[ E \left[ \rho(Y) \right| \hat{X} \right] \right| S] = E[S|S] = S.$$

Further, both $Y$ and $\hat{X}$ take only finitely many different values, and thus $\rho(Y)$ and $S$ take values in a finite space. It therefore makes sense to consider, for $t > 0$,

$$\beta(\cdot) = P(\rho(Y) > t|S = \cdot).$$

We have,

$$S = E[\rho(Y)|S] \leq \beta(S)n + (1 - \beta(S))t,$$

i.e.,

$$\beta(S) \geq \frac{S - t}{n - t}.$$ 

Denote $\gamma = P(S > t + 1)$, then

$$P(\rho(Y) > t) = E[\beta(S)] \geq E[\beta(S)1_{S>t+1}] \geq \frac{\gamma}{n - t}.$$ 

As a consequence, for $t = O \left( \sqrt{\omega(n)/\phi} \right)$, by (4.31) one has

$$P(S > t + 1) = \gamma \leq (n - t)P(\rho(Y) > t) = (n - t)O \left( 1/n^2 \right) = O \left( 1/n \right).$$

Therefore,

$$\rho(H - E[H]) = \frac{\alpha}{\omega^2(n)}\rho(X) = 2\frac{\alpha}{\omega^2(n)}\rho(\hat{X}) \leq O \left( \sqrt{\frac{1}{\phi \omega^3(n)}} \right),$$

Finally, due to (4.30),

$$\rho(H - E[H]) = O \left( \sqrt{\frac{\phi}{\omega(n)} \frac{1}{\phi \omega(n)}} \right) = O \left( \frac{1}{\sqrt{\log(n)}} \right) \frac{1}{D}.$$ 

**Proof of Lemma 4.6.4.** To prove this theorem we claim that in the present setting, it suffices to show that with high probability,

$$(\hat{H} - H)_{uv} = \epsilon_{uv}H_{uv},$$

where, for some constant $\hat{C}$ and all large enough $n$,

$$|\epsilon_{uv}| \leq \hat{C}\epsilon(n),$$

with

$$\epsilon(n) := \sqrt{\frac{6 \log(n)}{\min_i M_i \omega(n)}} = O \left( \sqrt{\frac{\log(n)}{D_1(n)}} \right) \rightarrow 0,$$

38
by assumption. Consequently, after an appeal to Lemma A.0.4,
\[
\rho(\hat{H} - H) \leq \rho(|\hat{H} - H|) \leq \hat{C}\epsilon(n)\rho(H).
\] (4.34)
Since, \( H = \mathbb{E}[H] + H - \mathbb{E}[H] \), it follows from Lemmas 4.6.2 and 4.6.3 that
\[
\rho(H) = \mathcal{O}\left(\frac{1}{D}\right).
\]
Consider the difference
\[
\frac{1}{\hat{D}_u} \frac{1}{\hat{D}_v} - \frac{1}{\hat{D}_u} \frac{1}{\hat{D}_v} = \mathbb{E}\hat{D}_a \mathbb{E}\hat{D}_v - \frac{1}{\hat{D}_u} \frac{1}{\hat{D}_v} = \frac{1}{\mathbb{E}\hat{D}_a \mathbb{E}\hat{D}_v} \epsilon_{uv},
\]
thus
\[
\epsilon_{uv} = \frac{\mathbb{E}\hat{D}_a - \hat{D}_a}{\mathbb{E}\hat{D}_a} + \frac{\mathbb{E}\hat{D}_v - \hat{D}_v}{\mathbb{E}\hat{D}_v} + \mathcal{O}\left(\left(\frac{\mathbb{E}\hat{D}_a - \hat{D}_a}{\mathbb{E}\hat{D}_a}\right)^2\right) + \mathcal{O}\left(\left(\frac{\mathbb{E}\hat{D}_v - \hat{D}_v}{\mathbb{E}\hat{D}_v}\right)^2\right).
\]
We quantify \( \mathbb{E}\hat{D}_a - \hat{D}_a \). Since \( \hat{D}_a \) is a sum of Bernoulli random variables with mean
\[
\mathbb{E} \hat{D}_a = D_u M_{\sigma_u}(1 - o(1)),
\]
where the \( o(1) \) term follows from (4.7), we have for \( \epsilon(n) \) as in (4.33), the Bernstein’s inequality (see (A.0.7)),
\[
P\left( \left| \frac{\mathbb{E}\hat{D}_a - \hat{D}_a}{\mathbb{E}\hat{D}_a}\right| > \epsilon(n) \right) \leq 2\exp\left( -\frac{\epsilon^2(n)}{2 + \epsilon(n)/3} \mathbb{E} \hat{D}_a \right)
= 2\exp\left( -\frac{\epsilon^2(n)}{2 + \epsilon(n)/3} D_u M_{\sigma_u}(1 - o(1)) \right)
\leq 2\exp\left( -\frac{\epsilon^2(n)}{3} \omega(n) \frac{M_{\sigma_u}}{2} \right)
\leq \frac{2}{n^2}.
\] (4.35)
Invoking this we establish the union bound
\[
P\left( \left| \frac{\mathbb{E}\hat{D}_a - \hat{D}_a}{\mathbb{E} \hat{D}_a} \right| \leq \epsilon(n), \ldots, \left| \frac{\mathbb{E}\hat{D}_a - \hat{D}_a}{\mathbb{E} \hat{D}_n} \right| \leq \epsilon(n) \right)
\geq 1 - \sum_{u=1}^n P\left( \left| \frac{\mathbb{E}\hat{D}_a - \hat{D}_a}{\mathbb{E} \hat{D}_u} \right| > \epsilon(n) \right)
\geq 1 - \frac{2}{n} \to 1,
\]
as \( n \to \infty \). Hence,
\[
E = \left\{ \left| \frac{\mathbb{E}\hat{D}_a - \hat{D}_a}{\mathbb{E} \hat{D}_u} \right| \leq \epsilon(n) \text{ for all } u \in V \right\}
\]
holds with high probability. Thus we establish (4.32): \( |\epsilon_{uv}| \leq 2\epsilon(n) + \mathcal{O}(\epsilon^2(n)) \leq \hat{C}\epsilon(n) \), with \( \hat{C} \) a large enough constant.
Henceforth, we condition on \( E \). Then, for \( u \neq v \),
\[
\hat{H}_{uv} - H_{uv} = \left( \frac{1}{\hat{D}_u} - \frac{1}{\mathbb{E}\hat{D}_u \mathbb{E}\hat{D}_v} \right) A_{uv} = \epsilon_{uv} \frac{1}{\mathbb{E}\hat{D}_u \mathbb{E}\hat{D}_v} A_{uv} = \epsilon_{uv} H_{uv}.
\]
\[\square\]
Proof of Lemma 4.6.5. We define
\[ \epsilon(n) = \frac{1}{\log^{1/3}(n)} \] (4.36)
and we shall call a vertex \( u \) good if \( |E\hat{D}_{u} - \hat{D}_{u}| \leq \epsilon(n)\hat{E}_{u} \). We use this definition to split
\[ \frac{1}{D_u} \frac{1}{D_v} - \frac{1}{E\hat{D}_u} \frac{1}{E\hat{D}_v} \left|\begin{array}{c}
A_{uv} = M_{uv} + M_{uv}^c + M_{uv}^T - M_{uv}^{cr},
\end{array}\right. \] (4.37)
where
\[
M_{uv} = \left|\frac{1}{D_u} \frac{1}{D_v} - \frac{1}{E\hat{D}_u} \frac{1}{E\hat{D}_v}\right| A_{uv} \mathbb{1}_{\{u \text{ and } v \text{ good}\}},
\]
\[
M_{uv}^c = \left|\frac{1}{D_u} \frac{1}{D_v} - \frac{1}{E\hat{D}_u} \frac{1}{E\hat{D}_v}\right| A_{uv} \mathbb{1}_{\{v \text{ bad}\}},
\]
\[
M_{uv}^T = \left|\frac{1}{D_u} \frac{1}{D_v} - \frac{1}{E\hat{D}_u} \frac{1}{E\hat{D}_v}\right| A_{uv} \mathbb{1}_{\{u \text{ bad}\}},
\]
\[
M_{uv}^{cr} = \left|\frac{1}{D_u} \frac{1}{D_v} - \frac{1}{E\hat{D}_u} \frac{1}{E\hat{D}_v}\right| A_{uv} \mathbb{1}_{\{u \text{ and } v \text{ bad}\}}.
\]
We shall show that all terms in (4.37) have a negligible spectral radius compared to \( \Delta(P) \). First note that the difference
\[
\frac{1}{D_u} \frac{1}{D_v} - \frac{1}{E\hat{D}_u} \frac{1}{E\hat{D}_v},
\]
may be written as
\[
\frac{1}{E\hat{D}_u E\hat{D}_v} \epsilon_{uv},
\]
where
\[
\epsilon_{uv} = \frac{E\hat{D}_u - \hat{D}_u}{E\hat{D}_u} + \frac{E\hat{D}_v - \hat{D}_v}{E\hat{D}_v} + \mathcal{O}\left(\left(\frac{E\hat{D}_u - \hat{D}_u}{E\hat{D}_u}\right)^2\right) + \mathcal{O}\left(\left(\frac{E\hat{D}_v - \hat{D}_v}{E\hat{D}_v}\right)^2\right).
\]
Now, similarly as in the proof of Lemma 4.6.4, there exists a constant \( \tilde{C} \), such that \( \epsilon_{uv} \leq \tilde{C} \epsilon(n) \) if both \( u \) and \( v \) are good. Consequently, \( \rho(M) \leq \tilde{C} \epsilon(n) \rho(H) \).

Next we analyse the other terms in (4.37). We start with \( M^c \). The idea is that, although now
\[
\left|\frac{1}{D_u} \frac{1}{D_v} - \frac{1}{E\hat{D}_u} \frac{1}{E\hat{D}_v}\right| = \mathcal{O}\left(\frac{1}{E\hat{D}_u E\hat{D}_v}\right),
\]
the total number of non-zero elements in a column of \( M^c \) is very small, so that its spectral radius indeed vanishes upon division by \( \Delta(P) \). We note that
\[
(A_{uv} \mathbb{1}_{\{v \text{ bad}\}})_{u,v} = (A_{uv} \mathbb{1}_{\{u \text{ bad}\}})^T_{u,v},
\]
so that a similar statement holds for the maximal row sum of \( M^r \). Obviously, \( M^{cr} \leq M^c \), and so do their spectral radii.

As a consequence of these observations, it thus suffices to prove our claim for \( M^c \). To do so, we proceed in three steps: First we show that
\[
\mathbb{P}(E_1) = \mathbb{P}\left(\left\{\forall u : \left|\frac{E\hat{D}_u - \hat{D}_u}{E\hat{D}_u}\right| \leq 1/2\right\}\right) \geq 1 - 2/n.
\] (4.38)
From which it follows after a short computation that, with probability larger than $1 - 2/n$, for all $u, v$,
\[
\left| \frac{1}{D_u} \frac{1}{D_v} - \frac{1}{E D_u} \frac{1}{E D_v} \right| \leq \frac{3}{2} \frac{1}{E D_u} \frac{1}{E D_v}.
\]

Keeping this in mind, it thus suffices to demonstrate that $(A_{uv} \mathbb{1}_{\{v \text{ bad}\}})_{uv}$ has a spectral radius much smaller than the spectral radius of $A$. The column sum in the former equals the number of bad neighbours a vertex has. That is, the spectral radius is bounded by $\max_u X_u$, where for $u \in V$,
\[
X_u = \sum_{v \in \mathcal{N}(u)} Z_v,
\]
with,
\[
Z_v = \mathbb{1}_{\{v \text{ is bad}\}}.
\]

Caution is needed here as the indicator functions in (4.39) are not independent.

In the second step we shall show that with high probability the number of edges between vertices in the neighbourhood of $u$ is negligible compared to the expected degree of vertex $u$. That is,
\[
P(\|E_2(u)\| \leq \epsilon(n) \omega(n) \mid \hat{E}_1, \hat{E}_2(u)) = o(1/n).
\]

The assertion follows now straightforwardly: with high probability, we have
\[
\sum_v M_{uv}^c \leq \frac{1}{E \hat{D}_u} \frac{1}{E \hat{D}_v} X_u
\]
\[
\leq \frac{1}{E \hat{D}_u} \frac{1}{E \hat{D}_v} \epsilon(n) \omega(n)
\]
\[
= o\left(\frac{\epsilon(n)}{\omega(n)}\right).
\]

Now $\tilde{D} = \mathcal{O}(\omega(n))$, since $\frac{D^2_2(n)}{D(n)} = \Omega(\log(n))$. Consequently, due to the choice of $\epsilon(n)$ in (4.36),
\[
\rho(M^c) = \mathcal{O}\left(\frac{\epsilon(n)}{\omega(n)}\right) = \mathcal{O}\left(\frac{1}{\log^{1/3}(n)}\right) \frac{1}{\tilde{D}(n)} = o(n) \frac{1}{\tilde{D}(n)}.
\]

The first step, i.e. demonstrating equation (4.38), is easily carried out: Fix $u \in V$ and use Bernstein’s inequality (A.0.7) to verify the bound
\[
P\left(\left| \frac{E \hat{D}_u - \hat{D}_u}{E \hat{D}_u} \right| > 1/2 \right) \leq 2\exp\left(-\frac{3}{26} E\left[\hat{D}_u\right]\right).
\]
Now, for $n$ large enough, $\mathbb{E}\hat{D}_u \geq MC_{B,M} \log n$, and by assumption, $C_{B,M}$ from (4.5) is so large that $\frac{3}{25} \mathbb{E} [\hat{D}_u] > 2 \log(n)$. Hence,

$$\mathbb{P} \left( 1/2 \mathbb{E}\hat{D}_u \leq \hat{D}_u \leq 3/2 \mathbb{E}\hat{D}_u \right) \geq 1 - 2/n^2.$$

We proceed with the second step, i.e., (4.40). Put $\overline{M} = \max_i \overline{M}_i$, $\overline{B} = \max_{i,j} B_{ij}$. Set $C = \max \{ 1/2 \overline{M}, 5 \overline{M}^2, \overline{B} \}$. Consider, conditional on $\hat{D}_u \leq 2 \mathbb{E}\hat{D}_u$,

$$\sum_{x,y \in N(u)} A_{xy} = \sum_{x,y \in N(u)} \text{Ber} \left( B_{\sigma_x, \sigma_y} \frac{\phi_{x\phi_{y\omega}(n)}}{g(n)} \right) \leq \text{Bin} \left( 4(\mathbb{E}\hat{D}_u)^2, \overline{B} \frac{\phi_{x\phi_{y\omega}(n)}}{g(n)} \right) \leq \text{Bin} \left( 5 \overline{M}^2 \phi_n^2 \omega^2(n), \overline{B} \frac{\phi_{x\phi_{y\omega}(n)}}{g(n)} \right) \leq \text{Bin} \left( 5 \overline{M}^2 \phi_n^2 \omega^2(n), \frac{\phi_{x\phi_{y\omega}(n)}}{g(n)} \right) \leq \text{Bin} \left( C \phi_n^2 \omega^2(n), C \frac{\phi_{x\phi_{y\omega}(n)}}{g(n)} \right),$$

where $\phi_u$ and $g(n)$ are defined in (4.26), respectively (4.28). We now show that

$$\mathbb{P} \left( \text{Bin} \left( C \phi_n^2 \omega^2(n), C \frac{\phi_{x\phi_{y\omega}(n)}}{g(n)} \right) \geq \frac{1}{2} \epsilon(n) \omega(n) \right) = o(1/n).$$

First, note that

$$\mathbb{P} \left( \text{Bin} \left( C \phi_n^2 \omega^2(n), C \frac{\phi_{x\phi_{y\omega}(n)}}{g(n)} \right) \geq \frac{1}{2} \epsilon(n) \omega(n) \right) \leq \left( C \frac{\phi_{x\phi_{y\omega}(n)}}{g(n)} \right) \frac{1}{2} \epsilon(n) \omega(n) \leq \exp \left( -\frac{1}{2} \epsilon(n) \omega(n) \log \left( \frac{2C \phi_n^2 \omega^2(n)}{\epsilon(n)} \right) \right).$$

Using that $\binom{n}{k} \leq \left( \frac{2e}{k} \right)^k$, we have

$$\left( C \phi_n^2 \omega^2(n) \right) \frac{1}{2} \epsilon(n) \omega(n) \leq \exp \left( -\frac{1}{2} \epsilon(n) \omega(n) \log \left( \frac{2C \phi_n^2 \omega^2(n)}{\epsilon(n)} \right) \right) \leq \exp \left( \frac{c}{2} \epsilon(n) \omega(n) \log (g(n)) + \frac{1}{2} \epsilon(n) \omega(n) \log (2Ce) \right),$$

where $c < \frac{1}{2}$ from (4.5) is such that $\frac{\phi_{x\phi_{y\omega}(n)}}{g(n)^{1/3}(n)^{n\epsilon}} \rightarrow 0$ (and thus $\frac{\phi_{x\phi_{y\omega}(n)}}{g(n)^{1/3}(n)^{n\epsilon}} \leq \epsilon(n)$, since $g(n) = \Theta(n)$ in the particular setting of this lemma). Write

$$\left( C \frac{\phi_{x\phi_{y\omega}(n)}}{g(n)} \right) \frac{1}{2} \epsilon(n) \omega(n) = \exp \left( -\frac{1}{2} \epsilon(n) \omega(n) \log \left( \frac{(g(n))^{1/3}(n)^{n\epsilon}}{C \phi_n^2 \omega^2(n)} \right) \right) \leq \exp \left( -\frac{1}{2} \epsilon(n) \omega(n) \log \left( (g(n))^{1/3} \right) \right),$$
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if \( n \) large enough. Combining these estimates, we see that (4.42) may be bounded from above by

\[
\exp \left( -\frac{1 - 2c}{2} \epsilon(n) \omega(n) \log (g(n)) + \frac{1}{2} \epsilon(n) \omega(n) \log (2Ce) \right) \\
\leq \exp \left( -\frac{1 - 2c}{4} \epsilon(n) \omega(n) \log (g(n)) \right),
\]

since \( g(n) \geq n \gg 2Ce \). Finally, since \( 1 - 2c \leq 2 \), for large \( n \),

\[
\mathbb{P}(\mathcal{E}_2) = 1 - \mathbb{P} \left( \sum_{x,y \in \mathcal{N}(u)} A_{xy} \geq \frac{1}{2} \epsilon(n) \omega(n) \right) \\
\geq 1 - e^{-\mathbb{E}(g^2(n))} \geq 1 - \frac{1}{n^2},
\]

that is (4.40).

We proceed with the last step, i.e., establishing (4.41). Write,

\[
X_u = \sum_{v \in \mathcal{N}(u)} Z_v + \sum_{v \in \mathcal{N}(u)} Z_v.
\]

We already know from (4.40) that the first sum is smaller than \( \frac{1}{2} \epsilon(n) \omega(n) \), with high probability. The variables in the second sum, \( \{Z_v\}_{v \in \mathcal{N}(u) \cap \mathcal{N}(u) = \emptyset} \), are independent. For such a vertex \( v \in \mathcal{N}(u) \) that has no neighbour with \( u \) in common, we have \( \hat{D}_v = d'_v + 1 \), where

\[
d'_v = \sum_{x \notin \mathcal{N}(u), x \neq u} \text{Ber} \left( B_{\sigma_x} \hat{D}_v \frac{D_x}{nD} \right),
\]

the degree of \( v \) outside \( \mathcal{N}(u) \cup \{u\} \). We show that \( v \) is a good vertex with high probability, by proving that \( d'_v \) concentrates on its mean which on its turn is close to \( \mathbb{E} \left[ \hat{D}_v \right] \). Firstly, define

\[
\mathbb{E}_v[\cdot] := \mathbb{E} \left[ \cdot \mid \mathcal{N}(u), \mathcal{E}_2, \hat{D}_u \leq 2\mathbb{E} \left[ \hat{D}_u \right] \right],
\]

then

\[
\mathbb{E}_v[d'_v] = \sum_{x \notin \mathcal{N}(u), x \neq u} B_{\sigma_x} \hat{D}_v \frac{D_x}{nD} \\
= \sum_{x \neq v} B_{\sigma_x} \frac{D_v D_x}{nD} - \sum_{x \in \mathcal{N}(u) \cup \{u\}, x \neq v} B_{\sigma_x} \frac{D_v D_x}{nD} \\
\geq \mathbb{E} \left[ \hat{D}_v \right] - O \left( \frac{\phi^2 \omega(n)}{g(n)} \right) \mathbb{E} \left[ \hat{D}_u \right] \\
= \mathbb{E} \left[ \hat{D}_v \right] - O \left( \frac{\phi^2 \omega^2(n)}{g(n)} \right) \\
= \mathbb{E} \left[ \hat{D}_v \right] - o_n(1).
\]

Secondly, we use Bernstein’s inequality (A.0.7) to prove that \( d'_v \) concentrates around
Hence each vertex $v$.

Proof of Lemma 4.6.6. All matrices in

\[
\mathbb{E} \left[ \hat{D}_v \right] \text{upto a factor } \epsilon(n) \text{ as in (4.36):
}

\[
\mathbb{P} \left( d_v' \geq (1 + \epsilon(n))\mathbb{E} \hat{D}_v \left| \mathcal{N}(u), \mathcal{E}_2, \hat{D}_u \leq 2\mathbb{E} \left[ \hat{D}_u \right] \right. \right) \\
\leq \exp \left( -\frac{(\epsilon(n)\mathbb{E}_s d_v' + (1 + \epsilon(n))o(n(1))^2)}{2 (\mathbb{E}_s d_v' + 1/3 \epsilon(n)\mathbb{E}_s d_v' + (1 + \epsilon(n))o(n(1)))} \right) \\
\leq \exp \left( -\frac{(\epsilon(n)\mathbb{E}_s d_v')^2 (1 + o(n(1)/\epsilon(n)\mathbb{E}_s d_v'))}{4\mathbb{E}_s d_v'} \right) \\
\leq \exp (-C\epsilon^2(n)\log(n)) ,
\]

where we redefined $C = \frac{1}{8}$. Similarly,

\[
\mathbb{P} \left( d_v' \leq (1 - \epsilon(n))\mathbb{E} \hat{D}_v \left| \mathcal{N}(u), \mathcal{E}_2, \hat{D}_u \leq 2\mathbb{E} \left[ \hat{D}_u \right] \right. \right) \leq \exp (-C\epsilon^2(n)\log(n)) .
\]

Hence each vertex $v \in \mathcal{N}(u)$ that has no neighbour with $u$ in common is thus a good vertex with probability $2\exp (-C\epsilon^2(n)\log(n))$. Consequently, conditional on $\mathcal{N}(u), \mathcal{E}_2, \hat{D}_u \leq 2\mathbb{E} \left[ \hat{D}_u \right],$

\[
\sum_{v \in \mathcal{N}(u) : \mathcal{N}(v) \cap \mathcal{N}(u) = \emptyset} Z_v \leq \text{Bin} \left( 2\mathbb{E} \hat{D}_u, 2\exp (-C\epsilon^2(n)\log(n)) \right),
\]

We have,

\[
\mathbb{P} \left( \text{Bin} \left( 2\mathbb{E} \hat{D}_u, 2\exp (-C\epsilon^2(n)\log(n)) \right) \geq \frac{1}{2} \epsilon(n)\mathbb{E} \hat{D}_u \right) \\
\leq \left( \frac{2\mathbb{E} \hat{D}_u}{\frac{1}{2} \epsilon(n)\mathbb{E} \hat{D}_u} \right) \left( 2\exp (-C\epsilon^2(n)\log(n)) \right)^{\frac{1}{2} \epsilon(n)\mathbb{E} \hat{D}_u} \\
\leq \left( \frac{4e}{\epsilon(n)} \right)^{\frac{1}{2} \epsilon(n)\mathbb{E} \hat{D}_u} \left( 2\exp (-C\epsilon^2(n)\log(n)) \right)^{\frac{1}{2} \epsilon(n)\mathbb{E} \hat{D}_u} \\
= \exp \left( \frac{1}{2} \epsilon(n)\mathbb{E} \hat{D}_u \left( \log \frac{8e}{\epsilon(n)} - C\epsilon^2(n)\log(n) \right) \right) \\
= o(1/n),
\]

since $\epsilon(n) = 1/\log^{1/3}(n)$. Hence,

\[
\mathbb{P} \left( X_u > \frac{1}{2} \epsilon(n) \left( \omega(n) + \mathbb{E} \hat{D}_u \right) \left| \mathcal{E}_1, \mathcal{E}_2 \right. \right) = o(1/n).
\]

The last step ((4.41)) is completed by noting that $\omega(n) = O \left( \mathbb{E} \hat{D}_u \right)$.

\[\square\]

Proof of Lemma 4.6.6. All matrices in

\[
W = (\hat{H} - H) + (H - \mathbb{E} [H]) + (\mathbb{E} [H] - P),
\]

are real and symmetric, hence, combining Lemmas 4.6.1 - 4.6.5,

\[
\rho(W) \leq \rho(\hat{H} - H) + \rho(H - \mathbb{E} [H]) + \rho(\mathbb{E} [H] - P) = o_n(1) \frac{1}{\hat{D}(n)}.
\]
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Employing Lemma A.0.5 gives that to each eigenvector $\hat{x}$ of $\hat{H} = P + W$ corresponds an eigenvector $x$ of $P$ such that

$$\hat{x} \cdot x \geq \sqrt{1 - \left(\frac{\rho(W)}{\Delta(P)}\right)^2} = 1 - O\left(\left(\frac{\rho(W)}{\Delta(P)}\right)^2\right) = 1 - o_n(1),$$

since $\Delta(P) = \Omega\left(1/\sqrt{T(n)}\right)$. \hfill $\square$

**Proof of Lemma 4.6.7.** Invoking Lemma 4.6.6, to each $\hat{x}_i$ (with eigenvalue $\hat{\lambda}_i$) there exists a normed eigenvector $x_i$ (with eigenvalue $\lambda_i$) of $P$ such that

$$\hat{x}_i \cdot x_i = 1 - f_i(n), \quad (4.44)$$

with $f_i(n) = o_n(1)$. We claim that all $\lambda_i$ are larger than zero (note that we refer here to a set of $\hat{L}$ eigenvalues). This can be seen as follows: From Lemma 4.6.1 we know that the first $L$ eigenvalues of $P$ are of order $1/\sqrt{T(n)}$ and all other eigenvalues are zero. By Lemma A.0.5, $|\lambda_i - \hat{\lambda}_i| \leq \rho(W) \ll 1/\sqrt{T(n)}$, hence the first $L$ eigenvalues of $\hat{H}$ are also of order $\Omega\left(1/\sqrt{T(n)}\right) - O(\rho(W)) = \Omega\left(1/\sqrt{T(n)}\right)$, and the other $n - L$ are of order $O(\rho(W))$. Now, the $\hat{L}$ eigenvalues of $\hat{H}$ that are picked in Step 1 of Algorithm 1 are precisely those whose absolute eigenvalue exceeds $f(n)/\hat{D}_{\text{average}} = \Omega\left(f(n)/\hat{D}\right) \gg \rho(W)$, by construction of $f$ in Section 3. Hence those eigenvalues must necessarily be of order $\Omega\left(1/\sqrt{T(n)}\right)$ (i.e., they are indeed non-zero) and $L = \hat{L}$ with high probability.

Since $x_i$ corresponds to a non-zero eigenvalue, it follows from the proof of Lemma 4.6.1 that $x_i$ is constant on each block, i.e., $x_i(u) = x_i(v)$ if $\sigma_u = \sigma_v$. Let $x_i^{(k)}$ be the value of $x_i$ on block $k \in S$. Put

$$t_k = \sqrt{n}(x_1^{(k)}, \ldots, x_L^{(k)}). \quad (4.45)$$

Then,

$$1/n \left| \{ u \in V : \|\sqrt{n}\hat{x}_u - t_{\sigma_u}\|^2 \geq T^2 \} \right| \leq \frac{1}{nT^2} \sum_{m=1}^{n} \|\sqrt{n}\hat{x}_u - t_{\sigma_u}\|^2$$

$$= 1/T^2 \sum_{u=1}^{n} \| (\hat{x}_1^{(u)}, \ldots, \hat{x}_L^{(u)}) - (x_1^{(\sigma_u)}, \ldots, x_L^{(\sigma_u)}) \|^2$$

$$= 1/T^2 \sum_{k=1}^{L} \|\hat{x}_k - x_k\|^2$$

$$= 1/T^2 \sum_{k=1}^{L} f_k(n),$$

to finish the proof, let $T = \left(\sum_{k=1}^{L} f_k(n)\right)^{1/3} = O\left(\left(\frac{\rho(W)}{\sum_{i=1}^{T} T}\right)^{2/3}\right) = o_n(1)$. \hfill $\square$

**Proof of Lemma 4.6.8.** Below we shall make a spectral decomposition in terms of $L$ orthonormal eigenvectors of $Z$ that span the union of all eigenspaces corresponding to non-zero eigenvalues. Recall from the proof of Lemma 4.6.1 how we can obtain the eigenvectors of $Z$ from the eigenvectors of $P$.

Recall that by construction $\{\hat{x}_i\}_{i=1}^{L}$ are orthonormal eigenvectors of $\hat{H}$ corresponding to non-zero eigenvalues spanning an $L$ dimensional space. Recall further from the proof of Lemma 4.6.7 that the corresponding eigenvectors $\{x_i\}_{i=1}^{L}$ of $P$
are associated with non-zero eigenvalues. Lemma A.0.5 (ii) entails that the space spanned by those \( \{x_i\}_{i=1}^L \) has also dimension \( L \). And Lemma 4.6.6 implies that \( \{x_i\}_{i=1}^L \) become an orthonormal set for \( n \) tending to infinity (because they become more and more aligned with the orthonormal set \( \{\tilde{x}_i\}_{i=1}^L \)).

Let, as in the proof of Lemma 4.6.7, \( x_i^{(k)} \) be the value of \( x_i \) on block \( k \in S \). Note that \( \sum_k n \alpha_k(x_i^{(k)})^2 = 1 \) for \( i \in \{1, \ldots, L\} \). Putting \( y_i = \sqrt{n}(x_i^{(1)}, \ldots, x_i^{(K)})^T \), we see that each \( y_i \) is a \textit{normalized} eigenvector of \( Z \) in the sense that \( \sum_k \alpha_k(y_i(k))^2 = 1 \).

Now, assume for a contradiction that \( |t_k - t_l| \to 0 \) as \( n \to \infty \):

\[
\sum_{i=1}^L |\sqrt{n}x_i^{(k)} - \sqrt{n}x_i^{(l)}|^2 = \sum_{i=1}^L |y_i(l) - y_i(k)|^2 \to 0. \tag{4.46}
\]

We conclude that there exist orthonormal eigenvectors of \( Z \), \( \{\overline{y}_1, \ldots, \overline{y}_L\} \), (with eigenvalues \( \{\lambda_i\}_{i=1}^L \) after a possible relabelling of indices), that span the range of \( Z \), such that

\[
\overline{y}_u(k) = \overline{y}_u(l)
\]

for all \( u \). The other \( K - L \) eigenvectors have zero as an eigenvalue.

To proceed, consider matrix

\[
N = (\sqrt{\alpha_u} \frac{B_{uv}}{M_u M_v} \sqrt{\alpha_v})_{u,v}.
\]

If \((x(1), \ldots, x(K))^T \) is an eigenvector of \( Z \) then \((\sqrt{\alpha_1}x(1), \ldots, \sqrt{\alpha_K} x(K))^T \) is an eigenvector of \( N \), as is easily verified. Hence \( N \) has \((\sqrt{\alpha_1} \overline{y}_1(1), \ldots, \sqrt{\alpha_K} \overline{y}_K(K))_{i=1}^L \) as eigenvectors corresponding to non-zero eigenvalues and \( K - L \) eigenvectors with 0 as eigenvalue (which do not contribute to the spectral decomposition of \( N \)). Hence

\[
N = \left( \sum_{l=1}^L \sqrt{\alpha_u} \overline{y}_l(u) \lambda_l \sqrt{\alpha_v} \overline{y}_l(v) \right)_{u,v}.
\]

Thus, for all \( u \),

\[
\frac{B_{iu}}{M_i M_u} = \sum_m \overline{y}_m(k) \lambda_m \overline{y}_m(u) = \sum_m \overline{y}_m(l) \lambda_m \overline{y}_m(u) = \frac{B_{lu}}{M_l M_u},
\]

violating assumption 4.25. \( \square \)

### 4.7.2 Comparison to spectral analysis on the adjacency matrix

**Proof of Theorem 4.4.1.** This proof leans strongly on ideas borrowed from [90], where graphs \textit{without} a community-structure are considered. Parts of their proof carry through for the DC-SBM considered here. Note that \( \lim_{n \to \infty} g(n)/n = 1 \).

By definition, we require without lose of generality \( D_1 \leq D_2 \leq \cdots \leq D_n \). However, we obtain the same graph (with now a decreasing degree-sequence) by a rearrangement of indices, if we put

\[
\phi_u = \begin{cases} 
\phi_u & \text{if } u \leq 1 \leq k = n^\beta \\
1 & \text{if } u > n^\beta,
\end{cases} \tag{4.47}
\]

where \( \phi_1 = n^{\gamma + \beta} \), and \( D_u = \phi_u \omega(n) \) (with \( \omega \) as in (4.27)).

\[
\sigma_u = \begin{cases} 
1 & \text{if } u \leq \frac{n^\beta}{2} \\
2 & \text{if } u > \frac{n^\beta}{2},
\end{cases} \tag{4.48}
\]
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Denote a sample of the random graph by $G$. We decompose $G$ into the following graphs (exactly as in [90]):

- $G_1$, which is a union of vertex disjoint stars $S_1, \ldots, S_k$. Star $S_u$ has as its center node $u$ and as leaves those vertices from among $\{k+1, \ldots, n\}$ adjacent to $u$, but not adjacent to $\{1, \ldots, u-1\}$;
- $G'_1$ is the graph consisting of all edges of $G$ with one endpoint in $\{1, \ldots, k\}$ and the other endpoint in $\{k+1, \ldots, n\}$, except for those edges in $G_1$;
- $G_2$ is the subgraph of $G$, which is induced by $\{1, \ldots, k\}$;
- $G_3$ is the subgraph of $G$, which is induced by $\{k+1, \ldots, n\}$.

Further, let $F_u$ be the subset of vertices in $\{k+1, \ldots, n\}$ that are adjacent to $\{1, \ldots, u-1\}$ and let $C$ be a constant, independent of $n$, whose value might change along the course of the proof.

We claim that $d_u$, the degree of vertex $u$ in $G_1$, concentrates around its mean. Indeed, consider

$$\hat{d}_u = \sum_{l=k+1}^n \text{Ber} \left( \frac{D_u D_l}{g(n) \omega(n)} B_{\sigma_v \sigma_l} \right) - \sum_{l \in F_u} \text{Ber} \left( \frac{D_u D_l}{g(n) \omega(n)} B_{\sigma_v \sigma_l} \right),$$

where $g$ is defined in (4.28). Then,

$$d_u = \mathbb{E} \left[ \hat{d}_u \right] \geq \frac{\omega(n) \phi_u}{g(n)} \left( \sum_{l=k+1}^n B_{\sigma_v \sigma_l} - C \mathbb{E} \left[ |F_u| \right] \right),$$

which we bound from below by estimating $\mathbb{E} \left[ |F_u| \right]$, for $u \leq k = n^{\beta}$: For large enough $n$,

$$\mathbb{E} \left[ |F_u| \right] = \sum_{l=k+1}^n \sum_{v=1}^{u-1} \frac{D_l D_v}{\omega(n) g(n)} B_{\sigma_v \sigma_l} \leq C \frac{\omega(n) \phi_1}{g(n)} \sum_{l=k+1}^n \sum_{v=1}^{u-1} \frac{1}{v} \leq C \omega(n) \phi_1 \frac{n-n^{\beta}}{g(n)} n^{\beta} \leq C \omega(n) n^{\gamma+2\beta},$$

after recalling the special choice for the degree sequence.

Consequently, we have

$$\frac{n}{g(n)} \frac{B_{11} + B_{12}}{2} D_u \geq d_u \geq \frac{n}{g(n)} \frac{B_{11} + B_{12}}{2} D_u \left( \frac{\omega(n) n^{\gamma+2\beta}}{g(n)} \right).$$

Invoking large deviation theory on $\hat{d}_u$ (which is a sum of Bernoulli random variables), we deduce that

$$\mathbb{P} \left( |\hat{d}_u - d_u| > \sqrt{c' d_u \log n} \right) \leq 2/n^{c'/4}, \quad (4.49)$$

For $c' > 0$ a constant. We take $c' = 8$ to establish (4.49) uniformly over all vertices.

We next investigate $\Delta(G_1)$, the smallest gap between different eigenvalues of $G_1$. This graph is the union of vertex disjoint stars with degree $\hat{d}_u$ so that its spectrum is given by

$$\{ \pm \sqrt{\hat{d}_1 - 1}, \ldots, \pm \sqrt{\hat{d}_k - 1} \}.$$
We claim that
\[ \Delta(G_1) \geq C \sqrt{\omega(n)} n^{2+\beta} \rightarrow \infty \] (4.50)
with high probability. Indeed, define
\[ x_u^\pm = d_u \pm \sqrt{c_d \log n}, \]
and note that with high probability \( \hat{d}_u \geq x_u^- \) and \( \hat{d}_{u+1} \leq x_{u+1}^+ \). To investigate the difference \( x_u^+ - x_{u+1}^- \), we first bound \( d_u - d_{u+1} \) from below:
\[
d_u - d_{u+1} \geq \frac{B_{11} + B_{12}}{2} \omega(n) \phi_1 \left( \frac{n/g(n)}{u(u+1)} - C \frac{\omega(n) n^{\gamma+2\beta}}{n} \frac{1}{u} \right)
\]
\[
= \frac{B_{11} + B_{12}}{2} \omega(n) \phi_1 \left( \frac{n/g(n)}{u+1} - C \frac{\omega(n) n^{\gamma+2\beta}}{n} \right)
\]
\[
\geq \frac{B_{11} + B_{12}}{4} \omega(n) \phi_1 \frac{1}{n^\beta} \frac{1}{n^{2\beta}}
\]
\[
= \frac{B_{11} + B_{12}}{4} \omega(n) n^{\gamma-\beta}
\]
Next we show that the \( \sqrt{d_u \log n} \) terms are negligible:
\[
\sqrt{d_u \log n} \leq \sqrt{\frac{B_{11} + B_{12}}{2} n/g(n) D_u \log n}
\]
\[
\leq C \sqrt{\omega(n) \log(n) n^{\gamma+\beta}}
\]
\[
\leq C \omega(n) n^{2+\beta}
\]
\[
\ll \omega(n) n^{\gamma-\beta},
\]
due to (4.12). Hence,
\[
x_u^- - x_{u+1}^+ \geq C \omega(n) n^{\gamma-\beta}.
\]
As a consequence,
\[
\Delta(G_1) \geq \min_{u \in \{1, \ldots, k\}} \left( \sqrt{d_u} - 1 - \sqrt{d_{u+1}} - 1 \right)
\]
\[
\geq \min_{u \in \{1, \ldots, k\}} \left( \sqrt{x_u^-} - 1 - \sqrt{x_{u+1}^+} - 1 \right)
\]
\[
= \min_{u \in \{1, \ldots, k\}} \left( \frac{x_u^- - x_{u+1}^+}{\sqrt{x_u^-} - 1 + \sqrt{x_{u+1}^+} - 1} \right)
\]
\[
\geq C \frac{\omega(n) n^{\gamma-\beta}}{\sqrt{\omega(n) n^{2+\beta}}}
\]
\[
= C \sqrt{\omega(n) n^{2+\beta}},
\]
that is (4.50).
We continue with an inspection of $G'_1$, that is, we focus on $\hat{m}_u = \hat{D}_u|G'_1$, the degree of vertex $u$ in $G'_1$, and show that

$$\hat{m}_u \leq 2c\log n,$$  \hspace{1cm} (4.51)

with high probability (here, $m_u$ is the expectation of $\hat{m}_u$). We shall use this in combination with the fact that the spectral radius of a graph is bounded by its largest degree.

Write

$$\hat{m}_u = \sum_{i \in F_u} \text{Ber} \left( \frac{\phi_i \omega(n)}{g(n)} B_{1\sigma_i} \right).$$

This expression allows us to deduce an upperbound for $m_u$,

$$m_u = \mathbb{E} \left[ \hat{m}_u \right] \leq C \mathbb{E} \left[ F_u \right] \frac{\phi_i \omega(n)}{g(n)} \leq C\omega(n)n^{\gamma+2\beta}n^{\gamma+\beta} \frac{1}{u} \frac{\omega(n)}{g(n)} \leq C\omega^2(n) \frac{n^{2\gamma+3\beta}}{n},$$

which tends to zero due to (4.11). Standard bounds for Bernoulli random variables give

$$\mathbb{P} \left( |m_u - \hat{m}_u| \leq c\log n \right) \leq 2 \exp \left( - \frac{(c\log n)^2}{2(m_u + c\log(n)/3)} \right) \leq 2 \exp \left( - \frac{1}{4} c\log n \right) = \frac{2}{n^{c/4}}.$$

We conclude that, with probability at least $1 - \frac{2}{n^c}$,

$$\hat{m}_u \leq m_u + c\log n \leq 2c\log n,$$

i.e., (4.51) holds. An identical estimate holds when $u > k$.

We next bound the number of edges in $G_2$, denoted by $E(G_2)$. The square root of $E(G_2)$ is an upper bound for the spectral radius of $G_2$.

$$\mathbb{E} \left[ |E(G_2)| \right] = C \sum_{u=1}^{k} \sum_{v=1}^{k} \frac{\phi_u \phi_v \omega(n)}{g(n)} \leq Cn^{\gamma+\beta}n^{\gamma+\beta} \frac{\omega(n)}{g(n)} \leq Cn^{2\gamma+4\beta} \frac{1}{n},$$

vanishing for large $n$. Again, upon invoking standard large deviation theory, we have, with probability at least $1 - \frac{2}{n^c}$

$$\mathbb{E} \left[ |E(G_2)| \right] \leq 2c\log n.$$  \hspace{1cm} (4.52)

Consider the degree of a vertex $u > k$ in $G_3$,

$$\mathbb{E} \left[ \hat{D}_u|G_3 \right] = \sum_{v=k}^{n} \frac{\phi_u \phi_v \omega(n)}{g(n)} B_{\sigma_v, \sigma_u} \leq C\frac{\omega(n)}{g(n)} n \leq C\omega(n).$$

Hence,

$$\mathbb{P} \left( \hat{D}_u|G_3 > C\omega(n) + \sqrt{c\log(n)C\omega(n)} \right) \leq \frac{2}{n^{c/4}}.$$  \hspace{1cm} (4.53)

Combining these observations leads to our assertion that the first $k$ eigenvectors of $A$ become undistinguishable of those of the $k$ stars, when $n$ tends to infinity. Indeed, split $A$ according to the described graph-composition:

$$A = A|G_1 + A|G_1 + A|G_2 + A|G_3,$$

and note that the spectral radii of $A|G_1$, $A|G_2$, and $A|G_3$ vanish in the presence of $\Delta(G_1)$. This follows because (as mentioned above) for any graph its spectral radius
is bounded by the minimum of its largest degree and the square root of its number of edges. Hence, due to (4.51) - (4.53),
\[ \rho(A_{|G_1'}) \leq 2c' \log n, \]
\[ \rho(A_{|G_2}) \leq \sqrt{2c' \log n}, \]
and
\[ \rho(A_{|G_3}) \leq C\omega(n) + \sqrt{c' \log(n)C\omega(n)}, \]
with high probability. All those three bounds vanish indeed upon division by \( \Delta(G_1) \geq C\omega(n) n^{\frac{\gamma-3}{2}} \). Lemma A.0.5 finishes the proof. \( \square \)

### 4.7.3 Interpretation of the conditions

**Proof of Remark 4.5.1.** Assume,
\[ \frac{B_{ij}}{M_i} = \frac{B_{ij}}{M_I} \]
then,
\[ \frac{B_{ij}}{M_iM_j} = \frac{B_{ij}}{M_iM_j}. \] (4.54)

Now, put \( \bar{\phi}_i = \frac{1}{\alpha_i} \sum_{\sigma_u = i} \phi_u \), then
\[ \frac{B_{ij}}{M_iM_j} = \frac{\alpha_i \bar{\phi}_i \alpha_j \bar{\phi}_j}{\alpha_i \bar{\phi}_i M_iM_j \alpha_j \bar{\phi}_j}. \]

We give a probabilistic interpretation to the terms appearing in the denominator:

\[ n\alpha_i \bar{\phi}_i M_i = n\alpha_i \sum_{k=1}^K \sum_{u: \sigma_u = i} \phi_u B_{ik} \]
\[ = n\alpha_i \sum_{k=1}^K \alpha_k \bar{\phi}_k B_{ik} \]
\[ = \sum_{k=1}^K (n\alpha_i)(\alpha_k) \bar{\phi}_k B_{ik} \]
\[ = \sum_{k=1}^K \sum_{u: \sigma_u = i} \sum_{v: \sigma_v = k} \phi_u B_{ik} \]
\[ = \frac{n}{\omega(n)} \sum_{k=1}^K \sum_{u: \sigma_u = i} \sum_{v: \sigma_v = k} \mathbb{P}(l \leftrightarrow m) \]
\[ = \frac{n}{\omega(n)} \sum_{u: \sigma_u = i} \sum_{m=1}^n \mathbb{P}(l \leftrightarrow m) \]
\[ = \frac{n}{\omega(n)} \{ \text{expected total degree of vertices in community } i \}. \]
An inspection of the numerator reveals

\[ n\alpha \hat{\phi}_i B_{ij} \hat{\phi}_j n = \sum_{u: \sigma_u = i} \sum_{v: \sigma_v = j} \phi_u B_{ij} \phi_v \]

\[ = \frac{n}{\omega(n)} \sum_{u: \sigma_u = i} \sum_{v: \sigma_v = j} P(u \leftrightarrow v) \]

\[ = \frac{n}{\omega(n)} \{ \text{expected #edges between community } i \text{ and } j \} \quad (4.56) \]

**Proof of Lemma 4.5.3.** Assume first that for some \( i \) and \( l \) we have for all \( j \)

\[ \hat{B}_{ij} = \hat{B}_{lj} \]

and, for all \( u, v \),

\[ \frac{\phi_u B_{\sigma_u \sigma_v} \phi_v}{g(n)} = \frac{\hat{\phi}_u \hat{B}_{\sigma_u \sigma_v} \hat{\phi}_v}{\hat{g}(n)}, \]

with \( \phi_u \) defined in (4.26) and \( g \) in (4.28) (\( \hat{\phi}_u \) and \( \hat{g} \) are defined analogously). Fix \( j \). Let \( \alpha, \beta \) and \( \gamma \) be any indices such that \( \sigma_\alpha = i, \sigma_\beta = j \) and \( \sigma_\gamma = l \). Then,

\[ \frac{\hat{\phi}_\alpha \hat{B}_{ij} \hat{\phi}_\beta}{\hat{g}(n)} = \frac{\phi_\alpha \hat{B}_{ij} \phi_\beta}{g(n)} \Rightarrow \hat{B}_{ij} = \frac{\hat{\phi}_\alpha \hat{\phi}_\beta g(n)}{\phi_\alpha \phi_\beta \hat{g}(n)} \frac{\hat{B}_{ij}}{B_{ij}} \]

and

\[ \frac{\hat{\phi}_\gamma \hat{B}_{ij} \hat{\phi}_\beta}{\hat{g}(n)} = \frac{\phi_\gamma \hat{B}_{ij} \phi_\beta}{g(n)} \Rightarrow \hat{B}_{ij} = \frac{\hat{\phi}_\gamma \hat{\phi}_\beta g(n)}{\phi_\gamma \phi_\beta \hat{g}(n)} \frac{\hat{B}_{ij}}{\hat{B}_{ij}}, \]

implying that (since \( \hat{B}_{ij} = \hat{B}_{ij} \))

\[ B_{ij} = \frac{\hat{\phi}_\alpha \hat{\phi}_\beta g(n)}{\phi_\alpha \phi_\beta \hat{g}(n)} \hat{B}_{ij} = \frac{\hat{\phi}_\alpha \phi_\beta g(n)}{\phi_\alpha \hat{\phi}_\beta \hat{g}(n)} B_{ij}. \]

Since \( j \) was arbitrary, there exist \( c \) such that for all \( j \)

\[ B_{ij} = c B_{ij}, \]

hereby violating the identifiability condition, as pointed out in Remark 4.5.2, i.e.,

\[ \frac{B_{ij}}{M_i} = \frac{B_{ij}}{M_i}, \]

for all \( j \).

Now assume that (a) holds, that is

\[ \frac{B_{ij}}{M_i} = \frac{B_{ij}}{M_i}, \]

for all \( j \). Define for \( k, l \in S \) and \( u \in V \)

\[ \hat{B}_{kl} = \frac{1}{M_k} \frac{1}{M_l} B_{kl} \]

and

\[ \hat{\phi}_u = \phi(n) \phi_\mu M_\mu, \]
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where

\[ f(n) = \sum_v \phi_v M_{\sigma_v}. \]

Then,

\[ \hat{B}_{ij} = \frac{1}{M_i} \frac{1}{M_j} B_{ij} = \frac{1}{M_i} \frac{1}{M_j} \frac{1}{M_l} B_{ij} = \frac{1}{M_i} \frac{1}{M_j} M_{\sigma_i} M_{\sigma_j} B_{ij} = \hat{B}_{ij}, \]

and (as above, we define \( \hat{g} \) analogously to \( g \)),

\[
\frac{\hat{\phi}_u \hat{B}_{\sigma_{\sigma_v}} \hat{\phi}_v}{\hat{g}(n)} = \frac{1}{\sum_w f(n) \phi_w M_{\sigma_w}} \phi_u M_{\sigma_u} f(n) \frac{B_{\sigma_{\sigma_v}}}{M_{\sigma_u} M_{\sigma_v}} f(n) M_{\sigma_v} \phi_v \\
= \frac{\phi_u B_{\sigma_{\sigma_v}} \phi_v}{\sum_w \phi_w} \\
= \frac{\phi_u B_{\sigma_{\sigma_v}} \phi_v}{g(n)}.
\]

4.8 Directions for future research

4.8.1 Exact recovery

The obtained clustering here is almost-exact: only a vanishing fraction of nodes is mis-classified. It is plausible that an exact clustering could be obtained from this clustering, by using it as input to the "clean-up" algorithm presented in Section 7.2 of [1] or alternatively, Algorithm 2 in [93].

4.8.2 Non-constant \( B \)

In the underlying paper we assumed \( B \) to be a constant matrix. The current analysis could be extended to a setting where \( B \) is allowed to change with \( n \). We need however the existence of a constant \( \delta > 0 \) such that for all \( n \), \( \Delta(Z) \geq \delta \) for \( \hat{H} \) to concentrate. For identifiability we need the existence of some \( \epsilon > 0 \) such that for all \( i, j \) and \( n \),

\[ \max_{\tau} \left| \frac{B_{ij}}{M_{ij}} \neq \frac{B_{ij}}{M_{ij}} \right| \geq \epsilon. \]

4.8.3 Sparser graphs

The main issue with both the normalized adjacency matrix and the Laplacian is proving when those matrices concentrate around a deterministic matrix. For the Laplacian, if the degrees are of order \( \Omega(\log(n)) \), matrices concentrate according to [24]. But, if the minimum degree is of order \( o(\log(n)) \), the graph is seen to have some isolated vertices. Those contribute to multiple zeros in the spectrum: hence the matrix does not concentrate. There are multiple ways to overcome this issue, for instance removing the low-degree vertices or raising all the degrees. The latter strategy is proposed in [75] for the inhomogeneous Erdos-Renyi random graph (where edges are independently present with probabilities \( p_{uv} \) for \( \sum_{u,v} p_{uv} = 1 \)) and also in [106, 21] (see Section 4.4.4) for the DC-SBM. According to [75], for \( \tau \sim d \), with \( d = n \max_{uv} p_{uv} \), with high probability,

\[
\rho \left( L_{\tau} - \left( \mathbb{E}[D_{\tau}]^{-1/2} \mathbb{E}[A] \mathbb{E}[D_{\tau}]^{-1/2} \right) \right) = O \left( \frac{1}{\sqrt{d}} \right),
\]

where \( L_{\tau} \) is defined in (4.18).

Based on these observations, it might be fruitful to use \( \hat{H} \) on a graph where the degrees have been artificially inflated.
Chapter 5

Information-theoretical limits for the sparse DC-SBM

5.1 Introduction

As we alluded to in the last chapter, spectral methods break down when the graph becomes too sparse. In the sparse ordinary SBM (with parameters $a$ and $b$) it is known [92] that reconstructing the communities from a single observation of the random graph is information-theoretically impossible when $(a-b)^2 \leq 2(a+b)$.

In this chapter we extend results in [92] to the DC-SBM (with parameters $a, b$ and $\Phi^{(2)}$): We prove (using some ideas from [92]) that when $(a-b)^2 \Phi^{(2)} \leq 2(a+b)$, it is information-theoretically impossible to estimate the spins in a way positively correlated with the true community structure based only on a single observation of the graph without knowing the weights. Note the universality of this result: the threshold depends only on the weight distribution through its second moment.

5.2 Main results

Recall the definition of the DC-SBM (with parameters $a$, $b$ and weight distribution $\nu$) from Section 3, and denote its i.i.d. spins by $\{\sigma_u\}_u$, its i.i.d. weights by $\{\phi_u\}_u \sim \nu$ and the $k$-th moment of $\nu$ by $\Phi^{(k)}$. We assume that the weights are possibly heavy-tailed with exponent $\beta > 8$: for all large enough $k$,

$$
P(\phi_1 \geq k) = \nu([k, \infty)) \leq \frac{1}{k^\beta}.
$$

Before we precisely state our results, we define the notion of a positively correlated reconstruction, which is less stringent than quasi-exact recovery. The latter is not feasible since a positive fraction of the nodes are isolated, for which random guess is the only way to reconstruct them.

**Definition 5.2.1.** Let $G$ be an observation of the DC-SBM, with true communities $\{\sigma_u\}_{u=1}^n$. Further, let $\{\widehat{\sigma}_u\}_{u=1}^n$ be a reconstruction of the communities, based on the observation $G$. Then, we say that $\{\widehat{\sigma}_u\}_{u=1}^n$ is positively correlated with the true partition $\{\sigma_u\}_{u=1}^n$ if there exists $\delta > 0$ such that

$$
P\left( \frac{1}{n} \sum_{u=1}^n 1_{\{\sigma_u = \widehat{\sigma}_u\}} \geq \frac{1}{q} + \delta \right) \to 1,
$$

as $n \to \infty$.  
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The main result in this chapter is:

**Theorem 5.2.2.** Assume that \((a - b)^2 \Phi^{(2)} \leq q(a + b)\). Let \(G\) be an instance of the DC-SBM. Let \(u\) and \(v\) be uniformly chosen vertices in \(G\). Then, for any \(s \in \{1, \ldots, q\}\),

\[
P(\sigma_u = s | \sigma_v, G) \xrightarrow{p} \frac{1}{q},
\]

as \(n \to \infty\).

Thus, it is already impossible to estimate the spin of a random vertex given the spin of another vertex, which is an easier problem than reconstructing the group membership of strictly more than a fraction \(1/q\) of the vertices (as explained in Lemma 5.8.2):

**Theorem 5.2.3.** Let \(G\) be an observation of the DC-SBM with \((a - b)^2 \Phi^{(2)} \leq q(a + b)\). Then, no reconstruction \(\{\hat{\sigma}_u\}_{u=1}^n\) based on \(G\) is positively correlated with \(\{\sigma_u\}_{u=1}^n\).

We further introduce the following shorthand notation: \(\sigma = (\sigma_1, \ldots, \sigma_n)\) and \(\phi = (\phi_1, \ldots, \phi_n)\). For a subset \(U \subset \{1, \ldots, n\}\) of the vertices, we define \(\sigma_U = \{\sigma_u\}_{u \in U}\) and \(\phi_U = \{\phi_u\}_{u \in U}\). For a vertex \(\rho \in V\), and integer \(r \geq 0\), we denote by \(G_r(\rho)\) the \(r\)-neighbourhood of \(\rho\).

### 5.3 Proof heuristics

We argue now heuristically how one could obtain Theorem 5.2.2, its formal proof is deferred to the upcoming sections. For simplicity we restrict to the setting of two communities. The idea is to consider an even simpler problem: if we know the spins of all vertices at distance \(R\) away from \(u\) can we then deduce the sign of \(u\)? By noting that local neighbourhoods are w.h.p. tree-like, we can relate the DC-SBM to a reconstruction problem on trees. In a simplified form (see also [91]) this tree-reconstruction problem is given as follows: Consider a tree, where every node has \(d = a + b\) \(\Phi^{(2)}\) descendants and either a blue or a red color. With probability \(p = \frac{a - b}{a + b}\), a descendent inherits its parent’s color, and with probability \(1 - p\) its color is chosen uniformly at random. Given the colors of vertices at distance \(R\) away from the root, can we deduce the root’s color? We could use majority vote among the far-away vertices, but when is this informative? On average, \((dp)^R\) vertices have a color that has been copied along the chain from the root, the other vertices have a random (non-informative) color. Among the latter set, roughly half of them are red and half of them are blue, up to some fluctuations of size \(\sqrt{dR}\) (law of large numbers). Hence the fluctuations become so dominant that the information is lost when \(\sqrt{dR} \lesssim (dp)^R\), that is, \((a - b)^2 \Phi^{(2)} \leq 2(a + b)\).

We need however to make the following precise: We should show that long-range interactions are weak, so that the spin of \(v\) is indeed "shielded" away from \(u\) by the boundary spins at distance \(R\). Further, we need a careful analysis to couple local neighbourhoods to \(q\)-type branching processes where the offspring distribution follows a Poisson-mixture (i.e., local neighbourhoods are irregular). We finally need to study broadcasting on these general processes, which can be understood in terms of their branching number [41].

### 5.4 Description of \(q\)-type Poisson-mixture branching process

The branching process that we describe here plays a central role both in this chapter and in the chapter on the non-backtracking matrix. Before introducing it, we start with some heuristics.
Consider two vertices \( u \) and \( v \) connected by an edge (which we denote as \( u \sim v \)). What can we say about their spins and weights? Assume for simplicity that we consider the setting of only two types and that the weights are discrete random variables and let \( \psi_u, \psi_v \in W \), then
\[
\mathbb{P}(\sigma_u = \sigma_v, \phi_u = \psi_u, \phi_v = \psi_v | u \sim v) = \mathbb{P}(u \sim v | \sigma_u = \sigma_v, \phi_u = \psi_u, \phi_v = \psi_v) \mathbb{P}(\sigma_u = \sigma_v, \phi_u = \psi_u, \phi_v = \psi_v)
\]
\[
= \frac{a\psi_u\psi_v}{a+b} \cdot \frac{1}{2} \cdot \text{d}\nu(\psi_u) \cdot \text{d}\nu(\psi_v)
\]
\[
\sum_{u,v} \psi_u\psi_v \frac{a+b}{2} \text{d}\nu(\psi_u) \text{d}\nu(\psi_v)
\]
\[
= \frac{a}{a+b} \cdot \frac{\psi_u \text{d}\nu(\psi_u)}{\Phi(1)} \cdot \frac{\psi_v \text{d}\nu(\psi_v)}{\Phi(1)}.
\]
In other words, the conditional distribution of \( 1_{\{\sigma_u = \sigma_v\}} \), \( \phi_u \) and \( \phi_v \) factorizes into three independent parts. Note the size-bias in the weights: knowing that a vertex is not isolated makes it more likely to have a larger weight.

We thus expect the neighbours of a vertex to have their weights distributed according to the biased law \( y \nu^*(y) \). We also expect this to hold approximatively through the first so many generations. Indeed if \( n \) is large then the vertices not included in a neighbourhood have their weights only slightly biased with respect to \( \nu \) (because w.h.p. a vertex is not included in the neighbourhood anyway, as edge-probabilities scale with \( n^{-3/4} \)), so that we can apply the above inductively.

This leads us to the introduction of a branching process denoted by \( T^{\text{Poi}} \) and defined as follows. We begin with a single particle, the root \( o \), having spin \( \sigma_o \in \{1, \ldots, q\} \) and weight \( \phi_o \in W \subseteq [\phi_{\text{min}}, \infty) \) (which we take random). The root is replaced in generation 1 by \( \text{Poi}(\frac{2}{q}\Phi^{(1)}(\phi_o)) \) particles of spin \( \sigma_o \) and by \( \text{Poi}(\frac{2}{q}\Phi^{(1)}(\phi_o)) \) particles of spin \( s \) for each \( s \in \{1, \ldots, q\} \setminus \sigma_o \). Further, the weights of those particles are i.i.d. distributed following law \( \nu^* \); the size-biased version of \( \nu \), defined for \( x \in [\phi_{\text{min}}, \infty) \) by
\[
\nu^*(\Phi(x, y)) = \frac{1}{\Phi(1)} \int_{\phi_{\text{min}}}^{x} y d\nu(y).
\]
For generation \( t \geq 1 \), a particle with spin \( \sigma \) and weight \( \phi^* \) is replaced in the next generation by \( \text{Poi}(\frac{q-1}{q}\Phi^{(1)}(\phi^*)) \) particles with the same spin and \( \text{Poi}(\frac{2}{q}\Phi^{(1)}(\phi_o)) \) particles of each of the remaining \( q-1 \) spins. Again, the weights of the particles in generation \( t+1 \) follow in an i.i.d. fashion the law \( \nu^* \). The offspring-size of an individual is thus a Poisson-mixture with mean \( \frac{a+(q-1)b}{q}\Phi^{(2)} \).

### 5.5 General proof idea and outline

We first note that reconstruction is impossible when \( \frac{a+(q-1)b}{q}\Phi^{(2)} \leq 1 \), because in this regime there is no giant component\(^1\). Note further that \( \frac{a+(q-1)b}{q}\Phi^{(2)} \leq 1 \) already implies \((a-b)^2\Phi^{(2)} \leq q(a+b)\).

To establish (5.1) when \( \frac{a+(q-1)b}{q}\Phi^{(2)} > 1 \) and \((a-b)^2\Phi^{(2)} \leq q(a+b)\), we note that \( \text{Var}(E[\sigma_u | \sigma_v, G_v]) \) is asymptotically an upper bound for \( \text{Var}(E[\sigma_u | \sigma_v, G_v]) \), as

\(^1\)Indeed, the main result in [15] concerns the existence, size and uniqueness of the giant component. In particular, in the setting considered here, a giant component emerges if and only if \( \frac{a+(q-1)b}{q}\Phi^{(2)} > 1 \). We shall henceforth assume a giant component to emerge.
conditioning on the boundary spins $\sigma_{\partial G_n}$ of an $R$-neighbourhood around $u$ is more informative. Now, we can approximate $\Var(\mathbb{E} [\sigma_u | \sigma_v, \sigma_{\partial G_n}; G]) \simeq \Var(\mathbb{E} [\sigma_u | \sigma_{\partial G_n}, G])$, because long-range correlations in this model are weak (Lemma 5.8.1). Further, local neighbourhoods are w.h.p. tree-like, so that calculating the latter variance is equivalent to a certain tree-reconstruction problem discussed in Section 5.6. More specifically, we shall prove (Theorem 5.6.6) that reconstruction of the spin of the root in a $q$-type tree (with offspring following a Poisson-mixture) based on the spins at depth $R$ (where $R \to \infty$), is impossible when $(a - b)^2 \Phi(2) \leq q(a + b)$. Hence, $\Var(\mathbb{E} [\sigma_u | \sigma_{\partial G_n}, G]) \to 0$ as $R \to \infty$.

Section 5.6 deals with branching processes where the offspring is governed by a Poisson-mixture. The main theorem (i.e., Theorem 5.6.6) deals with a reconstruction problem on these branching processes.

In Section 5.7 we establish a coupling between the local neighbourhood and $T^{\text{Poi}}$. This result does not follow directly from the coupling in [15], because we need the weights in the graph and their counterparts in the branching process to be exactly the same.

Finally, in Section 5.8 we show that long-range interactions are weak. The proof of Lemma 5.8.1 is based on an idea in the proof of Lemma 4 in [92]. Note however that (besides the presence of weights) the statement of our Lemma 5.8.1 is slightly stronger than Lemma 4.7 in [92], see below for details.

### 5.6 Broadcasting on the branching process

Here we repeat without changes the definition of a Markov broadcasting process on trees given in [41, 92]. Let $T$ be an infinite tree with root $\rho$. Given a number $0 \leq \epsilon < 1/(q-1)$, define a random labelling $\tau \in \{1, \ldots, q\}^T$ as follows: First, draw $\tau_\rho$ uniformly in $\{1, \ldots, q\}$. Then, conditionally independently given $\tau_\rho$, take every child $u$ of $\rho$ and, then with probability $1-(q-1)\epsilon$ set $\tau_u = \tau_\rho$, and with probability $(q-1)\epsilon$ choose $\tau_u$ uniformly from $\{1, \ldots, q\} \setminus \tau_\rho$. Continue this construction recursively to obtain a labelling $\tau$ for which every vertex, independently, has probability $1-(q-1)\epsilon$ of having the same label as its parent and probability $\epsilon$ for each of the remaining spins.

Suppose that the labels $\tau_{\partial T_m}$ at depth $m$ in the tree are known (here, $\tau_{\partial U_i} = \{\tau_i : i \in U\}$ and $\partial T_m$ are all vertices at distance $m$ from the root). The paper [41] gives precise conditions in the case of two spins as to when reconstruction of the root label is feasible using the optimal reconstruction strategy (maximum likelihood), i.e., deciding according to the sign of $\mathbb{E} [\tau_\rho | \tau_{\partial T_m}]$. Interestingly, this is completely decided by the branching number of $T$ and the flip-probability $\epsilon$. The paper [95] extends the results in [41] to the case of a general number of spins. For completeness we state both theorems here.

**Definition 5.6.1.** The branching number of a tree $T$, denoted by $\text{Br}(T)$, is defined as follows:

- If $T$ is finite, then $\text{Br}(T) = 0$;
- If $T$ is infinite, then we define the branching number in terms of percolation. Suppose that we retain each edge in the tree independently with probability $p$. Then $\text{Br}(T)$ is the unique number such that: If $p < \frac{1}{\text{Br}(T)}$, then all components of the graph are finite a.s., while if $p > \frac{1}{\text{Br}(T)}$, then the graph has infinite components a.s.

Remark that [41] does not deal with the trivial case of finite trees. On such trees, $\text{Br}(T) = 0$ by convention. This makes sense because, for large $m$, $\partial T_m = \emptyset$, and consequently $\mathbb{P} (\tau_\rho = +|\tau_{\partial T_m}) = 1/q$. 
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Theorem 1.1 in [41] and Proposition 1.3 in [95] read, tailored to our needs:

**Theorem 5.6.2.** (Theorem 1.1 in [41]) For \( q = 2 \), consider the problem of reconstructing \( \tau_\rho \) from the spins \( \tau_{\partial T_n} \) at the \( m \)-th level of \( T \). Define \( \Delta_m \) as the difference between the probability of correct and incorrect reconstruction given the information at level \( m \):

\[
\Delta_m := \left| \mathbb{P} ( \tau_\rho = + | \tau_{\partial T_m} ) - \mathbb{P} ( \tau_\rho = - | \tau_{\partial T_m} ) \right|.
\]

If \( \text{Br}(T)(1 - 2\varepsilon)^2 > 1 \) then \( \lim_{m \to \infty} E \left[ \Delta_m \right] > 0 \).

If, however, \( \text{Br}(T)(1 - 2\varepsilon)^2 < 1 \) then \( \lim_{m \to \infty} E \left[ \Delta_m \right] = 0 \).

**Theorem 5.6.3** (Proposition 4.2 in [95]). For general \( q \geq 2 \), consider the problem of reconstructing \( \tau_\rho \) from the spins \( \tau_{\partial T_m} \) at the \( m \)-th level of \( T \). Define \( P_m \) as the conditional distribution of \( \tau_{\partial T_m} \) given \( \sigma_\rho = s \). Then, \( \lim_{m \to \infty} \| P_m - \Phi \|_{TV} = 0 \) if \( \text{Br}(T)(1 - 2\varepsilon)^2 \left( \frac{1 - \Phi^2(2)}{2} \right) < 1 \).

**Remark 5.6.4.** Note that if \( \text{Br}(T)(1 - 2\varepsilon)^2 \left( \frac{1 - \Phi^2(2)}{2} \right) < 1 \), then

\[
\mathbb{E} \left[ \left| \mathbb{P} ( \tau_\rho = i | \tau_{\partial T_m} ) - \mathbb{P} ( \tau_\rho = j | \tau_{\partial T_m} ) \right| \right] = \sum_A \mathbb{P} ( \tau_{\partial T_m} = A ) \left| \mathbb{P} ( \tau_\rho = i | \tau_{\partial T_m} = A ) - \mathbb{P} ( \tau_\rho = j | \tau_{\partial T_m} = A ) \right| \to 0,
\]

as \( m \to \infty \). Thus Theorem 5.6.3 implies Theorem 5.6.2.

Note that in these theorems the tree is fixed, compared to the setting in this paper where the multi-type branching process of Section 5.4 is considered. But, it can be easily seen that the spins on a fixed instance \( T \) of \( T^{\text{Poi}} \) are distributed according to the above broadcasting process.

We thus need to calculate the branching number of a typical instance \( T \):

**Proposition 5.6.5.** Consider the multi-type branching process \( T^{\text{Poi}} \), where the root has spin drawn uniformly from \( \{1, \ldots, q\} \) and weight governed by \( \nu \). Then, given the event that the branching process does not go extinct, \( \text{Br} (T^{\text{Poi}}) \leq \frac{a + (q - 1)b}{q} \Phi^{(2)}(2) \) almost surely.

Note that it can in fact be easily proved that \( \text{Br} (T^{\text{Poi}}) = \frac{a + (q - 1)b}{q} \Phi^{(2)}(2) \) almost surely, given that the process survives.

We conclude with the main theorem of this section.

**Theorem 5.6.6.** Consider the multi-type branching process \( T^{\text{Poi}} \), where the root has spin drawn uniformly from \( \{1, \ldots, q\} \) and weight governed by \( \nu \). Denote the branching process by \( T \) and its spins by \( \tau^n \). Further, let \( R \) be an unbounded non-decreasing function. Assume that \( (a - b)^2 \Phi^{(2)}(2) < q(a + b) \), then, for any \( s \in \{1, \ldots, q\} \),

\[
\mathbb{P} \left( \tau_\rho = s \big| T_{R(n)}, \tau_{\partial T_{R(n)}} \right) \xrightarrow{p} \frac{1}{q},
\]

as \( n \to \infty \).

**Proof.** Since \( \epsilon = \frac{b}{a + (q - 1)b} \), Proposition 5.6.5 gives that \( \text{Br}(T)(1 - 2\varepsilon)^2 \left( \frac{1 - \Phi^2(2)}{2} \right) < 1 \) almost surely. Theorem 5.6.3 (and Remark 5.6.4) then completes the proof.

**Remark 5.6.7.** In (5.15) we use a coupling between the Poisson tree and the local neighbourhood around a fixed vertex \( u \), while we condition on the spins of all vertices exactly distance \( R(n) \) away from \( u \). If there are no such vertices, i.e., when the neighbourhood ‘dies out’, then this does not entail extra information. Hence the convention that \( \text{Br}(T) = 0 \) for a finite tree \( T \).
5.7 Coupling of local neighbourhood

This section has as its objective to establish a coupling between the local neighbourhood of an arbitrary fixed vertex in the DC-SBM and $T^{\text{Poi}}$. The main result is the following theorem, where we let $T$, $\tau$, and $\psi$ be random instances of $T^{\text{Poi}}$, its spins and its weights, respectively.

**Theorem 5.7.1.** Let $\rho$ be a uniformly picked vertex in $V(G)$, where for each $n$, $G = G(n)$ is an instance of the DC-SBM. There exists an unbounded non-decreasing function $R : \mathbb{N} \to \mathbb{N}$ such that

$$\| (G_{R(n)}(\rho), \sigma_{G_{R(n)}}, \phi_{G_{R(n)}}) - (T_R(n), T_{\psi_R(n)}, \psi_{\tau_R(n)}) \|_{TV} = o_n(1),$$

and,

$$P \left( |G_{R(n)}| \leq n^{1/9} \right) = 1 - o_n(1).$$

Further, in case $\nu$ has support in $[\phi_{\min}, \phi_{\max}]$, with $\phi_{\max} < \infty$, we have explicitly for $R(n) = C \log(n)$, with $C < \frac{1}{12\log(2\phi_{\max}(n\nu))}$,

$$\| (G_R(\rho), \sigma_{G_R}, \phi_{G_R}) - (T_R, T_{\psi_R}, \psi_{\tau_R}) \|_{TV} \leq n^{-\frac{1}{2}\log(4/e)}.$$

We defer its proof to the end of this section. It uses an alternative description of the branching process in Section 5.6.

5.7.1 Alternative description of branching process

For notational convenience, we restrict ourselves here to the case of two communities only. The proof for a general number of communities follows then analogously.

We obtain an alternative description of the graph by considering a particle $u$ with spin $\sigma_u$ and weight $\phi_u$ to be of type $x_u = \phi_u \sigma_u \in S = -W \cup W$. We denote the law of $x_u$ by $\mu$, i.e., for $A \subset S$, $\mu(A) = \int_A \frac{1}{2} d\nu(|x|)$. Two distinct vertices $u$ and $v$ are then joined by an edge with probability $\frac{\kappa(x_u, x_v)}{n}$, where $\kappa : S \times S \to \mathbb{R}$ is defined for $(x, y) \in S \times S$ by

$$\kappa(x, y) = |xy| \left( 1_{\{xy > 0\}} a + 1_{\{xy < 0\}} b \right).$$

(5.5)

Analogously, we obtain the following equivalent description of the branching process: We begin with a single particle $o$ of type $x_o$ governed by $\mu$, giving birth to $\text{Poi}(\lambda_{x_o}(S))$ children, where for $x \in S$, and $A \subset S$,

$$\lambda_x(A) = \int_A \kappa(x, y) d\mu(y).$$

(5.6)

conditioned on $x_o$ the children have i.i.d. types governed by $\mu_{x_o}^*$, where for $x \in S$, and $A \subset S$,

$$\mu_{x}^*(A) = \frac{\lambda_x(A)}{\lambda_x(S)} = \int_A \left( \frac{a}{a + b} 1_{xy > 0} + \frac{b}{a + b} 1_{xy < 0} \right) \frac{|y| d\nu(|y|)}{\Phi(1)}.$$  

(5.7)

For generation $t \geq 1$, all particles give birth independently in the following way: A particle with type $x^*$ is replaced in the next generation by $\text{Poi}(\lambda_{x^*}(S))$ children, again with i.i.d. types governed by $\mu_{x^*}$.  

---

2Note that if $y$ has law $\mu_{x^*}$, then for any $A \subset W$, $P(\text{sign}(y) = \text{sign}(x), |y| \in A) = \frac{a}{a + b} \int_A \frac{d\nu(|y|)}{\Phi(1)} = P(\text{sign}(y) = \text{sign}(x)) P(|y| \in A)$. Hence, we can identify $\text{sign}(y)$ with the particle’s spin and $|y|$ with its independent weight.
In case of a general number of communities, we let \( \mu \) be the product measure of the uniform measure on \( \{1, \ldots, q\} \) with the measure \( \nu \). I.e., for \( s \in \{1, \ldots, q\} \) and \( A \subset [\phi_{\min}, \infty) \), we have \( \mu(s \times A) = \frac{1}{q} \cdot \nu(A) \).

In [15] it is shown that local neighbourhoods of the graph are described by the above branching process, if we ignore the types. (To be precise: the equivalent description used in [15] is that a particle of type \( x \) gives birth to \( \text{Poi}(\lambda_x(A)) \) children with type in \( A \), for any \( A \subset S \). Those numbers are independent for different sets \( A \) and different particles.)

The coupling-technique in [15] uses a discretization of \( \kappa \) as an intermediate step, thereby losing some information: types in the tree deviate slightly from their counterparts in the graph. We shall therefore use another coupling method, presented below, so that the types in graph and branching process coincide exactly.

### 5.7.2 Coupling

We use the following exploration process: At time \( m = 0 \), choose a vertex \( \rho \) uniformly in \( V(G) \), where \( G \) is an instance of the DC-SBM. Initially, it is the only active vertex: \( \mathcal{A}(0) = \{ \rho \} \). All other vertices are neutral at start: \( \mathcal{U}(0) = V(G) \setminus \{ \rho \} \). No vertex has been explored yet: \( \mathcal{E}(0) = \emptyset \). At each time \( m \geq 0 \) we arbitrarily pick an active vertex \( u \in \mathcal{A}(m) \) that has shortest distance to \( \rho \), and explore all its neighbours in \( \mathcal{U}(m) \), the set of unexplored vertices. If \( uv \in E(G) \) for \( v \in \mathcal{U}(m) \), then we set \( v \) active in step \( m+1 \), otherwise it remains neutral. At the end of step \( m \), we designate \( u \) to be explored. Thus,

\[
\mathcal{E}(m + 1) = \mathcal{E}(m) \cup \{ u \},
\]

\[
\mathcal{A}(m + 1) = (\mathcal{A}(m) \setminus \{ u \}) \cup (\mathcal{N}(u) \cap \mathcal{U}(m)),
\]

and,

\[
\mathcal{U}(m + 1) = \mathcal{U}(m) \setminus \mathcal{N}(u).
\]

Our aim in this section is to show that the exploration process and the branching process are equal up to depth \( R(n) \) (defined in Theorem 5.7.1) with probability tending to one for large \( n \). We do this in two steps:

Firstly, we establish that the types of the vertices in \( \mathcal{U}(m) \) are i.i.d. with law \( \mu^{(m)} \) (defined in (5.8) below) such that

\[
\left\| \mu^{(m)} - \mu \right\|_{TV} = \mathcal{O}\left( n^{-\beta/8} + mn^{-3/4} \right).
\]

This is the content of the following:

**Lemma 5.7.2.** The following holds conditioned that all the weights are smaller than \( n^{\alpha} \), with \( \alpha = 1/8 \): Let \( 1, \ldots, m \) be the vertices in \( \mathcal{E}(m) \), with types \( X_1 = x_1, \ldots, X_m = x_m \). Then, the vertices in \( \mathcal{U}(m) \) have i.i.d. types with law \( \mu^{(m)} = \mu^{(m)}_{x_1, \ldots, x_m} \), where

\[
d\mu^{(m)}(\cdot) = \frac{g(\cdot) d\mu_\alpha(\cdot)}{\int_S g(z) d\mu_\alpha(z)},
\]

(5.8)

with \( \mu_\alpha \) denoting the measure of the types conditioned that all weights are bounded by \( n^{\alpha} \), and where,

\[
g(\cdot) = \prod_{i=1}^{m} \left( 1 - \frac{\kappa(x_i, \cdot)}{n} \right).
\]

(5.9)

Further, for all \( (x_1, \ldots, x_m) \):

\[
\left\| \mu^{(m)}_{x_1, \ldots, x_m} - \mu \right\|_{TV} = \mathcal{O}\left( n^{-\alpha \beta} + mn^{2\alpha - 1} \right).
\]
Further, if \( u \) has type \( X = x \in S \), then its \( D \) neighbours in \( U(m) \) (i.e., those vertices that will be added to \( A(m+1) \)) have i.i.d. types with a law \( \mu_x^{(m+1)} \) (defined in (5.10) below), which is \( O(n^{-3/8}) \) away from \( \mu_x^* \) in total variation distance. Further, the total variation distance between the number of neighbours \( D \) and \( \text{Poi} \left( \lambda_x(S) \right) \) is \( O\left(n^{-1/4}\right) \): 

**Lemma 5.7.3.** The following holds conditioned that all the weights are smaller than \( n^\alpha \), with \( \alpha = 1/8 \). Assume \( u \) has type \( X = x \). Let \( D \) be the number of neighbours \( u \) has in \( U(m) \). Then, the types of those neighbours are i.i.d. with law \( \mu_x^{(m)} \), where

\[
\frac{\kappa(x, \cdot )d\mu^{(m)}(\cdot )}{\int_S \kappa(x, y)d\mu^{(m)}(y)}.
\]

(5.10)

For large \( n \) and \( m = o(n^{1/4}) \),

\[
\left\| \mu_x^{(m)} - \mu_x^* \right\|_{TV} = O\left(n^{\alpha(1-\beta) + mn^{3\alpha - 1} + n^{-\alpha 3/2}} \right) = O\left(n^{-3/8} \right).
\]

Further,

\[
||D - \text{Poi} \left( \lambda_x(S) \right)||_{TV} = O\left(n^{(1-\beta/2)-1/8 + n^{-1/4}} \right) = O\left(n^{-1/4} \right).
\]

(5.12)

To establish the desired coupling, we need to show that certain events happen with high probability. To define those events, we need some notation: For \( u \in \partial G_r \) (we identify \( \partial G_r = \{1, \ldots, |\partial G_r|\} \)), put

\[
D_u = |N(u) \cap U([G_{r-1}] + u - 1)|.
\]

Conditioned that \( u \) has type \( X_u = x_u \), let

\[
\hat{D}_u = \text{Poi} \left( \lambda_{x_u}(S) \right).
\]

Further, for \( v \in \{1, \ldots, D_u\} \), let \( U_{uv} \) denote the type of child \( v \) of vertex \( u \) and let \( \hat{U}_{uv} \) be a random variable with law \( \mu_{x_u}^* \). We assume that \( \{\hat{U}_{uv}\}_v \) are independent conditioned on \( X_u = x_u \).

We put the function \( g : s \mapsto 2^s - 1 \) and define the events

\[
A_{r+1} = \{ \forall u \in \partial G_r : D_u = \hat{D}_u \},
\]

\[
B_{r+1} = \{ \forall u \in \partial G_r, v \in \{1, \ldots, D_u\} : U_{uv} = \hat{U}_{uv} \},
\]

\[
C_r = \{ ||\partial G_s|| \leq \log^{g(s)}(n) \ \forall s \leq r \},
\]

and their intersection

\[
E_r = \bigcap_{s=1}^r \{ A_s \cap B_s \cap C_s \}.
\]

Further, we let \( K_r \) be the event that no vertex outside \( G_r \) has more than one neighbour in \( G_r \) and that there are no edges in \( \partial G_r \) (this implies that the neighbourhood is indeed a tree).

The events \( E_r \) and \( K_r \) happen with high probability:

**Lemma 5.7.4.** The following holds conditioned that all the weights are smaller than \( n^\alpha \), with \( \alpha = 1/8 \): Fix \( R \geq 0 \). Then, for \( r \leq R \),

\[
\mathbb{P}(E_{r+1}|E_r) = 1 - o_n(1).
\]
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Lemma 5.7.5. The following holds conditioned that all the weights are smaller than $n^\alpha$, with $\alpha = 1/8$: Fix $R \geq 0$. Then, for $r \leq R$,
\[ \mathbb{P}(K_r | C_R) = 1 - o_n(1). \]

The proofs of Lemma’s 5.7.2 - 5.7.5 can be found in Section 5.9.2. The main theorem then follows:

Proof of Theorem 5.7.1. We start with the general case, where we can assume that all weights are bounded by $n^\alpha$. Indeed, by a union bound over all vertices, this happens with probability $1 - O(n^{1-\alpha\beta}) = 1 - o_n(1)$. For a fixed integer $R > 0$, we have
\[ \mathbb{P}(\cap_{s=1}^R K_s, E_R) = 1 - o_n(1). \]

We construct a sequence $\{N_k\}_{k=0}^\infty$ inductively as follows: Put $N_0 = 0$ and for each $k$, $N_k > N_{k-1}$ as the smallest number such that
\[ \mathbb{P}(\cap_{s=1}^k K_s, E_k) \geq 1 - \frac{1}{k}, \text{ and } \log^{2k-1}(n)k \leq n^{1/9}, \]
for all $n \geq N_k$. Put for $N_k \leq n < N_{k+1}$, $R(n) = k$. Then, for $n \geq N_k$,
\[ \mathbb{P}(\cap_{s=1}^{R(n)} K_s, E_{R(n)}, |G_{R(n)}| \leq n^{1/9}) \geq 1 - \frac{1}{k}. \]

In case all weights are bounded by a constant $\phi_{\max} < \infty$, we can replace the errors in Lemma’s 5.7.2 and 5.7.3 by $c_1 \frac{n \log n}{R}$, respectively $c_2 \frac{n \log n}{R}$, where $c_1$ and $c_2$ are constants depending on $\phi_{\max}$. Further, the growth-condition can now be replaced by $g(s) \leq c_3 \log(n)$, for some constant $c_3 > 0$ depending on $\phi_{\max}$. This implies in particular that the neighbourhood size is smaller than $n^\beta$ for a small constant $\beta > 0$. We have made this calculations explicit in the version of September 2016 of [50] on Arxiv. 

5.8 No long-range correlation in DC-SBM

In this section we establish the main Theorem 5.2.2, from which Theorem 5.2.3 then follows. To this end, we first condition on both the spins of $\partial G_{R(n)}$ and all weights in $G$. Lemma 5.8.1 below shows that we then can remove the conditioning on $\sigma_v$ and the graph structure outside the $R$-neighbourhood (including the weights):
\[ \mathbb{P}(\sigma_u = +|\sigma_{\partial G_n}, \sigma_v, G, \phi) = \mathbb{P}(\sigma_u = +|\sigma_{\partial G_n}, G_R, \phi_{G_R}) + o_n(1). \]

We established in the previous section that a neighbourhood in $G$ looks like a $T$-Poi tree with a Markov broadcasting process on it. Hence, the right-hand side of (5.13) converges to $1/q$ in probability, establishing (5.1). We show in Lemma 5.8.2 below that this contradicts the existence of a reconstruction that is positively correlated with the true type-assignment.

We begin by preparing an auxiliary lemma to prove (5.1), it establishes that long-range interactions are sufficiently weak. Its proof is inspired by Lemma 4.7 in [92]. However (besides the additional complication of weights) the result stated here is stronger in the sense that the $o_n(1)$ terms converge uniformly to 0 and that “conditioning on $G$” may now be replaced with “conditioning on $G_{A \cup B}$”.

Lemma 5.8.1. The following holds conditioned that all the weights are smaller than $n^\alpha$, with $\alpha = 1/8$: Let $G$ be an instance of the DC-SBM. Let $s \in \{1, \ldots, q\}$. Let $u$ be an uniformly picked vertex in $V(G)$. Let $A = A(G)$, $B = B(G)$, $C = C(G) \subset V$ be a (random) partition of $V(G)$, with $u \in A$, such that $B$ separates $A$ and $C$ in $G$. 
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Assume that $|A \cup B| \leq n^{1/9}$ for asymptotically almost every realization of $G$. Then there exists a sequence of events $(\Omega_n)_n$ and a sequence of non-negative real numbers $(\epsilon_n)_n$, such that $\mathbb{P}(\Omega_n) = 1 - o_n(1)$, and $\epsilon(n) = o_n(1)$, and further, for each $n$,

$$
||\mathbb{P}(\sigma_u = s|\sigma_{B \cup C}, G, \phi) - \mathbb{P}(\sigma_u = s|\sigma_B, G_{A \cup B}, \phi_{A \cup B})|| \leq \epsilon(n),
$$

on $\Omega_n$.

The proof of Lemma 5.8.1 can be found in Section 5.9.3. The mean Theorem 5.2.2 then follows:

**Proof of Theorem 5.2.2.** Put $A = G_{R-1}$, $B = \partial G_R$ and $C = G \setminus G_R$. We use the monotonicity property of conditional variance\(^3\) to obtain that, for any $s \in \{1, \ldots, q\}$,

$$0 \leq \text{Var} \left( \mathbb{E} \left[ 1_{\{\sigma_u = s\}} | \sigma_v, G \right] \right) \leq \text{Var} \left( \mathbb{E} \left[ 1_{\{\sigma_u = s\}} | \sigma_{B \cup C}, G, \phi \right] \right) + o_n(1)
$$

since $v \in B \cup C$ w.h.p. It suffices to show that the right-hand side tends to 0, because this implies that $\mathbb{P}(\sigma_u = s|\sigma_v, G) \xrightarrow{p} 1/q$.

To show that the right-hand side tends indeed to 0, it suffices that

$$\mathbb{P}(\sigma_u = s|\sigma_{B \cup C}, G, \phi) \xrightarrow{p} 1/q.
$$

Now, by using the partition $A \cup B \cup C$ of $V(G)$ in Lemma 5.8.1, we have, since $G_R \leq n^{1/9}$ w.h.p., and all weights are bounded by $n^\alpha$ w.h.p. (this follows from a union bounded over all vertices),

$$\mathbb{P}(\sigma_u = s|\sigma_{B \cup C}, G, \phi) \xrightarrow{w.h.p.} \mathbb{P}(\sigma_u = s|\sigma_{\partial G_R}, G_R, \phi_{G_R}) + o_n(1).
$$

Theorem 5.7.1 entails that the local neighbourhood is w.h.p. equal to $T_{\text{Poi}}$. Let $T^n$ be an independent copy of $T_{\text{Poi}}$ with root $\rho$, spins $\tau^n$ and weights $\psi^n$. Note that we stress the dependence on $n$, because the Poisson-tree is sampled again for each $n$.

$$\mathbb{P}(\sigma_u = s|\sigma_{\partial G_R}, G_R, \phi_{G_R}) + o_n(1) \xrightarrow{w.h.p.} \mathbb{P}(\tau^n = s|\tau^n_{\partial T^n_R}, T^n_R, \psi^n) + o_n(1)$$

(5.15)

Due to the coupling from Theorem 5.7.1. By Theorem 5.6.6, the right-hand side of (5.15) tends to $1/q$ in probability.

Using the following auxiliary lemma (whose proof can be found in Section 5.9.3), Theorem 5.2.3 follows from Theorem 5.2.2:

**Lemma 5.8.2.** Assume that $(a - b)^2 \Phi(2) \leq q(a + b)$. Let $G$ be an observation of the DC-SBM, with true communities $\{\sigma_i\}_{i=1}^n$. Let $u$ and $v$ be two uniformly picked vertices. Let $\{\tilde{\sigma}_i\}_{i=1}^n$ be a reconstruction of the communities, based on the observation $G$. Assume that there exists $\delta > 0$ such that

$$f(n) := \frac{1}{n} \sum_{i=1}^n 1_{\{\sigma_i = \tilde{\sigma}_i\}} \geq \frac{1}{q} + \delta,
$$

with high probability. Then, there exists $s \in \{1, \ldots, q\}$, such that $\mathbb{P}(\sigma_u = s|\sigma_v, G)$ does not converge in probability to $1/q$.

We summarize these results in Theorem 5.2.3:

**Proof of Theorem 5.2.3.** Combine Theorem 5.2.2 and Lemma 5.8.2.

\(^3\)For random variables $X, Y, Z$, we have $\text{Var}(\mathbb{E}[X|Y]) \leq \text{Var}(\mathbb{E}[X|Y, Z])$. Indeed, put $z = \mathbb{E}[X|Y, Z]$, then by Jensen’s inequality $\mathbb{E}[z|Y]^2 \leq \mathbb{E}[z^2|Y]$. So that, after taking expectations on both sides, $\mathbb{E}[\mathbb{E}[X|Y]^2] \leq \mathbb{E}[\mathbb{E}[X|Y, Z]^2]$. Writing out the definition of the variance then establishes the claim.
5.9 Proofs

5.9.1 Broadcasting on the branching process

Proof of Proposition 5.6.5. Denote the multi-type branching process by \( T \). Assume w.l.o.g. that the root has \( D \geq 1 \) children denoted as \( 1, \ldots, D \). Denote by \( T_u \) the subtree of all particles with common ancestor \( u \). We observe that if \( \text{Br} (T_u) < c \) for all \( u \), then \( \text{Br} (T) < c \).

Now, conditioned on the spin of the root, \( (T_u)_{u=1}^D \) are i.i.d. copies of \( T^{\text{Poi}} \) with weight governed by the biased law \( \nu^* \). The latter is a Galton-Watson process with offspring mean \( \frac{a+(q-1)b}{q} \Phi (2) \). If it dies out, then \( \text{Br} (T_u) = 0 \) by definition. Hence, given that the process survives (and thus necessarily \( \frac{a+(q-1)b}{q} \Phi (2) > 1 \)), Proposition 6.4 in [82] entails that \( \text{Br} (T_u) = \frac{a+(q-1)b}{q} \Phi (2) \) a.s. \( \square \)

5.9.2 Coupling of local neighbourhood

Proof of Lemma 5.7.2. Recall that we assume that all weights are bounded by \( n^a \). Consider vertex \( v \in U (m) \) with type \( Y \). We show first that, conditioned on \( v \notin N (1, \ldots, m) \) and \( X_1 = x_1, \ldots, X_m = x_m \), \( Y \) has law \( \mu^{(m)}_{x_1, \ldots, x_m} \). From Bayes theorem we have, for \( y \in S \),

\[
\mathbb{P} (Y \leq y | v \notin N (1, \ldots, m), X_1 = x_1, \ldots, X_m = x_m) = \frac{\mathbb{P} (Y \leq y) \mathbb{P} (v \notin N (1, \ldots, m) | Y \leq y, X_1 = x_1, \ldots, X_m = x_m)}{\mathbb{P} (v \notin N (1, \ldots, m) | X_1 = x_1, \ldots, X_m = x_m)},
\]

(5.16) since \( \mathbb{P} (Y \leq y | X_1 = x_1, \ldots, X_m = x_m) = \mathbb{P} (Y \leq y) \). Recall (5.9) and observe that

\[
g (\cdot) = \mathbb{P} (v \notin N (1, \ldots, m) | Y = \cdot, X_1 = x_1, \ldots, X_m = x_m).
\]

Hence, the denominator in (5.16) is just \( \int_S g (z) d \mu (z) \) and evaluating the numerator yields \( \int_{-\infty}^y g (z) d \mu (z) \). We thus obtain (5.8).

Since for \( |y| \leq O (n^a) \), \( d \mu_\alpha (y) = \frac{d \mu (y)}{P (x \leq n^a)} \), it follows that \( \| \mu_\alpha - \mu \| \cdot \text{TV} = O \left( \frac{1}{n^{a \beta}} \right) \).

To bound \( \| \mu_\alpha - \mu^{(m)} \| \cdot \text{TV} \), note that (in view of (5.5)) \( g (y) = 1 - O (m n^{2a-1}) \), for \( |y| \leq O (n^a) \). Thus, \( I := \int_S g (z) d \mu_\alpha (z) = 1 - O (m n^{2a-1}) \). Therefore,

\[
\left\| \mu^{(m)} - \mu_\alpha \right\| \cdot \text{TV} \leq \int_S \left| \frac{g (y)}{I} - 1 \right| d \mu_\alpha (y) = O (m n^{2a-1})
\]

We finish by invoking the triangle inequality. \( \square \)

Proof of Lemma 5.7.3. Put \( n_m = |U (m)| \) and let \( Y_1, \ldots, Y_D \) denote the types of the neighbours of \( u \).

Let \( f_1, \ldots, f_n \) be arbitrary measurable functions. The first claim follows if we prove that

\[
\mathbb{E} \left[ e^{-\sum_{j=1}^D f_j (Y_j)} | D = d \right] = \prod_{j=1}^d \left( \int_S e^{-f_j (y)} d \mu^{(m)}_x (y) \right).
\]

(5.17)
Now, abbreviating conditioning on \( \mathcal{N}(u) \cap \mathcal{U}(m) = F \) by \( F \), we have,

\[
\mathbb{E} \left[ e^{-\sum_{i=1}^{D} f_i(Y_i)} 1_{D=d} \right] \\
= \sum_{F \subseteq [n_m], |F|=d} \mathbb{E} \left[ e^{-\sum_{j \in F} f_j(Y_j)} \middle| F \right] \cdot \left( 1 - \frac{1}{n} \int_S \kappa(x, y) d\mu^{(m)}(y) \right)^{n_m-d} \\
\cdot \left( \frac{1}{n} \int_S \kappa(x, y) d\mu^{(m)}(y) \right)^d.
\]

We have,

\[
\mathbb{P}(D = d) = \binom{n_m}{d} \left( 1 - \frac{1}{n} \int_S \kappa(x, y) d\mu^{(m)}(y) \right)^{n_m-d} \\
\cdot \left( \frac{1}{n} \int_S \kappa(x, y) d\mu^{(m)}(y) \right)^d.
\]

Hence,

\[
\mathbb{E} \left[ e^{-\sum_{i \in F} f_i(Y_i)} \middle| D = d \right] = \frac{1}{\binom{n_m}{d}} \sum_{F \subseteq [n_m], |F|=d} \mathbb{E} \left[ e^{-\sum_{j \in F} f_j(Y_j)} \middle| F \right].
\]

Conditioned on \( F \subseteq [n_m] \), the types \( (Y_j)_{j \in F} \) are i.i.d., thus

\[
\mathbb{E} \left[ e^{-\sum_{i \in F} f_i(Y_i)} \middle| F \right] = \prod_{j=1}^{d} \left( \frac{\int_S e^{-f_j(y)} \frac{\kappa(x,y)}{n} d\mu^{(m)}(y)}{\int_S \frac{\kappa(x,y)}{n} d\mu^{(m)}(y)} \right),
\]

which combined with (5.10) gives (5.17), our first claim.

Further,

\[
\|\mu_x^{(m)} - \mu_x^*\|_{TV} \leq \int_S f_x(y) \left| \frac{d\mu^{(m)}(y)}{I_x^{(m)}} - \frac{d\mu(y)}{I_x} \right| \\
= \frac{1}{I_x} \int_S f_x(y) \left| d\mu^{(m)}(y) \left( 1 + O \left( I_x^{(m)} - I_x \right) \right) - d\mu(y) \right|,
\]

where \( f_x(y) = (1_{xy > 0})a + 1_{xy < 0}b \cdot |y| \), \( I_x^{(m)} = \int_S f_x(z) d\mu^{(m)}(z) \) and \( I_x = \int_S f_x(z) d\mu(z) \). Now,

\[
|I_x^{(m)} - I_x| \leq O \left( n^\alpha \int_{|z| \leq n^\alpha} |d\mu^{(m)}(z) - d\mu(z)| + \int_{|z| > n^\alpha} |z| d\mu(z) \right) \\
= O \left( n^{\alpha - \alpha_0} + mn^{3\alpha - 1} + n^{-\alpha_0/2} \right), \tag{5.19}
\]

where we used the proof of the previous lemma to bound the first term and Cauchy-Schwartz inequality for the second term. Now, the right-hand side in (5.18) is thus of the same order (since the weights have bounded expectation).

For the last claim, observe that \( D = \text{Bin}(n_m, p) \), where \( p = \frac{1}{n} \int_S \kappa(x, y) d\mu^{(m)}(y) \). Hence, since the weights have bounded first moment,

\[
\|\text{Bin}(n_m, p) - \text{Poi} (n_m p)\|_{TV} \leq \sum_{i=1}^{n_m} p^2 = O \left( n^{-3/4} \right).
\]
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Standard bounds for Poisson random variables entail the existence of a constant $C_{\text{Poi}} \geq 1$ such that $||\text{Poi}(\mu) - \text{Poi}(\lambda)||_{TV} \leq C_{\text{Poi}}|\mu - \lambda|$. Consequently,

$$\frac{1}{C_{\text{Poi}}} ||\text{Poi}(n_mp) - \text{Poi}(\lambda(S))||_{TV} \leq |n_m - n|p + |x||I_x^{(m)} - I_x| \leq \frac{|n_m - n|n^\alpha}{n} + O\left(n^{2\alpha-\alpha\beta + mn^{4\alpha-1} + n^{\alpha-\alpha\beta/2}}\right).$$

Thus, by the triangle inequality,

$$||\text{Bin}(n_m, p) - \text{Poi}(\lambda(S))||_{TV} = O\left(n^{(1-\beta/2)1/8 + n^{-1/4}}\right).$$

Proof of Lemma 5.7.4. Write $n_r = |\partial G_r|$. We have

$$\mathbb{P}(E_{r+1}|E_r) \geq \mathbb{P}(B_{r+1}|E_r) - \mathbb{P}(-A_{r+1}|E_r) - \mathbb{P}(-C_{r+1}|E_r).$$

Now,

$$\mathbb{P}(B_{r+1}|E_r, n_r) \geq 1 - \sum_{u=1}^{n_r} \mathbb{P}\left(-B_{r+1}^{(u)} \bigcap \bigcup_{v=1}^{u-1} B_{r+1}^{(v)} | E_r\right), \quad (5.20)$$

where $B_{r+1}^{(u)} = \{\forall w \in \{1, \ldots, D_u\} : U_{uw} = \hat{U}_{uw}\}$. Denote the already explored vertices by 1, \ldots, $m$ (where $m = |G_{r-1}| + u - 1$) and their types as $X_1, \ldots, X_m$. Conditioned on those types, the vertices in $U(m)$ are i.i.d. with distribution $\mu^{(m)}$. Hence:

$$\mathbb{P}\left(B_{r+1}^{(u)} \bigcap \bigcup_{v=1}^{u-1} B_{r+1}^{(v)} | n_r, X_1, \ldots, X_m\right) = \mathbb{P}\left(B_{r+1}^{(u)} | X_1, \ldots, X_m\right) \geq \mathbb{P}\left(B_{r+1}^{(u)} | D_u \leq \log(n) \log^{(r)}(n), X_1, \ldots, X_m\right) \quad (5.21)$$

Now, $D_u \leq \sum_{i=1}^{n} \text{Ber}\left((a + b)\frac{\phi_i}{n}\right)$, where $\phi^*$ is governed by the size-biased law $\nu^*$ and $\{\phi_i\}_i$ are i.i.d. and bounded by $n^\alpha$. Hoeffding’s inequality gives that $\frac{1}{n} \sum_{i=1}^{n} \phi_i \leq 2\Phi(1)$ w.p. at least $1 - \exp(-n^{1-2\alpha})$, and $\phi^* \leq \log^{(r)}(n)$ w.p. at least $1 - O\left(\left(\log^{(r)}(n)\right)^{1-\beta}\right)$ (note the exponent $\beta - 1$ of the size-biased power-law). Conditioned on those events, we use a multiplicative Chernoff bound to obtain,

$$\mathbb{P}\left(D_u \leq \log(n) \log^{(r)}(n) | X_1, \ldots, X_m\right) \geq 1 - O\left(\left(\log^{(r)}(n)\right)^{1-\beta}\right). \quad (5.22)$$

Lemma 5.7.3 entails, since $m = o(n^{1/4})$,

$$\mathbb{P}\left(B_{r+1}^{(u)} \bigg| D_u \leq \log^{(r)+1}(n), X_1, \ldots, X_m\right) \geq 1 - O\left(\frac{\log^{(r)+1}(n)}{n^{3/4}}\right). \quad (5.23)$$
The growth condition (5.21) - (5.23) together give

\[ P \left( B_{r+1}^{(u)} \cap \bigcap_{v=1}^{u-1} B_{r+1}^{(v)} : E_r, X_1, \ldots, X_m \right) \geq 1 - O \left( \left( \log^g(n) \right)^{1-\beta} \right). \]

Now, since conditioned on \( E_r, n_r \leq \log^g(n) \), (5.20) gives

\[ P \left( B_{r+1}^{(u)} | E_r \right) \geq 1 - O \left( \left( \log^g(n) \right)^{2-\beta} \right). \]

The growth condition \((C_r)\) follows also from (5.22).

We take a similar approach to quantify

\[ P \left( A_{r+1}^{(u)} | E_r, n_r \right) \geq 1 - \sum_{u=1}^{n_r} P \left( -A_{r+1}^{(u)} \cap \bigcap_{v=1}^{u-1} A_{r+1}^{(v)} : E_r, n_r \right), \tag{5.24} \]

where, \( A_{r+1}^{(u)} = \{ D_u = \tilde{D}_u, D_u \leq \log^g(n+1)(n) \} \). Now,

\[ P \left( A_{r+1}^{(u)} \cap \bigcap_{v=1}^{u-1} A_{r+1}^{(v)} : E_r \right) \geq 1 - O \left( n^{(1-\beta/2)1/8 + n^{-1/4} + \log^g(1-\beta)(n)} \right), \tag{5.25} \]

due to Lemma 5.7.3, since \( n - |U(m)| = o(n^{1/4}) \) when \( r \) is fixed. Thus, (5.24) gives

\[ P \left( A_{r+1}^{(u)} | E_r \right) \geq 1 - O \left( \log^g(n) n^{(1-\beta/2)1/8 + n^{-1/4} + \log^g(2-\beta)(n)} \right). \]

\[ \square \]

**Proof of Lemma 5.7.5.** Fix \( u, v \in \partial G_r \). The probability of having an edge between \( u \) and \( v \) is smaller than \( O \left( n^{2\alpha-1} \right). \) For any \( w \in V(G \setminus G_r) \), the probability that \((u, w)\) and \((v, w)\) both appear is smaller than \( O \left( n^{4\alpha-2} \right). \) Now, Lemma 5.7.4 implies that

\[ |G_r| \leq \log(n)^{g(R)} R = \log^{2\alpha-1}(n) R. \]

Hence, the result follows from a union bound over all triples \( u, v, w \). \( \square \)

### 5.9.3 No long-range correlation in DC-SBM

**Proof of Lemma 5.8.1.** For a fixed graph \( g \), spin-configuration \( \tau \) and degree-configuration \( \psi \), we make a factorization of \( P \left( G = g, \sigma = \tau, \phi = \psi \right) \) into parts depending on \( A, B \) and \( C \). We claim that the part that measures the interaction between \( A \) and \( C \) is asymptotically independent of \( \tau \). Put

\[ \Psi_{uv}(g, \tau, \psi) = \begin{cases} a \frac{\psi_v \psi_u}{\beta_u} & \text{if } (u, v) \in E(g) \text{ and } \tau_u = \tau_v \\ \frac{b}{\psi_u} & \text{if } (u, v) \in E(g) \text{ and } \tau_u \neq \tau_v \\ 1 - a \frac{\psi_v \psi_u}{\beta_u} & \text{if } (u, v) \notin E(g) \text{ and } \tau_u = \tau_v \\ 1 - b \frac{\psi_v \psi_u}{\beta_u} & \text{if } (u, v) \notin E(g) \text{ and } \tau_u \neq \tau_v. \end{cases} \]

We define for arbitrary sets \( U_1, U_2 \subset V \),

\[ Q_{U_1, U_2} = Q_{U_1 \cup U_2}(g, \tau, \psi) = Q_{U_1 \cup U_2}(g_{U_1 \cup U_2}, \tau_{U_1 \cup U_2}, \psi_{U_1 \cup U_2}) \]

\[ = \prod_{u \in U_1, v \in U_2} \Psi_{uv}(g, \tau, \psi), \]
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where the subscript indicates restriction of the corresponding quantities to $U_1 \cup U_2$. Then, we have,

$$ P(G = g | \sigma = \tau, \phi = \psi) = Q_{A \cup B, A \cup B} Q_{B \cup C, C} Q_{A, C}. \quad (5.26) $$

We begin by demonstrating that $Q_{A, C}$ is asymptotically independent of $\tau$: Write,

$$ Q_{A, C}(g, \tau, \psi) = \prod_{u \in A, v \in C : \tau_u = \tau_v} \left(1 - a \frac{\psi_u \psi_v}{n}\right) \prod_{u \in A, v \in C : \tau_u \neq \tau_v} \left(1 - b \frac{\psi_u \psi_v}{n}\right), $$

since $A$ and $C$ are separated by $B$ (there are thus no edges between $A$ and $C$). The first product may be rewritten as,

$$ \prod_{u \in A, v \in C : \tau_u = \tau_v} \left(1 - a \frac{\psi_u \psi_v}{n}\right) = \exp \left( \sum_{u \in A, v \in C : \tau_u = \tau_v} \log \left(1 - a \frac{\psi_u \psi_v}{n}\right) \right) $$

$$ = \exp \left( \sum_{u \in A, v \in C : \tau_u = \tau_v} \left( -a \frac{\psi_u \psi_v}{n} + \mathcal{O} \left(n^{4\alpha-2}\right) \right) \right) $$

$$ = \exp \left( \frac{a}{n} \sum_{u \in A, v \in C : \tau_u = \tau_v} \psi_u \psi_v + \mathcal{O} \left(nA^n \right) \right). $$

Now, the sum $\frac{1}{n} \sum_{u \in A, v \in C : \tau_u = \tau_v} \psi_u \psi_v$ tends to $\|A\| \Phi^{(1)}_q$, if $(\tau, \psi) \in \Omega(n)$, where

$$ \|A\| = \sum_{u \in A} \psi_u, $$

and where,

$$ \Omega(n) = \left\{ (\tau', \psi'): \left| \frac{1}{n} \sum_{\tau_u = k, u \in V} \psi_u - \frac{\Phi^{(1)}}{q} \right| \leq n^{-\frac{4}{7}}, \forall k \in \{1, \ldots, q\} \right\}. \quad (5.27) $$

Indeed,

$$ \frac{1}{n} \sum_{u \in A, v \in C : \tau_u = \tau_v} \psi_u \psi_v = \sum_{k=1}^{q} \sum_{u \in A} 1_{(\tau_u = k)} \psi_u \frac{1}{n} \sum_{v \in C} 1_{(\tau_v = k)} \psi_v $$

$$ = \frac{\|A\| \Phi^{(1)}}{q} + \mathcal{O} \left(n^{-\frac{1}{10}}\right), $$

since $|V| - |C| \leq n^{1/9}$ and $\psi_u \leq n^{1/8}$.

As a consequence,

$$ \prod_{u \in A, v \in C : \tau_u = \tau_v} \left(1 - a \frac{\psi_u \psi_v}{n}\right) = \exp \left( \mathcal{O} \left(n^{-\frac{1}{10}}\right) \right) \cdot \exp \left( -a \frac{\|A\| \Phi^{(1)}}{q} \right) $$

$$ = (1 + o_n(1)) \exp \left( -a \frac{\|A\| \Phi^{(1)}}{q} \right), $$

where the $o_n$ term is uniform for all $(\tau, \psi) \in \Omega(n)$. We carry out a similar calculation for the other product. Together we obtain

$$ Q_{A, C}(g, \tau, \psi) = (1 + o_n(1)) \exp \left( -a \frac{(q-1)b}{q} \|A\| \Phi^{(1)} \right), \quad (5.29) $$
uniformly for all \((\tau, \psi) \in \Omega(n)\). This proves that \(Q_{A,C}(g, \tau, \psi)\) is indeed essentially independent of \(\tau\) for most pairs \((\tau, \psi)\).

We use the above to prove that, for \(u \in V\),
\[
P(\sigma_u = \tau_u|\sigma_{BUC} = \tau_{BUC}, G = g, \phi = \psi, (\phi, \sigma) \in \Omega(n)) = (1 + o_n(1))P(\sigma_u = \tau_B, G_{AUB} = g_{AUB}, \phi_{AUB} = \psi_{AUB}, (\phi, \sigma) \in \Omega(n)) + o_n(1).
\]
(5.30)

Fix \((\tau, \psi) \in \Omega(n)\). Then,
\[
P(G = g, \sigma = \tau|\phi = \psi, (\phi, \sigma) \in \Omega(n)) = P(G = g|\sigma = \tau, \phi = \psi) f(\psi, n),
\]
(5.31)
where \(f(\psi, n) = P(\sigma = \tau|\phi = \psi, (\phi, \sigma) \in \Omega(n)) = \frac{q^n}{P((\phi, \sigma) \in \Omega(n)|\phi = \psi)}\). Hence, plugging (5.26) and (5.29) in (5.31),
\[
P(G = g, \sigma = \tau|\phi = \psi, (\phi, \sigma) \in \Omega(n)) = Q_{AUB,AUB}(g, \tau, \psi)Q_{BUC}(g, \tau, \psi)
\]
\[
\cdot (1 + o_n(1)) \exp -\frac{a + (q - 1)b}{q} \|A\|\Phi^{(1)} f(\psi, n).
\]
(5.32)

Put, for \(U \subset V\),
\[
\Omega_U(n) = \Omega_U(\psi, \tau_U, n) = \{\tau' : \tau'_U = \tau_U, (\tau', \psi) \in \Omega(n)\},
\]
then, invoking (5.32),
\[
P(G = g, \sigma_U = \tau_U|\phi = \psi, (\phi, \sigma) \in \Omega(n)) = \sum_{\tau' \in \Omega_U(n)} P(G = g, \sigma = \tau'|\phi = \psi, (\phi, \sigma) \in \Omega(n))
\]
\[
= \sum_{\tau' \in \Omega_U(n)} Q_{AUB,AUB}(g, \tau', \psi)Q_{BUC}(g, \tau', \psi)
\]
\[
\cdot (1 + o_n(1)) \exp -\frac{a + (q - 1)b}{q} \|A\|\Phi^{(1)} f(\psi, n)
\]
(5.33)
\[
= (1 + o_n(1)) \exp -\frac{a + (q - 1)b}{q} \|A\|\Phi^{(1)} f(\psi, n)
\]
\[
\cdot \sum_{\tau' \in \Omega_U(n)} Q_{AUB,AUB}(g, \tau', \psi)Q_{BUC}(g, \tau', \psi),
\]
where we could interchange the order \(o_n(1)\) term and the sum because the former holds uniformly for all \((\phi, \sigma) \in \Omega(n)\).

We apply (5.33) with \(U = A\) and \(U = A \cup B\), to rewrite the right hand side of
\[
P(\sigma_A = \tau_A|\sigma_B = \tau_B, G = g, \phi = \psi, (\phi, \sigma) \in \Omega(n)) = \frac{P(G = g, \sigma_{AUB} = \tau_{AUB}|\phi = \psi, (\phi, \sigma) \in \Omega(n))}{P(G = g, \sigma_B = \tau_B|\phi = \psi, (\phi, \sigma) \in \Omega(n))}
\]
(5.34)
as
\[
(1 + o_n(1)) \sum_{\tau' \in \Omega_{AUB}(n)} Q_{AUB,AUB}(g, \tau', \psi)Q_{BUC}(g, \tau', \psi)
\]
\[
\sum_{\tau' \in \Omega_{BUC}(n)} Q_{AUB,AUB}(g, \tau', \psi)Q_{BUC}(g, \tau', \psi)
\]
\[
= (1 + o_n(1)) \frac{Q_{AUB,AUB}(g, \tau, \psi) \sum_{\tau' \in \Omega_{AUB}(n)} Q_{BUC}(g, \tau', \psi) \sum_{\tau'' \in \Omega_{BUC}(n)} Q_{BUC}(g, \tau'', \psi)}{Q_{AUB,AUB}(g, \tau, \psi) \sum_{\tau'' \in \Omega_{BUC}(n)} Q_{BUC}(g, \tau'', \psi)}.
\]
where we used that \( Q_{U_1,U_2}(\tau') \) depends on \( \tau' \) only through \( \tau'_{U_1\cup U_2} \) to rewrite the numerator. Factorization of the denominator is justified as follows: For an arbitrary \( \tau' \in \Omega_B(n) \), put \( \tau'' = (\tau_{A\cup B}, \tau'''_{C}) \in \Omega_{A\cup B}(n) \) and \( \tau''' = (\tau_A', \tau_{B\cup C}) \in \Omega_{B\cup C}(n) \). Then,
\[
Q_{A\cup B,A\cup B}(g, \tau', \psi) Q_{B\cup C,C}(g, \tau', \psi) = Q_{A\cup B,A\cup B}(g, \tau'', \psi) Q_{B\cup C,C}(g, \tau'', \psi).
\]
(5.35)
This proves that the double summation is at least as large as the single sum. Equality follows upon putting \( \tau' = (\tau''_A, \tau_{B\cup C}'') \) for arbitrary \( \tau'' \in \Omega_{A\cup B}(n) \) and \( \tau''' \in \Omega_{B\cup C}(n) \): (5.35) is then again satisfied. Hence, (5.34) is equivalent to
\[
\mathbb{P}(\sigma_A = \tau_A | \sigma_B = \tau_B, G = g, \phi = \psi, (\phi, \sigma) \in \Omega(n)) = (1 + o_n(1)) \frac{Q_{A\cup B,A\cup B}(g, \tau, \psi)}{\sum_{\tau''' \in \Omega_{B\cup C}(n)} Q_{A\cup B,A\cup B}(g, \tau''', \psi)}.
\]
(5.36)
We shall rewrite the right hand side of (5.36) to obtain on the one hand:
\[
\mathbb{P}(\sigma_u = \tau_u | \sigma_B = \tau_B, G = g, \phi = \psi, (\phi, \sigma) \in \Omega(n)) = (1 + o_n(1)) \hat{\mathbb{P}}(g_{A\cup B}, \tau_{u\cup B}, \psi_{A\cup B}).
\]
(5.37)
for some function \( \hat{\mathbb{P}}(\cdot) \leq 1 \). And, on the other hand:
\[
\mathbb{P}(\sigma_u = \tau_u | \sigma_B = \tau_B, G = g, \phi = \psi, (\phi, \sigma) \in \Omega(n)) = (1 + o_n(1)) \mathbb{P}(\sigma_u = \tau_u | \sigma_{B\cup C} = \tau_{B\cup C}, G = g, \phi = \psi, (\phi, \sigma) \in \Omega(n)).
\]
(5.38)
To do so, note that
\[
\sum_{\tau''' \in \Omega_{B\cup C}(n)} Q_{A\cup B,A\cup B}(g, \tau''', \psi) = \sum_{\tau''' \in \{1, \ldots, g\}^4} Q_{A\cup B,A\cup B}(g_{A\cup B}, (\tau'''_A, \tau_B), \psi_{A\cup B}),
\]
Therefore, (5.36) is equivalent to
\[
\mathbb{P}(\sigma_A = \tau_A | \sigma_B = \tau_B, G = g, \phi = \psi, (\phi, \sigma) \in \Omega(n)) = (1 + o_n(1)) F(g_{A\cup B}, \tau_{A\cup B}, \psi_{A\cup B}),
\]
for some function \( F(\cdot) \leq 1 \). If we fix \( u \in A \) and integrate over all possible values of \( \tau_{A\setminus u} \) while keeping \( \tau_{B\cup C} \) and \( \psi \) constant, we obtain (5.37).
To establish (5.38), we multiply both denominator and numerator of (5.36) by \( Q_{B\cup C,C}(g, \tau, \psi) \):
\[
\mathbb{P}(\sigma_A = \tau_A | \sigma_B = \tau_B, G = g, \phi = \psi, (\phi, \sigma) \in \Omega(n)) = (1 + o_n(1)) \frac{Q_{A\cup B,A\cup B}(g, \tau, \psi) Q_{B\cup C,C}(g, \tau, \psi)}{\sum_{\tau \in \Omega_{B\cup C}(n)} Q_{A\cup B,A\cup B}(g, \tau, \psi) Q_{B\cup C,C}(g, \tau', \psi)}.
\]
(5.39)
Integrating again over \( \tau_{A\setminus u} \) gives (5.38).
We use (5.37) to obtain
\[
\mathbb{P}(\sigma_u = \tau_u | \sigma_B = \tau_B, G_{A\cup B} = g_{A\cup B}, \phi_{A\cup B} = \psi_{A\cup B}, (\phi, \sigma) \in \Omega(n))
= \sum_{\hat{g}, \psi_C} \mathbb{P}(\sigma_u = \tau_u | \sigma_B = \tau_B, G = \hat{g}, \phi = (\psi_{A\cup B}, \psi_C), (\phi, \sigma) \in \Omega(n)) \cdot \mathbb{P}(G = \hat{g}, \phi_C = \psi_C | \sigma_B = \tau_B, G_{A\cup B} = g_{A\cup B}, \phi_{A\cup B} = \psi_{A\cup B}, (\phi, \sigma) \in \Omega(n))
= (1 + o_n(1)) \hat{\mathbb{P}}(g_{A\cup B}, \tau_{u\cup B}, \psi_{A\cup B}) + o_n(1)
= (1 + o_n(1)) \mathbb{P}(\sigma_u = \tau_u | \sigma_B = \tau_B, G = g, \phi = \psi, (\phi, \sigma) \in \Omega(n)) + o_n(1).
\]
(5.39)
Combining (5.38) and (5.39) gives
\[ P(\sigma_u = \tau_u|\sigma_{B\cup C} = \tau_{B\cup C}, G = g, \phi = \psi, (\phi, \sigma) \in \Omega(n)) = (1 + o_n(1))P(\sigma_u = \tau_u|\sigma_B = \tau_B, G = g, \phi = \psi, (\phi, \sigma) \in \Omega(n)) = (1 + o_n(1))P(\sigma_u = \tau_u|\sigma_B = \tau_B, G_{A\cup B} = g_{A\cup B}, \phi_{A\cup B} = \psi_{A\cup B}, (\phi, \sigma) \in \Omega(n)), \]
i.e., the claim (5.30).

Our last step consists in removing the condition \((\sigma, \phi) \in \Omega(n)\): Put \(\epsilon(n) = 1 - P((\sigma, \phi) \in \Omega(n))\), then \(\lim_{n \to \infty} \epsilon(n) = 0\). Indeed,
\[ \sum_{u \in C} 1_{(\sigma_u = k)} \phi_u = \sum_{u \in V} 1_{(\sigma_u = k)} \phi_u + \mathcal{O}(n^{17/72}), \]
where the sum over \(V\) has \(n^{1/2}\) as a mean. The claim thus follows upon applying Hoeffding’s inequality (the weights are assumed to be bounded by \(n^\alpha\)).

Consider the random variable
\[ P((\phi, \sigma) \in \Omega(n)|\sigma_B, G_{A\cup B}, \phi_{A\cup B}) = E\left[1_{(\phi,\sigma) \in \Omega(n)}|\sigma_B, G_{A\cup B}, \phi_{A\cup B}\right]. \]
It has expectation \(1 - \epsilon(n)\), so that
\[ P\left(E\left[1_{(\phi,\sigma) \in \Omega(n)}|\sigma_B, G_{A\cup B}, \phi_{A\cup B}\right] \geq 1 - \sqrt{\epsilon(n)}\right) \geq 1 - 2\sqrt{\epsilon(n)}. \tag{5.40} \]
Indeed, if contrary to our claim \(f := E\left[1_{(\phi,\sigma) \in \Omega(n)}|\sigma_B, G_{A\cup B}, \phi_{A\cup B}\right] \geq 1 - \sqrt{\epsilon(n)}\) with probability at most \(1 - 2\sqrt{\epsilon(n)}\), then
\[ E[f] \leq 1 \cdot (1 - 2\sqrt{\epsilon(n)}) + (1 - \sqrt{\epsilon(n)}) \cdot 2\sqrt{\epsilon(n)} < 1 - \epsilon(n). \]

Similarly, for \(B \cup C\),
\[ P\left(E\left[1_{(\phi,\sigma) \in \Omega(n)}|\sigma_B, G, \phi\right] \geq 1 - \sqrt{\epsilon(n)}\right) \geq 1 - 2\sqrt{\epsilon(n)}. \tag{5.41} \]
It follows that, with probability at least \(1 - \mathcal{O}\left(\sqrt{\epsilon(n)}\right)\),
\[ P(\sigma_u = +|\sigma_B, G_{A\cup B}, \phi_{A\cup B}) \]
\[ = \left(1 - \mathcal{O}\left(\sqrt{\epsilon(n)}\right)\right) P(\sigma_u = +|\sigma_B, G_{A\cup B}, \phi_{A\cup B}, (\phi, \sigma) \in \Omega(n)) + \mathcal{O}\left(\sqrt{\epsilon(n)}\right) P(\sigma_u = +|\sigma_B, G_{A\cup B}, \phi_{A\cup B}, (\phi, \sigma) \notin \Omega(n)) \]
\[ = (1 + o_n(1)) P(\sigma_u = +|\sigma_{B\cup C}, G, \phi, (\phi, \sigma) \in \Omega(n)) + o_n(1) \]
\[ = (1 + o_n(1)) P(\sigma_u = +|\sigma_{B\cup C}, G, \phi) + o_n(1), \]
where we used (5.40), (5.30) and (5.41) in the first, second, respectively last equality.

\[ \square \]

**Proof of Lemma 5.8.2.** Assume for a contradiction that for every \(s\), \(P(\sigma_u = s|\sigma_v, G)\) tends to \(1/q\) in probability. Since \(\hat{\sigma}_u\) depends on \(\sigma_u\) only through \(G\), we have for any \(s \in \{1, \ldots, q\}\),
\[ \text{Var}\left(E\left[1_{(\sigma_u = s)}|\sigma_v, G\right]\right) = \text{Var}\left(E\left[1_{(\sigma_u = s)}|\hat{\sigma}_u, \sigma_v, G\right]\right) \]
\[ \geq \text{Var}\left(E\left[1_{(\sigma_u = s)}|\hat{\sigma}_u\right]\right), \tag{5.42} \]
where the term on the left tends to zero by assumption. By definition of \(f(n)\),
\[ 1/q + \delta + o(1) \leq \sum_s P(\sigma_u = \hat{\sigma}_u|\hat{\sigma}_u = s) P(\hat{\sigma}_u = s). \]
Hence, for large enough \(n\), there must be an \(s\) such that \(P(\sigma_u = \hat{\sigma}_u|\hat{\sigma}_u = s) \geq 1/q + \delta/2\) and \(P(\hat{\sigma}_u = s) \geq \frac{\delta}{mq}\). As a consequence, the term on the right of (5.42) does not tend to zero.

\[ \square \]
Chapter 6

Non-backtracking spectrum of the *sparse* DC-SBM

We have published parts of this chapter in the conference proceedings of ITCS 2017 [51].

6.1 Introduction

In the previous chapter we established that in the *sparse* DC-SBM there is a detectability-threshold below which detecting the communities is impossible. Traditional methods based on the Adjacency and Laplacian matrix break down long before this threshold is reached. This is due to localization of the eigenvectors; the phenomena where the "mass" in eigenvectors concentrates around just a few nodes. Taking the Adjacency matrix $A$ as an example, we can understand this as follows: Since $A$ is symmetric, its eigenvectors can be obtained iteratively by applying powers of $A$ on some initial vector, i.e., $x_{k+1} = Ax_k$. Let us start with the all-one vector and assume for simplicity that our network is a star where the central node has high degree $d$. Then $x_2 = (d, 1, \ldots, 1)^T$, $x_3 = (d, d, \ldots, d)^T$, $x_4 = (d^2, d, \ldots, d)^T$, etcetera. This hints that high-degreed vertices accumulate an "unfair" large part of the mass in eigenvectors. In Section 4.4.1 we made this more precise by showing that the first eigenvectors of a power-law graph become indistinguishable from eigenvectors corresponding to high-degreed stars (this is a modest extension of the results in [90] for graphs without communities). Note that the degree-heterogeneity is caused here by the sparsity, as outliers of order $\log(n)/\log\log(n)$ now occur. Further, in Chapter 2 we explained that in a sufficiently dense regime the bulk of eigenvalues of $A$ should be confined to a finite interval (semi-circle law) and the few outliers should correspond to the community-structure. The presence of relatively high-degreed nodes in the sparse regime "smears" those sharp edges so that the informative eigenvectors get lost in the bulk, this is clearly illustrated in Figure 1 of [72]. Similar observations can be made for the Laplacian matrix [54].

We thus need a method that does not suffer from resonance. Belief-propagation is conjectured to work all the way down to the detectability-threshold, see Section 1.3.5 and references there, in particular [34, 35]. In the belief-propagation algorithm a vertex informs its neighbours about its own belief concerning its spin without taking into account its neighbours presence. The non-backtracking matrix appears naturally when we linearise the belief-propagation algorithm, see below.

The non-backtracking matrix $B$ of a graph $G = (V,E)$ is indexed by the set of its oriented edges $\bar{E} = \{(u, v) : \{u, v\} \in E\}$. For $e = (e_1, e_2), f = (f_1, f_2) \in \bar{E}$, $B$ is defined as

$$B_{ef} = 1_{e_2 = f_1} 1_{e_1 \neq f_2}.$$
This matrix was introduced by Hashimoto [60] in 1989.

We study here the spectrum of $B$ when $G$ is a random graph generated according to the sparse DC-SBM (with parameters $a$, $b$ and weight distribution with 2nd moment $\Phi^{(2)}$), see Section 3. We characterise its leading eigenvalues and corresponding eigenvectors when the number of vertices in $G$ tends to infinity.

Results in [72] show that the spectral method based on the non-backtracking matrix performs well in community detection on real datasets. A first step in testing the robustness of this method has been done in [17]: In the ordinary SBM, positively-correlated reconstruction can be obtained by thresholding the second-eigenvector of $B$ when $(a-b)^2 > 2(a+b)$.

We extend this robustness result to the degree-corrected setting. Informally, we have the following results: With high probability, the leading eigenvalue of the non-backtracking matrix $B$ is asymptotic to $\rho = \frac{a+b}{2} \Phi^{(2)}$. The second eigenvalue is asymptotic to $\mu_2 = \frac{a+b}{2} \Phi^{(2)}$ when $\mu_2 > \rho$, but asymptotically bounded by $\sqrt{\rho}$ when $\mu_2 \leq \rho$. All the remaining eigenvalues are asymptotically bounded by $\sqrt{\rho}$. Further, a clustering positively-correlated with the true communities can be obtained based on the second eigenvector of $B$ in the regime where $\mu_2 > \rho$ (i.e., precisely when $(a-b)^2 \Phi^{(2)} > 2(a+b)$).

A side-result is that Degree-Corrected Erdős-Rényi graphs asymptotically satisfy the graph Riemann hypothesis, a quasi-Ramanujan property.

In our proof we derive and use a weak law of large numbers for local-functionals on Degree-Corrected Stochastic Block Models, which could be of independent interest.

### 6.1.1 Linearisation of belief propagation

Following [91], we explain here how the non-backtracking matrix is naturally obtained by linearising belief propagation (Section 1.3.5). We restrict here to the ordinary SBM (with parameters $a$ and $b$) on two equal-sized communities.

Consider (1.2), with initial messages

$$\psi_{ij}^{u \rightarrow v} = \frac{1}{2} + \epsilon_{ij}^{u \rightarrow v}, \quad (6.1)$$

where $\epsilon_{ij}^{u \rightarrow v}$ are small random perturbation, forming vector $\epsilon$. Linearising (1.2) gives the substitution scheme

$$\epsilon \mapsto M\epsilon, \quad (6.2)$$

with $M_{(u,v),i,(w,x),j} = \frac{\partial \psi_{ij}^{u \rightarrow v}}{\partial \epsilon_{ij}}$.

It turns out that $M$ can be written as $M = B \otimes T$, where $\otimes$ denotes the tensor product, $B$ the non-backtracking matrix, and $T$ the stochastic transition matrix given element-wise by

$$T_{ij} = \frac{p_{ij}}{\sum_k p_{ik}}.$$  

The matrix $T$ takes into account the contribution of a single edge coming in to $u$, say $(w, u)$, to the message transmitted from $u$ to $v$. If $(w, u)$ were the only incoming edge (we consider $(u, v)$ here as the outgoing edge), the message $u$ transmitted to $v$ would be the belief based on $\psi_{ij}^{u \rightarrow v}$ and the presence of edge $(u, v)$, i.e., $\psi_{ij}^{u \rightarrow v} = T_{ij}^{u \rightarrow v}$. We note that we can rewrite $T = \lambda I + (1-\lambda) \frac{I}{2}$ in terms of the identity matrix $I$, the all-one matrix $J$, and its second eigenvalue $\lambda = \frac{a-b}{a+b}$.

In general, there are multiple edges coming in, which explains the role of $B$ in $M = B \otimes T$.

The updates (6.2) make sure that belief propagation drifts away from the trivial fixed point when the latter is unstable, i.e., when the eigenvalues of $M$ exceed 1.

But, the eigenvalues of $M$ are products of eigenvalues of $B$ and $T$. As we shall later see, the leading eigenvalues of $B$ are given by $\rho = \frac{a+b}{2}$, and $\mu = \frac{a-b}{2}$ when
\(\mu^2 > \rho\). As reasoned in [91], we can disregard its first eigenvalue/eigenvector pair (since the messages should be normalized). The matrix \(T\) has leading eigenvalues \(1\) and \(\lambda\), and again we can ignore \(1\). For the fixed-point to be unstable it is thus necessary that \(\mu \lambda > 1\), that is \(\mu^2 > \rho\).

### 6.1.2 Proof heuristics

We now give a heuristic proof for the above informal result (inspired also by [72]). Let \(\psi_1\) and \(\psi_2\) be the vectors on \(\vec{E}\) defined element-wise as \(\psi_1(e) = 1\) and \(\psi_2(e) = \sigma(e_2)\) and let \(\ell \sim \log n\). We claim that asymptotically when \(n \to \infty\), \(B^\ell \psi_1\) and \(B^\ell \psi_2\) are eigenvectors of \(B\) with corresponding eigenvalues \(\rho\), respectively \(\mu^2\).

We give an heuristic derivation. Firstly, for oriented edges \(e\) and \(f\), \(B^\ell_{ef}\) counts the number of non-backtracking paths of length \(\ell\) from \(e\) to \(f\). Now, the \(\ell\)- neighbourhood of vertex \(e_2\) looks like a tree with forward degree on average equal to \(\rho\), see Section 5.7. Hence there are roughly \(\rho \ell\) vertices at distance \(\ell\) from \(e_2\).

\[
(B^\ell \psi_1)(e) = \sum f B^\ell_{ef} \cdot 1 \simeq \rho^\ell \psi_1(e),
\]

since \(\psi_1(e) = 1\). Consequently,

\[
B(B^\ell \psi_1) \simeq \rho (B^\ell \psi_1).
\]

Similarly,

\[
(B^\ell \psi_2)(e) = \sum f B^\ell_{ef} \cdot \sigma(f_2) \simeq Z^+_\ell - Z^-_\ell,
\]

where \(Z^\pm_\ell\) denotes the number of vertices with spin \(\pm\) at distance \(\ell\) from \(e_2\). From Section 5.7, we know that a particle has on average \(\rho\) children, each of them inheriting its spin with probability \(\frac{a}{a+b}\). Hence,

\[
E[Z^+_\ell - Z^-_\ell | Z^+_\ell-1, Z^-_\ell-1] = \rho \left( \left( \frac{a}{a+b} - \frac{b}{a+b} \right) Z^+_\ell-1 - \left( \frac{a}{a+b} - \frac{b}{a+b} \right) Z^-_\ell-1 \right)
\]

\[
= \mu^2 \left( Z^+_\ell-1 - Z^-_\ell-1 \right).
\]

Iteration gives,

\[
E[Z^+_\ell - Z^-_\ell | \sigma(e_2)] = \mu^\ell_2 \cdot \sigma(e_2).
\]

Plugging this into (6.4), we obtain

\[
(B^\ell \psi_2)(e) \simeq \mu^\ell_2 \sigma(e_2) + \mathcal{O}(\rho^{\ell/2}) = \mu^\ell_2 \left( \sigma(e_2) + \mathcal{O}\left( \left( \frac{\rho}{\mu^2} \right)^{\ell/2} \right) \right),
\]

since fluctuations are of order \(\sqrt{Z^+_\ell + Z^-_\ell}\). Since we assume \(\mu^2 > \rho\),

\[
(B^\ell \psi_2)(e) \simeq \mu^\ell_2 \left( \sigma(e_2) + o(1) \right).
\]

That is,

\[
B(B^\ell \psi_2) \simeq \mu_2 (B^\ell \psi_2).
\]

Consequently, if \(\xi_2\) denotes the empirical normalised second eigenvector of \(B\), then

\[
\sum_{v \in \mathcal{N}(u)} \xi_2(v \to u) \simeq |\mathcal{N}(u)| \sigma(u).
\]
Thus we can indeed reconstruct vertices by simply labelling vertex $u$ according to the sign of $\sum_{v \in \mathcal{N}(u)} \xi_2(v \to u)$.

We also find, for the eigenvalues $\mu_1, \mu_2, \ldots, \mu_m$ (with $m$ equal to the number of edges), for arbitrary integer $l \geq 0$,

$$\sum_{i=1}^{m} |\mu_i|^l \leq \text{Tr} \left( B^l (B^l)^* \right) \simeq m \rho^l.$$  

We conclude that the bulk of eigenvalues should be confined to the disk with radius $\sqrt{\rho}$ in the complex plane.

Our work consists in making the above precise, in particular bounding the norm of the third eigenvalue.

### 6.2 Main Results

We consider random graphs on $n$ nodes $V = \{1, \ldots, n\}$ drawn according to the sparse DC-SBM as in Section 3. Out of technical convenience we partition the vertices into two clusters of sizes $n_+$ and $n_-$, such that for some constant $\gamma \in (0, 1]$,

$$n_\pm = \frac{n}{2} + \mathcal{O}(n^{1-\gamma}). \quad (6.6)$$

Note that this is more general than labelling vertices uniformly at random.

The community-membership of a vertex $v$ is again denoted by its spin $\sigma(v)$ from $\{+,-\}$ and its weight by $\phi_v$. We assume in this chapter that the weights of vertices are bounded, i.e., there exists $0 < \phi_{\min} \leq \phi_{\max} < \infty$ such that $\nu$ has support in $[\phi_{\min}, \phi_{\max}]$. An edge is drawn between nodes $u$ and $v$ with probability $\frac{\phi_u \phi_v}{n} a$ when $u$ and $v$ have the same spin and with probability $\frac{\phi_u \phi_v}{n} b$ otherwise.

Local neighbourhoods in the sparse graphs under consideration are tree-like with high probability. In Section 5.7 we showed that these trees are distributed according to a Poisson-mixture two-type branching process. We denote the mean progeny matrix of the branching process by $M = \Phi^{(2)}(2)$.

We introduce the orthonormal vectors $g_1 = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 1 \end{pmatrix}$, and $g_2 = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ -1 \end{pmatrix}$.

The mean progeny matrix of the branching process by

$$M = \frac{\Phi^{(2)}}{2} \begin{pmatrix} a & b \\ b & a \end{pmatrix}. \quad (6.7)$$

We introduce the orthonormal vectors

$$g_1 = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \text{ and } g_2 = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ -1 \end{pmatrix}, \quad (6.8)$$

Together with the scalars

$$\rho = \mu_1 = \frac{a+b}{2} \Phi^{(2)}(2), \text{ and } \mu_2 = \frac{a-b}{2} \Phi^{(2)}(2). \quad (6.9)$$

Then, $g_k$ ($k = 1, 2$) are the left-eigenvectors of $M$ associated to eigenvalues $\mu_k$:

$$g_k^* M = \mu_k g_k^*, \quad k = 1, 2. \quad (6.10)$$

Finally, we define for $k \in \{1, 2\}$,

$$\chi_k(e) = g_k(\sigma(e_2))\phi_{e_2}, \quad \text{for } e \in \mathcal{E}. \quad (6.11)$$

We show that the candidate eigenvectors

$$\zeta_k = \frac{B^\ell B^{\ast \ell} \chi_k}{\|B^\ell B^{\ast \ell} \chi_k\|} \quad (6.12)$$
are then, for \( \ell \sim \log(n) \), asymptotically aligned with the first two eigenvectors of \( B \). Note the weight in (6.11), which is not present in the ordinary SBM.

**Theorem 6.2.1** (Degree-Corrected Extension of Theorem 4 in [17]). Let \( G \) be drawn according to the DC-SBM such that assumption (6.6) holds. Assume that \( \ell = C_{\text{sym}} \log(n) \), with \( C_{\text{sym}} > 0 \) a small constant defined in (6.14).

If \( \mu_2^2 > \rho \), then, with high probability, the eigenvalues \( \lambda_i \) of \( B \) satisfy

\[
|\lambda_1 - \rho| = o(1), |\lambda_2 - \mu_2| = o(1), \quad \text{and, for } i \geq 3, \quad |\lambda_i| \leq \sqrt{\rho} + o(1).
\]

Further, if, for \( k \in \{1, 2\} \), \( \xi_k \) is a normalized eigenvector associated to \( \lambda_k \), then \( \xi_k \) is asymptotically aligned with \( \zeta_k \). The vectors \( \xi_1 \) and \( \xi_2 \) are asymptotically orthogonal.

If \( \rho > 1 \), and \( \mu_2^2 \leq \rho \), then, with high probability, the eigenvalues \( \lambda_i \) of \( B \) satisfy

\[
|\lambda_1 - \rho| = o(1), \quad \text{and, for } i \geq 2, \quad |\lambda_i| \leq \sqrt{\rho} + o(1).
\]

Further, \( \xi_1 \) is asymptotically aligned with \( \zeta_1 \).

Note that \( \mu_2^2 > \rho \) implies \( \rho > 1 \), so that we consider the DC-SBM precisely in the regime where a giant component emerges, see [15].

In Theorem 6.2.2 we show that positively correlated clustering is possible based on the second eigenvector of \( B \) when above the feasibility threshold. More precisely, let \( \hat{\sigma} = \{\hat{\sigma}(v)\}_{v \in V} \) be estimators for the spins of the vertices. Following [34], we say that \( \hat{\sigma} \) has positive overlap with the true spin configuration \( \sigma = \{\sigma(v)\}_{v \in V} \) if for some \( \delta > 0 \), with high probability,

\[
\max_p \frac{1}{n} \sum_{v=1}^{n} 1_{\hat{\sigma}(v) = p \sigma(v)} > \frac{1}{2} + \delta,
\]

where \( p \) runs over the identity mapping on \( \{+, -\} \) and the permutation that swaps + and −.

**Theorem 6.2.2** (Degree-Corrected Extension of Theorem 5 in [17]). Let \( G \) be drawn according to the DC-SBM such that assumption (6.6) holds and such that \( \mu_2^2 > \rho \). Let \( \xi_2 \) be the second normalized eigenvector of \( B \).

Then, there exists a deterministic threshold \( \tau \in \mathbb{R} \), such that the following procedure asymptotically positive overlap: Put for vertex \( v \in V \) its estimator

\[
\hat{\sigma}(v) = + \text{ if } \sum_{e \in \varepsilon(v)} \xi_2(e) > \frac{\delta}{\sqrt{n}} \text{ and put } \hat{\sigma}(v) = - \text{ otherwise.}
\]

### 6.2.1 Quasi Ramanujan property

Following the definition introduced in [79], a \( k \)-regular graph is Ramanujan if its second largest absolute eigenvalue is no larger than \( 2\sqrt{k - 1} \). In [59], a graph is said to satisfy the graph Riemann hypothesis if \( B \) has no eigenvalues \( \lambda \) such that \( |\lambda| \in (\sqrt{\rho_B}, \rho_B) \), where \( \rho_B \) is the Perron-Frobenius eigenvalue of \( B \). The graph Riemann hypothesis can be seen as a generalization of the Ramanujan property, because a regular graph satisfies the graph Riemann hypothesis if and only if it has the Ramanujan property [59, 96].

Now, put \( a = b = 1 \) to obtain a Degree-Corrected Erdős-Rényi graph where vertices \( u \) and \( v \) are connected by an edge with probability \( \frac{\phi_u \phi_v}{n} \). Our results imply that, with high probability, \( \rho_B = \Phi^{(2)} + o(1) \), while all other eigenvalues are in absolute value smaller than \( \sqrt{\Phi^{(2)}} + o(1) \). Consequently, these Degree-Corrected Erdős-Rényi graphs asymptotically satisfy the graph Riemann hypothesis.
6.2.2 Notation

We say that a sequence \((E_n)_n\) of events happens with high probability (w.h.p.) if \(\lim_{n \to \infty} \mathbb{P}(E_n) = 1\).

We denote by \(\| \cdot \|\) both the euclidean norm for vectors and the operator norm of matrices. I.e., for vectors \(x = (x_1, \ldots, x_m)\), and a matrix \(A\), \(\|x\| = \sqrt{\sum_{u=1}^m x_u^2}\), and \(\|A\| = \sup_{x,\|x\|=1} \|Ax\|\).

Below we use that the neighbourhoods with a radius no larger than \(C_{\text{coupling}} \log_\rho(n)\) can be coupled w.h.p. to certain branching processes, where

\[
C_{\text{coupling}} := \frac{\left(\frac{1}{2} - \frac{1}{8} \log(4/e)\right) \wedge \left(\frac{1}{30} \wedge \frac{3}{2}\right)}{\log_\rho(2(a+b)d_{\text{max}}^2)}.
\]

We put,

\[
C_{\text{min}} = \frac{1}{10} C_{\text{coupling}}
\]

and consider often neighbourhoods of radius \(C_{\text{min}} \log_\rho(n)\).

We denote the \(k\)-th moment of the weight distribution \(\nu\) by \(\Phi^{(k)}\). I.e., \(\mathbb{E}[\phi^k]\) = \(\Phi^{(k)}\).

The non-backtracking property for oriented edges \(e, f \in \hat{E}\) is denoted by \(e \to f\), i.e., \(c_2 = f_1\) and \(f_2 \neq e_1\).

In proofs, we often use the symbols \(c_1, c_2, \ldots\) for suitably chosen constants.

6.3 Outline and proof strategy

We follow the same general approach as in [17]. We focus primarily on the differences and complications here: we often omit or shorten the proof of a statement if it may be proven in a very similar way.

We detail first our proof-strategy. Since \(B\) is neither symmetric nor a-priori normal, we cannot use standard tools such as the Bauer-Fike theorem.

Denote the top right eigenvectors of \(B\) by \(v_1\) and \(v_2\), and the corresponding eigenvalues by \(\lambda_1\), respectively \(\lambda_2\). Assume that we can write

\[
B = \lambda_1 v_1 w_1^* + \lambda_2 v_2 w_2^* + R,
\]

with \(R\) a matrix with norm bounded by \(\sqrt{\lambda_1}\), \(w_1^* v_1 = 1\), for all \(i\), \(w_i^* v_j = w_i^* w_j = v_i^* v_j = 0\) for \(i \neq j\) and \(w_i^* R = 0\) for all \(i\). Then,

\[
B^\ell = \lambda_1^\ell v_1 w_1^* + \lambda_2^\ell v_2 w_2^* + R^\ell.
\]

Now, if \(\lambda_2^3 > \lambda_1\), then \(\|R^\ell\| = \mathcal{O} \left(\lambda_1^{\ell/2}\right)\), and hence \(R^\ell\) is a small perturbation in (6.15). This intuition leads to an extension of the Bauer-Fike theorem, given in Proposition 6.4.1: If

\[
B^\ell = \rho^\ell x_1 y_1^* + \mu_2^\ell x_2 y_2^* + R^\ell,
\]

with \(x_i = x_i(\ell), y_i = y_i(\ell), R^\ell\) as in the conditions of Proposition 6.4.1, then

\[
\lambda_1 - \rho = o(1), \quad \lambda_2 - \mu_2 = o(1), \quad \text{and}, \quad \left\| \frac{x_i}{\|x_i\|} - v_i \right\| = o(1).
\]

How should we choose \(x_i\) and \(y_i\) so that (6.16) is true? Firstly, to meet the bound on \(R^\ell\) we have to control \(\|B^\ell x\|\) when \(x \perp y_i\). We do this by decomposing powers of \(B\) as a sum of products, using a technique that first appeared in [85] and [17]. In particular, we obtain Proposition 6.10.1, from which it follows that we have to bound
\begin{align*}
\langle \chi_j, B^{t-t-1}x \rangle \text{ for } x \perp y_i \text{ and } t \leq \ell. \text{ Now we show that this term is small if } \langle \phi_1, x \rangle = 0,
\text{ where } \phi_1 = \frac{B^t \chi_i}{\|B^t \chi_i\|}. \text{ It is therefore natural to choose } y_i = \phi_1. \text{ But then, if } c_i := y_i y_i^* \text{ is bounded away from zero and } y_1^* y_2 \to 0,
B^t \phi_1 = \rho^t c_1 x_1 + O \left( \rho^{t/2} \right),
\text{ and,}
B^t \phi_2 = \mu^t c_2 x_2 + O \left( \rho^{t/2} \right),
\end{align*}
where the big "O" term denotes a vector of norm $O \left( \rho^{t/2} \right)$. This implies that $x_i$ should be parallel with $B^t \phi_i$.

We therefore need a careful analysis of $\phi_1, \phi_2, B^t \phi_1$, and $B^t \phi_2$. We analyse them first on branching processes, as most neighbourhoods are locally tree-like. We should be careful here, because with non-zero probability certain neighbourhoods cannot be accurately described with a branching process. However, to calculate, for instance, $\phi_1 \phi_2 = \sum_{e \in E} \phi_1(e) \phi_2(e)$, we could circumvent this issue by establishing a law of large numbers for local functionals in order to replace $\frac{1}{n} \sum_{e \in E} \phi_1(e) \phi_2(e)$ by $
E \left[ \frac{B^t \chi_1(o)}{\|B^t \chi_1\|} \cdot \frac{B^t \chi_2(o)}{\|B^t \chi_2\|} \right] \text{ on a branching process with root } o \text{ having spin uniformly picked from } \pm. \text{ From the heuristics above, we expect } 
E \left[ \frac{B^t \chi_1(o)}{\|B^t \chi_1\|} \cdot \frac{B^t \chi_2(o)}{\|B^t \chi_2\|} \right] \simeq \E[\sigma_o] = 0.

We detail now the outline of the rest of this chapter.

In Section 6.4, we give the necessary background on non-backtracking matrices. Further, we give an extension of the Bauer-Fike Theorem, that first appeared in [17].

In Section 6.5 we give the proof of Theorem 6.2.1. It builds on Propositions 6.5.1 and 6.5.2. Their proofs are deferred to later sections.

In Section 6.6 we consider two-type branching process where the offspring distribution is governed by a Poisson mixture to capture the weights of the vertices. We associate two martingales to this process and extend limiting results by Kesten and Stigum [70, 71]. Hoeffding’s inequality plays an important role here to prove concentrations results for the weights. Further, we define a cross-generational functional on these branching processes that is correlated with the spin of the root.

In Section 5.7 we state a coupling between local neighbourhoods and the branching process with weights in Section 6.6. This coupling is slightly different from Section 5.7. It is technically more involved than the ordinary coupling on graphs with unit weight. It is crucial that the weights in the graph and the branching process exactly coincide. We further establish a growth condition on the local neighbourhoods, using a stochastic domination argument that is more involved than its analogue in unweighted graphs.

In Section 6.8 we define local functionals that map graphs, together with their spins and weights to the real numbers. We establish, using Efroin-Stein’s inequality, a weak law of large numbers for those functionals, which could be of independent interest. Part of the work here is again hidden in the coupling from Section 5.7.

In Section 6.9 we apply those local functionals to establish Proposition 6.5.1.

In Section 6.10 we decompose powers of the matrix $B$ as a sum of products. This technique appeared first in [85] for matrices counting self-avoiding paths and was elaborated in [17]. To bound the norm of the individual matrices occurring in the decomposition, we use the trace method initiated in [46]. In doing so, we need to bound the expectation of products of higher moments of the weights over certain paths. This is a significant complication with respect to the ordinary SBM, see Section 6.10.2 for a comparison.

In Section 6.11 we prove that positively correlated clustering is possible based on the second eigenvector of $B$, i.e., Theorem 6.2.2. We use the symmetry present in the two-communities setting here, which gets in general broken in models with more than two communities.
Detailed proofs of the statements in Sections 6.6, 5.7, 6.8, 6.10 and 6.11 can be found in Sections 6.12 - 6.16. In each section we give a detailed comparison with the ordinary SBM.

6.4 Preliminaries

6.4.1 Background on non-backtracking matrix

We repeat here the most important observations made in [17].

Firstly, for any \( k \geq 1 \), \( B^k_{ef} \) counts the number of non-backtracking paths between oriented edges \( e \) and \( f \). A non-backtracking path is defined as an oriented path between two oriented edges such that no edge is the inverse of its preceding edge, i.e., the path makes no backtrack.

Another import observation is that \((B^*)_{ef} = B_{fe} = B_{e^{-1}f^{-1}}\), where for oriented edge \( e = (e_1, e_2) \), we set \( e^{-1} = (e_2, e_1) \). If we introduce the swap notation, for \( x \in \mathbb{R}^\vec{E} \),

\[
\tilde{x}_e = x_{e^{-1}}, \quad e \in \vec{E},
\]

then for any \( x, y \in \mathbb{R}^\vec{E} \), and integer \( k \geq 0 \),

\[
\langle y, B^k x \rangle = \langle B^k \tilde{y}, \tilde{x} \rangle.
\]

Denote by \( P \) the matrix on \( \mathbb{R}^{\vec{E} \times \vec{E}} \), defined on oriented edges \( e, f \) as

\[
P_{ef} = 1_{f = e^{-1}}.
\]

Then, \( P x = \tilde{x} \), \( P^* = P \) and \( P^{-1} = P \). Further,

\[
(B^k P)^* = P(B^*)^k = B^k P,
\]

so that we can write the symmetric matrix \( B^k P \) in diagonal form: Let \( (\sigma_{k,j})_j \) be eigenvalues of \( B^k P \) ordered in decreasing order of absolute value, and let \( (x_{k,j})_j \) be the corresponding orthonormal eigenvectors. Then,

\[
B^k = (B^k P)P = \sum_j \sigma_{k,j} x_{k,j} x_{k,j}^* = \sum_j \sigma_{k,j} x_{k,j} \tilde{x}_{k,j}^* = \sum_j s_{k,j} x_{k,j} y_{k,j}^*, \quad (6.17)
\]

where \( s_{k,j} = |\sigma_{k,j}| \) and \( y_{k,j} = \text{sign}(\sigma_{k,j}) \tilde{x}_{k,j} \). Since \( P \) is an orthogonal matrix, \((\tilde{x}_{k,j})_j\) form an orthonormal base for \( \mathbb{R}^\vec{E} \) and the term furthest on the right of (6.17) is thus the spectral value decomposition of \( B^k \). Now, if \( B \) is irreducible and if \( \xi \) denotes the normalized Perron eigenvector of \( B \) with eigenvalue \( \lambda_1(B) > 0 \), we have \( \lambda_1(B) = \lim_{k \to \infty} (\sigma_{k,1})^{1/k} \), and \( \lim_{k \to \infty} ||x_{k,1} - \xi|| = 0 \).

In [17], the Bauer-Fike Theorem is extended to prove the spectral claims we make here.

6.4.2 Extension of Bauer-Fike Theorem

Tailored to our needs, we use the following proposition from [17]:

**Proposition 6.4.1 (Special case of Proposition 8 in [17]).** Let \( \ell = C \log_p n \), with \( C > 0 \). Let \( A \in M_n(\mathbb{R}) \), such that for some vectors \( x_1 = x_{\ell,1}, y_1 = y_{\ell,1}, x_2 = x_{\ell,2}, y_2 = y_{\ell,2} \in \mathbb{R} \), some matrix \( R_\ell \in M_n(\mathbb{R}) \), and some non-zero constants \( \rho > \mu_2 \) with \( \mu_2^2 > \rho \),

\[
A^\ell = \rho^\ell x_1 y_1^* + \mu_2^\ell x_2 y_2^* + R_\ell. \quad (6.18)
\]
Assume there exist $c_0, c_1 > 0$ such that for all $i \in \{1, 2\}$, $\langle y_i, x_i \rangle \geq c_0$, $\|x_i\|y_i\| \leq c_1$. Assume further that $\langle x_1, y_2 \rangle = \langle x_2, y_1 \rangle = \langle x_1, x_2 \rangle = \langle y_1, y_2 \rangle = 0$ and for some $c > 0$

$$\|R_\ell\| < \rho^{s/2} \log^{c}(n).$$

Let $(\lambda_i)_{1 \leq i \leq n}$ be the eigenvalues of $A$ with $|\lambda_1| \leq \ldots \leq |\lambda_1|$. Then,

$$|\lambda_1 - \rho| = o(1), |\lambda_2 - \mu_2| = o(1), \quad \text{and, for } i \geq 3, \quad |\lambda_i| \leq \sqrt{\rho} + o(1).$$

Further, there exist unit eigenvectors $\psi_1, \psi_2$ of $A$ with eigenvalues $\lambda_1$, respectively $\lambda_2$ such that

$$||\psi_i - \frac{x_i}{\|x_i\||}|| = o(1).$$

Proof. This is a special case of Proposition 8 in [17]. In the notation of the latter, we have $\ell' = \ell - 2$, $\theta_1 = \rho$, $\theta_2 = \mu_2$, $\theta = \mu_2$, $\gamma \geq \frac{a+b}{|a-b|} > 1$. Further $c_0(\alpha \gamma^a - c_1) \wedge \frac{c_0^2}{2(\ell' \gamma^c)} \sim \frac{1}{\log \rho n}$, and thus

$$\|R_\ell\| \leq \log^{c}(n) \left(\frac{\sqrt{\rho}}{|\mu_2|}\right)^\ell |\mu_2|^\ell = o(1) \frac{1}{\log \rho n} |\theta|^\ell.$$

To prove the case $\mu_2^2 > \rho$ of Theorem 6.2.1, we thus need to find candidate vectors $x_1, x_2, y_1$ and $y_2$ that meet the conditions in Proposition 6.4.1 and further verify that the remainder $R_\ell$ has small norm. Note that the last condition is true whenever $\|B^\ell x\| \leq \rho^{s/2} \log^{c}(n)$ for all normalized $x$ in $\text{span}\{y_1, y_2\}^\perp$.

To address the case $\mu_2^2 \leq \rho$ of Theorem 6.2.1, we appeal to Proposition 7 in [17], which is very similar in spirit to Proposition 6.4.1.

### 6.5 Proof of Theorem 6.2.1

#### 6.5.1 The case $\mu_2^2 > \rho$

We start with the case $\mu_2^2 > \rho$. We decompose, for some vectors $x_1, x_2, y_1$ and $y_2$ and matrix $R_\ell$,

$$B^\ell = \rho^\ell x_1 y_1^* + \mu_2^\ell x_2 y_2^* + R_\ell,$$

and we show that the assumptions of Proposition 6.4.1 are met.

Let $\ell$ be as in Theorem 6.2.1 and recall $\chi_k$ and $\zeta_k$ from (6.11) and (6.12). For ease of notation, we introduce for $k \in \{1, 2\}$,

$$\varphi_k = \frac{B^\ell \chi_k}{\|B^\ell \chi_k\|}, \quad \text{and } \theta_k = \|B^\ell \varphi_k\|. \quad (6.19)$$

Then, $\zeta_k = \frac{B^\ell \varphi_k}{\theta_k}$. To prove the main theorem, we need the following two propositions. The proofs are deferred to Section 6.9 and 6.10.1. The material in Section 6.9 builds on ingredients from Sections 5.7 - 6.8, where we assume that $\mu_2^2 > \rho$, unless stated otherwise.

**Proposition 6.5.1** (Degree-Corrected Extension of Proposition 19 in [17]). Assume that $\mu_2^2 > \rho$. Let $\ell = C \log \rho n$ with $0 < C < C_{\min}$. For some $b, c > 0$, with high probability,

(i) $b|\mu_k^\ell| \leq \theta_k \leq c|\mu_k^\ell|$ if $k \in \{1, 2\}$,
(ii) \( \text{sign}(\mu_k') \langle \hat{q}_k, \hat{\varphi}_k \rangle \geq b \) if \( k \in \{1, 2\} \).

(iii) \( |\langle \varphi_1, \varphi_2 \rangle| \leq (\log n)^3 n^{C-(\frac{2}{5} + \frac{1}{50})} \).

(iv) \( |\langle \zeta_j, \varphi_k \rangle| \leq (\log n)^3 n^{\frac{2}{5C-(\frac{2}{5} + \frac{1}{50})}} \) if \( k \neq j \in \{1, 2\} \).

(v) \( |\langle \zeta_1, \zeta_2 \rangle| \leq (\log n)^8 n^{2C-(\frac{2}{5} + \frac{1}{50})} \).

Put \( H = \text{span}\{\varphi_1, \varphi_2\} \), then

**Proposition 6.5.2** (Degree-Corrected Extension of Proposition 20 in [17]). Let \( \ell = C \log \rho n \) with \( 0 < C < C_{\text{min}} \). For some \( c > 0 \), with high probability,

\[
\sup_{x \in H^+, \|x\|=1} \|B^\ell x\| \leq (\log n)^c \rho^{\ell/2}.
\] (6.20)

Put \( \bar{\varphi}_1 = \varphi_1 \), and \( \bar{\varphi}_2 = \frac{\varphi_2 - \langle \varphi_2, \varphi_1 \rangle \varphi_1}{\|\varphi_2 - \langle \varphi_2, \varphi_1 \rangle \varphi_1\|} \), then \( \bar{\varphi}_1 \) and \( \bar{\varphi}_2 \) are orthonormal and \( \|\bar{\varphi}_2 - \varphi_2\| = o(\rho^{-\ell/2}) \), due to Proposition 6.5.1 (iii).

Let \( \bar{\zeta}_1 \) be the normalized orthogonal projection of \( \zeta_1 \) on \( \text{span}\{\bar{\varphi}_2\} \). Similarly, let \( \bar{\zeta}_2 \) be the normalized orthogonal projection of \( \zeta_2 \) on \( \text{span}\{\bar{\zeta}_1, \bar{\varphi}_1\} \).

Then \( \langle \bar{\zeta}_1, \bar{\zeta}_2 \rangle = 0 \) and for \( i = 1, 2 \), \( \|\bar{\zeta}_i - \zeta_i\| = o(\rho^{-\ell/2}) \), as follows from Proposition 6.5.1 (iv) and (v).

We set

\[
D = \theta_1 \bar{\zeta}_1 \bar{\varphi}_1 + \theta_2 \bar{\zeta}_2 \bar{\varphi}_2 = \rho^\ell \left( \frac{\theta_1}{\rho} \bar{\zeta}_1 \right) \bar{\varphi}_1 + \mu_2^* \left( \frac{\theta_2}{\mu_2} \bar{\zeta}_2 \right) \bar{\varphi}_2.
\]

Note that,

\[
\|B^\ell \bar{\varphi}_1\| = \theta_1 = O(\rho^\ell),
\]

and

\[
\|B^\ell \bar{\varphi}_2\| = \|B^\ell (1 + o(1)) \bar{\varphi}_2 + o(1) \bar{\varphi}_1\| = O(\rho^\ell).
\]

As a consequence, from Proposition 6.5.2,

\[
\|B^\ell\| = O(\rho^\ell).
\]

Since \( D \bar{\varphi}_i = B^\ell \bar{\varphi}_i + \theta_i (\bar{\zeta}_i - \zeta_i) \),

\[
\|B^\ell \bar{\varphi}_i - D \bar{\varphi}_i\| \leq \|B^\ell\| \|\bar{\varphi}_i - \bar{\varphi}_i\| + \theta_i \|\bar{\zeta}_i - \zeta_i\| = O \left( \rho^{\ell/2} \right).
\]

Let \( P \) be the orthogonal projection on \( H = \text{span}\{\bar{\varphi}_1, \bar{\varphi}_2\} = \text{span}\{\bar{\varphi}_1, \bar{\varphi}_2\} \), then \( \|B^\ell P - D\| = O \left( \rho^{\ell/2} \right) \).

Put \( R_\ell = B^\ell - D \). Write for \( y \in \mathbb{R}^E \) with unit norm, \( y = h + h^\perp \), with \( h \in H \) and \( h^\perp \in H^\perp \), then

\[
\|R_\ell y\| = \|B^\ell h^\perp + (B^\ell - D) h\|
\leq \sup_{x \in H^+, \|x\|=1} \|B^\ell x\| + \|B^\ell P - D\|
= O \left( \log^c(n) \rho^{\ell/2} \right),
\] (6.21)

as follows from Proposition 6.5.2.

We finish by applying Proposition 6.4.1 with \( x_1 = \frac{\theta_1}{\rho} \bar{\zeta}_1 \), \( y_1 = \bar{\varphi}_1 \), \( x_2 = \frac{\theta_2}{\mu_2} \bar{\zeta}_2 \), and, \( y_2 = \bar{\varphi}_2 \).
6.5.2 The case \( \mu_2^2 \leq \rho \).

In case \( \mu_2^2 \leq \rho \), Proposition 6.5.1 \((i)\) and \((ii)\) continue to hold for \( k = 1 \). Further, Proposition 6.5.1 \((iii)\) as well as Proposition 6.5.2 continue to hold. We need however the following bound for \( k = 2 \):

**Proposition 6.5.3.** Assume that \( \mu_2^2 \leq \rho \). Let \( \ell = C \log \rho n \) with \( 0 < C < C_{\text{min}} \). For some \( c > 0 \), with high probability,

\[
\theta_2 \leq (\log n)^c \rho^{\ell/2}.
\]

Using this proposition and \( ||\tilde{\varphi}_2 - \hat{\varphi}_2|| = o(\rho^{-\ell/2}) \), we get

\[
||B^\ell \tilde{\varphi}_2|| \leq (\log n)^{c+1} \rho^{\ell/2}.
\]

It remains to apply Proposition 7 from [17].

6.6 Poisson-mixture two-type branching processes

The proofs of the statements in this section are deferred to Section 6.12.

6.6.1 A theorem of Kesten and Stigum

We consider the two-type Poisson-mixture branching process defined in Section 5.4.

We use the notation \( Z_t = \left( Z_t(+) \right) \) for the population at generation \( t \geq 1 \), where \( Z_t(\pm) \) is the number of type \( \pm \) particles in generation \( t \). We let \( (F_t)_{t \geq 1} \) denote the natural filtration associated to \( (Z_t)_{t \geq 1} \).

We associate two matrices to the branching process, namely \( M \) defined in (6.7), and, for a root with weight \( \phi_o \),

\[
M_{\phi_o} = \frac{\Phi(1)\phi_o}{\Phi(2)} M. \tag{6.22}
\]

Then, \( M \) is the transition matrix for generations \( t \geq 1 \) and later:

\[
E[Z_{t+1} | Z_t] = MZ_t, \quad \text{for all } t \geq 1, \tag{6.23}
\]

and \( M_{\phi_o} \) describes the transition from the root to the first generation:

\[
E[Z_1 | Z_0, \phi_o] = M_{\phi_o}Z_0, \tag{6.24}
\]

where, by assumption \( Z_0 = \left( \frac{1}{\sigma_o=+} \right) \). Note that the difference between the root and later generations stems from the fact that the root’s weight is deterministic in the conditional expectation, whereas the weight of a particle in any later generation has expectation \( \frac{\Phi(2)}{\Phi(1)} \).

Recall from (6.10) that \( g_k \), \( k = 1, 2 \) are the left-eigenvectors of \( M \) associated to eigenvalues \( \mu_k \):

\[
g_k^* M = \mu_k g_k^*, \quad k = 1, 2. \tag{6.25}
\]

Note that \( M_{\phi_o} \) has the same left-eigenvectors as \( M \), while the corresponding eigenvalues are given by

\[
\mu_{k,\phi_o} = \frac{\Phi(1)\phi_o}{\Phi(2)} \mu_k, \quad k = 1, 2. \tag{6.26}
\]
Theorem 6.6.1 shows that a Kesten-Stigum theorem applies to the "classical" branching process obtained after restricting the above process to generations 1 and later: We expect

$$\frac{\langle g_k, Z_t \rangle}{\mu_k^{t-1}} = \frac{\mathbb{E}[\langle g_k, Z_t \rangle] + O(\sqrt{Z_t})}{\mu_k^{t-1}} = \langle g_k, Z_1 \rangle + o(1),$$

since $\mu_2^2 > \mu_1 = \rho > 1$. Corollary 6.6.2, then, joins this classical branching process to the transition from the root to generation 1.

We further consider the vector $\Psi_t = (\Psi_t(+), \Psi_t(-))$, containing sums of the weights,

$$\Psi_t(\pm) = \sum_{u \in Y_t} 1_{\sigma_u = \pm} \phi_u,$$

(6.27)

where $Y_t$ is the set of particles at distance $t$ from the root, and where $\phi_u$ and $\sigma_u$ denote the weight respectively spin of a particle $u$. Note that $\Psi_t = Z_t$ in case of unit weights.

The martingale Theorem 6.6.3 is not present in [17]. We need it to bound the variance of the cross-generational functional defined in Section 6.6.3.

**Theorem 6.6.1 (Degree-Corrected Extension of Theorem 21 in [17]).** Assume that $\mu_2^2 > \rho$. Put $F_t = \{Z_s\}_{s \leq t}$. For any $k = 1, 2$,

$$\left( X_k(t) := \frac{\langle g_k, Z_t \rangle}{\mu_k^{t-1}} - \langle g_k, Z_1 \rangle \right)_{t \geq 1},$$

is an $F_t$-martingale converging a.s. and in $L^2$ such that for some $C > 0$ and all $t \geq 1$, $\mathbb{E}[X_k(t)] = 0$ and $\mathbb{E}[X_k^2(t)|Z_1] \leq C\|Z_1\|_1$.

**Corollary 6.6.2.** Assume that $\mu_2^2 > \rho$. For $k = 1, 2$, with the weight $\phi_o = \psi_o$ of the root fixed, the sequence of random variables $(Y_{k,\psi_o}(t))_{t \geq 1} = \left( \frac{\langle g_k, Z_t \rangle}{\mu_k^{t-1}} \right)_{t \geq 1}$ converges almost surely and in $L^2$ to a random variable $Y_{k,\psi_o}(\infty)$ with $\mathbb{E}[Y_{k,\psi_o}(\infty)|\sigma_o] = g_k(\sigma_o)$. Further, the $L^2$-convergence takes place uniformly over all $\psi_o$.

**Theorem 6.6.3.** Assume that $\mu_2^2 > \rho$. Put $G_t = \{\Psi_s\}_{s \leq t}$. For any $k = 1, 2$,

$$\left( X_k(t) := \frac{\langle g_k, \Psi_t \rangle}{\mu_k^{t-1}} - \langle g_k, \Psi_1 \rangle \right)_{t \geq 1},$$

is an $G_t$-martingale converging a.s. and in $L^2$ such that for some $C > 0$ and all $t \geq 1$, $\mathbb{E}[X_k(t)] = 0$ and $\mathbb{E}[X_k^2(t)|Z_1] \leq C\|Z_1\|_1$.

### 6.6.2 Quantitative version of the Kesten-Stigum theorem

We now quantify the growth of the population size. The latter is defined as

$$S_t = \|Z_t\|_1, \quad t \geq 0,$$

i.e., the number of individuals in generation $t \geq 0$. Given $S_t$, for $t \geq 1$ we have

$$S_{t+1} = \text{Poi} \left( \sum_{l=1}^{S_t} X_l^{(l)} \right),$$

(6.28)
where \( \left( X_{i}^{(l)} \right) \) are i.i.d. copies of \( \frac{2^{|s-k|}}{s} \Phi^{(1)} \phi^* \), where \( \phi^* \) follows law \( \nu^* \).

Note that in the ordinary Stochastic Block Model (i.e., when all vertices have unit weight), the argument of the Poisson random variables in (6.28) is deterministic, contrary to the general case under consideration here. Using (6.23) recursively in conjunction with (6.24), it follows that

\[
E[S_t|\phi_o] = \frac{\Phi^{(1)} \phi_o}{\Phi^{(2)}} \rho^t, \quad \forall t \geq 1.
\]

In the following lemma we show that deviations from this average are small. In fact, there exists a constant \( C \) such that for each \( t \geq 0 \), \( S_t \) is asymptotically stochastically dominated by an Exponential random variable with mean \( C \rho^t \). An important ingredient in the proof below is Hoeffding’s inequality, which we use to derive a concentration result for the parameter of the Poisson variable in (6.28).

Heuristically, \( \sum_{i=1}^{S_t} X_{i}^{(l)} = \rho S_t + O(\sqrt{S_t}) \), so that in conjunction with large deviation bounds for Poisson random variables (for large \( \lambda > 0 \), with large probability, \( \text{Poi}(\lambda) \leq \lambda + O(\sqrt{\lambda}) \)), we expect \( \text{Poi} \left( \sum_{i=1}^{S_t} X_{i}^{(l)} \right) \leq \rho S_t(1 + o(1)) \).

**Lemma 6.6.4** (Degree-Corrected Extension of Lemma 23 in [17]). Assume \( S_0 = 1 \). There exist \( c, c' > 0 \) such that for all \( s \geq 0 \),

\[
\mathbb{P} \left( \forall k \geq 1, S_k \leq s \rho^k \right) \geq 1 - c' e^{-cs}.
\]

From Theorem 6.6.1 and Corollary 6.6.2, we know that the different components (expressed in the basis of eigenvectors of \( M \)) grow exponentially with rate \( \rho \), respectively \( \mu_2 \). We now quantify the error. Recall \( \Psi_t \) from (6.27).

In case \( \mu_2^2 > \rho \), we have

**Theorem 6.6.5** (Degree-Corrected Extension of Theorem 24 in [17]). Assume that \( \mu_2^2 > \rho \). Let \( \beta > 0 \), \( Z_0 = \delta_x \) and \( \phi_o = \psi_o \) be fixed. There exists \( C = C(x, \beta) > 0 \) such that with probability at least \( 1 - n^{-\beta} \), for all \( k \in \{1, 2\} \), all \( 0 \leq s < t \leq C_{\min} \log(n) \), with \( 0 \leq s < t \),

\[
|\langle g_k, Z_s \rangle - \mu_{s-1}^{k} \langle g_k, Z_t \rangle| \leq C(s + 1) \rho^{s/2} (\log n)^{3/2},
\]

and,

\[
|\langle g_k, \Psi_s \rangle - \mu_{s-1}^{k} \langle g_k, \Psi_t \rangle| \leq C \rho^{s/2} (\log n)^{5/2}.
\]

In case \( \mu_2^2 \leq \rho \), we have

**Theorem 6.6.6.** Assume that \( \mu_2^2 \leq \rho \). Let \( \beta > 0 \), \( Z_0 = \delta_x \) and \( \phi_o = \psi_o \) be fixed. There exists \( C = C(x, \beta) > 0 \) such that with probability at least \( 1 - n^{-\beta} \), for all \( t \geq 1 \),

\[
|\langle g_2, \Psi_t \rangle| \leq C t^{2} \rho^{t/2} (\log n)^{2},
\]

and,

\[
E \left[ |\langle g_2, \Psi_t \rangle|^2 \right] \leq C t^{3} \rho^t.
\]

### 6.6.3 \( B^t B^{\ast t} \tilde{\chi}_k \) on trees: a cross generation functional

Recall our claim that \( B^t B^{\ast t} \tilde{\chi}_k \) are asymptotically aligned with the eigenvectors of \( B \). In the DC-SBM, the local-neighbourhood of a vertex has with high probability a tree-like structure described by the branching process above. In this section we analyse \( B^t B^{\ast t} \tilde{\chi}_k \) on trees.
To this end we define a cross-generational functional slightly different from its analogue in [17] due to the presence of weights:

\[ Q_{k, \ell} = \sum_{(u_0, \ldots, u_{2\ell+1}) \in \mathcal{P}_{2\ell+1}} g_k(\sigma(u_{2\ell+1})) \phi_{u_{2\ell+1}}, \] (6.29)

where \( \mathcal{P}_{2\ell+1} \) is the set of paths \((u_0, \ldots, u_{2\ell+1})\) of length \(2\ell+1\) in the tree starting from \(u_0 = o\) with both \((u_0, \ldots, u_{\ell})\) and \((u_{\ell}, \ldots, u_{2\ell+1})\) non-backtracking and \(u_{\ell-1} = u_{\ell+1}\). Note that these paths thus make a back-track exactly once at step \(\ell + 1\).

Explicitly, we have

\[ Q_{1, \ell} = \sum_{(u_0, \ldots, u_{2\ell+1}) \in \mathcal{P}_{2\ell+1}} \frac{1}{\sqrt{2}} \phi_{u_{2\ell+1}}, \] (6.30)

and,

\[ Q_{2, \ell} = \sum_{(u_0, \ldots, u_{2\ell+1}) \in \mathcal{P}_{2\ell+1}} \frac{1}{\sqrt{2}} \sigma(u_{2\ell+1}) \phi_{u_{2\ell+1}}. \] (6.31)

Consider a tree \(T'\) and a leaf \(e_1\) on it that has unique neighbour, say, \(o\). Then, if \(e\) is the oriented edges from \(e_1\) to \(o\) and if \(B_{T'}\) denotes the non-backtracking matrix defined on \(T'\),

\[ \left( B_{T'}^T B_{T'}^f \chi_k \right)(e) = Q_{k, \ell} + g_k(\sigma(e_1)) \phi_{e_1} \| Z_{\ell} \|_1, \] (6.32)

where \(Q_{k, \ell}\) and \(Z_{\ell}\) are defined on the tree \(T\) with root \(o\) obtained after removing vertex \(e_1\) from \(T'\).

In the sequel we analyse \(Q_{k, \ell}\) on the branching process defined above, starting with a single particle, the root \(o\). Let \(V\) indicate the particles of the random tree. Denote the spin of a particle \(v \in V\) by \(\sigma_v \in \{+,-\}\) and its weight by \(\phi_v \in S\).

For \(t \geq 0\), let \(Y^v_t\) denote the set of particles, including their spins and weights, of generation \(t\) from \(v\) in the subtree of particles with common ancestor \(v \in V\). Let \(Z^v_t = (Z^v_t, Z^v_{t+1})\) denote the number of \(\pm\) vertices in generation \(t\); i.e., \(Z^v_{t, \pm} = \sum_{u \in Y^v_t} 1_{\sigma(u) = \pm}\). Finally, let \(\Psi_t = (\Psi^v_t, \Psi^v_{t+1})\), with \(\Psi^v_{t, \pm} = \sum_{u \in Y^v_t} 1_{\sigma(u) = \pm} \phi_u\).

We rewrite \(Q_{k, \ell}\) into a more manageable form: First observe that every path in \(\mathcal{P}_{2\ell+1}\), after reaching \(u_{\ell+1}\), climbs back to a depth \(t\) from which it then again moves down the tree (that is, in the direction away from the root). Let us call the vertex at level \(t\) (to which the path climbs back before descending again) \(u\). Then, (if \(t \neq 0\)) there are two children of \(u\), say \(v\) and \(w\) such that \(w\) lies on the path between \(u\) and \(u_{\ell+1}\) and \(v\) is in between \(u\) and \(u_{2\ell+1}\). For such fixed \(v\) and \(w\) in \(Y_t^w\), only the children \(u_{2\ell+1} \in Y_t^w\) determine the contribution of a path to (6.29), regardless of the choice of \(u_{\ell+1} \in Y_{\ell-t-1}^w\). Hence, for such fixed \(u\) and \(v, w \in Y_t^w\) and \(u_{\ell+1}\), there are \(|Y_{\ell-t-1}^w| = S_{t-t-1}^w\) paths giving the same contribution to (6.29):

\[ Q_{k, \ell} = \sum_{t=0}^{\ell-1} \sum_{u \in Y_t^v} L_{k, \ell}^u, \] (6.33)

where, for \(|u| = t \geq 0\),

\[ L_{k, \ell}^u = \sum_{w \in Y_t^w} S_{t-t-1}^w \left( \sum_{v \in Y_t^v \setminus \{w\}} \langle g_k, \Psi_t^v \rangle \right). \] (6.34)

The following theorem is an extension of Theorem 25 in [17]. The important observation is that, again, for \(Z_0 = \delta_r\) fixed, \((Q_{2, \ell}/\mu_2^{2\ell})_\ell\) converges to a random
variable with mean a constant times $\tau$, that is, the spin of the root. Its proof uses both martingale theorems stated above. We use the second martingale statement, which is not present in the ordinary SBM, to bound the variance of $Q_{k,\ell}$ in case $\mu_2^2 > \rho$.

**Theorem 6.6.7** (Degree-Corrected Extension of Theorem 25 in [17]). Assume that $\mu_2^2 > \rho$. Let $Z_0 = \delta_x$ and $\phi_0 = \psi_o$ be fixed. For $k \in \{1, 2\}$, $(Q_{k,\ell}/\mu_2^2)_\ell$ converges in $L^2$ as $\ell$ tends to infinity to a random variable with mean $\Phi(3)$ $\Phi(2) \rho^{2k} \mu_2^{2k} - \rho^{2k} \mu_k \psi_o g_k(x)$. Further, the $L^2$-convergence takes place uniformly for all $\psi_o$.

In case $\mu_2^2 \leq \rho$, we have:

**Theorem 6.6.8.** Assume that $\mu_2^2 \leq \rho$. Let $Z_0 = \delta_x$ and $\phi_0 = \psi_o$ be fixed. There exists a constant $C$ such that $E[Q_{2,\ell}^2] \leq C \rho^{2\ell^5}$.

### 6.6.4 Orthogonality: Decorrelation in branching process

Again, as in [17], $Q_{1,\ell}$ and $Q_{2,\ell}$ are uncorrelated when defined on the branching process above. The proof presented here is simpler than the corresponding one in [17] and uses that for the two communities-case, $Q_{1,\ell}$ and $Q_{2,\ell}$ are explicitly known.

The orthogonality of the candidate eigenvectors (i.e., (iii) – (v) in Proposition 6.5.1) follows from this fact, see Proposition 6.8.3 (ii), (iii) and Proposition 6.8.4 (ii) below.

**Theorem 6.6.9** (Degree-Corrected Extension of 28 in [17]). Assume that the spin $\sigma_o$ of the root is drawn uniformly from $\{+,-\}$. Then for any $\ell \geq 0$,

$$E[Q_{1,\ell} Q_{2,\ell} | T] = 0.$$  

## 6.7 Coupling of local neighbourhood

The proofs of the statements in this section are deferred to Section 6.13.

### 6.7.1 Coupling

We distinguish between two different concepts of neighbourhood: the classical neighbourhood (see Section 5.7) that is rooted at a vertex and another neighbourhood that starts with an edge. For the latter, we need the following concept of oriented distance $\vec{d}$, which for $e, f \in \vec{E}(V)$ is defined as

$$\vec{d}(e, f) = \min_\gamma \ell(\gamma)$$

where the minimum is taken over all self-avoiding paths $\gamma = (\gamma_0, \gamma_1, \cdots, \gamma_{\ell+1})$ in $G$ such that $(\gamma_0, \gamma_1) = e$, $(\gamma_\ell, \gamma_{\ell+1}) = f$ and for all $1 \leq k \leq \ell + 1$, $\{\gamma_k, \gamma_{k+1}\} \in E$, and where for such a path $\gamma$, $\ell(\gamma) = \ell$. Note that $\vec{d}(e, f) = \vec{d}(f^{-1}, e^{-1})$, i.e., $\vec{d}$ is not symmetric.

We introduce the vector $Y_t(e) = (Y_t(e)(i))_{i \in \{+,-\}}$ where, for $i \in \{+,-\}$,

$$Y_t(e)(i) = \left| \left\{ f \in \vec{E} : \vec{d}(e, f) = t, \sigma(f_2) = i \right\} \right|,$$

we denote the number of vertices at oriented distance $t$ from $e$ by

$$S_t(e) = \|Y_t(e)\|_1 = \left| \left\{ f \in \vec{E} : \vec{d}(e, f) = t \right\} \right|.$$
and we define vector \( \Psi_t(e) = (\Psi_t(e)(i))_{i \in \{+,-\}} \) where, for \( i \in \{+,-\} \),

\[
\Psi_t(e)(i) = \sum_{f \in \delta(e,f) = t} \mathbb{1}_{\sigma(f) = i} \phi_f.
\]

(6.36)

We denote the classical neighbourhood of radius \( r \) rooted at vertex \( v \) by \( (G,v)_r \) and the neighbourhood around oriented edge \( e = (e_1,e_2) \) by \( (G,e)_r \). With the definitions above, we then have, \( (G,e)_r = (G',e_2)_r \), where \( G' \) is the graph \( G \) with edge \( \{e_1,e_2\} \) removed. In particular,

\[
S_t(e) = S_t'(e_2),
\]

where \( S_t' \) is \( S_t \) defined on \( G' \).

The two branching processes that describe the neighbourhoods are almost identical, the only difference lies in the weight of the root: In the classical branching processes, the weight is drawn according to distribution \( \nu \). In the branching process starting at an edge oriented towards, say, \( o \), the root \( o \) has weight governed by \( \nu^* \).

See Proposition 6.7.1 below, which differs slightly from Theorem 5.7.1, because here the spins are deterministic according to (6.6).

As a corollary we obtain an analogue of Theorem 6.6.5 for local neighbourhoods: the components of \( \Psi_t(e) \) grow exponentially, see Corollary 6.7.3.

We bound the growth of \( S_t \) in Lemma 6.7.4. We use a coupling argument to show that the weights of the unexplored vertices and selected vertices are stochastically dominated by variables following law \( \nu \), respectively \( \nu^* \). This argument is not needed in the ordinary SBM.

Following [94], we need to verify that certain problematic structures, namely tangles, are excluded with high probability. We say that a graph \( H \) is tangle-free if all its \( \ell \)-neighbourhoods contain at most one cycle. If there is at least one \( \ell \)-neighbourhood in \( H \) that contains more than one cycle, we call \( H \) tangled. Note that in the sequel we shall often suppress the dependence on \( \ell \) and simply call a graph tangle-free or tangled; the \( \ell \) dependence is then tacitly assumed.

Following standard arguments we establish in Lemma 6.7.5 that the graph is with high probability \( \log(n) \)-tangle free.

**Proposition 6.7.1** (Degree-Corrected Extension of Proposition 31 in [17]). Let \( \ell = C \log\rho(n) \), with \( C < C_{\text{coupling}} \). Let \( \rho \in V \) and \( e = (e_1,e_2) \in \ell \). Let \((T,o)\) be the branching process with root \( o \) defined in Section 6.6, where the root has spin \( \sigma(v) \) and weight governed by \( \nu \). Similarly, Let \((T',o)\) be that same branching process, when the root has spin \( \sigma(e_2) \) and weight governed by \( \nu^* \). Then, the total variation distance between the law of \((G,v)_\ell\) and \((T,o)_\ell \) goes to zero as \( 1 - n^{-(\frac{\gamma}{2})} \). The same is true for the difference between the law of \((G,e)_\ell\) and \((T',o)_\ell \).

**Remark 6.7.2.** Note that with the event \((G,v)_\ell = (T,o)_\ell \), we mean that the graph and tree are equal, including their spins and weights. See Theorem 5.7.1 for more details.

**Corollary 6.7.3** (Degree-Corrected Extension of Corollary 32 in [17]). Assume \( \mu_2^2 > \rho \). Let \( \ell = C \log\rho(n) \) with \( 0 < C < C_{\text{coupling}} \). For \( e \in \ell \), we define the event \( \mathcal{E}(e) \) that for all \( 0 \leq t < \ell \) and \( k \in \{1,2\} \): \(|\langle g_k, \Psi_t(e) \rangle - \mu_{k^{-t}} \langle g_k, \Psi_t(e) \rangle| \leq (\log n)^3 \rho^{1/2} \). Then, with high probability, the number of edges \( e \in \ell \) such that \( \mathcal{E}(e) \) does not hold is at most \( \log(n) \) \( n^{1-(\frac{\gamma}{2})} \).

**Lemma 6.7.4** (Degree-Corrected Extension of Lemma 29 in [17]). There exist \( c,c' > 0 \) such that for all \( s \geq 0 \) and for any \( w \in [n] \cup \ell(V) \),

\[
\mathbb{P} \left( \forall t \geq 0 : S_t(w) \leq s \rho_{n}^t \right) \geq 1 - ce^{-c's}.
\]
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Consequently, for any $p \geq 1$, there exists $c'' > 0$ such that
\[
\mathbb{E}\left[ \max_{v \in [n], t \geq 0} \left( \frac{S_t(v)}{\rho^t_n} \right)^p \right] \leq c''(\log n)^p.
\]

**Lemma 6.7.5** (Degree-Corrected Extension of Lemma 30 in [17]). Let $\ell = C \log \rho_n(n)$, with $0 < C < C_{\text{coupling}}$. Then, w.h.p., at most $\rho^2 \log(n)$ vertices have a cycle in their $\ell$-neighbourhood. Further, w.h.p., the graph is $\ell$-tangle-free.

### 6.7.2 Geometric growth

Here we show that for $k \in \{1, 2\}$, $(B^\ell \chi_k, \delta_e)$ grows nearly geometrically in $t$ with rate $\mu_k$. Corollary 6.7.7 then establishes a bound for
\[
\mathbb{E}\left[ \max_{v \in [n], t \geq 0} \left( \frac{S_t(v)}{\rho^t_n} \right)^p \right] \leq c''(\log n)^p.
\]

**Proposition 6.7.6** (Degree-Corrected Extension of Proposition 33 in [17]). Assume $\mu^2_2 > \rho$. Let $\ell = C \log \rho_n(n)$, with $0 < C < C_{\text{coupling}} \vee \left( \frac{1}{2} - \frac{1}{4} \wedge \frac{1}{80} \right) = C_{\text{coupling}}$. For $e \in \mathcal{E}(\mathcal{V})$, let $\mathcal{E}_\ell$ be the set of oriented edges such that either $(G, e_2)_{\ell}$ is not a tree or the event $\mathcal{E}(\mathcal{E})$ (defined in Corollary 6.7.3) does not hold. Then, w.h.p. for $k \in \{1, 2\}$:

(i) $|\mathcal{E}_\ell| \ll (\log n)^2 n^{1-2/\gamma^2}$,

(ii) for all $e \in \mathcal{E} \setminus \mathcal{E}_\ell$, $0 \leq r \leq \ell$,

\[
|\langle B^r \chi_k, \delta_e \rangle - \mu_k^r - \langle B^\ell \chi_k, \delta_e \rangle| \leq (\log n)^4 \rho^r/2,
\]

(iii) for all $e \in \mathcal{E}_\ell$, $0 \leq r \leq \ell$,

\[
|\langle B^r \chi_k, \delta_e \rangle| \leq (\log n)^2 \rho^r.
\]

**Corollary 6.7.7** (Degree-Corrected Extension of Corollary 34 in [17]). Let $\ell = C \log \rho_n(n)$, with $0 < C < C_{\text{coupling}} \vee \left( \frac{1}{2} - \frac{1}{2} \wedge \frac{1}{80} \right) \wedge \left( \frac{7}{4} \wedge \frac{1}{80} \right) = C_{\text{coupling}}$. W.h.p. for any $0 \leq r \leq \ell - 1$ and $k \in \{1, 2\}$:

\[
\sup_{\langle B^r \chi_k, x \rangle = 0, \|x\| = 1} \|\langle B^r \chi_k, x \rangle\| \leq (\log n)^5 n^{1/2} \rho^{r/2}.
\]

### 6.8 A weak law of large numbers for local functionals on the DC-SBM

The proofs of the statements in this section are deferred to Section 6.14.

Here we show that a weak law of large numbers applies for local functionals defined on weighted coloured random graphs generated according to the DC-SBM.

By a **weighted coloured** graph we mean a graph $G = (V, E)$ together with maps $\sigma : V \to \{+,-\}$ and $\phi : V \to [\phi_{\text{min}}, \phi_{\text{max}}]$. For $v \in V$, we identify $\sigma(v)$ as the spin of $v$ and $\phi(v)$ as its weight. We denote by $G^s$ the set of **rooted weighted coloured** graphs. We denote an element of $G^s$ by $(G, o)$. $G = (V, E)$ is then a weighted coloured graph and $o \in V$ is some distinguished vertex. A function $\tau : G^s \to \mathbb{R}$ is said to be $\ell$-local if $\tau(G, o)$ depends only on $(G, o)_\ell$.

To derive the claimed weak law when $G$ is drawn according to the DC-SBM, we prepare with a variance bound for $\sum_{v=1}^{\max_{v \in [n]} \tau(G, v)}$, see Proposition 6.8.1. The bound
follows from the law of total variance,
\[
\text{Var} \left( \sum_{v=1}^{n} \tau(G,v) \right) = \mathbb{E} \left[ \text{Var} \left( \sum_{v=1}^{n} \tau(G,v) \mid \phi_1, \ldots, \phi_n \right) \right]
+ \text{Var} \left( \mathbb{E} \left[ \sum_{v=1}^{n} \tau(G,v) \mid \phi_1, \ldots, \phi_n \right] \right),
\]

together with an application of Efron-Stein’s inequality to both terms on the right. For instance, Efron-Stein’s inequality says that the variance of \( \sum_{v=1}^{n} \tau(G,v) \mid \phi_1, \ldots, \phi_n \) can be bounded by considering the variance caused by one weight, while keeping all other weights fixed. If \( \tau \) is \( \ell \)-local, and all weights except at vertex \( u \) are fixed, then the only random part of \( \sum_{v=1}^{n} \tau(G,v) \) is \( \sum_{v \in \mathcal{N}(u)} \tau(G,v) \leq |\mathcal{N}(u)| \max_v \tau(G,v) \), where \( \mathcal{N}(u) \) is the \( \ell \) neighbourhood of \( u \). For bounded functions \( \tau \) we thus expect the variance to be \( \mathcal{O}(n^\beta) \), with \( \beta < 2 \).

The sample average \( \frac{1}{n} \sum_{v=1}^{n} \tau(G,v) \) concentrates then around \( \mathbb{E} [\tau(T,o)] \), where \( (T,o) \) is the branching process from Section 6.6, with root \( o \) having spin drawn uniformly from \( \{+,-\} \) and weight governed by \( \nu \), see Proposition 6.8.2. The coupling, and in particular the matching of the weights, plays an important role in its proof.

In the next section we apply the latter proposition to some specific functionals.

**Proposition 6.8.1** (Degree-Corrected Extension of Proposition 35 in [17]). Let \( G \) be drawn according to the DC-SBM. There exists \( c > 0 \) such that if \( \tau, \varphi : G^* \to \mathbb{R} \) are \( \ell \)-local, \( |\tau(G,o)| \leq \varphi(G,o) \) and \( \varphi \) is non-decreasing by the addition of edges, then
\[
\text{Var} \left( \sum_{v=1}^{n} \tau(G,v) \right) \leq c n \rho^{2\ell} \left( \mathbb{E} \left[ \max_{v \in [n]} \varphi^4(G,v) \right] \right)^{1/2}.
\]

**Proposition 6.8.2** (Degree-Corrected Extension of Proposition 36 in [17]). Let \( G \) be drawn according to the DC-SBM. Let \( (T,o) \) be the branching process from Section 6.6, with root \( o \) having spin drawn uniformly from \( \{+,-\} \) and weight governed by \( \nu \). Let \( \ell = C \log_n(n) \), with \( C < C_{\text{coupling}} \). There exists \( c > 0 \) such that if \( \tau, \varphi : G^* \to \mathbb{R} \) are \( \ell \)-local, \( |\tau(G,o)| \leq \varphi(G,o) \) and \( \varphi \) is non-decreasing by the addition of edges, then
\[
\mathbb{E} \left[ \frac{1}{n} \sum_{v=1}^{n} \tau(G,v) - \mathbb{E} [\tau(T,o)] \right] \leq c n^{-\left(\frac{\alpha}{\beta} + \frac{1}{2}\right)\gamma} \left( \mathbb{E} \left[ \max_{v \in [n]} \varphi^4(G,v) \right] \right)^{1/4} \vee \mathbb{E} [\varphi^2(T,o)]^{1/2} + \mathcal{O}(n^{-\gamma})
\] (6.37)

6.8.1 Application with some specific local functionals

Here we consider \( \langle B^t \chi_1, B^t \chi_2 \rangle, \langle B^t \chi_k, B^t \chi_j \rangle, \) and \( \langle B^t B^{\ell t} \chi_1, B^t B^{\ell t} \chi_2 \rangle \), quantities occurring in Proposition 6.5.1.

Explicitly, \( B^t \chi_k(e) = \sum_f B^t_{e,f} g_k(\sigma(f_2)) \phi_{f_2} \), where we recall that \( B^t_{e,f} \) is the number of non-backtracking walks from \( e \) to \( f \). Now, if the oriented \( \ell \)- neighbourhood of \( e \) is a tree, then \( B^t \chi_k(e) = \langle g_k, \Psi_t(e) \rangle \). With this intuition in mind, we analyse likewise expressions in Proposition 6.8.3 below.

Inspired by (6.32), which expresses \( B^t B^{\ell t} \chi_k \) on trees in terms of the operator \( Q_{k,\ell} \), we extend the latter to an operator defined on general graphs. First, for \( e \in \tilde{E}(V) \) and \( t \geq 0 \), set \( \mathcal{Y}_t(e) = \{ f \in \tilde{E} : \tilde{d}(e,f) = t \} \). Then, for \( k \in \{1,2\} \), we set
\[
P_{k,\ell}(e) = \sum_{t=0}^{\ell-1} \sum_{f \in \mathcal{Y}_t(e)} L_k(f),
\] (6.38)
with
\[ L_k(f) = \sum_{(g,h) \in \mathcal{Y}_t(f) \setminus \mathcal{Y}_t(e) : g \neq h} \langle g_k, \tilde{\Psi}_t(g) \rangle \tilde{S}_t(h), \]
where \( \tilde{\Psi}_t(g), \tilde{S}_t(h) = ||\tilde{Y}_t(h)||_1 \) are the variables \( \Psi_t(g) \), respectively \( S_t(h) \), defined on the graph \( G \) where all edges in \( (G,e_2) \) have been removed. Note that, if \( (G,e)_{2t} \) is a tree, then \( \tilde{\Psi}_s(g) = \Psi_s(g) \) for \( s \leq 2t - t \). Compare \( P_{k,t} \) to \( Q_{k,t} \) in (6.29) and \( L_k(f) \) to \( L_{k,t} \) in (6.34).

Finally, define
\[ S_{k,t}(e) = S_{k}(e) g_k(\sigma(e)) \phi_{e}. \] (6.39)
We then have an extension of (6.32), when \( (G,e)_{2t} \) is a tree:
\[ B^t B^{2t} \tilde{\chi}_k(e) = P_{k,t}(e) + S_{k,t}(e). \] (6.40)
We analyse (6.40) in Proposition 6.8.4 below.

We start with the case \( \mu_2^2 > \rho \):

**Proposition 6.8.3** (Degree-Corrected Extension of Proposition 37 in [17]). Assume that \( \mu_2^2 > \rho \). Let \( \ell = C \log \rho n \) with \( 0 < C < C_{\text{coupling}} \).

(i) For any \( k \in \{1,2\} \), there exists \( c'_k > 0 \) such that, in probability,
\[ \frac{1}{n} \sum_{e \in \bar{E}} \left\langle g_k, \Psi_{\ell}(e) \right\rangle^2 \xrightarrow{\mu_{2t}^2} c'_k. \]

(ii) For any \( k \in \{1,2\} \), there exists \( c''_k > 0 \) such that, in probability,
\[ \frac{1}{n} \sum_{e \in \bar{E}} \left\langle g_k, Y_{2t}(e) \right\rangle^2 \xrightarrow{\mu_{2t}^2} c''_k. \]

(iii)
\[ \mathbb{E} \left[ \frac{1}{n} \sum_{e \in \bar{E}} \left\langle g_1, \Psi_{\ell}(e) \right\rangle \left\langle g_2, \Psi_{\ell}(e) \right\rangle \right] \leq (\log n)^3 n^{2C - \gamma + \frac{1}{2}} + n^{-\gamma}. \]

(iv) For any \( k \neq j \in \{1,2\} \),
\[ \mathbb{E} \left[ \frac{1}{n} \sum_{e \in \bar{E}} \left\langle g_k, \Psi_{2t}(e) \right\rangle \left\langle g_j, \Psi_{\ell}(e) \right\rangle \right] \leq (\log n)^3 n^{3C - \gamma + \frac{3}{2}} + n^{-\gamma}. \]

(v) For any \( k \in \{1,2\} \), in probability
\[ \frac{1}{n} \sum_{e \in \bar{E}} \left\langle g_k, \Psi_{2t}(e) \right\rangle \left\langle g_k, \Psi_{\ell}(e) \right\rangle \xrightarrow{\mu_{2t}^2} c'''_k. \]

**Proposition 6.8.4** (Degree-Corrected Extension of Proposition 38 in [17]). Assume that \( \mu_2^2 > \rho \). Let \( \ell = C \log \rho n \) with \( C < C_{\text{coupling}} \).

(i) For any \( k \in \{1,2\} \), there exists \( c''''_k > 0 \) such that in probability
\[ \frac{1}{n} \sum_{e \in \bar{E}} \frac{P_{k,t}(e)}{\mu_{2t}^2} \xrightarrow{\mu_{2t}^2} c''''_k. \]
Proof of Proposition 6.5.1. This proof follows the corresponding proof in [17]. We give the key observations: (i) From Proposition 6.8.3 (i), $\|N_{k,\ell}\| \sim \sqrt{n} \mu_k^{\frac{2\ell}{c}}$. (ii) From Proposition 6.8.3 (v), $|\langle N_{k,\ell}, N_{k,2\ell}\rangle| \sim n \mu_k^{\frac{2\ell}{c}}$. (iii) From Proposition 6.8.3 (iii), $|\langle N_1, N_2\rangle| \sim (\log n)^3 n^{3C-\left(\frac{2\ell}{\gamma} + \frac{1}{\gamma}\right)}$. (iv) From Proposition 6.8.3 (iv), $|\langle N_{k,2\ell}, N_{j,\ell}\rangle| \sim (\log n)^3 n^{3C-\left(\frac{2\ell}{\gamma} + \frac{1}{\gamma}\right)}$. (v) From Proposition 6.8.4 (ii), $|\langle P_{1,\ell} + S_{1,\ell}, P_{2,\ell} + S_{2,\ell}\rangle| \sim (\log n)^8 n^{5C-\left(\frac{2\ell}{\gamma} + \frac{1}{\gamma}\right)}$. □
Proposition 6.5.3 follows similarly from the case $\mu_2^2 \leq \rho$ treated in Section 6.8.1:

Proof of Proposition 6.5.3. This follows from Propositions 6.8.5 and 6.8.6 in conjunction with Lemma 6.9.1.

6.10 Norm of non-backtracking matrices

The proofs of the statements in this section are deferred to Section 6.15.

In this section the product over an empty set is defined to be one. It is convenient to extend matrix $B$ and vector $\chi_k$ to the set of directed edges on the complete graph, $\vec{E}_K(V) = \{(u, v) : u \neq v \in V\}:$ For $e, f \in \vec{E}_K(V)$, $B_{ef}$ is then extended to

$$B_{ef} = A_e A_f 1_{e_1 = f_1, e_2 \neq f_2},$$  

(6.41)

where $A$ is the adjacency matrix. For each $e \in \vec{E}_K(V)$ we set $\chi_k(e) = g_k(\sigma(e_2))\phi_{e_1}$. For integer $k \geq 1$, $e, f \in \vec{E}_K(V)$, we let $\Gamma_{ef}^k$ be the set of non-backtracking walks $\gamma = (\gamma_0, \ldots, \gamma_k)$ of length $k$ from $(\gamma_0, \gamma_1) = e$ to $(\gamma_{k-1}, \gamma_k) = f$ on the complete graph with vertex set $V$.

By induction it follows that

$$(B^k)_{ef} = \sum_{\gamma \in \Gamma_{ef}^{k+1}} \prod_{s=0}^k A_{\gamma_s \gamma_{s+1}}.$$  

(6.42)

Indeed, note that $\prod_{s=0}^k A_{\gamma_s \gamma_{s+1}}$ is one when $\gamma$ is a path in $G$ and zero otherwise.

To each walk $\gamma = (\gamma_0, \ldots, \gamma_k)$, we associate the graph $G(\gamma) = (V(\gamma), E(\gamma))$, with the set of vertices $V(\gamma) = \{\gamma_i, 0 \leq i \leq k\}$ and the set of edges $E(\gamma) = \{\{\gamma_i, \gamma_{i+1}\}, 0 \leq i \leq k - 1\}$.

From Lemma 6.7.5, the graphs following the DC-SBM are tangle-free with high probability. Hence, it makes sense to consider the subset $F_{ef}^{k+1} \subset \Gamma_{ef}^{k+1}$ of tangle-free non-backtracking walks on the complete graph. Indeed, if $G$ is tangle-free, we need only consider the tangle-free paths in the summation (6.42):

$$(B_k)_{ef} = \sum_{\gamma \in F_{ef}^{k+1}} \prod_{s=0}^k A_{\gamma_s \gamma_{s+1}},$$  

(6.43)

and $B_k = B^{(k)}$ for $1 \leq k \leq \ell$.

Define for $u \neq v$ the centred random variable

$$A_{uv} = A_{uv} - \frac{\phi_u \phi_v}{n} W_{\sigma_u \sigma_v},$$  

(6.44)

where

$$W = \begin{pmatrix} a & b \\ b & a \end{pmatrix}.$$  

Compare this to the SBM without degree-corrections in Section 10.1 of [17]: $\phi_u = 1$ for all $u$ in the latter model.

Using $A$ we shall attempt to center $B_k$ when the underlying graph $G$ is tangle-free through considering

$$\Delta_{ef}^{(k)} = \sum_{\gamma \in F_{ef}^{k+1}} \prod_{s=0}^k A_{\gamma_s \gamma_{s+1}}.$$  

(6.45)
Further, we set
\[ \Delta^{(0)}_{ef} = 1_{e=f}A_e \quad \text{and} \quad B^{(0)}_{ef} = 1_{e=f}A_e. \] (6.46)
To decompose (6.43), following a decomposition that appeared first in [85], we use
\[
\prod_{s=0}^{\ell} x_s = \prod_{s=0}^{\ell} y_s + \sum_{t=0}^{\ell-1} \prod_{s=0}^{\ell} y_s(x_t - y_t) \prod_{s=t+1}^{\ell} x_s,
\]
with \( x_s = A_{\gamma_0 \gamma_1} \) and \( y_s = A_{\gamma_\ell \gamma_{\ell+1}} \) on a path \( \gamma \in F_{ef}^{k+1} \):
\[
\prod_{s=0}^{\ell} A_{\gamma_s \gamma_{s+1}} = \prod_{s=0}^{\ell} A_{\gamma_s \gamma_{s+1}} + \sum_{t=0}^{\ell-1} \prod_{s=0}^{\ell} A_{\gamma_s \gamma_{s+1}} \left( \frac{\phi_{\gamma_s} \phi_{\gamma_{s+1}}}{n} W_{\sigma_{t_1} \sigma_{t_2}} \right) \prod_{s=t+1}^{\ell} A_{\gamma_s \gamma_{s+1}}.
\] (6.47)
Summing over all \( \gamma \in F_{ef}^{\ell+1} \) then gives
\[
B^{(\ell)}_{ef} = \sum_{\gamma \in F_{ef}^{\ell+1}} \prod_{s=0}^{\ell} A_{\gamma_s \gamma_{s+1}} + \sum_{t=0}^{\ell-1} \prod_{s=0}^{\ell} A_{\gamma_s \gamma_{s+1}} \left( \frac{\phi_{\gamma_s} \phi_{\gamma_{s+1}}}{n} W_{\sigma_{t_1} \sigma_{t_2}} \right) \prod_{s=t+1}^{\ell} A_{\gamma_s \gamma_{s+1}}.
\] (6.48)
Consider the two products in the summation over \( F_{ef}^{\ell+1} \) on the right of (6.47): We can, for \( 1 \leq t \leq \ell - 1 \), replace the summation over \( F_{ef}^{\ell+1} \) by summing over all pairs \( \gamma' = (\gamma_0, \ldots, \gamma_t) \in F_{eg}^t \) and \( \gamma'' = (\gamma_{t+1}, \ldots, \gamma_{\ell+1}) \in F_{g'f}^{\ell-t} \) for some \( g, g' \in \bar{E}(V) \) such that there exists a non-backtracking path with one intermediate edge, on the complete graph, between oriented edges \( g \) and \( g' \) (we denote this property by \( g \rightarrow g' \)). However caution is needed, as this summation also includes tangled paths, namely those in the sets \( \{ F_{ef}^{\ell+1} \}_{\ell=0}^{\ell} \). Where, for \( 1 \leq t \leq \ell - 1 \), \( F_{ef}^{\ell+1} \) is defined as the collection of all tangled paths \( \gamma = (\gamma_0, \ldots, \gamma_{\ell+1}) \in \Gamma_{ef}^{\ell+1} \) with \( \gamma' \) and \( \gamma'' \) as above. For \( t = 0 \), \( F_{ef}^{\ell+1} \) consists of all non-backtracking tangled paths \( \gamma' \) with \( \gamma'' = (e_f) \) and \( \gamma'' \in F_{g'f}^1 \) for any \( g' \) such that \( g'_1 = e_2 \). For \( t = \ell \), \( F_{ef}^{\ell+1} \) is the set of non-backtracking tangled paths \( \gamma' \) such that \( \gamma'' = (f_2) \) and \( \gamma' \in F_{eg}^\ell \) for some \( g \in \bar{E}(V) \) with \( g_2 = f_1 \). We rewrite (6.47) as
\[
B^{(\ell)} = \Delta^{(\ell)} + \frac{1}{n} K B^{(t-1)} + \frac{1}{n} \sum_{t=1}^{\ell-1} \Delta^{(t-1)} K^{(2)} B^{(\ell-t-1)} + \frac{1}{n} \Delta^{(\ell-1)} \hat{K} - \frac{1}{n} \sum_{t=0}^{\ell} R^{(t)},
\] (6.48)
where for \( e, f \in E_K \),
\[
K_{ef} = 1_{e \rightarrow f} \phi_e \phi_f W_{\sigma(e_1) \sigma(e_2)},
\] (6.49)
the weighted non-backtracking matrix on the complete graph (recall that \( e \rightarrow f \) represents the non-backtracking property),
\[
\hat{K}_{ef} = 1_{e \rightarrow f} \phi_f \phi_f W_{\sigma(f_1) \sigma(f_2)},
\] (6.50)
\[ K_{ef}^{(2)} = 1 e^{-z_f} \phi_{e_2} \phi_{f_1} W_{\sigma(e_2)\sigma(f_1)}, \]  

and where

\[ (R^{(t)}_q)_{ef} = \sum_{\gamma \in F_{q+1}^{(t)}} \Delta_{\gamma+1} \phi_{\gamma} \phi_{\gamma+1} W_{\sigma(\gamma)\sigma(\gamma+1)} \prod_{s=t+1}^{l} A_{\gamma s}. \]  

Indeed,

\[
\left( \sum_{t=1}^{\ell-1} \Delta^{(t-1)} K^{(2)} B^{(t-1)} \right)_{ef} = \sum_{t=1}^{\ell-1} \sum_{g, g'} \Delta_{eg}^{(t-1)} K_{gg'}^{(2)} B_{g'f}^{(t-1)} = \sum_{t=1}^{\ell-1} \sum_{g, g'} \sum_{\gamma, \gamma' \in F_{q+1}^{(t)}} \prod_{s=t+1}^{l} A_{\gamma s} A_{\gamma' s} \cdot W_{\sigma(\gamma')\sigma(\gamma'')} \prod_{s=0}^{\ell-t-1} A_{\gamma s} A_{\gamma' s},
\]

that is exactly the splitting described just below (6.47), where we also pointed out the need to compensate for tangled paths occurring in (6.53), which is precisely the role of \( R_q^{(t)} \) in (6.48).

To bound (6.48), we introduce

\[ \overline{W} = \frac{2}{\Phi^{(2)}} (\mu \chi_1 + \mu \chi_2) = (\phi_{e_2} \phi_{f_1} W_{\sigma(e_2)\sigma(f_1)})_{ef}, \]

and,

\[ L = K^{(2)} - \overline{W}. \]

Note the presence of weights in (6.56), hence our choice for the candidate eigenvectors.

Further, we set for \( 1 \leq t \leq \ell - 1 \),

\[ S^{(t)}_t = \Delta^{(t-1)} L B^{(t-1)} \]

We then have:

**Proposition 6.10.1** (Degree-Corrected Extension of Proposition 13 in [17]). If \( G \) is tangle-free and \( x \in C^{E(V)} \) with norm smaller than one, we have

\[
\| B^t x \| \leq \| \Delta^{(t)} \| + \frac{1}{n} \| K B^{(t-1)} \| + \frac{1}{n} \sum_{j=1,2} \frac{2H_j}{\Phi^{(2)}} \sum_{t=1}^{\ell-1} \| \Delta^{(t-1)} \chi_j \| \| \chi_j, B^{(t-1)} x \| + \frac{1}{n} \sum_{t=1}^{\ell-1} \| S^{(t)}_t \| + \phi_{\max}(a \vee b) \| \Delta^{(t-1)} \| + \frac{1}{n} \sum_{t=0}^{\ell} \| R^{(t)}_q \|. \]
Proof. Due to the tangle-freeness, \(B^\ell = B^{(\ell)}\). Further \(K^{(2)} = L + W\) and \(\|K\| \leq \phi_{max}^2 (a \lor b)n\).

In Section 6.15 we prove the following bounds on the matrices in Proposition 6.10.1:

**Proposition 6.10.2** (Degree-Corrected Extension of Proposition 14 in [17]). Let \(\ell = C \log n\) with \(C < 1\). With high probability, the following norm bounds hold for all \(k\), \(0 \leq k \leq \ell\), and \(i = 1, 2\):

\[
\|\Delta^{(k)}\| \leq (\log n)^{10} \rho^{k/2}, \tag{6.59}
\]
\[
\|\Delta^{(k)} \chi_i\| \leq (\log n)^{5} \rho^{k/2} \sqrt{n}, \tag{6.60}
\]
\[
\|R_k^{(\ell)}\| \leq (\log n)^{25} \rho^{\ell-k/2}, \tag{6.61}
\]
\[
\|KB^{(k)}\| \leq \sqrt{n} (\log n)^{10} \rho^k, \tag{6.62}
\]
and the following bound holds for all \(k\), \(1 \leq k \leq \ell - 1\):

\[
\|S_k^{(\ell)}\| \leq \sqrt{n} (\log n)^{20} \rho^{\ell-k/2}. \tag{6.63}
\]

6.10.1 Proof of Proposition 6.5.2

From Propositions 6.10.1 and 6.10.2, the geometric growth in Corollary 6.7.7 together with the tangle-freeness due to Lemma 6.7.5, the proof of Proposition 6.5.2 follows:

Let \(j \in \{1, 2\}\). If, for some vector \(x\), \(\langle \hat{\phi}^j, x \rangle = 0\), then \(\langle B^{\ell} \chi_j, \hat{x} \rangle = 0\). Therefore, using Corollary 6.7.7,

\[
\sup_{\|x\|=1, \langle \hat{\phi}, x \rangle = 0} \langle \hat{x}_j, B^{\ell-t-1}x \rangle = \sup_{\|x\|=1, \langle B^{\ell} \chi_j, \hat{x} \rangle = 0} \langle B^{\ell-t-1} \chi_j, \hat{x} \rangle = \sup_{\|\hat{x}\|=1, \langle B^{\ell} \chi_j, \hat{x} \rangle = 0} \langle B^{\ell-t-1} \chi_j, \hat{x} \rangle \leq \log^2 (n) n^{1/2} \rho^\ell_{\ell-t-1}. \tag{6.64}
\]

With high probability, the graph is \(\ell\)–tangle free (Lemma 6.7.5). Thus, invoking Propositions 6.10.1 and 6.10.2, with high probability,

\[
\sup_{x \in H^+, \|x\|=1} \|B^\ell x\| \leq \log^{10}(n) \rho^{\ell} + n^{-1/2} \log^{10}(n) \rho^{\ell-1}
+ c_1 \log^8(n) \rho^{\ell} + n^{-1/2} \log^{21}(n) \rho^{\ell}
+ c_2 \log^{10}(n) \rho^{\ell} + n^{-1} \log^{26}(n) \rho^{\ell}
\leq \log^{c}(n) \rho^{\ell}, \tag{6.65}
\]

since \(C < 1\).

6.10.2 Comparison with the Stochastic Block Model in [17]

Putting \(\phi_u = 1\) for all \(u\), we retrieve exactly the same bounds as in the Stochastic Block Model, that is equations (30) – (34) in [17].

Below we use the trace method and therefore path counting combinatorial arguments to establish Proposition 6.10.2. In particular, we bound the expectation of expressions of the form

\[
\mathbb{E} \left[ \prod_{i=1}^{2m} \prod_{s=1}^{k} A_{\gamma_i-1 \gamma_i,s} \right], \tag{6.66}
\]
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for certain paths $\gamma = (\gamma_1, \ldots, \gamma_{2m})$ with $\gamma_i = (\gamma_i, 0, \ldots, \gamma_i, k) \in V^{k+1}$, where $A$ is defined in (6.44).

In bounding (6.66) the following term occurs:

$$\prod_{u \in V(\gamma)} \Phi^{(d_u)},$$

where $(d_u)_u$ are the degrees of the vertices in a specific tree (or forest) spanning the path $\gamma$. See, for instance, (6.130) and (6.143) below. Here lies a major complication with respect to the Stochastic Block Model: those terms are not present in the latter model. In (6.134) and (6.145) we find

$$I \xi$$

where $C \rho$ of the path $\gamma$ path $\gamma$. Recall the eigenvector $I \xi$, defined element-wise by

$$I \xi[i] = \sum_{e : \gamma(e) = i} P_{2, \ell}(e),$$

for $v \in V$.

Further, put

$$\hat{c} = \frac{a + b (\Phi^{(1)})^2 (\Phi^{(3)})^2 \rho}{\Phi^{(2)^2} - \rho^2}.$$

The following lemma shows that $I \ell$ is correlated with the spins:

**Lemma 6.11.1** (Degree-Corrected Extension of Lemma 41 in [17]). Assume that there exists a function $F : V \to \{0, 1\}$ such that in probability, for any $i \in \{+,-\}$,

$$\lim_{n \to \infty} \frac{1}{n} \sum_{v=1}^{n} 1_{\sigma(v) = i} F(v) = \frac{f(i)}{2},$$

where $f : \{+,-\} \to [0,1]$ is such that $f(+) > f(-)$. Then, assigning to each vertex a label $\hat{\sigma}(v) = +$ if $F(v) = 1$ and $\hat{\sigma}(v) = -$ if $F(v) = 0$, yields asymptotically positive overlap with the true spins.

Recall the eigenvector $I \xi_2$ from Theorem 6.2.1. Below we use the function $F : v \mapsto 1_{\sum_{e \in V} \xi_2(v) > \frac{1}{2} \tau}$ or $F : v \mapsto 1_{\sum_{e \in V} \xi_2(v) \leq \frac{1}{2} \tau}$ for some fixed parameter $\tau$. We verify also that $I \xi_2$ is aligned with $P_{2, \ell}$. It is therefore useful to introduce the vector $I \ell$, defined element-wise by

$$I \ell(v) = \sum_{v \in \hat{\mathcal{E}}_x = v} P_{2, \ell}(e),$$

(6.67)

for $v \in V$.

The following lemma shows that $I \ell$ is correlated with the spins:

**Lemma 6.11.2** (Degree-Corrected Extension of Lemma 41 in [17]). Let $\ell = C \log \rho n$ with $C < C_{\text{coupling}}$ and $i \in \{+,-\}$. There exists a random variable $Y_i$ such that $E[Y_i] = 0$, $E[|Y_i|] < \infty$ and for any continuity point $t$ of the distribution of $Y_i$, in $L^2$,

$$\frac{1}{n} \sum_{v=1}^{n} 1_{\sigma(v) = i} I \ell(v)_{\mu_2^{-\tau} \xi_2(i) \geq t} \to \frac{1}{2} \mathbb{P}(Y_i \geq t).$$
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Recall from Theorem 6.2.1 that the eigenvector $\xi_2$ is asymptotically aligned with
\[
\frac{B^t B^t \hat{\xi}_2}{\|B^t B^t \hat{\xi}_2\|},
\]
where $\ell \sim \log_\rho(n)$. Hence, for some unknown sign $\omega$, the vector $\xi_2' = \omega \xi_2$ is asymptotically close to (6.68). From Lemma 6.9.1 we know that $B^t B^t \hat{\xi}_2$ and $P_{2, \ell}$ are asymptotically close. Consequently, properly renormalizing $\xi_2'$ will make it asymptotically close to $P_{2, \ell}$, so that we can replace $P_{2, \ell}$ in (6.67) by $\xi_2'$. That is, we set for $v \in V$,
\[
I(v) = \sum_{e \in \mathcal{G}_2 = v} s \sqrt{n} \xi_2'(e),
\]
with $s = \sqrt{c_2 m}$ the limit in Proposition 6.8.4. Then, $I$ and $I_\ell / \mu_2^{\ell}$ are close, which leads to the following lemma:

**Lemma 6.11.3** (Degree-Corrected Extension of Lemma 42 in [17]). Let $i \in \{+, -\}$ and $\hat{Y}_i$ be as in Lemma 6.11.2. For any continuity point $t$ of the distribution of $\hat{Y}_i$, in $L^2$,
\[
\frac{1}{n} \sum_{v=1}^{n} 1_{\sigma(v) = i} I(v) \sim \mathbb{P}(\hat{Y}_i > t).
\]

Put for $i \in \{+, -\}$, $X_i = \hat{Y}_i + \hat{c}_g(i) = \hat{Y}_i + \sqrt{2} \hat{c}_i$. Then, for all $t \in \mathbb{R}$ that are continuity points of the distribution of $X_i$, the following convergence holds in probability
\[
\frac{1}{n} \sum_{v=1}^{n} 1_{\sigma(v) = i} I(v) \sim \mathbb{P}(X_i > t).
\]

Since $\mathbb{E}[X_+] > 0$, the argument below (90) in [17] establishes the existence of a continuity point $t_0 \in \mathbb{R}$ such that $\mathbb{P}(X_+ > t_0) > \mathbb{P}(X_- > t_0)$.

Further, we note that $X_+$ is in distribution equal to $-X_-$, a fact that we use below.

We are now in a position to apply Lemma 6.11.1 and thereby finishing the proof of Theorem 6.2.2:

If $\omega = 1$, then we define $F$, for $v \in V$, by
\[
F(v) = 1_{\sum_{e \in \mathcal{G}_2 = v} \xi_2'(e) > \frac{t_0}{\sqrt{c_2 m}}} = 1_{I(v) > t_0}.
\]
Then,
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{v=1}^{n} 1_{\sigma(v) = +} F(v) = \frac{1}{2} \mathbb{P}(X_+ > t_0) =: \frac{f(+) - 1}{2},
\]
and,
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{v=1}^{n} 1_{\sigma(v) = -} F(v) = \frac{1}{2} \mathbb{P}(X_- > t_0) =: \frac{f(-)}{2},
\]
so that $f(+) > f(-)$ and Lemma 6.11.1 applies.

If, however, $\omega = -1$, then we define $F$, for $v \in V$, by
\[
F(v) = 1_{\sum_{e \in \mathcal{G}_2 = v} \xi_2'(e) \leq \frac{t_0}{\sqrt{c_2 m}}} = 1 - I(v) \leq t_0.
\]
Then, this time,
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{v=1}^{n} 1_{\sigma(v) = +} F(v) = \lim_{n \to \infty} \frac{1}{n} \sum_{v=1}^{n} 1_{\sigma(v) = +} 1_{I(v) > t_0} = \frac{1}{2} \mathbb{P}(X_+ > t_0) =: \frac{f(+) - 1}{2},
\]
since \(-t_0\) is a continuity point of \(X_+\), which follows from the fact that \(X_+\) is in distribution equal to \(-X_-\) and \(t_0\) is a continuity point of \(X_-\).

Similarly,
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{v=1}^n 1_{\sigma(v)=-} F(v) = \frac{1}{2} \mathbb{P} (X_- > -t_0) =: \frac{f(-)}{2}.
\]

Now,
\[
f(+) = \mathbb{P} (X_+ > -t_0) = 1 - \mathbb{P} (X_- > t_0) > 1 - \mathbb{P} (X_+ > t_0) = \mathbb{P} (X_- > t_0) = f(-),
\]

exactly the setting of Lemma 6.11.1.

6.12 Proofs of Section 6.6

Proof of Theorem 6.6.1. For \(1 \leq q < t\), we have
\[
Z_t - M^{t-s} Z_s = \sum_{u=s}^{t-1} M^{t-u-1} (Z_{u+1} - M Z_u),
\]
consequently, as \(g^*_k M = \mu_k g^*_k\),
\[
\frac{\langle g_k, Z_t \rangle}{\mu_k^{t-1}} = \frac{\langle g_k, Z_q \rangle}{\mu_k^{q-1}} + \sum_{u=q}^{t-1} \frac{\langle g_k, Z_{u+1} - M Z_u \rangle}{\mu_k^u},
\]
(6.69)

compare to (55) in [17]. Hence, \((X_k(t))_{t \geq 1}\) is an \(\mathcal{F}_t\)-martingale with mean 0. We shall invoke Doob’s martingale convergence theorem to prove the assertion. That is, we shall show that for some \(C > 0\) and all \(t \geq 1\),
\[
\mathbb{E} [X_k^2(t) | Z_1] \leq C \|Z_1\|_1.
\]

Let, for \(i, j \in \{+, -\}\), \(Z_{s+1}(i, j)\) denote the number of type \(i\) individuals in generation \(s+1\) which descend from from a type \(j\) particle in the \(s\)-th generation. Then,
\[
\mathbb{E} [\|Z_{s+1} - M Z_s\|_2^2 | Z_s] = \sum_{i,j \in \{+, -\}} \mathbb{E} [(Z_{s+1}(i, j) - M_{ij} Z_s(j))^2 | Z_s(j)].
\]
(6.70)

We calculate first, for some integer \(z \geq 0\),
\[
\mathbb{E} [(Z_{s+1}(i, j) - M_{ij} Z_s(j))^2 | Z_s(j) = z] = \mathbb{E} \left[ \left( \sum_{l=1}^{z} Y_l(i, j) - M_{ij} \right)^2 | Z_s(j) = z \right]
\]
\[
= \sum_{l=1}^{z} \mathbb{E} \left[ (Y_l(i, j) - M_{ij})^2 \right],
\]
(6.71)

where \((Y_l(i, j))_{l=1}^z\) are i.i.d. copies of \(\text{Poi}\left(\frac{1 + \kappa a + 1/2 \kappa b \phi(i) \phi^*}{2}\right)\), where \(\phi^*\) follows the biased law \(\nu^*\).

Put \(c_1 = \max_{i,j \in \{+, -\}} \mathbb{E} [(Y_l(i, j) - M_{ij})^2] < \infty\). Then, plugging (6.71) into (6.70), we obtain
\[
\mathbb{E} [\|Z_{s+1} - M Z_s\|_2^2 | Z_s] \leq 2c_1 \|Z_s\|_1.
\]
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Consequently,
\[
\mathbb{E} \left[ \| Z_{s+1} - M Z_s \|^2 \| Z_1 \| \right] = \mathbb{E} \left[ \mathbb{E} \left[ \| Z_{s+1} - M Z_s \|^2 | Z_1 \right] \right] \\
\leq 2c_1 \mathbb{E} \left[ \| Z_1 \|_1 \right] = 2c_1 \rho^{s-1} \| Z_1 \|_1.
\] (6.72)

Combining the above with (6.69) for \( q = 1 \), we obtain
\[
\mathbb{E} \left[ X_k^2 (t) | Z_1 \right] = \sum_{s=1}^{t-1} \mathbb{E} \left[ \frac{(\langle g_k, (Z_{s+1} - M Z_s) \rangle)^2}{\mu_k^{2s}} \| Z_1 \| \right] \\
\leq \| g_k \|_2^2 \sum_{s=1}^{t-1} \mathbb{E} \left[ \frac{\| Z_{s+1} - M Z_s \|^2}{\mu_k^{2s}} \| Z_1 \| \right] \\
\leq 2c_1 \| g_k \|_2^2 \sum_{s=1}^{\infty} \frac{\rho^{s-1}}{\mu_k^{2s}} \| Z_1 \|_1.
\] (6.73)

The assertion now follows upon noting that
\[
C := 2c_1 \max_{k \in \{+,-\}} \| g_k \|_2^2 \sum_{s=1}^{\infty} \frac{\rho^{s-1}}{\mu_k^{2s}} < \infty,
\]
since \( \rho < \mu_k^2 \).
\( \square \)

**Proof of Corollary 6.6.2.** From Theorem 6.6.1 we know that there exists a random variable \( X_k(\infty) \) such that
\[
X_k(t) := \frac{\langle g_k, Z_t \rangle}{\mu_k^{t-1}} - \langle g_k, Z_1 \rangle \overset{a.s.}{\to} X_k(\infty),
\]
as \( t \to \infty \). Now,
\[
\langle g_k, Z_1 \rangle = \mu_k, \psi(o) \langle g_k, Z_0 \rangle + \langle g_k, Z_1 - M, \psi(Z_0) \rangle.
\]
We combine this with the definition of \( X_k(t) \) to obtain
\[
\frac{\langle g_k, Z_t \rangle}{\mu_k, \psi(o) \mu_k^{t-1}} = \frac{\langle g_k, Z_0 \rangle}{\mu_k, \psi(o)} + \frac{\langle g_k, Z_1 - M, \psi(Z_0) \rangle}{\mu_k, \psi(o)} + \frac{X_k(t)}{\mu_k, \psi(o)},
\]
where the right hand side is seen to converge in both senses to the random variable
\[
Y_{k, \psi(o)}(\infty) = \langle g_k, Z_0 \rangle + \frac{\langle g_k, Z_1 - M, \psi(Z_0) \rangle}{\mu_k, \psi(o)} + \frac{X_k(\infty)}{\mu_k, \psi(o)}.
\]
Indeed,
\[
\left| \frac{\langle g_k, Z_t \rangle}{\mu_k, \psi(o) \mu_k^{t-1}} - Y_{k, \psi(o)}(\infty) \right| \leq \frac{1}{\mu_k, \psi(o) \mu_k^{\text{min}}} |X_k(t) - X_k(\infty)|,
\]
for all \( \psi(o) \). The uniform convergence follows, since
\[
\begin{align*}
\mathbb{E} \left[ |X_k(t) - X_k(\infty)|^2 | \phi_0 = \psi(o) \right] \\
= \sum_{z=0}^{\infty} \mathbb{E} \left[ |X_k(t) - X_k(\infty)|^2 | \| Z_1 \| = z \right] \mathbb{P} (\| Z_1 \| = z | \phi_0 = \psi(o)) \\
\leq e^{\frac{2 + \phi \phi}{2}} \mathbb{E} \left[ |X_k(t) - X_k(\infty)|^2 | \phi_0 = \psi(o) \phi_\text{max} \right]
\end{align*}
\] (6.74)
\( \square \)
Proof of Theorem 6.6.3. For $1 \leq q < t$, we have again

$$
\frac{\langle g_k, \Psi_t \rangle}{\mu_k^{t-1}} = \frac{\langle g_k, \Psi_q \rangle}{\mu_k^{q-1}} + \sum_{u=q}^{t-1} \frac{\langle g_k, \Psi_{u+1} - M\Psi_u \rangle}{\mu_k^u}.
$$

(6.75)

Since $\mathbb{E}[\Psi_{u+1} | \Psi_u] = M\Psi_u$, $(X_k(t))_{t \geq 1}$ is an $\mathcal{G}_t$-martingale with mean 0. We show again that for some $C > 0$ and all $t \geq 1$,

$$
\mathbb{E} \left[ X_k^2(t) | Z_1 \right] \leq C \| Z_1 \|_1.
$$

Let, for $i,j \in \{+,-\}$, $\Psi_{s+1}(i,j)$ denote the sum over the weights of type $i$ individuals in generation $s + 1$ which descend from a type $j$ particle in the $s$-th generation. Then,

$$
\mathbb{E} \left[ \| \Psi_{s+1} - M\Psi_s \|_2^2 | Z_s \right] = \sum_{i,j \in \{+,-\}} \mathbb{E} \left[ (\Psi_{s+1}(i,j) - M_{ij}\Psi_s(j))^2 | Z_s(j) \right].
$$

(6.76)

We calculate first, for some integer $z \geq 0$,

$$
\mathbb{E} \left[ (\Psi_{s+1}(i,j) - M_{ij}\Psi_s(j))^2 | Z_s(j) = z \right] = \mathbb{E} \left[ \left( \sum_{l=1}^{z} \left( \sum_{l'=1}^{Y_l(i,j)} \phi_{l'}^{ij} - M_{ij}\phi_{l}^{ij} \right) \right)^2 | Z_s(j) = z \right]
$$

(6.77)

where $\phi_{l'}^{ij}$ and $\phi_{l}^{ij}$ are all independent and governed by the biased law $\nu^*$, and where $(Y_l(i,j))_{l=1}^{z}$ are i.i.d. copies of Pois$\left( \frac{1 + a + b}{2} \Phi(1) \phi^* \right)$, with $\phi^*$ governed by $\nu^*$. Thus the summands indexed by $l$ are independent. We have

$$
\mathbb{E} \left[ \sum_{l'=1}^{Y_l(i,j)} \phi_{l'}^{ij} - M_{ij}\phi_{l}^{ij} \right] = \frac{1_{i=j}a + 1_{i \neq j}b}{2} \Phi(1) \frac{\Phi(2)}{\Phi(1)} - M_{ij} \frac{\Phi(2)}{\Phi(1)} = 0
$$

Therefore,

$$
\mathbb{E} \left[ (\Psi_{s+1}(i,j) - M_{ij}\Psi_s(j))^2 | Z_s(j) = z \right] = \sum_{l=1}^{z} \mathbb{E} \left[ \left( \sum_{l'=1}^{Y_l(i,j)} \phi_{l'}^{ij} - M_{ij}\phi_{l}^{ij} \right)^2 \right].
$$

(6.78)

Put $c_1 = \max_{i,j \in \{+,-\}} \mathbb{E} \left[ \left( \sum_{l'=1}^{Y_l(i,j)} \phi_{l'}^{ij} - M_{ij}\phi_{l}^{ij} \right)^2 \right] < \infty$. Then, plugging (6.78) into (6.76), we obtain

$$
\mathbb{E} \left[ \| \Psi_{s+1} - M\Psi_s \|_2^2 | Z_s \right] \leq 2c_1 \| Z_s \|_1.
$$

Example 6.6.4. For $k \geq 1$, put

$$
\epsilon_k = \rho^{-k/2} \sqrt{k} \quad \text{and} \quad f_k = \prod_{\ell=1}^{k} (1 + \epsilon_k).
$$

Due to convergence of $(f_k)_k$, there exist constants $c_0, c_1 > 0$ such that for all $k \geq 1$,

$$
c_0 \leq f_k \leq c_1 \quad \text{and} \quad \epsilon_k \leq c_1,
$$

(6.79)
Recall the law of $S_{k+1}$ from (6.28). We shall firstly derive a concentration result for $\sum_{i=1}^{n} X_{k}^{(l)}$, by using Hoeffding’s inequality. Note that by definition $X_{k}^{(l)} \in a_k + b_k \Phi(1)[\phi_{\min}, \phi_{\max}]$. Put $\gamma = (\frac{a_k + b_k}{2})^2(\phi_{\max} - \phi_{\min})^2$, then Hoeffding’s equality reads

\[ \mathbb{P}\left( \left| \sum_{l=1}^{n} X_{k}^{(l)} - n\rho \right| \geq t \right) \leq 2 \exp \left( -\frac{2t^2}{n\gamma} \right). \]

Hence, in particular,

\[ \mathbb{P}\left( \left| \sum_{l=1}^{n} X_{k}^{(l)} - s f_k \rho^k \right| \geq s f_k \rho^k \right) \leq 2 \exp \left( -\frac{f_k \rho^k (k + 1)}{2\gamma} \right) \leq 2 \exp (-c_2 s), \]

for some $c_2 > 0$, due to (6.79). We use the last result to obtain

\[ \mathbb{P}\left(S_{k+1} > s f_{k+1} \rho^{k+1} | S_k \leq s f_k \rho^k \right) \]

\[ \leq \mathbb{P}\left( \text{Poi} \left( \sum_{l=1}^{n} X_{k}^{(l)} \right) > s f_{k+1} \rho^{k+1} \right) \]

\[ \leq \mathbb{P}\left( \text{Poi} \left( s f_k \rho^k + 1 + \frac{\epsilon_{k+1}}{2} \right) > s f_{k+1} \rho^{k+1} \right) (1 - 2e^{-c_2 s}) + 2e^{-c_2 s}. \]

We bound

\[ s f_{k+1} \rho^{k+1} = s f_k \rho^k + 1 \left( 1 + \frac{\epsilon_{k+1}}{2} \right) \left( 1 + \frac{\epsilon_{k+1}}{2} \right) \left( 1 + c_3 \epsilon_{k+1} \right), \]

where $c_3 = \frac{1}{2} \frac{1}{1 + \max_i \epsilon_i / 2} > 0$. Combining the last estimate with (6.81) and the inequality

\[ \mathbb{P}\left( \text{Poi} \left( \lambda \right) \geq \lambda s \right) \leq e^{-\lambda I(s)}, \]

where

\[ I : x \mapsto \left\{ \begin{array}{ll} x \log x - x + 1 & \text{if } x > 0; \\ \infty & \text{if } x \leq 0, \end{array} \right. \]

entails that

\[ \mathbb{P}\left(S_{k+1} > s f_{k+1} \rho^{k+1} | S_k \leq s f_k \rho^k \right) \leq \exp \left( -s f_k \rho^k + 1 \left( 1 + \frac{\epsilon_{k+1}}{2} \right) I(1 + c_3 \epsilon_{k+1}) \right) + 2e^{-c_2 s}. \]

It remains to bound $I(1 + c_3 \epsilon_k)$ from below. But, due to the form of $I$, there exists a $\theta > 0$ such that for $x \in [0, c_3 \max_k \epsilon_k]$, $I(1 + x) \geq \theta x^2$. Consequently

\[ \mathbb{P}\left(S_{k+1} > s f_{k+1} \rho^{k+1} | S_k \leq s f_k \rho^k \right) \leq 3e^{-c_4 s}, \]

for some constant $c_4 > 0$. Hence,

\[ \mathbb{P}\left( \exists k : S_k > s c_1 \rho^k \right) \leq \sum_{k=1}^{\infty} 3e^{-c_4 s} = \frac{3}{1 - e^{-c_4 s}} e^{-c_4 s}, \]

from which the statement follows.
Proof of Theorem 6.6.5. We claim that there exist constants \(c, c' > 0\) such that for any \(s \geq 0\)

\[
P\left( \|Z_{t+1} - MZ_t\|_2 > s \|Z_t\|_1^{1/2} \mid \mathcal{F}_t \right) \leq c' e^{-c(s^2\lambda^2)}.
\]  

(6.83)

To prove (6.83), we shall employ Hoeffding’s inequality to establish a concentration result for some constant \(c\)

\[
\lambda^+ = \frac{\Phi(1)}{2} \left( a \sum_{i=1}^{Z^+} \Phi_i^+ + b \sum_{i=1}^{Z^-} \Phi_i^- \right),
\]  

(6.84)

and,

\[
\lambda^- = \frac{\Phi(1)}{2} \left( b \sum_{i=1}^{Z^+} \Phi_i^+ + a \sum_{i=1}^{Z^-} \Phi_i^- \right)
\]  

(6.85)

around their respective means \(y^+ = E_s [\lambda^+]\) and \(y^- = E_s [\lambda^-]\), where \((\Phi_i^+)_i\) are i.i.d. random variables with law \(\nu*\), and where \(E_s [\cdot] = E [\cdot | Z_t]\). This in conjunction with the classical tail bound for \(Y \overset{d}{=} \text{Poi} (\lambda)\):

\[
P(|Y - \lambda| > \lambda s) \leq 2e^{-\lambda^2(s)},
\]  

(6.86)

where \(\delta : x \mapsto I(1 - x) \land I(1 + x)\), with \(I\) defined in (6.82), shall allow us to prove concentration of \(Z_{t+1}^+ / Z_{t+1}^-\) around \(E_s [\begin{pmatrix} Z_{t+1}^+ \\ Z_{t+1}^- \end{pmatrix}] = \begin{pmatrix} y^+ \\ y^- \end{pmatrix}\) =


\(MZ_t\).

Let \(t^+, t^- > 0\). Then, Hoeffding’s inequality gives

\[
P_s \left( \sum_{i=1}^{Z^+} \Phi_i^+ - Z^+_t \Phi_i^+(1) \geq t^\gamma \right) \leq 2 \exp \left( -\frac{2(t^+)^2}{Z^+_t \gamma} \right),
\]  

(6.87)

where \(\gamma = (\phi_{\min} - \phi_{\max})^2\), and where \(P_s (\cdot) = P (\cdot | Z_t)\).

Hence,

\[
P_s \left( |\lambda^+ - y^+| \leq \frac{\Phi(1)}{2} (at^+ + bt^-) \right)
\]

\[
\geq P_s \left( \sum_{i=1}^{Z^+} \Phi_i^+ - Z^+_t \Phi_i^+(1) \leq t^+, \sum_{i=1}^{Z^-} \Phi_i^- - Z^-_t \Phi_i^-(1) \leq t^- \right) 
\]

(6.88)

\[
\geq \left( 1 - 2 \exp \left( -\frac{2(t^+)^2}{Z^+_t \gamma} \right) \right) \left( 1 - 2 \exp \left( -\frac{2(t^-)^2}{Z^-_t \gamma} \right) \right).
\]

Plugging \(t^+ = \frac{s\sqrt{\gamma}}{\sqrt{3\phi_{\min}}}\) and \(t^- = \frac{s\sqrt{\gamma}}{\sqrt{3\phi_{\max}}}\) into the last equation leads to

\[
P_s \left( |\lambda^+ - y^+| \leq \frac{s}{2} \|y\|_1^{1/2} \right)
\]

\[
\geq \left( 1 - 2 \exp \left( -\frac{4/3}{(\Phi(1))^2a^2\gamma Z_t^+} \right) \right) \left( 1 - 2 \exp \left( -\frac{4/3}{(\Phi(1))^2a^2\gamma Z_t^-} \right) \right)
\]

\[
\geq \left( 1 - 2e^{-c_0 s^2} \right)^2
\]

\[
\geq 1 - 4e^{-c_0 s^2},
\]

for some constant \(c_0 > 0\), since \(\frac{y^+}{Z_t^+}\) is bounded away from zero by some constant.
We use the last inequality to obtain
\[
\mathbb{P}_* \left( Z_{t+1}^+ - y^+ > s\|y\|_1^{1/2} \right) \leq \mathbb{P}_* \left( \text{Poi} \left( y^+ + \frac{s}{2}\|y\|_1^{1/2} \right) - \left( y^+ + \frac{s}{2}\|y\|_1^{1/2} \right) > \frac{s}{2}\|y\|_1^{1/2} \right) + 4e^{-c_0s^2}.
\]

(6.90)

We continue by invoking (6.86),
\[
\mathbb{P}_* \left( \text{Poi} \left( y^+ + \frac{s}{2}\|y\|_1^{1/2} \right) - \left( y^+ + \frac{s}{2}\|y\|_1^{1/2} \right) > \frac{s}{2}\|y\|_1^{1/2} \right) \leq 2 \exp \left( -\left( y^+ + \frac{s}{2}\|y\|_1^{1/2} \right) \delta \left( \frac{s}{2}\|y\|_1^{1/2} \right) \right).
\]

We note the existence of a \( \theta > 0 \) such that for all \( x \in [0, 1] \), \( \delta(x) \geq \theta x^2 \), so that
\[
(y^+ + \frac{s}{2}\|y\|_1^{1/2}) \delta \left( \frac{s}{2}\|y\|_1^{1/2} \right) \geq \frac{\theta s^2\|y\|_1}{y^+ + \frac{s}{2}\|y\|_1^{1/2}} \geq c_2(s^2 \wedge s),
\]
for some constant \( c_2 > 0 \), because \( y^+ + \frac{s}{2}\|y\|_1^{1/2} \leq \max\{2y^+, s\|y\|_1^{1/2}\} \).

Similarly, to bound \( \mathbb{P}_* \left( Z_{t+1}^+ - y^+ \leq -s\|y\|_1^{1/2} \right) \) from above, we need to estimate
\[
\mathbb{P}_* \left( \text{Poi} \left( y^+ - \frac{s}{2}\|y\|_1^{1/2} \right) - \left( y^+ - \frac{s}{2}\|y\|_1^{1/2} \right) \leq -\frac{s}{2}\|y\|_1^{1/2} \right) \leq 2 \exp \left( -\left( y^+ - \frac{s}{2}\|y\|_1^{1/2} \right) \delta \left( \frac{s}{2}\|y\|_1^{1/2} \right) \right),
\]
(6.91)

when \( y^+ > \frac{s}{2}\|y\|_1^{1/2} \) (if \( y^+ < \frac{s}{2}\|y\|_1^{1/2} \), then \( Z_{t+1}^+ - y^+ > -\frac{s}{2}\|y\|_1^{1/2} \), so that \( \mathbb{P}_* \left( Z_{t+1}^+ - y^+ \leq -s\|y\|_1^{1/2} \right) = 0 \)).

We distinguish between two cases: Firstly, when \( y^+ - \frac{s}{2}\|y\|_1^{1/2} > \frac{s}{2}\|y\|_1^{1/2} \), we have
\[
(y^+ - \frac{s}{2}\|y\|_1^{1/2}) \delta \left( \frac{s}{2}\|y\|_1^{1/2} \right) \geq \frac{\theta s^2\|y\|_1}{y^+ - \frac{s}{2}\|y\|_1^{1/2}} \geq \frac{\theta\|y\|_1 s^2}{y^+ + \frac{s}{2}\|y\|_1^{1/2}} \geq c_3 s^2,
\]
(6.92)

for some constant \( c_3 \), due to our observation above.

Secondly, in case \( y^+ - \frac{s}{2}\|y\|_1^{1/2} < \frac{s}{2}\|y\|_1^{1/2} \), we use the existence of a \( \theta' > 0 \) such that for all \( x \geq 1 \), \( \delta(x) \geq \theta' x \):
\[
(y^+ - \frac{s}{2}\|y\|_1^{1/2}) \delta \left( \frac{s}{2}\|y\|_1^{1/2} \right) \geq \theta'\|y\|_1^{1/2} \frac{s}{2} \geq c_4 s,
\]
(6.93)

for some constant \( c_4 > 0 \).

Combining (6.90) - (6.93), leads to
\[
\mathbb{P} \left( |Z_{t+1}^+ - y^+| > s\|y\|_1^{1/2} \right) \leq 2 \left( e^{-c_2(s^2 \wedge s)} + e^{-c_4 s} + e^{-c_3 s^2} \right) + 8e^{-c_0 s^2} \leq c_5 e^{-c_6(s^2 \wedge s)}.
\]
(6.94)

An identical bound holds (after possibly redefining the values of \( c_5 \) and \( c_6 \)) for \( |Z_{t+1}^+ - y^-| \).
Finally, noting that \( \|y\|_1 = \rho \|Z_t\|_2 \), we have
\[
\mathbb{P} \left( \|Z_{t+1} - MZ_t\|_2 > s \|Z_t\|_1^{1/2} \mid \mathcal{F}_t \right) \leq \mathbb{P} \left( |Z_{t+1}^+ - y^+| \geq \frac{s}{\sqrt{2}} \|Z_t\|_1^{1/2} \mid \mathcal{F}_t \right) + \mathbb{P} \left( |Z_{t+1}^- - y^-| \geq \frac{s}{\sqrt{2}} \|Z_t\|_1^{1/2} \mid \mathcal{F}_t \right) \leq c^t e^{-c (s^2 \wedge s)},
\]
(6.95)
that is exactly claim (6.83).

We are now in a position to derive a similar bound as (59) in [17]:
\[
\mathbb{P} \left( \forall t \geq 1 : \|Z_{t+1} - MZ_t\|_2 \leq u(t + 1) \log n \|Z_t\|_1^{1/2} \right) \geq 1 - c^t \sum_{t \geq 1} e^{-cut \log n} \geq 1 - C' n^{-C_u}.
\]
(6.96)
Recalling (6.69), we have, for \( s \geq 1 \),
\[
|\langle g_k, Z_s \rangle - \mu_k^{s-t} \langle g_k, Z_t \rangle| \leq \mu_k^{s-t} \|g_k\|_2 \sum_{u=s}^{t-1} \frac{\|Z_{u+1} - MZ_u\|_2}{\mu_k^{u}}.
\]
From Equation (6.96) we know that, for all \( u \geq 1 \),
\[
\|Z_{u+1} - MZ_u\|_2 \leq c_9 (\log n) (u + 1) \|Z_u\|_1^{1/2},
\]
(6.97)
where \( c_9 \) is so large that 6.97 holds with probability \( 1 - n^{-\beta} \). Further, \( \|Z_h\|_1 \) itself is bounded by Lemma 6.6.4:
\[
\|Z_h\|_1 \leq c_{10} (\log n) \rho^h,
\]
(6.98)
also with probability at least \( 1 - n^{-\beta} \).

With the same probability, for \( k \in \{1, 2\} \),
\[
|\langle g_k, Z_s \rangle - \mu_k^{s-t} \langle g_k, Z_t \rangle| \leq c_{11} (\log n)^{3/2} \mu_k^{s-t} \sum_{u=s}^{t-1} \frac{u+1}{\mu_k} \leq c_{12} (\log n)^{3/2} (s + 1) \rho^{s/2}.
\]
(6.99)
The proof the last claim, write
\[
\langle g_k, \Psi_s \rangle - \mu_k^{s-t} \langle g_k, \Psi_t \rangle = \Phi^{(2)}(\langle g_k, Z_s \rangle) - \mu_k^{s-t} \langle g_k, Z_t \rangle + \epsilon_s - \mu_k^{s-t} \epsilon_t,
\]
(6.100)
where, for \( s \geq 1 \),
\[
\epsilon_s = g_k(+) \left( \Psi_s(+) - Z^+ \frac{\Phi^{(2)}}{\Phi^{(1)}} \right) + g_k(-) \left( \Psi_s(-) - Z^- \frac{\Phi^{(2)}}{\Phi^{(1)}} \right).
\]
We bound \( \epsilon_t \) using (6.87),
\[
\mathbb{P} \left( \forall t \geq 1 : \epsilon_t \leq t \log n \|Z_t\|_1^{1/2} \right) \geq 1 - c_{13} \sum_{t \geq 1} e^{-c_{14} t^2 \log^2 n} \geq 1 - C' n^{-C_u}.
\]
(6.101)
So that, with probability \( 1 - n^{-\beta} \),
\[
|\epsilon_s - \mu_k^{s-t} \epsilon_t| \leq c_{15} \log^{5/2} (n) \left( \rho^{s/2} + |\mu_k|^{s-t} \rho^{t/2} \right) \leq c_{16} \log^{5/2} (n) \rho^{s/2},
\]
since \( |\mu_k| > \rho^{1/2} \).
Proof of Theorem 6.6.6. We have,
\[ \|\Psi_{u+1} - M\Psi_{u}\|_2 \leq \frac{\Phi^{(2)}(u)}{\Phi^{(1)}(u)} \|Z_{u+1} - MZ_{u}\|_2 + \|\Psi_{u+1} - \frac{\Phi^{(2)}(u)}{\Phi^{(1)}(u)}Z_{u+1}\|_2 + \|M\left(\Psi_{u} - \frac{\Phi^{(2)}(u)}{\Phi^{(1)}(u)}Z_{u}\right)\|_2. \] (6.102)

We use (6.87), to obtain that for any \( \beta > 0 \) (similar to (6.96))
\[ \mathbb{P}\left( \forall t \geq 1 : \|\Psi_{t} - \frac{\Phi^{(2)}(u)}{\Phi^{(1)}(u)}Z_{t}\|_2 \leq t \log n \|Z_{t}\|_1^{1/2} \right) \geq 1 - n^{-\beta}. \] (6.103)

Combining (6.102), (6.103) and (6.96), gives that with probability \( 1 - n^{-\beta} \), for all \( u \geq 1 \),
\[ \|\Psi_{u+1} - M\Psi_{u}\|_2 \leq c_{2u} \log n \|Z_{u}\|_1^{1/2}. \] (6.104)

We can now apply the argument at the end of Theorem 24 in [17]. The second claim follows by using the last part of the proof of Theorem 24 in [17], where the variable \( U \) needs to be replaced by
\[ U = \sup_{t \geq 1} \frac{\|\Psi_{t+1} - M\Psi_{t}\|_2}{t \|Z_{t}\|_1^{1/2}}. \]

It is important here that \( \mathbb{E}[U^4] = \mathcal{O}(1) \), which is ensured by (6.104). \( \square \)

Proof of Theorem 6.6.7. We start by calculating the expectation and variance of \( \sum_{u \in Y^\ell} L_{k,\ell}^u \) conditional on \( F_{t} \) (defined in Theorem 6.6.1). We use this to show that, as \( \ell \to \infty \), uniformly for all \( \psi_{y} \),
\[ \frac{Q_{k,\ell}}{\mu_{k}^{2\ell}} \to \frac{\Phi^{(3)}(\psi)}{\Phi^{(2)}(\psi)} \frac{\rho}{\mu_{k}^{2\ell} - \rho} \mu_{k,\psi_{y}} Y_{k,\psi_{y}}(\infty), \] (6.105)

almost surely and in \( L^2 \), where \( Y_{k,\psi_{y}}(\infty) \) is defined in Corollary 6.6.2, and where
\[ Q_{k,\ell} = \sum_{t=0}^{\ell-1} \sum_{u \in Y^\ell_{t}} L_{k,\ell}^u. \]

The latter is reminiscent of
\[ Q_{k,\ell} = \sum_{t=0}^{\ell-1} \sum_{u \in Y^\ell_{t}} L_{k,\ell}^u, \]

and we show that \( Q_{k,\ell} \) and \( Q_{k,\ell} \) are in fact close in \( L^2 \)-distance:
\[ \|Q_{k,\ell} - Q_{k,\ell}\| = o(\mu_{k}^{2\ell}). \]

Consider for \( t \geq 0 \) and \( \ell \geq t + 2 \),
\[ \mathbb{E}_{F_{t},Y^{t+1},Y^{t},L_{k,\ell}^u} = \sum_{(v,w) \in Y^{t},w \neq w} \mathbb{E}_{F_{t},Y^{t+1},Y^{t},S_{t+1-\ell}^{w,t}} \mathbb{E}_{F_{t},Y^{t+1},Y^{t},\langle g_{k},\Psi_{t} \rangle} \]
\[ = \sum_{(v,w) \in Y^{t},w \neq w} \rho_{w} \rho_{w}^{t-2} \phi_{w} \mu_{k}^{t} \langle g_{k},Z_{0} \rangle, \] (6.106)

where \( \rho_{w} = \frac{a_{w} + \epsilon_{w}}{2} \phi_{w} \), with \( \phi_{w} \) a random variable that follows law \( \nu^{w} \). The second equality in (6.106) follows after calculating
\[ \mathbb{E}[\Psi_{t}^*|Y_{0}^t] = \frac{\Phi^{(2)}(\psi)}{\Phi^{(1)}(\psi)} \mathbb{E}[Z_{t}^*|Y_{0}^t] = \frac{\Phi^{(2)}(\psi)}{\Phi^{(1)}(\psi)} \phi_{w} M_{t}^* Z_{0}^t = \phi_{w} M_{t}^* Z_{0}^t, \]

104
where the factor \( \frac{\Phi(u)}{F(u)} \) accounts for the fact that the "parental" vertex \( v \) has deterministic type \( \phi_v \) (and transitions are thus given by \( M_{\phi_v} = \frac{\Phi(u)}{F(u)} M \)), whereas vertices in the later generations have i.i.d. weights (for which \( M \) is the transition matrix). Now,

\[
\mathbb{E}_{F_t, Y_t} L_{k,\ell}^u = \mathbb{E}_{F_t, Y_t} \mathbb{E}_{F_t, Y_t} L_{k,\ell}^u
\]

where \( (v,w) \in Y_t^*, v \neq w \)

\[
= \mathbb{E}_{F_t, Y_t} \sum_{(v,w) \in Y_t^*, v \neq w} \rho_u \rho^{\ell-t-2} \Phi(v) \phi(k, Z_{l}^u)
\]

\[
= \rho^{\ell-t-2} \mu_k^t \mathbb{E}_{F_t, Y_t} |Y_t^*| - 1 \mathbb{E}_{F_t, Y_t} \rho^t \mathbb{E}_{F_t, Y_t} \phi^t (g_k, \frac{1}{1+\sigma^+})
\]

where \( \phi^* \) is an i.i.d. copy of \( \frac{a+b}{a+b} \Phi^*(1) \phi^* \) and \( \sigma^* = \sigma_u \) with probability \( \frac{a}{a+b} \), and \( \sigma^* = -\sigma_u \) with probability \( \frac{b}{a+b} \) (further, \( \rho^*, \phi^* \) and \( \sigma^* \) are independent).

We thus have

\[
\mathbb{E}_{F_t, Y_t} L_{k,\ell}^u = \rho^{\ell-t-2} \mu_k^t \mathbb{E}_{F_t, Y_t} (g_k(1)c(\sigma_u, +) + g_k(2)c(\sigma_u, -))
\]

where \( \rho_u = \frac{a+b}{a+b} \Phi^*(1) \phi_u \) (with \( \phi_u 

\) the weight of \( u \) and for \( (x, y) \in \{+, -\} \times \{+, -\} \),

\[
c(x, y) = \frac{a}{a+b} \text{ if } x = y \text{ and } c(x, y) = \frac{b}{a+b} \text{ otherwise.}
\]

Now, as \( g_k \) is an eigenvector of \( M \) with eigenvalue \( \mu_k \), we have

\[
(g_k(1)c(\sigma_u, +) + g_k(2)c(\sigma_u, -)) = \frac{2}{a+b} \mu_k \mathbb{E}_{F_t, Y_t} (g_k, Z_{t}^u) = \frac{\mu_k}{\rho} (g_k, Z_{t}^u).
\]

Together with (6.107) this gives

\[
\mathbb{E}_{F_t, Y_t} L_{k,\ell}^u = \rho^{\ell-t-2} \mu_k^t \mathbb{E}_{F_t, Y_t} (g_k, Z_{t}^u).
\]

Summing over \( u \in Y_t^* \) using the last equation yields

\[
\mathbb{E}_{F_t} \sum_{u \in Y_t^*} L_{k,\ell}^u = \mathbb{E}_{F_t} \sum_{u \in Y_t^*} \mathbb{E}_{F_t, Y_t} L_{k,\ell}^u
\]

\[
= \rho^{\ell-t-2} \mu_k^t \mathbb{E}_{F_t} \sum_{u \in Y_t^*} \mathbb{E}_{F_t, Y_t} (g_k, Z_{t}^u)
\]

\[
= \rho^{\ell-t-2} \mu_k^t \mathbb{E}_{F_t} (g_k, Z_{t}^u) (a+b) \frac{1}{2} \mathbb{E}_{F_t} \left( \begin{array}{c} \Phi(u) \phi(k) \\ \phi(3) \end{array} \right)
\]

\[
\text{if } t = 0;
\]

\[
= \rho^{\ell-t-2} \mu_k^t \mathbb{E}_{F_t} (g_k, Z_{t}^u) (a+b) \frac{1}{2} \mathbb{E}_{F_t} \left( \begin{array}{c} \Phi(u) \phi(k) \\ \phi(3) \end{array} \right)
\]

\[
\text{if } t > 0.
\]

We leave it to the reader to verify that the same inequality holds for \( t = t + 1 \).

We continue by bounding the variance of \( L_{k,\ell}^u \):

\[
\text{Var}_{F_t} L_{k,\ell}^u \leq \mathbb{E}_{F_t} (L_{k,\ell}^u)^2
\]

\[
= \mathbb{E}_{F_t} \sum_{(v,w) \in Y_t^*, v \neq w} \sum_{(v',w') \in Y_t^*, v' \neq w'} S_{l-t-1}^w S_{l-t-1}^{w'} (g_k, \Psi_{t}^u) (g_k, \Psi_{t}^{w'})
\]

\[
\leq \mathbb{E}_{F_t} |Y_t^*|^2 \mathbb{E}_{\infty} S_{l-t-1}^o \mathbb{E}_{\infty} (g_k, \Psi_{t}^u)^2, \tag{6.111}
\]

where \( \mathbb{E}_{\infty}[\cdot] = \max_{t' \in \{t, -\}} \mathbb{E}[|\phi_o | \phi_{\max}, \sigma_o = t'] \). Now, \( \mathbb{E}_{\infty}[Y_t^*]^2 \leq c_0 \). From Lemma 6.6.4, we know that \( S_k \leq \exp (c_1 \rho^k) \), hence \( \mathbb{E}_{\infty} S_{l-t-1}^2 \leq 2c_1 (\rho^{l-t-1})^2 \). To
bound $E_\infty(g_k, \Psi^v_t)^2$, recall from Theorem 6.6.3 that
\[
E\left[\left(\frac{\langle \phi_k, \Psi_t \rangle}{\mu_k^t} - \langle g_k, \Psi_1 \rangle\right)^2 \bigg| Z_1\right] \leq C_2 \|Z_1\|_1.
\]
Consequently, as $E[\|Z_1\|_1]$ is bounded,
\[
E_\infty(g_k, \Psi^v_t)^2 \leq c_3 \mu_k^{2t}.
\]
Returning to (6.111), we have
\[
\text{Var}_{F_t} \sum_{u \in Y_0} L_{k,\ell}^u \leq c_4 \mu_k^{2t} \rho^2(\ell-t) S_t.
\]
(6.112)

We have
\[
\bar{Q}_{k,\ell} = \sum_{t=0}^{\ell-1} \bar{W}_{F_t} \sum_{u \in Y_0} L_{k,\ell}^u
= \rho^t \mu_k g_k(\Psi t) \psi_o + \sum_{t=1}^{\ell-1} \rho^{t-t} \mu_k^{t+1} \langle g_k, Z_t \rangle \frac{\Phi(3)}{\Phi(2)}
= \rho^t \mu_k g_k(\Psi t) \psi_o + \sum_{t=1}^{\ell-1} \rho^{t-t} \mu_k^{t+1} \mu_k \psi_o Y_{k,\psi_o}(t),
\]
where $Y_{k,\psi_o}(t)$ is defined in Corollary 6.6.2.

We consider
\[
\frac{\bar{Q}_{k,\ell}}{\mu_k^{2t}} = o(1) + \frac{\Phi(3)}{\Phi(2)} \sum_{t=1}^{\ell-1} \left(\frac{\mu_k^t}{\rho}\right)^{t-\ell} \mu_k \psi_o Y_{k,\psi_o}(t),
\]
(6.114)
and verify our claim (6.105). To do so, split for arbitrary fixed $\epsilon > 0$,
\[
\sum_{t=1}^{\ell-1} r^{t-\ell} Y_k(t) = \sum_{t=1}^{T_\epsilon-1} r^{t-\ell} Y_k(t) + \sum_{t=T_\epsilon}^{\ell-1} r^{t-\ell} Y_k(t),
\]
where $r = \frac{\mu_k^2}{\rho}$, $Y_k$ is shorthand notation for $Y_{k,\psi_o}$, and where
\[
T_\epsilon = \min\{t : \forall s \geq t, |Y_k(\infty) - Y_k(s)| \leq \epsilon\}.
\]
Then,
\[
\sum_{t=1}^{T_\epsilon-1} r^{t-\ell} Y_k(t) \leq \sup_t Y_k(t) r^{-\ell} r^{T_\epsilon} T_\epsilon \frac{\mu_k^2}{\rho} \xrightarrow{a.s.} 0,
\]
as $\ell \to \infty$, since $(Y_k(t))_t$ is convergent (uniformly in $\psi_o$) and hence bounded. Further,
\[
\sum_{t=T_\epsilon}^{\ell-1} r^{t-\ell} Y_k(t) - \sum_{u=1}^{\ell-T_\epsilon} (Y_k(\infty) + O(\epsilon)) \xrightarrow{a.s.} \sum_{u=1}^{\infty} r^{-u} (Y_k(\infty) + O(\epsilon))
= \frac{1}{r-1} (Y_k(\infty) + O(\epsilon)),
\]
(6.115)
where the limit is taken for $\ell \to \infty$. Since $\epsilon > 0$ was arbitrary, (6.105) follows.

$L^2$-convergence follows from [17] (this convergence takes place uniformly for all $\psi_0$ due to Theorem 6.6.1).

Further, that $\|Q_{k,\ell} - \bar{Q}_{k,\ell}\| = o(\mu_k^2)$ can be established by following the proof in [17]. Indeed, from the latter proof we know that, for some constant $c_6$ independent of $\psi_o$,

$$\|Q_{k,\ell} - \bar{Q}_{k,\ell}\|_2 \leq c_5 \sum_{t=0}^\ell \mu_k^t \ell^{-1} \|S_t\|_2,$$

(6.116)
due to the variance bound in (6.112) and Lemma 6.6.4.

Finally, combining the uniform bounds (6.105) and (6.116), entails that

$$\left\|Q_{k,\ell} - \Phi^{(3)}(3) \Phi^{(2)}(2) \rho \mu_k^2 \psi_0 Y_{k,\psi_0}(\infty) \right\|_2 \to 0,$$

uniformly for all $\psi_o$. \hfill $\square$

**Proof of Theorem 6.6.8.** Using (6.111) and Theorem 6.6.6, we have

$$\text{Var}_{T, T_\phi} L_{k,\ell}^u \leq c_1 \rho^{2(\ell-t)} \ell^3 \rho^t.$$

Plugging this bound, together with (6.110) here, into (66) in [17] establishes the claim. \hfill $\square$

**Proof of Theorem 6.6.9.** Recall the explicit expressions for $Q_{1,\ell}$ and $Q_{2,\ell}$ from (6.30), respectively (6.31). Now, conditional on $T$ and the weights (denoted by $T_\phi$), $P_{2k+1}$ is deterministic, hence

$$\text{E}[Q_{1,\ell} Q_{2,\ell}|T, T_\phi] = Q_{1,\ell} \sum_{\{u_0, \ldots, u_{2k+1}\} \in P_{2k+1}} \phi_{u_0} \text{E}[\sigma(u_{2k+1})|T] = 0,$$

because, $\text{E}[\sigma(u)|T, T_\phi] = \left(\frac{a-b}{a+b}\right) |u| \sigma_o$, for a vertex $u$ at distance $|u|$ from the root, by construction of the branching process. \hfill $\square$

### 6.13 Proofs of Section 6.7

**Proof of Proposition 6.7.1.** The second statement follows from the first after recalling that $(G, e)_{\ell} = (G', e_2)_{\ell}$, where $G'$ is the graph $G$ with edge $\{e_1, e_2\}$ removed. Since $e \in \bar{E}$, $e_2$ then has a biased weight governed by $\nu^*$. In Section 5.7, we established a coupling between the branching process and the DC-SBM where the spins are drawn uniformly from $\{+, -\}$, with error probability $n^{-\frac{1}{2}\log(4/e)}$.

Thus, we are done if we couple the neighbourhoods in the latter graph to the DC-SBM with deterministic spins under consideration here.

Now, with probability at least $1 - e^{-\Omega(n^{-1/2})}$ we can couple the graphs such that at most $c_1 n^{\frac{3}{2}(1-\gamma)}$ have unequal spins (call the corresponding set of vertices $S$) and
and in the setting $S$ joint with stochastically dominated.

As observed in [17], the second statement follows from the (although with a slightly different probability) the graph neighbourhood (This proof follows the proof of Corollary 32 in [17]. Indeed, use that for any non-decreasing $f, h: \mathbb{R} \to \mathbb{R}$ and any random variable $X$ we have $E[f(X)h(X)] \geq E[f(X)]E[h(X)]$. Then, for $\psi \geq 0$,

$$
\nu^{(m)}_\tau([0, \psi]) = \frac{E[-g_\tau(\phi) \cdot -1_{\phi \leq \psi}]}{E[g_\tau(\phi)]} \geq \frac{E[g_\tau(\phi)]E[1_{\phi \leq \psi}]}{E[g_\tau(\phi)]} = \nu([0, \psi]),
$$

with $\phi \sim \nu$.

Secondly, we claim that the weight of a vertex when it is just discovered is stochastically dominated by variables governed by $\nu^*$. To prove this, let $m \geq 0$ and assume the claim to hold for all $l \leq m$. Consider vertex $v$ explored in step $m + 1$ (itself discovered in step, say, $l \leq m$) with weight $\phi^*(l)$. Its children are selected from the set $U^{(m)}$ in which they have independent weights $(\phi^*_u)_{u \in U^{(m)}}$ all stochastically dominated by $\nu$. We compare this to a setting $\mathcal{S}$ where a particle with weight $\phi^* \sim \nu^*$ has its children selected following the same rules from a reservoir of $|U^{(m)}|$ particles with spins as in $U^{(m)}$ and i.i.d. weights $(\phi_u)_{u \in U^{(m)}} \sim \nu$. Due to the assumed stochastic domination, there exists a coupling of the exploration process and the setting $\mathcal{S}$, such that pointwise $\phi^*_u \leq \phi^*$ and $\phi^*_u \leq \phi_u$ for all $u$. To decide whether $u \in U^{(m)}$ is selected as a child, we can draw uniformly from $[0, 1]$ a number $U_u$ and include $u$ in the exploration process exactly when

$$
(1_{x_u = x_u} a + 1_{e_n = e_n} b) \phi^{(m)}_u \geq U_u
$$

and in the setting $\mathcal{S}$ exactly when

$$
(1_{x_u = x_u} a + 1_{e_n = e_n} b) \phi^*_u \geq U_u.
$$

Since by assumption $\phi^* \phi_u \geq \phi^*_u \phi^*_u$, for each $u$, we conclude that the newly selected particles are also stochastically dominated.
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Denote the vertices in $S_t$ by $1, \ldots, S_t$ and their weights by $(\hat{\phi}_v^*)_{v \in S_t}$. We shall use the same strategy as in Lemma 6.6.4 to bound

$$S_{t+1} = \sum_{v=1}^{S_t} \hat{D}_v^*,$$

where $\hat{D}_v^*$ is the offspring-size of $v$. In particular, to use large deviation theory as in (6.80), we shall calculate for $\theta \geq 0$, $E \left[ e^{\theta \sum_{v=1}^{S_t} \hat{D}_v^*} \right]$. Caution is needed here as the variables $(\hat{D}_v^*)_{v \in S_t}$ are not independent. Let $\mathcal{F}_m$ be the sigma-algebra generated by the exploration process up to step $m$ (included). If vertex $v$ is explored in step $m+1$, then,

$$\hat{D}_v^* = \sum_{u \in \mathcal{L}^{(m)}} \text{Ber} \left( \left(1_{\sigma_u = \sigma_v} a + 1_{\sigma_u = -\sigma_v} b \right) \frac{\hat{\phi}_u^*(m)}{n} \right),$$

where we recall that conditioned on $\mathcal{F}_m$, $\phi_u^{(m)}$ is stochastically dominated by $\nu$ and $\hat{\phi}_u^*$ by $\nu^*$. Hence, using that $1 + y \leq e^y$ for all $y \in \mathbb{R}$,

$$E \left[ e^{\theta \hat{D}_v^*} | \mathcal{F}_m, \hat{\phi}_v^* \right] \leq \prod_{u} \left( 1 + \hat{\phi}_u^*(m) \left(1_{\sigma_u = \sigma_v} a + 1_{\sigma_u = -\sigma_v} b \right) \right) (e^\theta - 1) \left(1 + \hat{\phi}_u^*(1) \right) n_{\sigma_v} \left(1 + b \hat{\phi}_u^*(1) \right) n_{-\sigma_v},$$

$$\leq e^{r_n \hat{\phi}_v^*(1)(e^\theta - 1)}, \quad \text{(6.117)}$$

where $r_n = \max\{\frac{n_a + n_b}{n}, \frac{n_a - n_b}{n}\}$. Thus, if $\phi_v^*$ has law $\nu^*$,

$$E \left[ e^{\theta \hat{D}_v^*} | \mathcal{F}_m \right] \leq E \left[ e^{r_n \phi_v^*(1)(e^\theta - 1)} \right], \quad \text{(6.118)}$$

since for $t \geq 0$, $E \left[ e^{dX} \right] \leq E \left[ e^{dY} \right]$ if $X \leq Y$. Iterating (6.118), we obtain

$$E \left[ e^{\theta \sum_{v=1}^{S_t} \hat{D}_v^*} | S_t \right] \leq E \left[ e^{r_n \phi_v^*(1)(e^\theta - 1)} \right]^{S_t} = E \left[ e^{r_n \sum_{v=1}^{S_t} \phi_v^*(1)(e^\theta - 1)} | S_t \right],$$

where $\{\phi_v^*\}_v$ are i.i.d. with law $\nu^*$. Thus, we have

$$E \left[ e^{\theta \sum_{v=1}^{S_t} \hat{D}_v^*} \right] \leq E \left[ e^{\theta \rho \phi_v^*(1)(e^\theta - 1)} \right],$$

compare this to (6.28): the characteristic function of $\sum_{v=1}^{S_t} \hat{D}_v^*$ is dominated by the characteristic function of the Poisson-mixture in (6.28) if we replace $\frac{n_a + n_b}{2n}$ with $r_n$. Hence we can repeat the proof of Lemma 6.6.4, with $\rho_n := r_n \Phi^{(2)}$ instead of $\rho$. \Box

Proof of Lemma 6.7.5. Fix a vertex $v$. Let $m \geq 0$ be the smallest integer such that all vertices within distance $R$ of $v$ have been revealed at step $m$ of the exploration process. Now, the exploration process constructs a spanning tree $T_m$ for $G_R(v)$. However, edges between vertices in $\partial G_r$ ($r \leq \ell$) are not inspected, and neither is it verified whether two vertices in $\partial G_r$ share a common neighbour in $\partial G_{r+1}$ ($r \leq R-1$). The number of those uninspected edges is bounded by $|G_r|^2$. Hence, among them at
most \( \text{Bin}(\binom{|G_r|^2}{n}, \frac{c_1}{n}) \) are actually present in \( G_r \). Thus, using twice Markov’s inequality in conjunction with Lemma 6.7.4, for some \( c_2 > 0 \),

\[
P(G_r(v) \text{ is not a tree}) \leq n \mathbb{E}\left[ \left| G_r \right|^2 \right] \frac{c_1}{n} \leq \frac{c_3 \rho^{2f}}{n},
\]

and,

\[
P\left( \sum_v 1_{G_r(v) \text{ is not a tree}} \geq 2 \rho^{2f} \log(n) \right) \leq \frac{c_4}{\log(n)}.
\]

For the other claim, if the graph is tangled, then there is a vertex such that among its uninspected edges in the exploration process at step \( m \), at least two are in fact present. Now,

\[
P(\text{Bin}\left( |G_r|^2, \frac{c_1}{n} \right) \geq 2) \leq \left( \frac{c_1}{n} \right)^4 \mathbb{E}\left[ |G_r|^4 \right] \leq \frac{c_5 \rho^{4f}}{n^4}.
\]

A union bound over all vertices then gives

\[
P(G \text{ tangled}) \leq \frac{c_6 \rho^{4f}}{n^3} = o(1).
\]

**Proof of Proposition 6.7.6.** (i) follows from Lemma 6.7.4 and Corollary 6.7.3.

To prove (ii), recall that \( B_{\vec{e} \vec{g}}^r \) is the number of non-backtracking paths of length \( r \) (i.e., containing \( r + 1 \) edges) between \( \vec{e} \) and \( \vec{g} \). Further, if \( G_r(e_2) \) is a tree, then there is exactly one path between any edges \( \vec{e} \) and \( \vec{g} \) on the tree. Hence

\[
\langle B_r^r \chi, \delta_e \rangle = \langle g_k, \Psi_r(e) \rangle.
\]

An appeal to Corollary 6.7.3 then establishes (ii).

Further, (iii) follows from the fact that \( G \) is \( \ell \)-tangle-free with high probability, so that there are at most two non-backtracking walks of length \( r \) between any edges \( \vec{e} \) and \( \vec{f} \). Thus,

\[
\|\langle B_r^r \chi, \delta_e \rangle\| \leq 2\|g_k\|_{\infty} \phi_{\max} S_t(e) \leq \log^2(n) \rho^r,
\]

with probability at least \( 1 - e^{-\Omega(n)} \), due to Lemma 6.7.4. \( \square \)

**Proof of Corollary 6.7.7.** We start with the case \( \mu_2 > \rho \). Using that \( \langle B^r \chi_k, x \rangle = 0 \) and Proposition 6.7.6 (iii), we write,

\[
|\langle B_r^r \chi, x \rangle| = |\sum_{e \in E_t} x_e \langle B^r \chi_k, \delta_e \rangle + \sum_{e \notin E_t} x_e \langle B^r \chi_k, \delta_e \rangle|\]

\[
- \mu_k^{r-f} \left( \sum_{e \in E_t} x_e \langle B^r \chi_k, \delta_e \rangle + \sum_{e \notin E_t} x_e \langle B^r \chi_k, \delta_e \rangle \right)\]

\[
\leq (\log n)^2 \rho^r \sqrt{|E_t|} + \sum_{e \notin E_t} |x_e| \|\langle B^r \chi_k, \delta_e \rangle - \mu_k^{r-f} \langle B^r \chi, \delta_e \rangle\|
\]

\[
+ \mu_k^{r-f} \log(n)^2 \rho^f \sqrt{|E_t|}.
\]

(6.119)

\[110\]
Now, $|\mu_k| > 1$ and for $e \notin \tilde{E}_\ell$, bound (ii) in Proposition 6.7.6 applies, so that w.h.p.

$$|(B^r \chi_k, x)| \leq 2\rho^r (\log n)^2 \sqrt{|\tilde{E}_\ell|} + \rho^{r/2} (\log n)^4 \sqrt{|E|}$$

$$\leq \rho^r (\log n)^2 n^{\frac{r}{2}} + \rho^{r/2} (\log n)^2 n^{\frac{r}{2}}$$

(6.120)

since $\rho^r = n^C \ll n^{\frac{r}{2}}$.

In case $\mu_3^2 \leq \rho$, redefine $\tilde{E}_\ell$ as the set of oriented edges such that $(G, e_2)_\ell$ is not a tree or $|\langle g_1, \Psi_\ell(e) \rangle - \rho^{-\ell} (g_1, \Psi_\ell(e))| > (\log n)^4 \rho^{r/2}$ or $|\langle g_2, \Psi_\ell(e) \rangle| > (\log n)^4 \rho^{r/2}$. Note that $|\tilde{E}_\ell^3|$ can now by bounded with the same arguments as in the proof of Corollary 6.7.3.

Write $\langle B^r \chi_k, x \rangle = \sum_{e \in \tilde{E}_\ell} x_e \langle B^r \chi_k, \delta_e \rangle + \sum_{e \notin \tilde{E}_\ell} x_e \langle B^r \chi_k, \delta_e \rangle$. To bound the sum over $\tilde{E}_\ell$, use Cauchy-Schwartz inequality and Proposition 6.7.6 (iii), which also holds if $\mu_3^2 \leq \rho$. For the second sum, use that, if $e \notin \tilde{E}_\ell$, then $|\langle B^r \chi_k, \delta_e \rangle| \leq (\log n)^4 \rho^{r/2}$, as follows from Theorem 6.6.6 and the coupling result for local neighbourhoods. □

### 6.14 Proofs of Section 6.8

**Proof of Proposition 6.8.1.** We start by using the law of total variance for $Y = \sum_{v=1}^n \tau(G, v)$:

$$\text{Var}(Y) = \mathbb{E} \left[ \text{Var}(Y | \phi_1, \ldots, \phi_n) \right] + \text{Var} \left( \mathbb{E}[Y | \phi_1, \ldots, \phi_n] \right)$$

and shall apply Efron-Stein’s inequality on both terms.

Define the function $h$ for $(\psi_1, \ldots, \psi_n) \in [\phi_{\min}, \phi_{\max}]^n$ as $h(\psi_1, \ldots, \psi_n) = \mathbb{E}[Y | \phi_1 = \psi_1, \ldots, \phi_n = \psi_n]$. We need to bound

$$|h(\psi_1, \ldots, \psi_{k-1}, \psi_k, \psi_{k+1}, \ldots, \psi_n) - h(\psi_1, \ldots, \psi_{k-1}, \psi_k', \psi_{k+1}, \ldots, \psi_n)|^2$$

for arbitrary $\psi_k' \in [\phi_{\min}, \phi_{\max}]$. Denote by $G_{\psi_1, \ldots, \psi_{k-1}, \psi_k, \psi_{k+1}, \ldots, \psi_n}$ the random graph $G$, conditional on $\phi_1 = \psi_1, \ldots, \phi_n = \psi_n$. Assume without loss of generality that $\psi_k \geq \psi_k'$. Then, there exists a coupling of $G_{\psi_1, \ldots, \psi_{k-1}, \psi_{k+1}, \ldots, \psi_n}$ and $G_{\psi_1, \ldots, \psi_{k-1}, \psi_k', \psi_{k+1}, \ldots, \psi_n}$ such that $G_{\psi_1, \ldots, \psi_{k-1}, \psi_k', \psi_{k+1}, \ldots, \psi_n}$ is a subgraph of $G_{\psi_1, \ldots, \psi_{k-1}, \psi_k, \psi_{k+1}, \ldots, \psi_n}$ obtained after removing some edges between $k$ and its neighbours in the latter graph. For this coupling, $|\tau(G_{\psi_1, \ldots, \psi_{k-1}, \psi_{k+1}, \ldots, \psi_n}, u) - \tau(G_{\psi_1, \ldots, \psi_{k-1}, \psi_{k+1}, \ldots, \psi_n}, u)|$ is nonzero only if $u \in V(G_{\psi_1, \ldots, \psi_{k-1}, \psi_{k+1}, \ldots, \psi_n}, k)_\ell$, and it is bounded by $\max_v \varphi(G_{\psi_1, \ldots, \psi_{k-1}, \psi_k, \psi_{k+1}, \ldots, \psi_n}, v) + \max_v \varphi(G_{\psi_1, \ldots, \psi_{k-1}, \psi_k', \psi_{k+1}, \ldots, \psi_n}, v)$. Consequently,

$$\left| h(\psi_1, \ldots, \psi_{k-1}, \psi_k, \psi_{k+1}, \ldots, \psi_n) - h(\psi_1, \ldots, \psi_{k-1}, \psi_k', \psi_{k+1}, \ldots, \psi_n) \right|^2$$

$$\leq \mathbb{E} \left[ \left( \max_v \varphi(G_{\psi_1, \ldots, \psi_{k-1}, \psi_k, \psi_{k+1}, \ldots, \psi_n}, v) + \max_v \varphi(G_{\psi_1, \ldots, \psi_{k-1}, \psi_k', \psi_{k+1}, \ldots, \psi_n}, v) \right)^2 \right]$$

$$\leq \mathbb{E} \left[ \left( \max_v \varphi(G_{\psi_1, \ldots, \psi_{k-1}, \psi_k, \psi_{k+1}, \ldots, \psi_n}, v) \right)^2 \right]$$

$$\leq 3 \mathbb{E} \left[ \max_v \varphi^2(G, v) \right] \phi_1 = \psi_1, \ldots, \phi_k = \psi_k, \phi_{k+1} = \psi_{k+1}, \ldots, \phi_n = \psi_n$$

$$+ \mathbb{E} \left[ \left( \max_v \varphi(G_{\psi_1, \ldots, \psi_{k-1}, \psi_k', \psi_{k+1}, \ldots, \psi_n}, v) \right)^2 \right] \phi_1 = \psi_1, \ldots, \phi_k = \psi_k', \phi_{k+1} = \psi_{k+1}, \ldots, \phi_n = \psi_n$$

(6.121)

where $G_{\psi_1, \ldots, \psi_{k-1}, \psi_k, \psi_{k+1}, \ldots, \psi_n}$ is the random graph $G$ conditioned on $\phi_k = \hat{\phi}_{\max}$, and where we used Hölder’s inequality and the fact that $(x + y)^2 \leq 3(x^2 + y^2)$ for any $x, y \in \mathbb{R}$. Hence,
using again Hölder’s inequality, Efron-Stein’s inequality becomes

\[
\begin{align*}
\text{Var}(\mathbb{E}[Y|\phi_1, \ldots, \phi_n]) & \leq \frac{1}{2} \sum_{k=1}^{n} \mathbb{E}[|h(\phi_1, \ldots, \phi_k, \ldots, \phi_n) - h(\phi_1, \ldots, \phi_k', \ldots, \phi_n)|^2] \\
& \leq 3 \sum_{k=1}^{n} \sqrt[4]{\mathbb{E}[|V(G_{k, \infty}, k)|^4]} \sqrt{\mathbb{E}\left[\max_v \varphi^4(G, v)\right]},
\end{align*}
\]

(6.122)

where \((\phi_k')_k\) is an i.i.d. copy of \((\phi_k)_k\). Now, due to 6.7.4, \(\mathbb{E}[|V(G_{k, \infty}, k)|^2] \leq \frac{c_2}{2} \rho^4\).

Thus,

\[
\text{Var}(\mathbb{E}[Y|\phi_1, \ldots, \phi_n]) \leq c_2 n \rho^{2\ell} \sqrt{\mathbb{E}\left[\max_v \varphi^4(G, v)\right]}.
\]

To bound \(\text{Var}(Y|\phi_1 = \psi_1, \ldots, \phi_n = \psi_n)\) we use again Efron-Stein’s inequality. Define for \(1 \leq k \leq n\), \(X_k = \{1 \leq v \leq k : \{v, k\} \in E\}\), where \(E\) is the edge set of \(G\). Then, conditioned on the weights \((\phi_u = \psi_u)\), \(\{X_k\}_k\) are independent. Let \(\{X_k'\}_k\) be an independent copy of \(\{X_k\}_k\) and define \(G_k\) as the graph on vertex set \(V\) with edge set \(\cup_{v \neq k} X_v \cup X_k'\). Thus, conditional on the weights, \(G_k\) equals \(G\) except for the edges in \(\{1 \leq v \leq k\}\) which are redrawn independently.

Now, for some function \(F_{\psi_1, \ldots, \psi_n}\),

\[
\sum_{v=1}^{n} \tau(G, v) = F_{\psi_1, \ldots, \psi_n}(X_1, \ldots, X_k, \ldots, X_n),
\]

and hence,

\[
\sum_{v=1}^{n} \tau(G_k, v) = F_{\psi_1, \ldots, \psi_n}(X_1, \ldots, X_k', \ldots, X_n).
\]

Proceeding as above, we obtain

\[
\begin{align*}
\text{Var}(Y|\phi_1 = \psi_1, \ldots, \phi_n = \psi_n) & \leq \frac{1}{2} \sum_{k=1}^{n} \mathbb{E}\left[|F_{\psi_1, \ldots, \psi_n}(X_1, \ldots, X_k, \ldots, X_n) - F_{\psi_1, \ldots, \psi_n}(X_1, \ldots, X_k', \ldots, X_n)|^2\right] \\
& \leq \frac{1}{2} \sum_{k=1}^{n} \sqrt[4]{\mathbb{E}[|V(G_k)|^4] \cap |V(G_{k', \infty}, k)|^4} \sqrt{\mathbb{E}\left[\left(\max_v \varphi(G, v) + \max_v \varphi(G_{k'}, v)\right)^4\right]} \\
& \leq c_3 n \rho^{2\ell} \sqrt{\mathbb{E}\left[\max_v \varphi^4(G, v)\right]}.
\end{align*}
\]

(6.123)

**Proof of Proposition 6.8.2.** We recall that the coupling between neighbourhoods and branching processes is such that, in case of success, the weights are equal in both processes. Therefore, as in the proof of Proposition 36 in [17], we obtain

\[
\mathbb{E}\left[\frac{1}{n} \sum_{v=1}^{n} \tau(G, v)\right] = \mathbb{E}[\tau(T, o)] + \epsilon(n),
\]

where

\[
\epsilon(n) = \mathcal{O}(n^{-\gamma}) + c_1 n^{-\left(\frac{1}{2} + \frac{2}{p}\right)} \sqrt{\mathbb{E}\left[\max_{v \in [n]} \varphi^2(G, v)\right] \vee \mathbb{E}[\varphi^2(T, o)]},
\]
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This error stems from the probability for the coupling to fail. Hence,
\[
\mathbb{E} \left[ \frac{1}{n} \sum_{v=1}^{n} \tau(G, v) - \mathbb{E} [\tau(T, o)] \right] \leq \sqrt{\text{Var} \left( \frac{1}{n} \sum_{v=1}^{n} \tau(G, v) \right)} + \epsilon(n).
\]

An appeal to Proposition 6.8.1 then finishes the proof.

**Proof of Proposition 6.8.3.** We give the key steps used to prove Proposition 37 in [17] together with the main differences in the current setting. For (i), consider the branching process defined in Section 6.6, which we denote again by \( Z_t(\pm) \). We denote the associated random rooted tree by \((T, o)\).

Put \( \tau(G, v) = \sum_{e \in E} \langle g_e, \psi(e) \rangle^2 \mu_e^2 \). Then, \( \frac{1}{n} \sum_v \tau(G, v) = \frac{1}{n} \sum_{e \in E} \langle g_e, \psi(e) \rangle^2 \mu_e^2 \) and \( \tau(G, v) \leq \varphi(G, v) := \phi^2 \frac{S^2(v)}{\rho^2} \). It follows from Lemma 6.7.4 that
\[
\mathbb{E} \left[ \max_{v \in [n]} \varphi^4(G, v) \right] = O \left( \log n \rho^{2\ell} \right).
\]

We have \( \tau(T, o) = \sum_{v \in Z_1^T} \frac{\langle g_v, \psi \rangle^2}{\mu_v^2} \). Theorem 6.6.3 says that \( \left( \frac{\langle g_v, \psi \rangle}{\mu_v} \right)_{t \geq 1} \) converges in \( L^2 \) and so does it conditional on \( ||Z^T_1|| = 1 \). Hence, \( \mathbb{E} [\tau(T, o)] \) converges.

An appeal to Proposition 6.8.2 in conjunction with the triangle inequality then establishes that \( \frac{1}{n} \sum_v \tau(G, v) \) converges to a constant, say \( c'_k \).

Statement (ii) follows similarly.

The statements (iii)-(v) follow after properly choosing local functionals. We further use that \( \mathbb{E} [\phi_u \phi_v g_1(\sigma_u) g_2(\sigma_v) | T] = \mathbb{E} [\phi_u \phi_v \frac{1}{2} \sigma_v | T] = 0 \), for any two nodes \( u, v \).

Further, on the branching process, \( \mathbb{E} [\langle g_k, \Psi(\ell) \rangle \langle g_j, \Psi(\ell) \rangle \Psi(\ell)] = \langle g_j, \Psi(\ell) \rangle \langle g_k, M^\ell \Psi(\ell) \rangle = \mu^\ell_k \langle g_k, \Psi(\ell) \rangle \langle g_j, \Psi(\ell) \rangle \). \qed

**Proof of Proposition 6.8.4.** Starting with (i), we define the local function \( \tau \) as
\[
\tau(G, v) = \sum_{e \in E, e_1 = v} P_{k, \ell}(e) \mu_k^{2\ell}, \quad \text{for a rooted graph } (G, v).
\]

Let \( M(v) = \max_{0 \leq t \leq \ell} \max_{u \in G(v)} \left( S_t(u) / \rho^t \right) \).

By monotonicity, the statement of Lemma 6.7.4 holds also for \( \tilde{S}_{t-1}(h) \) and \( \tilde{S}_t(g) \).

We use this fact to bound powers of \( M(v) \) in the following calculation:
\[
\tau(G, v) \leq \rho^{-2\ell} \sum_{e \in E, e_1 = v} \left( \sum_{t=0}^{\ell-1} \sum_{f \in \mathcal{Y}_t(e)} \| g_k \|_{\infty} \phi_{\max} \tilde{S}_{t+1}(f) \tilde{S}_{t-1}(f) \right)^2
\]
\[
\leq c_1 \rho^{-2\ell} \sum_{e \in E, e_1 = v} \left( \sum_{t=0}^{\ell-1} \sum_{f \in \mathcal{Y}_t(e)} M^2(v) \rho^{t+1} \rho^t \right)^2
\]
\[
= c_1 \left( M^2(v) \rho \right)^2 \sum_{e \in E, e_1 = v} \left( \sum_{t=0}^{\ell-1} S_t(e) \right)^2
\]
\[
= c_2 \left( M^2(v) \rho \right)^2 \sum_{e \in E, e_1 = v} \left( M(v) \rho \right)^2
\]
\[
\leq c_2 M^7(v) \rho^{2\ell}.
\]
We claim that \[6.6.7\] establishes the claim. 

Proof of Proposition 6.8.5. 

We put \(\tau\), where \(E\) dominated convergence theorem, \(\delta\). Now, Theorem 2.4. Lastly, \(Q_{k,\ell}^v\) is equal to \(Q_{k,\ell}\) defined on the subtree of all vertices with common ancestor \(v\).

We need to show that the expectation of \(\tau(T, o)\) converges for \(\ell \to \infty\). Conditional on \(\sigma_o\), and \(|Y_o|, \{Q_{k,\ell}^v\}_{v \in Y_o}\) are independent copies of \(Q_{k,\ell}\) defined on the branching process in Section 6.6 where the root has spin \(\sigma_o\) with probability \(\frac{a}{a+b}\) and random weight governed by the biased law \(\nu^\gamma\). The uniform \(L^2\) convergence in Theorem 6.6.7 establishes the claim.

We now prove \((ii)\). Put \(\tau(G, v) = \sum_{e \in \hat{E}, x_1 = v} (P_{1,\ell}(e) + S_{1,\ell}(e))(P_{2,\ell}(e) + S_{2,\ell}(e))\). We claim that \(E[\tau(T, o)] = 0\). Consider \(\tau(T, o) = \sum_{e \in Z_o}(P_{1,\ell}(o \to v) + S_{1,\ell}(o \to v))(P_{2,\ell}(o \to v) + S_{2,\ell}(o \to v))\). Firstly, for \(k \in \{1, 2\}\), \(P_{k,\ell}(o \to v) = Q_{k,\ell}^v\). Now, it follows from Theorem 6.6.9, that \(E[Q_{1,\ell}^v Q_{2,\ell}^v] = 0\), since \(\sigma_o\) is drawn uniformly from \(\{+, -\}\).

Secondly, \(S_{1,\ell}(o \to v) S_{2,\ell}(o \to v) = \frac{1}{2} \phi_o^2 \sigma_o S_{2,\ell}^2(o \to v)\) has also zero expectation. 

Thirdly, 
\[
Q_{1,\ell}^v S_{2,\ell}^v(o \to v) = \frac{1}{2} \sum_{(u_0, \ldots, u_{2\ell+1}) \in P_{2\ell+1}} \phi_{u_{2\ell+1}} \phi_o \sigma_o \sigma_{2,\ell}(o \to v),
\]

where \(P_{2\ell+1}\) is \(P_{2\ell+1}\) (from (6.29)) defined on the subtree of all vertices with common ancestor \(v\). The expectation of \(Q_{1,\ell}^v S_{2,\ell}^v(o \to v)\) is thus zero since \(\sigma_o\) is independent of all terms in (6.126).

Lastly, \(Q_{2,\ell}^v = \sum_{(u_0, \ldots, u_{2\ell+1}) \in P_{2\ell+1}} \sigma_{u_{2\ell+1}}, \), is seen to have zero expectation.

Those four statements combined establish \(E[\tau(T, o)] = 0\). As above, we calculate 
\[
E[\max_v \varphi(G, v)^4] = O((\log n)^{28} \rho^{2\ell}).
\]

\(\square\)

Proof of Proposition 6.8.5. Put \(\tau\) as in Proposition 6.8.3 \((i)\), then 
\[
\tau(T, o) = \sum_{v \in Z_o} \frac{(g_2, \Psi_v^\gamma)^2}{\rho^2}.
\]

Now, 
\[
E[\langle g_2, \Psi_e^\gamma \rangle^2] = E[\langle g_2, \Phi_e(2) Z_e^\gamma \rangle^2] + E[\langle g_2, \Psi_e^\gamma - \Phi_e(2) Z_e^\gamma \rangle^2] \geq \left(\frac{\Phi_e(2)}{\Phi_e(1)}\right)^2 E[\langle g_2, Z_e^\gamma \rangle^2].
\]

Now, Theorem 2.4 in [70] says that for some random variable \(X\) with strictly positive variance, weakly, \(\frac{(g_2, Z_e^\gamma)^2}{\rho^2} \to X\), as \(\ell \to \infty\). Because of the weak convergence, we have for any \(\theta > 0\), 
\[
E\left[\left(\frac{(g_2, Z_e^\gamma)^2}{\rho^2}\right)^2 \wedge \theta\right] \to E[X^2 \wedge \theta], \text{ as } \ell \to \infty.
\]

Now by Lebesque’s dominated convergence theorem, 
\[
E[X^2 \wedge \theta] \to E[X^2] > 0, \text{ as } \theta \to \infty.
\]

\(\square\)
Proof of Proposition 6.8.6. Use $\tau$ from Proposition 6.8.4 (i), together with the bound $\mathbb{E}\left[Q^2_{2,\ell}\right] \leq C\rho^{2\ell}\ell^5$ from Theorem 6.6.8.

6.15 Proofs of Section 6.10

6.15.1 Bound on $\|\Delta^{(k)}\|$  
We set

$$m = \left\lfloor \frac{\log n}{13 \log(\log n)} \right\rfloor.$$  

We bound the norm of $\|\Delta^{(k)}\|$ by using the trace method. Following (36) in [17] (which remains true for the DC-SBM), we obtain

$$\|\Delta^{(k-1)}\|^2 \leq \sum_{\gamma \in W_{k,m}} \prod_{i=1}^{2m} A^{\gamma_{i,s-1}\gamma_{i,s}}, \quad (6.127)$$

where $W_{k,m}$ is the collection containing all sequences of paths $\gamma = (\gamma_1, \ldots, \gamma_{2m})$ such that for all $i$:

- $\gamma_i = (\gamma_{i,0}, \ldots, \gamma_{i,k}) \in V^{k+1}$ is a non-backtracking tangle-free path of length $k$, and,
- $(\gamma_{i,k-1}, \gamma_{i,k}) = (\gamma_{i+1,1}, \gamma_{i+1,0})$,

where we put $\gamma_0 = \gamma_{2m}$.

Recall the notation $\hat{G}(\gamma) = (V(\gamma), E(\gamma))$. Further introduce the notation $\mathbb{E}_\phi(\cdot) = \mathbb{E}[(\cdot)\phi_1, \ldots, \phi_n]$. We bound, for a given $\gamma \in W_{k,m}$,

$$\mathbb{E}_\phi \left( \prod_{i=1}^{2m} A^{\gamma_{i,s-1}\gamma_{i,s}} \right) = \prod_{e \in E(\gamma)} \mathbb{E}_\phi \left( A^{p(e)}_{e_1,e_2} \right), \quad (6.128)$$

where for $e \in E(\gamma)$, $p(e)$ denotes the number of times the edge $e$ is traversed on the walk $\gamma$. In (6.128) we used that $A$ is symmetric and that, conditional on the weights, edges are independently present. Note that for any edge $uw$, and integer $p$,

$$\mathbb{E}_\phi A^p_{uw} \leq \phi_u \phi_w \frac{W_{\sigma(u)\sigma(w)}}{n}.$$  

Below in Lemma 6.15.2, we construct a spanning tree $T(\gamma) = (V(\gamma), E_T(\gamma))$ of $\gamma$. In particular, for the $e - (v-1)$ edges not present in $T$, we have $\phi_u \phi_w \frac{W_{\sigma(u)\sigma(w)}}{n} \leq c_1$, with $c_1 = \phi_{\max}^2 (a \vee b)$. Putting this into (6.128), we get

$$\prod_{e \in E(\gamma)} \mathbb{E}_\phi \left( A^{p(e)}_{e_1,e_2} \right) \leq (c_1/n)^{e-v+1} \prod_{e \in E_T(\gamma)} \phi_{e_1} \phi_{e_2} \frac{W_{\sigma(e_1)\sigma(e_2)}}{n}$$

$$= (c_1/n)^{e-v+1} \prod_{u \in V(\gamma)} \phi_u^{d_u} \prod_{e \in E_T(\gamma)} \frac{W_{\sigma(e_1)\sigma(e_2)}}{n}, \quad (6.129)$$

where $d_u$ is the degree of $u$ in the spanning tree. Consequently,

$$\mathbb{E} \left( \prod_{e \in E(\gamma)} A^{p(e)}_{e_1,e_2} \right) \leq (c/n)^{e-v+1} \prod_{u \in V(\gamma)} \phi^{(d_u)} \prod_{e \in E_T(\gamma)} \frac{W_{\sigma(e_1)\sigma(e_2)}}{n}. \quad (6.130)$$
Let $\tau : [v(\gamma)] \mapsto V(\gamma)$ be the bijection describing the order the vertices are visited for the first time. I.e., for $1 \leq u \leq v(\gamma) - 1$, $\tau(u)$ is seen for the first time, before $\tau(u+1)$.

We shall say that a path $\gamma_c$ is canonical if $V(\gamma_c) = [v(\gamma_c)]$ and the vertices are first visited in the order $1, \ldots, v(\gamma_c)$. With every path $\gamma$ there corresponds (through the bijection $\tau$) a canonical path $\gamma_c$. Consequently, if $W_{k,m}(v,e)$ denotes the set of canonical paths in $W_{k,m}$ with $v$ vertices and $e$ edges, and $I_{\gamma_c}$ the set of all injections from $[v(\gamma_c)]$ to $[n]$,

$$\mathbb{E} \left[ \sum_{\gamma \in W_{k,m}} \prod_{i=1}^{2m} \prod_{s=1}^{k} A_{\gamma_{i,s-1}\gamma_{i,s}} \right] \leq \sum_{v=3}^{km+1} \sum_{e=v-1}^{2m} \sum_{\gamma \in W_{k,m}(v,e)} \sum_{\tau \in I_{\gamma_c}} \mathbb{E} \left[ \prod_{e \in E(\gamma)} A_{\tau(\gamma)} \right],$$

(6.131)

because any non-backtracking path has at least 3 vertices, and $v - 1 \leq e \leq km$ since (6.128) is non-zero only if each edge is traversed at least twice.

We now bound the term $\sum_{\tau \in I_{\gamma_c}} \mathbb{E} \left[ \prod_{e \in E(\gamma)} A_{\tau(\gamma)} \right]$ in (6.131). Using (6.130), we have,

$$\sum_{\tau \in I_{\gamma_c}} \mathbb{E} \left[ \prod_{e \in E(\gamma)} A_{\tau(\gamma)} \right] \leq (c_1/n)^{v-e+1} \prod_{u=1}^{v(\gamma)} \Phi(d_u) \sum_{\tau \in I_{\gamma_c}} \prod_{e \in E_T(\gamma)} W_{\sigma(\tau(1))\sigma(\tau(e))} / n.$$  

(6.132)

Our objective is to compare $\prod_{u=1}^{v(\gamma)} \Phi(d_u) \sum_{\tau \in I_{\gamma_c}} \prod_{e \in E_T(\gamma)} W_{\sigma(\tau(1))\sigma(\tau(e))} / n$ with $n^\rho (v-1)$.

We start by analysing the term containing the spins:

**Lemma 6.15.1.** For any canonical path $\gamma_c \in W_{k,m}$,

$$\sum_{\tau \in I_{\gamma_c}} \prod_{e \in E_T(\gamma)} W_{\sigma(\tau(1))\sigma(\tau(e))} / n \leq (1 + o(1)) n \left( \frac{a+b}{2} \right)^{v-1}.$$  

(6.133)

**Proof.** Let $\gamma$ be any leaf on the tree with unique neighbour $g$. Then, writing $\tau_u = \tau(u)$ for $u \in \{1, \ldots, v\}$,

$$\sum_{\tau \in I_{\gamma_c}} \prod_{e \in E_T(\gamma)} W_{\sigma(\tau(1))\sigma(\tau(e))} / n \leq \sum_{\tau_1=1}^{n} \ldots \sum_{\tau_n=1}^{n} \prod_{e \in E_T(\gamma)} W_{\sigma(\tau_1)\sigma(\tau_2)} / n.$$  

Keeping $\tau_g$ fixed,

$$\sum_{\tau_1=1}^{n} \prod_{e \in E_T(\gamma)} W_{\sigma(\tau_1)\sigma(\tau_2)} / n = \prod_{e \in E_T(\gamma) \setminus \{g,l\}} W_{\sigma(\tau_1)\sigma(\tau_2)} / n \left( \frac{a+b}{2} + \mathcal{O}(n^{-\gamma}) \right),$$

due to assumption (6.6).

Repeating inductively this procedure (by removing leaves from the tree) proves the assertion. \hfill \Box

It remains to bound $\prod_{u=1}^{v(\gamma)} \Phi(d_u)$. To do so, we note that, since the weights are assumed to be bounded,

$$\Phi(d_u) \leq C_2^{d_u-2} \Phi(2)^{d_u-2}$$
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if \( d_u \geq 2 \), with \( C_2 = \frac{\Phi_{\max}}{\Phi_{\min}} > 1 \). Consequently,

\[
\prod_{u=1}^{v(\gamma)} \Phi^{(d_u)} \leq C_2 \sum_{u:d_u \geq 2} (d_u - 2) \prod_{u:d_u > 2} \Phi^{(2)} \left( \Phi^{(1)} \right)^{d_u - 2} \prod_{u:d_u \leq 2} \Phi^{(d_u)}
\]

\[
\leq C_2 \sum_{u:d_u \geq 2} (d_u - 2) \left( \Phi^{(2)} \right)^{d_u - 2} \sum_{u=1}^{u} d_u
\]

\[
= C_2 \sum_{u:d_u \geq 2} (d_u - 2) \left( \Phi^{(2)} \right)^{v-1},
\]

(6.134)

where we used that by Jensen’s inequality \((\Phi^{(1)})^2 \leq \Phi^{(2)}\).

Now, the sum \( \sum_{u:d_u \geq 2} (d_u - 2) \) is small for a tree spanning a path in \( W_{k,m} \):

**Lemma 6.15.2.** For any \( \gamma \in W_{k,m} \), with \( v \) vertices and \( e \) edges, there exists a tree spanning \( \gamma \) with degrees \((d_u)_{u=1}^v\) such that:

\[
\sum_{u:d_u \geq 2} (d_u - 2) \leq e - (v - 1) + 2m.
\]

(6.135)

**Proof.** We construct a spanning tree, while traversing \( \gamma \). We denote by \( p(t) \) the graph constructed at step \( t \geq 0 \). Put \( p(0) = \{ \gamma_{1,0}, \emptyset \} \) and \( r = s = 0 \) (the meaning of these two counters becomes clear in the algorithm below). Consider edge \( f \) traversed in step \( t + 1 \) of the walk: If \( f \) or \( \hat{f} \) has already been traversed, then continue with step \( t + 2 \). Otherwise, if both \( f \) and \( \hat{f} \) have not yet been traversed, distinguish between the following cases:

1. \( f_1 \) is a leaf of \( p(t) \) and
   a) \( p(t) \) contains a cycle, then if \( f_2 \notin p(t) \), put \( p(t + 1) = p(t) \cup f \), otherwise, if \( f_2 \in p(t) \), put \( p(t + 1) = p(t) \);
   b) \( p(t) \) does not contain a cycle, then put \( p(t + 1) = p(t) \cup f \). If \( f_2 \in p(t) \), then put \( e_c = f \);

2. \( f_1 \) is not a leaf of \( p(t) \) and
   a) \( p(t) \) contains a cycle, then put \( p(t + 1) = (p(t) \setminus e_c) \cup f \). If \( f_2 \in p(t) \), put \( e_c = f \). Increase the value of \( r \) with one.
   b) \( p(t) \) does not contain a cycle, then put \( p(t + 1) = p(t) \cup f \). If \( f_2 \in p(t) \), put \( e_c = f \). Otherwise, if \( f_2 \notin p(t) \), increase the value of \( s \) with one.

Once the path is completely traversed, remove \( e_c \) to obtain a spanning tree.

Note that at each stage of the construction, the graph contains at least one cycle and in this case, removing \( e_c \) will make the graph into a tree.

Further, cases 1.a and 1.b do not contribute to \( \sum_{u:d_u > 2} (d_u - 2) \), since the leave in \( p(t) \) becomes a vertex with degree at most 2 in \( p(t + 1) \). A cycle formed in step \( t + 1 \) will temporarily increase the degree of the vertex that is merged by the leaf, however this edge \( e_c \) will later be removed.

In case 2.a, the degree of vertex \( f_1 \) increases with one, however, at the same time an edge is removed. The number of times 2.a happens, \( r \), is thus bounded by the number of times an edge is removed: \( r \leq e - (v - 1) \).

In case 2.b, we need only to consider the case where no cycle is formed. But, before arriving at such a vertex considered in 2.b, the path must have made a backtrack. Hence \( s \leq 2m \).

(In fact, between two subsequent occurrences of event 2, the walk should at least either make a backtrack or ‘get back to the tree’ by forming a cycle: giving the same bound for \( s + r \)).
All together,
\[ \sum_{u, d_u > 2} (d_u - 2) \leq r + s \leq e - (v - 1) + 2m. \]

Finally, we recall the bound on the cardinality of \( W_{k,m} \) from [17]:

**Lemma 6.15.3** (Lemma 17 in [17]). Let \( W_{k,m}(v, e) \) be the set of canonical paths with \( v(\gamma) = v \) and \( e(\gamma) = e \). We have
\[
|W_{k,m}(v, e)| \leq k^{2m} (2km)^{6m(e-v+1)}. \tag{6.136}
\]

Hence, combining (6.127), (6.131) - (6.136),
\[
E \left[ \left\| \Delta (k-1) \chi_i \right\|^2 \right] \leq \sum_{v=3}^{km+1} \sum_{e=v-1}^{km} |W_{k,m}(v, e)| \left( \frac{c}{n} \right) e^{-(v-1)} nC^{e-(v-1)+2m} \rho^{v-1}
\leq nc_5^m \rho^{km} \sum_{v=3}^{km+1} \sum_{e=v-1}^{km} e^{2m} \left( \frac{c_7(2\ell m)^{6m}}{n} \right) e^{-(v-1)}
\leq nc_5^m \rho^{km} e^{2m} \sum_{s=0}^{\infty} \left( \frac{c_7(2\ell m)^{6m}}{n} \right)^s
\leq n(c_8 \log n)^m \log^2 n \rho^{km}
\leq (c_9 \log n)^{16m} \rho^{km},
\tag{6.137}
\]

where we used the bound on \( m \), in particular to derive convergence of the series, and the fact that \( n^{1/m} = o(\log n)^{14} \).

We finish by using Markov’s inequality.

### 6.15.2 Bound on \( \|\Delta^k \chi_i\| \)

We point out the differences with bound (31) in [17]: Here, we have

\[
E \left[ \left\| \Delta^k \chi_i \right\|^2 \right] = E \left[ \sum_{e,f,g} \Delta^k_{ef} \Delta^k_{eg} \xi_i(f) \xi_i(g) \right]
\leq \phi_{\max}^2 \sum_{e,f,g} \Delta^k_{ef} \Delta^k_{eg}
\leq \phi_{\max}^2 \sum_{\gamma \in W''_{k,1}} E \left[ \prod_{i=1}^{2k} \prod_{s=1}^{k} \mathbb{1}_{\gamma_{i,s-1} = \gamma_{i,s}} \right],
\tag{6.138}
\]

where \( W''_{k,1} \) is defined in [17]. In the latter paper it is also shown that the same bound, Lemma 6.15.3 holds for the cardinality of \( W''_{k,1} \). Hence, using the penultimate line of (6.137) with \( m = 1 \), gives
\[
E \left[ \left\| \Delta^k \chi_i \right\|^2 \right] \leq c_1 n \log^3 (n) \rho^k.
\]
### 6.15.3 Bound on $\| R_k^{(\ell)} \|$

Put

$$m = \left\lceil \frac{\log n}{25 \log(\log n)} \right\rceil.$$  

We apply the same strategy as above: for $0 \leq k \leq \ell - 1$, we have the bound

$$\| R_k^{(\ell-1)} \|^{2m} \leq \text{tr} \left\{ \left( R_k^{(\ell-1)} R_k^{(\ell-1)^*} \right)^m \right\}$$

$$= \sum_{\gamma \in T_{\ell,m,k}} \prod_{i=1}^{2m} \prod_{s=1}^k A_{\gamma_i, s-1} A_{\gamma_i, s} \prod_{s=k+2}^\ell A_{\gamma_i, s-1}$$

$$\leq c_1^m \sum_{\gamma \in T_{\ell,m,k}} \prod_{i=1}^{2m} \prod_{s=1}^k A_{\gamma_i, s-1} \prod_{s=k+2}^\ell A_{\gamma_i, s-1},$$

(6.139)

where $c_1 = \phi^4_{\text{max}} (a \vee b)^2$, and where $T_{\ell,m,k}$ is the collection containing all sequences of paths $\gamma = (\gamma_1, \ldots, \gamma_{2m})$ such that

- for all $i$: $\gamma_i = (\gamma_i^1, \gamma_i^2)$, where $\gamma_i^1 = (\gamma_i, 0, \ldots, \gamma_i, k)$ and $\gamma_i^2 = (\gamma_i, k+1, \ldots, \gamma_i, \ell)$ are non-backtracking tangle-free;

- for all odd $i$: $(\gamma_i, 0, \gamma_i, 1) = (\gamma_i-1, 0, \gamma_i-1, 1)$ and $(\gamma_i, \ell-1, \gamma_i, \ell) = (\gamma_i+1, \ell-1, \gamma_i+1, \ell)$, with the convention that $\gamma_0 = \gamma_{2m}$.

To calculate the expectation of $\| R_k^{(\ell-1)} \|^{2m}$, we note that

$$\mathbb{E} \left[ \prod_{i=1}^{2m} \prod_{s=1}^k A_{\gamma_i, s-1} \prod_{s=k+2}^\ell A_{\gamma_i, s-1} \right]$$

is non-zero only if (for $i$ fixed) each edge $\{\gamma_{i,s-1}, \gamma_{i,s}\}$ for $1 \leq s \leq k$ appears more than once in the $2(\ell - 1)m$ pairs $\{\gamma_{j,s-1}, \gamma_{j,s}\}$ for $j = 1, s \neq k+1$. Hence,

$$\mathbb{E} \left[ \| R_k^{(\ell-1)} \|^{2m} \right] \leq c_1^m \sum_{\gamma \in T_{\ell,m,k}} \mathbb{E} \left[ \prod_{i=1}^{2m} \prod_{s=1}^k A_{\gamma_i, s-1} \prod_{s=k+2}^\ell A_{\gamma_i, s-1} \right],$$

(6.140)

where

$$T_{\ell,m,k} = \{ \gamma \in T_{\ell,m,k} \mid v(\gamma) \leq e(\gamma) \leq km + 2m(\ell - 1 - k) \}.$$  

(6.141)

Similarly as in establishing the bound on $\| \Delta^{(k)} \|$, we say that a path $\gamma_c$ is canonical if $V(\gamma_c) = [v(\gamma_c)]$ and the vertices are first visited in order. We denote by $T_{\ell,m,k}(v, e)$ the set of canonical paths in $T_{\ell,m,k}$ with $v$ vertices and $e$ edges. Then:

$$\mathbb{E} \left[ \| R_k^{(\ell-1)} \|^{2m} \right]$$

$$\leq c_1^m \sum_{v=1}^{m(2\ell-2-k)} \sum_{e=v} \sum_{\gamma_c \in T_{\ell,m,k}(v, e)} \mathbb{E} \left[ \prod_{e \in E(\gamma_c)} A_{p_{\gamma_c}(e_1)} A_{p_{\gamma_c}(e_2)} \right],$$

(6.142)

where $I_{\gamma_c}$ is defined as above, $p_{\gamma_c}^{(e_1)}$ is the number of times edge $\{e_1, e_2\}$ occurs in $\{\gamma_{j,s-1}, \gamma_{j,s}\}$ for $0 \leq j \leq \frac{2m}{k+1}$ and $p_{\gamma_c}^{(e_1)}$ denotes the number of times edge $\{e_1, e_2\}$ occurs in the remainder of the collection of edges, $\{\gamma_{j,s-1}, \gamma_{j,s}\}$ for $k+2 \leq j \leq 2m$.  
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Now, again,
\[ E \left[ \prod_{e \in E(\gamma)} \Delta_{r(e_1)\tau(e_2)}^{p(r(e_1))} A_{r(e_1)\tau(e_2)}^{p(r(e_2))} \right] \leq \frac{\phi_{\tau(e_1)} \phi_{\tau(e_2)} W_{\sigma(\tau(e_1))\sigma(\tau(e_2))}}{n}. \]

Below we construct a spanning forest \( F = (V(\gamma), E_F(\gamma)) \) of \( \gamma \) (i.e., \( F \) is the disjoint union of trees, each spanning another component of \( G(\gamma) \)).

Let \( n_C \leq m \) denote the number of components of \( G(\gamma) \). Then,
\[ E \left[ \prod_{e \in E(\gamma)} \Delta_{r(e_1)\tau(e_2)}^{p(r(e_1))} A_{r(e_1)\tau(e_2)}^{p(r(e_2))} \right] \leq \frac{(c/n)^{e-(v-n_C)}}{n} \prod_{u \in V(\gamma)} \Phi^{(d_u)}(\sum_{e \in E_F(\gamma)} W_{\sigma(\tau(e_1))\sigma(\tau(e_2))}) \quad (6.143) \]

with \( d_u \) the degree of vertex \( u \) in the forest \( F \), compare to (6.130).

Now, this time,

**Lemma 6.15.4.** For any canonical path \( \gamma_c \in T_{\ell,m,k}(v,e) \),
\[ \sum_{\tau \in I_v, e \in E_F(\gamma_c)} \frac{W_{\sigma(\tau(e_1))\sigma(\tau(e_2))}}{n} \leq (1 + o(1))n^{n_C} \left( \frac{a + b}{2} \right)^{v-n_C}. \quad (6.144) \]

**Proof.** Apply Lemma 6.15.1 subsequently to the different components of \( F \). \( \square \)

Further, applying (6.134) to different components in \( F \) gives
\[ \prod_{u=1}^{v(\gamma)} \Phi^{(d_u)}(\sum_{u \in V(\gamma)} \Phi^{(d_u)}) \leq C_2 \sum_{u: d_u > 2} (d_u - 2) \left( \Phi^{(2)} \right)^{v-n_C}. \quad (6.145) \]

Together,
\[ \sum_{\tau \in I_v, e \in E(\gamma_c)} \left[ \prod_{e \in E(\gamma_c)} \Delta_{r(e_1)\tau(e_2)}^{p(r(e_1))} A_{r(e_1)\tau(e_2)}^{p(r(e_2))} \right] \leq (c/n)^{e-v} C_2 \sum_{u: d_u > 2} (d_u - 2) \rho^{v-n_C}. \quad (6.146) \]

**Lemma 6.15.5.** For any \( \gamma \in T_{\ell,m,k} \), with \( v \) vertices and \( e \) edges, there exists a forest spanning \( \gamma \) with degrees \( (d_u)_{u=1}^v \) such that:
\[ \sum_{u: d_u > 2} (d_u - 2) \leq 18m + e - (v - n_C). \quad (6.147) \]

**Proof.** As in Lemma 6.15.2, we construct the spanning forest, while traversing \( \gamma \). Again \( p(t) \) denotes the graph constructed at step \( t \geq 0 \), with \( p(0) = \{ \gamma_{1,0}, \emptyset \} \). Further, we introduce three counters: \( r = s = q = 0 \), together with \( e_c = \emptyset \) (below, \( e_c \) is either equal to \( \emptyset \) or it is an edge such that \( p(t) \) contains one cycle, but \( p(t) \setminus e_C \) is a forest). At any step \( t \), we let \( C_1, \ldots, C_{t - \text{components}} \) be the components of \( p(t) \).

Consider step \( t + 1 \) of the walk: if the step consists in jumping to a vertex \( w \), then put \( p(t + 1) = (p(t) \setminus e_C) \cup \{ w \} \).

Else, if the step consists in traversing an edge \( f = f_1f_2 \), then: If \( f \) or \( f \) has already been traversed, continue with step \( t + 2 \). Otherwise, if both \( f \) and \( f \) have not yet been traversed, distinguish between the following cases:

1. \( f_1 \) is a leave or an isolated vertex of component \( C_i \) of \( p(t) \) and
   a. \( C_i \) does not contain a cycle, then put \( p(t + 1) = p(t) \cup f \). Further, distinguish between the following cases:
      i) \( f_2 \notin p(t) \);
ii) \( f_2 \in C_i \), then put \( e_c = f \);
iii) \( f_2 \in C_{j \neq i} \), then increase the value of \( s \) with one.

b. \( C_i \) contains a cycle, then distinguish between the following cases:
   i) \( f_2 \notin p(t) \), then put \( p(t + 1) = p(t) \cup f \);
   ii) \( f_2 \in C_i \), then put \( p(t + 1) = p(t) \);
   iii) \( f_2 \in C_{j \neq i} \), then put \( p(t + 1) = p(t) \cup f \) and increase the value of \( s \) with one.

2. \( f_1 \) in component \( C_i \) has degree at least 2 in \( p(t) \), then distinguish between the following cases:
   a. \( C_i \) does not contain a cycle, then put \( p(t + 1) = p(t) \cup f \). Further, distinguish between the following cases:
      i) \( f_2 \notin p(t) \), then increase the value of \( q \) with one;
      ii) \( f_2 \in C_i \), then put \( e_c = f \);
      iii) \( f_2 \in C_{j \neq i} \), then increase the value of \( s \) with two.
   b. \( C_i \) contains a cycle, then put \( p(t + 1) = (p(t) \setminus e_c) \cup f \). Further, distinguish between the following cases:
      i) \( f_2 \notin p(t) \), then increase the value of \( r \) with one;
      ii) \( f_2 \in C_i \), then put \( e_c = f \);
      iii) \( f_2 \in C_{j \neq i} \), then increase the value of \( s \) with two.

Once the path is completely traversed, remove \( e_c \) to obtain a spanning tree.

The only cases that contribute to \( \sum_{u,d \geq 2}(d_u^u)^2 \) are 1.a.iii, 1.b.iii, 2.a.i, 2.a.iii, 2.b.i and 2.b.iii.

Now, \( s \) counts the contribution of 1.a.iii, 1.b.iii, 2.a.iii and 2.b.iii. But, in all those 4 cases, two components are merged, hence \( s \leq 6 \# \text{merges} \leq 12m \).

By definition of the event 2.b.i, \( r \) is an upper bound for the number of edges that are removed: \( r \leq e - (v - n_c) \).

To bound \( q \) (which counts the occurrence of 2.a.i), note that between two subsequent occurrences of the event 2.a.i, the walk makes at least one of the following: a backtrack, a jump or a merge. Hence \( q \leq 2m + 2m + 2m = 6m \).

Adding the bounds for \( r, q \) and \( s \) establishes (6.147).

Returning to (6.146), we get, since \( n_c \leq 2m \):

\[
\sum_{\tau \in \mathcal{I}_{nc}} \mathbb{E} \left[ \prod_{e \in E(\gamma_c)} \frac{p_{\tau(e_1)}^{\rho_{\tau(e_1)}}}{\rho_{\tau(e_1)}} \frac{p_{\tau(e_2)}^{\rho_{\tau(e_2)}}}{\rho_{\tau(e_2)}} \right] \leq \frac{c_1}{n} e^{-v} c_2^{18m + e + v + n_c} \rho^{v - n_c} \leq \left( \frac{c_3}{n} \right)^{e - v} c_4^m \rho^{v - n_c}. \tag{6.148}
\]

Putting this into (6.142), we obtain

\[
\mathbb{E} \left[ \| R_k^{(\ell - 1)} \|^{2m} \right] \leq c_5^m \sum_{v=1}^{m(2\ell - 2 - k) - m(2\ell - 2 - k)} \sum_{\gamma \in \mathcal{T}_{\ell,m,k}(v,e)} \left( \frac{c_3}{n} \right)^{e - v} \rho^{m(2\ell - k)}. \tag{6.149}
\]

Now the cardinality of \( \mathcal{T}_{\ell,m,k}(v,e) \) is bounded in the following lemma:

**Lemma 6.15.6** (Lemma 18 in [17]). Let \( \mathcal{T}_{\ell,m,k}(v,e) \) be the set of canonical paths in \( \mathcal{T}_{\ell,m,k} \) with \( v(\gamma) = v \) and \( e(\gamma) = e \). We have

\[
|\mathcal{T}_{\ell,m,k}(v,e)| \leq (4\ell m)^{12m(e - v + 1) + 8m}.
\]
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Hence,

\[
\mathbb{E} \left[ \| R^{(r-1)}_{k} \|^{2m} \right] \leq c_{5}^{m} \rho^{m(2\ell-k)} \sum_{\ell=1}^{m(2\ell-2-k)} \sum_{e=v}^{m(2\ell-2-k)} (4\ell m)^{2m} (e-v+1)+8m (c_{3} n) e-v \leq \rho^{m(2\ell-k)} c_{5}^{m}(4\ell m)^{20m} \sum_{\ell=1}^{m(2\ell-2-k)} \sum_{s=0}^{m(4\ell m)^{12m}} \frac{(c_{3} n)^{s}}{n} \leq \rho^{m(2\ell-k)} c_{5}^{m}(4\ell m)^{20m} 2\ell m \cdot \mathcal{O}(1) \leq \rho^{m(2\ell-k)} (c_{5} \log(n))^{42m}.
\]

We used that, due to our choice of \( m, (4\ell m)^{12m} \leq n^{24/25} \).

We use (6.150) together with Markov’s inequality:

\[
\mathbb{P} \left( \| R^{(r)}_{k} \| > (\log(n))^{25} \rho^{\ell-k/2} \right) \leq \mathbb{E} \left[ \| R^{(r)}_{k} \|^{2m} \right] \leq (c_{6} \log(n))^{-8m} \rightarrow 0.
\]

6.15.4 Bound \( \| KB^{(k)} \| \)

Put

\[
m = \left\lfloor \frac{\log n}{13 \log(\log n)} \right\rfloor.
\]

We have, with the convention that \( e_{2m+1} = e_{1} \),

\[
\| KB^{(k-2)} \|^{2m} \leq \text{Tr} \left( \left( KB^{(k-2)} KB^{(k-2)^{T}} \right)^{m} \right) \leq \sum_{e_{1},\ldots,e_{2m}} \prod_{i=1}^{m} (KB^{(k-2)})_{e_{2i-1},e_{2i}} (KB^{(k-2)})_{e_{2i+1},e_{2i}}.
\]

Now,

\[
(KB^{(k-2)})_{ef} = \sum_{g} K_{eg} B^{(k-2)}_{gf} = \sum_{g} 1_{e \rightarrow g} \phi_{e_{1}} \phi_{e_{2}} W_{g} (e_{1}) \sigma(e_{2}) \sum_{\gamma \in F_{g}^{k-1}} \prod_{s=0}^{k-2} A_{\gamma_{s} \gamma_{s+1}} \leq c_{1} \sum_{g} 1_{e \rightarrow g} \sum_{\gamma \in F_{g}^{k-1}} \prod_{s=0}^{k-2} A_{\gamma_{s} \gamma_{s+1}}.
\]

Hence,

\[
\| KB^{(k-2)} \|^{2m} \leq c_{2}^{m} \sum_{e_{1},\ldots,e_{2m}} \prod_{i=1}^{m} \left( \sum_{g} 1_{e_{2i-1} \rightarrow g} \sum_{\gamma \in F_{g}^{k-1}} \prod_{s=0}^{k-2} A_{\gamma_{s} \gamma_{s+1}} \right) \left( \sum_{g} 1_{e_{2i+1} \rightarrow g} \sum_{\gamma \in F_{g}^{k-1}} \prod_{s=0}^{k-2} A_{\gamma_{s} \gamma_{s+1}} \right)
\]

\[
= c_{2}^{m} \sum_{\gamma \in F_{k}^{k-1}} \prod_{i=1}^{m} \prod_{s=1}^{k-1} A_{\gamma_{2i-1,s-1} \gamma_{2i-1,s}} \prod_{s=1}^{k-1} A_{\gamma_{2i,s-1} \gamma_{2i,s}}.
\]
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where \( \mathcal{W}_{k,m} \) is the collection containing all sequences of paths \( \gamma = (\gamma_1, \ldots, \gamma_{2m}) \) with \( \gamma_i = (\gamma_{i,0}, \ldots, \gamma_{i,k}) \in V^{k+1} \) is non-backtracking such that

- for all \( i \): \( (\gamma_{i,k-1}, \gamma_i) = (\gamma_{i+1,1}, \gamma_{i+1,0}) \),
- for all odd \( i \): \( (\gamma_{i,1}, \cdots, \gamma_{i,k}) \) is tangle-free,
- for all even \( i \): \( (\gamma_{i,0}, \cdots, \gamma_{i,k-1}) \) is tangle-free,

with the convention that \( \gamma_{2m+1} = \gamma_1 \).

Recall the definition of \( W_{k,m} \) and note that \( W_{k,m} \subset \mathcal{W}_{k,m} \). Fix \( \gamma \in \mathcal{W}_{k,m} \) and let \( S_\gamma \) be the set of all \( \hat{\gamma} \in \mathcal{W}_{k,m} \setminus W_{k,m} \) such that for all odd \( i \): \( (\hat{\gamma}_{i,1}, \cdots, \hat{\gamma}_{i,k}) = (\hat{\gamma}_{i+1,1}, \cdots, \hat{\gamma}_{i+1,0}) \) and for all even \( i \): \( (\hat{\gamma}_{i,0}, \cdots, \hat{\gamma}_{i,k-1}) = (\hat{\gamma}_{i+1,0}, \cdots, \hat{\gamma}_{i+1,1}) \). Then \( |S_\gamma| \leq k^m \).

Now, there always exists \( \gamma \in W_{k,m} \) such that for all odd \( i \): \( (\gamma_{i,1}, \cdots, \gamma_{i,k}) = (\hat{\gamma}_{i,1}, \cdots, \hat{\gamma}_{i,k}) \) and for all even \( i \): \( (\gamma_{i,0}, \cdots, \gamma_{i,k-1}) = (\hat{\gamma}_{i,0}, \cdots, \hat{\gamma}_{i,k-1}) \).

As a consequence of these two observations, we have

\[
\|KB^{(k-2)}\|^{2m} \leq c_2^m (1 + k^m) \sum_{\gamma \in \mathcal{W}_{k,m}} \prod_{i=1}^{\gamma_{i,1}} \prod_{v=2}^{\gamma_{i,k}} A_{\gamma_{2i-1,v-1}\gamma_{2i-1,v}} \prod_{s=1}^{k-1} A_{\gamma_{2i,s-1}\gamma_{2i,s}}. \tag{6.156}
\]

To proceed following the method used to bound \( \Delta^{(k)} \), note that the product in (6.156) is taken over a path, consisting of \( 2m \) non-backtracking tangle-free subpaths of length \( k-1 \), that makes at most \( 2m \) backtracks. Hence Lemma’s 6.15.1 and 6.15.2 may be adapted to the current setting (for instance the right hand side of (6.135) becomes \( e - (v - m - 1) + 2m \)), entailing

\[
E \left[ \|KB^{(k-2)}\|^{2m} \right] \leq c_2^m (1 + k^m) \sum_{v=3}^{2km+1} \sum_{e=v-1}^{2km} |W_{k,m}| \left( \frac{c_3}{n} \right)^{e-(v-1)-m} c_4^{-e-(v-m-1) + 2m} n e^v - 1
\]

\[
\leq c_3^m (1 + k^m)n^{m+1} \sum_{v=3}^{2km+1} \sum_{e=v-1}^{2km} |W_{k,m}| \left( \frac{c_3}{n} \right)^{e-(v-1) - 1} e^{v-1} \tag{6.157}
\]

\[
\leq c_2^m (1 + k^m)n^{m+1} \rho^{2km} \ell^m \ell m \sum_{s=0}^{\infty} \left( \frac{c_4(2\ell m)^{6m}}{n} \right)^s
\]

\[
\leq c_5^m (\ell m)^{2\ell^m} n^{m+1} \rho^{2km} \leq (c_6 \log n)^{19m n^{m}} \rho^{2km},
\]

where we used our choice for \( m \) several times. An appeal to Markov’s inequality finishes the proof.

### 6.15.5 Bound on \( \|s^{(l)}_k\| \)

This proof follows almost line-to-line the proof used in [17] to establish bound (34) there. We restrict ourselves here to the differences:

Observe that \( L_{ef} = 0 \) unless \( e \xrightarrow{f} f \) does not hold, that is \( e = f \), \( e \rightarrow f \), \( f^{-1} \rightarrow e \) or \( e \rightarrow f^{-1} \), in which cases \( L_{ef} = -\phi_e \phi_f W_{(e \sigma(e \sigma(f)))} \). Hence, we have the decomposition

\[
L = -I^* - K^*.
\]
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where \((I^*)_{cf} = 1_{e = f} \phi_{e_1} \phi_{e_2} W_{\sigma(e_1) \sigma(e_2)}\), and where \((K^*)_{cf} = \phi_{e_2} \phi_{f_1} W_{\sigma(e_2) \sigma(f_1)}\) if \(e \to f\), \(f^{-1} \to e\) or \(e \to f^{-1}\) and \((K^*)_{cf} = 0\) otherwise.

Thus
\[
\|\phi_k^{(\ell)}\| \leq \phi_{\text{max}}(a \lor b) \left(\|\Delta^{(k-1)}\| B^{(\ell-k-1)} + \|\Delta^{(\ell-1)} K'\| B^{(\ell-k-1)}\right),
\]
where \(K'\) is defined in [17]. The rest of the proof follows after applying the arguments used in [17] and following the procedure set out above to obtain the bound on \(KB^{(k)}\).

### 6.16 Proofs of Section 6.11

**Proof of Lemma 6.11.1.** Since \(\hat{\sigma}(v) = +\) if and only if \(F(v) = 1\), it follows that
\[
\frac{1}{n} \sum_{v=1}^{n} 1_{\sigma(v) = +} 1_{\hat{\sigma}(v) = \sigma(v)} = \frac{1}{n} \sum_{v=1}^{n} 1_{\sigma(v) = +} F(v) \to \frac{f(+) + 1}{2},
\]
and
\[
\frac{1}{n} \sum_{v=1}^{n} 1_{\sigma(v) = -} 1_{\hat{\sigma}(v) = \sigma(v)} = \frac{1}{n} \sum_{v=1}^{n} 1_{\sigma(v) = -} (1 - F(v)) \to \frac{1 - f(-)}{2}.
\]
Consequently,
\[
\frac{1}{n} \sum_{v=1}^{n} 1_{\sigma(v) = \sigma(v)} \to \frac{1 + f(+) - f(-)}{2} > \frac{1}{2},
\]
because \(f(+) > f(-)\) by assumption. \(\square\)

**Proof of Lemma 6.11.2.** We use Proposition 6.8.2 with
\[
\tau(G, v) = 1_{\sigma(v) = 1} I_{l(v)}(v) \mu_2^{2t - \hat{\gamma}_2(i) \geq 1}.
\]
Denote by \((T, o)\) the branching process defined in Section 6.6 where the root has spin \(\sigma_o\) uniformly drawn from \{+, -\}. Denote the number of offspring of the root by \(D\) and let \(Q_{\ell}(v)\) be equal to \(Q_{2, \ell}\) defined on the tree \(T\) obtained after removing the subtree attached to \(v\) from \(T\). Then,
\[
\tau(T, o) = 1_{\sigma_o = 1} J_{\ell} o \mu_2^{2t - \hat{\gamma}_2(i) \geq 1},
\]
where
\[
J_{\ell} = \sum_{v=1}^{D} Q_{\ell}(v) = (D - 1)Q_{2, \ell} - L_{2, \ell}^o \tag{6.158}
\]
with \(L_{2, \ell}^o\) defined in (6.34).

We need to calculate \(\lim_{\ell \to \infty} E[\tau(T, o)]\). To this end, we first show that, conditional on \(\sigma_o = i\), \(\frac{J_{\ell}}{\mu_2^{2t}} - \hat{\gamma}_2(i)\) converges in probability to some centered random variable \(\hat{Y}_i\).

We first calculate \(E_i [J_{\ell} | \phi_o]\), where \(E_i [\cdot] = E[\cdot | \sigma_o = i]\). Put \(r_o = \frac{a + b}{2} \Phi(1) \phi_o\), then
\[
E_i [J_{\ell} | \phi_o] = \sum_{n=0}^{\infty} E_i [J_{\ell} | D = n, \phi_o] P(D = n | \phi_o) = \sum_{n=0}^{\infty} n E_i [Q_{2, \ell} | D = n - 1, \phi_o] \frac{r_o^n e^{-r_o}}{n!} \tag{6.159}
\]
\[
= r_o \sum_{n=0}^{\infty} E_i [Q_{2, \ell} | D = n - 1, \phi_o] \frac{r_o^{n-1} e^{-r_o}}{(n - 1)!} = r_o E_i [Q_{2, \ell} | \phi_o].
\]
Recall from Theorem 6.6.7 that, uniformly for all $\psi_o$,

$$E_i \left[ \frac{Q_{2,\ell}}{\mu_2^2} \mid \phi_o = \psi_o \right] \to \frac{\Phi^{(3)}}{\Phi^{(2)}} \frac{\rho}{\mu_2^2 - \rho} \mu_{2,\psi_o} g_2(i)$$

as $n \to \infty$. Hence, $\sup_{n,\psi_o} E_i \left[ \frac{Q_{2,\ell}}{\mu_2^2} \mid \phi_o = \psi_o \right] < \infty$, so that we can apply Lebesque’s dominated convergence theorem:

$$\frac{E_i [J_{2,\ell}]}{\mu_2^2} = E_i \left[ r_0 E_i \left[ \frac{Q_{2,\ell}}{\mu_2^2} \mid \phi_o \right] \right] \to \hat{c} g_2(i), \quad (6.160)$$

as $n \to \infty$.

We now combine the right hand side of (6.158), (6.160), and Theorem 6.6.7 (and in particular (6.111) which implies that $L_{2,\ell}/\mu_2^2 \to 0$ as $n \to \infty$) to establish the claim that, conditional on $\sigma_o = i$, $J_{\ell} - \hat{c} g_2(i)$ converges in probability to some centered random variable $\hat{Y}_i$.

In particular, conditional on $\sigma_o = i$, $J_{\ell} - \hat{c} g_2(i)$ converges in distribution to $\hat{Y}_i$.

So that, for $t$ as in the statement,

$$E \left[ \tau(T,o) \right] = \frac{1}{2} P \left( \frac{J_{\ell}}{\mu_2^2} - \hat{c} g_2(i) \geq t \mid \sigma_o = i \right) \to \frac{1}{2} P \left( \hat{Y}_i \geq t \right),$$

as $n \to \infty$.

Finally, noting that the error term in Proposition 6.8.2 is $O \left( n^{-\frac{3}{2} + \frac{\gamma}{140}} \right) = o(1)$ finishes the proof. \qed

**Proof of Lemma 6.11.3.** This follows after repeating the proof in [17] in conjunction with Lemma 6.11.2 established here. \qed
Chapter 7

Tests on real networks

7.1 Normalized Adjacency Matrix

We have tested our method from Chapter 4 on three real networks, namely, Zachary’s karate club [124], the dolphin social network [81] and the political blogs dataset [3], see Section 1.4. The error rate for Zachary’s karate club is $2/34$ and for the dolphin social network $0/62$.

The error rate for the political blogs dataset is $230/1221$ when thresholding the Frobenius eigenvector. We restricted to the giant component of 1221 nodes, as is common in most other works (the original data contained 1490 blogs). Our clustering is worse than obtained by SCORE (where the error rate is $58/1221$), but similar to the non-backtracking matrix (where around 15 percent of the nodes are misclassified [72]).

We observed that the leading eigenvectors are concentrated on a few nodes, due to the presence of certain problematic structures (such as two low-degreed vertices connected by an edge). However, the value of the Frobenius eigenvector on the remaining vertices is still correlated with their community-membership as can be observed in Figures 7.1 and 7.2.

In Figure 7.1, we have sorted the 1221 indices of the Frobenius eigenvector according to an increasing corresponding value: the community structure becomes then clear.

We further observed that thresholding the eight-est eigenvector leads to only 160 misclassified vertices. Interestingly, if we inflate the degrees by replacing $H = \frac{A_{uv}}{D_u D_v}$ by $H_{\text{inflated}} = \frac{A_{uv}}{\max\{D_u D_v, 200\}}$, we obtain an error rate of $74/1221$ by thresholding its second eigenvector. This suggests that initial misclassifications are indeed due to low degree nodes (the average degree is 27, but there are also many leafs present).

7.2 Non-backtracking Matrix

In Figure 7.3, the non-backtracking spectrum of the political blogs graph is shown. There are two eigenvalues that are clearly separated from the bulk of eigenvalues. However some other outliers are also present, indicating that the political blogs graph has in fact more than two communities - corresponding to the intuition that the orientation of a political blog is in reality often in between the two extremes.
We have fitted (in a crude way) a DC-SBM to the political blogs graph as follows: We estimated $\rho$ and $\mu$ to be the two largest eigenvalues in the spectrum in Figure 7.3 and put $a = 1$ and $b = \frac{\rho - \mu}{\rho + \mu}$. Further, for every vertex $u$, we put $\sigma_u$ to be the hand-labelled political orientation (i.e., the estimated ground-truth) and put $\phi_u = \hat{D}_u / \sqrt{\frac{\rho}{\rho + \mu} \bar{D}}$, with $\hat{D}_u$ the observed degree of vertex $u$ and $\bar{D}$ the average observed degree in the graph. We plotted in Figure 7.4 the non-backtracking spectrum of a typical realisation of this DC-SBM.

For comparison, we plotted in Figure 7.5 the spectrum of a DC-SBM where $a = 1, b = 0.1098$ and where the weights are drawn uniformly from the interval $[5, 30]$. The spectrum behaves as expected (see the theory in the previous chapter).

Figure 7.3: Non-backtracking spectrum of the political blogs graph.

Figure 7.4: Non-backtracking spectrum of a DC-SBM fit to the political blogs graph. Parameter estimation: $a = 1, b = \frac{\rho - \mu}{\rho + \mu}, D_u \simeq \phi_u \sqrt{\frac{\rho}{\rho + \mu} \bar{D}}$. 
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Figure 7.5: Non-backtracking spectrum of a DC-SBM with 1500 nodes and parameters $a = 1, b = 0.1098$, where the weights are drawn uniformly from the interval $[5, 30]$. 
Part II

Adaptive Matching
Chapter 8

Adaptive Matching for Expert Systems with Uncertain Task Types

Acknowledgement: This part contains joint work with Laurent Massoulié, Milan Vojnović, Nidhi Hegde and, most notably, Virag Shah. Further, Section 8.8.1 is inspired by a discussion of [104] with Anastasia Podosinnikova.

Parts of this chapter will appear in the conference proceedings of Allerton 2017 [112].

8.1 Introduction

Online platforms that enable matches between trading partners in two-sided markets have recently blossomed in many areas: LinkedIn and Upwork facilitate matches between employers and employees; Uber allows matches between passengers and car drivers; Airbnb and Booking.com connect travelers and housing facilities; Quora and Stack Exchange facilitate matches between questions and either answers, or experts able to provide them.

All these systems crucially rely on the ability to propose adequate matches based on imperfect knowledge of the characteristics of the two parties to be matched. For example, in the context of online labour platforms, there is uncertainty about both the skill sets of candidate employees and the job requirements. Similarly, in the context of online Q&A platforms, there is uncertainty about both question types and users’ ability to provide answers.

This naturally leads to the following question: which matching recommendation algorithms can, in the presence of such uncertainty, lead to efficient platform operation? A natural measure of efficiency is the throughput that the platform achieves, i.e. the rate of successful matches it allows. To address this question, one thus needs first to characterize fundamental limits on the achievable throughput.

In this chapter, we progress towards answering these questions as follows.

First, we propose a simple model of such platforms, which features a static collection of servers, or experts on the one hand, and a continuous stream of arrivals of tasks, or jobs, on the other hand. In our model, the platform’s operation consists of servers iteratively attempting to solve tasks. After being processed by some server, a task leaves the system if solved; otherwise it remains till successfully treated by some server. To model uncertainty about task types, we assume that for each incoming task we are given the prior distribution of this task’s “true type”. Servers’ abilities are then represented via the probability that each server has to solve a task of given type after one attempt at it.
In a Q&A platform scenario, tasks are questions, and servers are experts; a server processing a task corresponds to an expert providing an answer to a question. A task being solved corresponds to an answer being accepted. In an online labour platform, tasks could be job offers, and a server may be a pool of workers with similar abilities. A server processing a task then corresponds to a worker being interviewed for a job, and the task is solved if the interview leads to a hire. We could also consider the dual interpretation when the labour market is constrained by workers rather than job offers. Then a task is a worker seeking work, while a server is a pool of employers looking for hires.

An important feature of our model consists in the fact that when a task’s processing does not succeed, it does however affect uncertainty about the task’s type. Indeed, the a posteriori distribution of the task’s type after a failed attempt on it by some server differs from its prior distribution. For instance in a Q&A scenario, a question which an expert in Calculus failed to answer either is not about Calculus, or is very hard.

For our model, we then determine necessary and sufficient conditions for an incoming stream of task arrivals to be manageable by the servers, or in other words, determine achievable throughputs of the system. In the process we introduce candidate policies, in particular the greedy policy according to which a server chooses to serve tasks for which its chance of success is highest. This scheduling strategy is both easy to implement and is based on a natural motivation. Surprisingly perhaps, we show that it is not optimal in the throughput it can handle. In contrast, we introduce a so-called backpressure policy inspired from the wireless networking literature [114], which we prove to be throughput-optimal.

We summarize contributions of this chapter as follows:

- We propose a new model of a generic task-expert system that allows for uncertainty of task types, heterogeneity of skills, and recurring attempts of experts in solving tasks.
- We provide a full characterization of the stability region, or sustainable throughputs, of the task-expert system under consideration. We establish that a particular backpressure policy is throughput-optimal, in the sense that it supports maximum task arrival rate under which the system is stable.
- We show that there exist instances of task-expert systems under which simple matching policies such as a natural greedy policy and a random policy can only support a much smaller maximum task arrival rate, than the backpressure policy.
- We report the results of empirical analysis of the popular Math.StackExchange Q&A platform which establish heterogeneity of skills of experts, with experts knowledgeable across different types of tasks and others specialized in particular types of tasks. We also show numerical evaluation results that confirm the benefits of the backpressure policy on greedy and random matchmaking policies.

The remainder of the chapter is structured as follows. Section 8.2 presents our system model. In Section 8.3, we present results for two baseline matchmaking policies, namely Greedy and Random. Section 8.4 presents the characterization of task arrival rates that can be supported under which the system is stable and prove the superiority of backpressure policy over Random and Greedy. In Section 8.5, we present our experimental results. Related work is discussed in Section 8.6. We conclude in Section 8.7. Further, in Section 8.8, we give some directions to obtain the prior distribution of a task’s true type and the server’s abilities. Proofs of the results are provided in Section 8.9.
8.2 Problem Setting

Let $\mathcal{C} = \{c_1, \ldots, c_k\}$ be the set of task types. Each task in the system is of a particular type in $\mathcal{C}$. Let $S = \{s_1, \ldots, s_m\}$ be the set of servers (or experts) present in the system. When a server $s \in S$ attempts to resolve a task of type $c \in \mathcal{C}$, the outcome is 1 (a success) with probability $p_{s,c}$ and it is 0 (a failure) with probability $1 - p_{s,c}$. Upon success we say that the task is resolved. In the context of online hiring platforms, this is equivalent to successful hiring of an employee for a job. In the context of Q&A platform, this is equivalent to an answer by an expert being accepted by the asker of the question.

We consider a Bayesian setting where we have a prior distribution $z = \{z_c\}_{c \in \mathcal{C}} \in \mathcal{C}$ for a task’s type, where $\mathcal{C}$ is the set of all distributions. Note, different tasks may have different prior distributions. Clearly, if server $s$ processes a task with prior distribution $z$ then the probability that it fails is given by

$$
\psi_s(z) = \sum_{c \in \mathcal{C}} z_c (1 - p_{s,c}).
$$

Further, upon failure, the posterior distribution of task’s type is given by

$$
\phi_s(z) = \left\{ \frac{z_c(1 - p_{s,c})}{\psi_s(z)} \right\}_{c \in \mathcal{C}}.
$$

Note that the posterior distribution of a task’s type upon failure by a subset of servers does not depend on the sequence in which these servers resolve the task, i.e., for each $s, s' \in S$ we have $\phi_s \circ \phi_{s'} = \phi_{s'} \circ \phi_s$. At any point in time a task is associated with a ‘mixed-type’ which is defined as the posterior distribution of its type given the past attempts.

We allow a task to be attempted sequentially by multiple servers until it is resolved. We would like to resolve the tasks as quickly as possible.

8.2.1 Single Task Scenario

Before considering the setting of online task arrivals, for ease of exposition we first consider a toy scenario with single task. Suppose that time $t \in \mathbb{Z}_+$ is discrete. A task arrives at time $t = 0$. Let the prior distribution of its type upon arrival (equivalently, its mixed-type at time $t = 0$) be $z$. At a time, only one server attempts to resolve a task. Consider the problem of designing a sequence of servers $(s(t) : 0 \leq t \leq \tau)$ such that the task is resolved within a fixed time $\tau$ is maximized. Let $\mathbb{P}(z|s(1)) = z$ and for each $t \geq 1$ let $z(t) = \phi_{s(t)}(z(t-1))$, i.e., $z(t)$ is the mixed-type of the task at time $t$ given that it was not resolved upon previous attempts. Then the probability that the task is resolved by time $\tau$ is given as $f(\tau) = 1 - \prod_{t=0}^{\tau-1} \psi_{s(t)}(z(t))$.

Contrast this with the Bayesian active learning setting in [49, 62] where the goal is to reduce uncertainty in true hypothesis via outcome from several experiments. Using a diminishing returns property called adaptive submodularity the authors in [49] obtain a policy which is competitive with the optimal. In our setting, $f(\tau)$ is a submodular function. Thus a greedy policy where $s(t)$ for each $t$ is chosen to be from $\arg \min_s \psi_s(z(t))$ is $1 - 1/e$-competitive [100].

The feedback assumed in [49] is more general than the binary feedback assumed in our case. However we keep the binary feedback assumption since for hiring platforms the outcome of a job-employee match is binary and is notified to the platform by the agents involved. Further feedback on the performance of the agents may also be reported, but such a feedback is not reliable as it is often biased towards the larger values [31]. Even for a Q&A setting the model is relevant since only one answer from the available responses may be accepted by the asker, such as in StackOverflow.

Further, in this paper we add an extra dimension to the problem which was not considered in the [49, 62], namely, we consider the setting of online task arrivals
where tasks of different mixed-types may compete for the servers resources before they leave upon being resolved. We design throughput optimal policies under such a setting.

8.2.2 Online Task Arrivals

We consider a continuous time setting, i.e., \( t \in \mathbb{R}_+ \). Tasks arrive at a rate of \( \lambda \) per time unit on average. The subsequent mixed types \( Z_i \) of incoming tasks are assumed i.i.d., taking values in a countable subset \( \mathcal{Z} \) of \( \mathcal{C} \), and we let \( \pi_z = P(Z_i = z) \) for all \( z \in \mathcal{Z} \). Finally, the time for server \( s \in S \) to complete an attempt on a job takes on average \( 1/\mu_s \) time units, and such attempt durations are i.i.d.. All involved sources of randomness are independent.

We assume that \( \mathcal{Z} \) is closed under \( \phi_s(\cdot) \), i.e., for each \( z \in \mathcal{Z} \), \( \phi_s(z) \in \mathcal{Z} \). This loses no generality, as the closure of a countable set with respect to a finite number of maps \( \phi_s \) remains countable.

We assume that a given task may be inspected several times by a given server and assume that the outcomes success / failure are independent at each inspection. This can be justified if a label \( s \) in fact represents a collection of experts with similar abilities, in which case multiple processings by \( s \) correspond to processing by distinct individual experts.

For such a setting we would like to minimize the expected sojourn time of a typical task, i.e., the expected time between the arrival and the resolving of a typical task. Recall that the success probabilities \( p_{s,c} \) are assumed to be arbitrary. Under such a heterogeneous setting minimizing expected sojourn time is a hard problem. In fact, this is true even when there is no uncertainty in task types. As a proxy to sojourn time optimal policies, we will strive for throughput optimal policies. In particular, we will characterize the arrival rates \( \lambda \) for which the system can be stabilized, i.e. for which there exists a scheduling policy which induces a time-stationary regime of the system’s behavior. Indeed for a stable system the long term task resolution rate coincides with the task arrival rate \( \lambda \), and thus throughput-optimal policies must make the system stable whenever this is possible. Note that for an unstable system the number of outstanding tasks accumulate over time and the expected sojourn time tends to infinity.

Finally, for simplicity we assume more specifically that the tasks arrive at the instants of a Poisson process with intensity \( \lambda \), and that the time for server \( s \) to complete an attempt at a task follows an Exponential distribution with parameter \( \mu_s \). These are continuous time analog of i.i.d. arrivals and independent departures per time slot in discreet time setting. These assumptions will imply that the system state at any given time \( t \) can be represented as a Markov process, which simplifies throughput analysis. The system throughput is often insensitive to such statistical assumptions on arrival and service times [122].

We close the section with some additional assumptions and notations which will aid our analysis.

At any time \( t \) let \( N_z(t) \) represent the number of tasks of mixed-type \( z \) present in the system and \( N(t) = \{N_z(t)\}_{z \in \mathcal{Z}} \). We also let \( z(s,t) \) denote the mixed type of the task that server \( s \) works on at time \( t \). For strategies such that the servers select which task to handle based uniquely on the vector \( N(t) \), the process \( \{N(t)\}_{t \geq 0} \) forms a continuous-time Markov chain (CTMC) [18, 73]. The policies considered in this paper are studied by analyzing the associated CTMC.

We allow a task to be assigned to multiple experts at a given time. Further, we allow pre-emptive service, i.e., an expert may drop service of a task should a new task arrive into a system or an existing task receive a response.

8.3 Baseline Policies

Following the discussion in Section 8.2.1, could it be that a greedy approach may work well even under the online setting? From throughput perspective, a natural
Greedy policy is one where each expert is assigned a task which best suits its skills, i.e., among the outstanding tasks, an expert $s$ is assigned a task of a mixed-type $z$ which minimizes $\psi_s(z)$. We now show a surprising result that for a class of asymmetric systems the Greedy policy is as suboptimal as a Random policy where each server chooses a task uniformly at random. Let us first formally define these policies.

**Definition 8.3.1** (Greedy Policy). A policy is Greedy if given the system state each expert is assigned an outstanding task which maximizes its success probability, i.e., for each $N$ such that $|N| > 0$ we have

$$z(s) \in A_s(N) = \arg\min_{z: N_s > 0} \psi_s(z),$$

where ties could be broken uniformly at random among this set.

**Definition 8.3.2** (Random Policy). A policy is Random if each expert $s$ is assigned a task chosen uniformly at random from the pool of outstanding tasks.

We will consider the following class of task-expert system.

**Definition 8.3.3** (Asymmetric($a$) System). Suppose that there are two task types $C = \{c_1, c_2\}$ and two experts $S = \{s_1, s_2\}$. Each arrival is equally likely to be of both types, i.e., $\pi_e = 1$ where $z'$ satisfies $z'_c = 1/2$ for each $c \in C$, and $z_e = 0$ if $z \neq z'$. Both experts provide responses at unit rate, i.e., $\mu_s = 1$ for each $s$. Further, for class $c_1$ we have $p_{s_1,c_1} = 1$ for each $s \in S$, and for class $c_2$ we have $p_{s_1,c_2} = a < 1$, and $p_{s_2,c_2} = 0$. We refer to such a task-expert system as an Asymmetric($a$) system with parameter $a$.

For this class of systems, if a task of mixed-type $z'$ receives a failure from either of the experts, then its mixed type becomes $z''$ where $z''_{c_1} = 0$ and $z''_{c_2} = 1$. Thus, it is sufficient to assume that $Z = \{z', z''\}$ where $z'_c = 1/2$ for each $c \in C$, and $z''_e = 1$ for $e = c_2$. Further, it is easy to check that $\psi_{s_1}(z') = (1-a)/2$, $\psi_{s_1}(z'') = 1-a$, $\psi_{s_2}(z') = 1/2$, and $\psi_{s_2}(z'') = 1$. We then have the following result (its proof, as that of the other stability results in the article, is established through the identification of suitable Lyapunov functions, and given in the Section 8.9).

**Theorem 8.3.4.** For a given $0 < a < 1$, consider the Asymmetric($a$) system as defined in Definition 8.3.3. The following statements hold:

1. The Greedy stabilizes the system if and only if $\lambda < 4a/(2+a)$.
2. The Random stabilizes the system if and only if $\lambda < 4a/(2+a)$.
3. There exists a policy which stabilizes the system if $\lambda < \min \{3a/(a+1), 2a\}$.
4. If $\lambda > \min \{3a/(a+1), 2a\}$ then no policy can stabilize the system.

In particular, the stability threshold for task arrival rates under optimal policy can be up 25% higher (namely, when $a = 1/2$) than that under either Greedy or Random.

While it is intuitive that Random may perform poorly as compared to an optimal policy, it is counterintuitive that Greedy may perform as sub-optimally as Random. The reason for the poor performance of Greedy can be explained as follows. In the Asymmetric($a$) system, we have a flexible expert, i.e. an expert for tasks of all pure-types, and a specialized expert, i.e. an expert only for pure-type $c_1$. Under Greedy policy, all experts prioritize the newly arriving tasks as it optimizes the probability of achieving success in the short term. However, a larger long-term throughput could be achieved if the flexible expert could focus more on the lagging tasks, i.e., the tasks of pure-type $c_2$. 
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8.4 Optimal Stability

Main goal of this section is to provide necessary and sufficient conditions for stability of the system. We provide a policy, called backpressure policy, which stabilizes the system when the sufficient conditions are satisfied.

We obtain stability conditions via capacity constraints and flow conservation constraints which capture the flow of tasks from one type to another upon service by an expert. For instance, if $\nu_{s,z}$ represents the flow of tasks of mixed-type $z$ served by expert $s$, a fraction $1 - \psi_s(z)$ of it leaves the system due to success while the rest gets converted into a flow of type $\phi_s(z)$. The total arrival rate of flow of mixed-type $z$, i.e., $\lambda \pi_z + \sum_{s \in S, z' \in \phi_s^{-1}(z)} \nu_{s,z'} \psi_s(z')$, must match the total service rate, i.e., $\sum_{s \in S} \nu_{s,z}$. Further, the total flow service rate at expert $s$, i.e., $\sum_{z \in Z} \nu_{s,z}$, must be less than its service capacity $\mu_s$. The following is the main result of this section. For a proof see Section 8.9.3

Theorem 8.4.1. Suppose there exists $s$ such that $\min_c p_{s,c} > 0$. If there exist non-negative real numbers $\nu_{s,z}$, for $s \in S$, and $z \in Z$ and positive real numbers $\delta_s$, for $s \in S$ such that the following hold:

$$\forall z \in Z, \quad \lambda \pi_z + \sum_{s \in S, z' \in \phi_s^{-1}(z)} \nu_{s,z'} \psi_s(z') = \sum_{s \in S} \nu_{s,z}, \quad (8.3)$$

$$\forall s \in S, \quad \sum_{z \in Z} \nu_{s,z} + \delta_s \leq \mu_s, \quad (8.4)$$

then there exists a policy under which the system is stable. If there does not exist non-negative real numbers $\nu_{s,z}$, for $s \in S$, $z \in Z$ and non-negative real numbers $\delta_s$ for $s \in S$ such that the above constraints hold, then the system cannot be stable.

We use the condition of existence of an expert $s$ such that $\min_c p_{s,c} > 0$ only for a technical reason to simplify our proof. We believe that the result holds even when this is not true.

We need some more notation to describe the policy. Consider a set $\mathcal{Y} \subset Z$. Let $X(t)$ be the number of tasks in the system at time $t$ which have been of type $z \in Z \setminus \mathcal{Y}$. For $z \in \mathcal{Y}$, let $X_z(t)$ and $\tilde{X}_z(t)$ be the tasks of mixed-type $z$ which have and have not had mixed-type in $Z \setminus \mathcal{Y}$. Also, for convenience, for each $z \in Z \setminus \mathcal{Y}$, let $X_z$ be the tasks of mixed-type $z$, i.e., $N_z = \tilde{X}_z$ for each $z \in Z \setminus \mathcal{Y}$. Thus, we have $X = \sum_z X_z$. Consider the following policy.

Definition 8.4.2 (Backpressure($\mathcal{Y}$) policy). For a given $\mathcal{Y}$, let $X$, and $\{N_z\}_{z \in \mathcal{Y}}$ be as defined above. For each $s \in S$, $z \in \mathcal{Y}$ let

$$w_{s,z}(\tilde{N}, X) = \begin{cases} \tilde{N}_z - \psi_s(z) \tilde{N}_{\phi_s(z)}, & \text{if } \phi_s(z) \in \mathcal{Y} \\ \tilde{N}_z - \psi_s(z) X, & \text{if } \phi_s(z) \in Z \setminus \mathcal{Y} \end{cases}.$$ 

Define $B_s(\tilde{N}, X) = \arg \max_{z \in \mathcal{Y}, \tilde{N}_z > 0} w_{s,z}(\tilde{N}, X)$. If

$$\sum_s \mu_s \max_{z \in \mathcal{Y}, \tilde{N}_z > 0} w_{s,z}(\tilde{N}, X) \geq X \min_{c \in C} \sum_s \mu_s p_{s,c}$$

then each expert chooses a task in $\tilde{N}_z$ where $z \in B_s(\tilde{N}, X) \subset \mathcal{Y}$ with ties broken arbitrarily. Else, each expert serves a task in $X$ chosen uniformly at random.

The following theorem follows from the proof of Theorem 8.4.1.

Theorem 8.4.3. Suppose there exists $s$ such that $\min_c p_{s,c} > 0$. If the sufficient conditions for stability as given by Theorem 8.4.1 are satisfied, then there exists a finite subset $\mathcal{Y}$ of $Z$ such that the policy Backpressure($\mathcal{Y}$) stabilizes the system.
Table 8.1: Skills of experts estimated by using data from the Math.Stack-Exchange Q&A platform.

<table>
<thead>
<tr>
<th>Tag</th>
<th>Clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>calculus</td>
<td>.32</td>
</tr>
<tr>
<td>real-analysis</td>
<td>.17</td>
</tr>
<tr>
<td>linear-algebra</td>
<td>.46</td>
</tr>
<tr>
<td>probability</td>
<td>.07</td>
</tr>
<tr>
<td>abstract-algebra</td>
<td>.02</td>
</tr>
<tr>
<td>integration</td>
<td>.09</td>
</tr>
<tr>
<td>sequences-and-series</td>
<td>.05</td>
</tr>
<tr>
<td>general-topology</td>
<td>.02</td>
</tr>
<tr>
<td>combinatorics</td>
<td>.03</td>
</tr>
<tr>
<td>matrices</td>
<td>.27</td>
</tr>
<tr>
<td>complex-analysis</td>
<td>.02</td>
</tr>
</tbody>
</table>

Size

| 165 | 188 | 313 | 200 | 179 | 183 | 231 | 187 | 178 | 176 |

In particular, the Backpressure($Z$) policy is optimally stable for Asymmetric($a$) system as defined in Definition 8.3.3.

Unlike backpressure policy proposed in [114] under a different setting, which was agnostic to system arrival rates, a set $Y$ such that Backpressure($Y$) policy stabilizes the system may depend on the value of $\lambda$. While the policy as stated may be complex to implement, it allows us to develop implementable heuristics which significantly outperform greedy policy. We demonstrate this in the next section.

8.5 Experimental Results

In this section, we present our empirical results obtained by using data from Math.Stack-Exchange Q&A platform. In this platform, users post tagged questions that are answered by other users. The asker may select one of the submitted answers as the best answer for the given question, which is made public information in the platform. We will use this data to estimate the success probabilities of experts in answering questions, and use these parameters in simulations to compare the throughputs that can be achieved by greedy, random, and backpressure policies. As we will see, a substantially larger throughput can be achieved by backpressure policy than greedy and random.

Dataset The dataset consists of around 702,286 questions and 994,138 answers. It was retrieved on February 2nd, 2017. The top 11 most common tags are given in Table 8.1 in decreasing order of popularity. Among these tags, the most common is calculus which covers 61,184 questions, and the least common is complex analysis which covers 22,813 questions. In our analysis, we used only questions that are tagged with at least one of the 11 most popular tags, which amounts to a total of 381,239 questions and 544,267 answers.

Estimated skill sets The success probabilities of answering questions are estimated as follows. For a given user-tag pair, the success probability is estimated by the empirical frequency of the accepted answers by this user for questions of given tag, conditional on that the user had at least 5 accepted answers for questions of the given tag, and otherwise we estimate the success probability is set to be equal to zero. These success probabilities are estimated for 2,000 users with the most accepted answers. Among these users, the user with the most accepted answers had 4,665 accepted answers, and the user with the least number of accepted answers had 13 accepted answers. 712 users had more than 50 answers accepted. In order to form clusters of users with similar success probabilities for different tags, we ran the k-means clustering algorithm.
The estimated success probabilities are shown in Table 8.1. The columns correspond to different centroids of the clusters and give average success probabilities for different tags. In the bottom row, we give the sizes of the corresponding clusters. For instance, the 165 persons in cluster 1 have on average 32% of their calculus, and 46% of their linear algebra answers accepted.

There is a pronounced heterogeneity in user expertise. We highlighted the success probabilities of value at least 35%. A subset of users, namely cluster 6, are got at all topics whereas other clusters are good at a different subsets of topics.

There is also a prevalence of questions with different combinations of tags, that is, mixed types. When a question of mixed type arrives with multiple tags, we associated with it a mixed-type which is the uniform distribution of the associated tags. We kept only those combinations of tags that occur for at least 1% of the total number of questions. This results in 16 tag combinations among which 11 are singletons and 5 are combinations of 2 tags. These are the mixed types \( z \) with positive \( \pi_z \). We observed that roughly 19% of the questions are tagged with multiple tags, showing the relevance of our model.

**Simulation setup** We assumed the experts to have unit service rates. We make this approximation as we do not have the information about times at which experts begin to respond a question. We examined the system for increasing values of task arrival rates. We simulate our CTMC via a custom discrete event simulator.

For the backpressure policy we define the set \( \mathcal{Y} \) to consist of all 11 pure types, the 5 most frequently seen mixed types upon arrival as described above, and the mixed types that result from an attempt by an expert exactly once. Note that pure types can be attempted multiple times without changing its type. We thus have \( |\mathcal{Y}| = 16 + 5 \cdot 10 = 66 \). Our choice of \( \mathcal{Y} \) is a result of a compromise between performance and complexity. Choosing a larger set of \( \mathcal{Y} \) may increase the stability region by a small fraction, but may significantly increase the complexity of the Backpressure policy.

**Performance comparison of different policies** We examined the evolution of the number of tasks in the system waiting to be served over time for greedy and backpressure policy for respective task arrival rates, 3.78 and 3.83 (Figure 8.1 left) and respective task arrival rates 3.83 and 4.08 (Figure 8.1 right). Even under stability, backpressure may outperform greedy. Further, while greedy is unstable at \( \lambda = 3.83 \), the backpressure is stable even at \( \lambda = 4.08 \).

We evaluated the time-averaged number of tasks in the system for different task arrival rates for the three policies under our consideration. By Little’s law, the time-averaged number of tasks is a good proxy for the expected sojourn time of a typical task. These results are shown in Figure 8.2. We observe that the task arrival rates at which random, greedy, and backpressure become unstable are, 2.2, 3.80 and
4.10, respectively. Thus, the backpressure policy achieves throughput improvement of about 8% over the greedy policy. While greedy may perform better than backpressure at lower arrival rates, the backpressure significantly outperforms greedy at higher arrival rates.

8.6 Related Work

Bayesian Active Learning [49, 62, 22, 45] aims at learning true hypothesis by adaptively selecting sequence of experiments. In [22] labels are obtained for a batch of items at a time. In [45] a stream based budgeted setting is considered where a finite number of items arrive in a random order. In contrast we allow infinite stream of tasks and interested in the task resolution throughput. The crowdsourcing works such as [68, 111, 127, 47] consider task assignment problems for classification with unknown ground truths, however they consider a static model.

A related line of work is that on stochastic online matching, e.g., [88, 89, 55]. The stochastic online matching can be interpreted as a task-expert system where each expert is associated with a budget constraint that allows to solve at most one task. Unlike our work where the task types are uncertain, uncertainty in these models come from the arbitrariness of the future task arrivals and the monotonically decreasing available resource budgets.

Another related literature is that of constrained queueing systems, where arriving tasks are to be served by heterogeneous servers subject to resource constraints, e.g., [114, 99, 48, 123, 19, 5, 64, 29, 83, 113]. In particular, our backpressure matching policy is of a flavor similar to the policy proposed in [114]. The main difference from our work is that all these works assume that the task types are known.

In [12], the authors considered a constrained queueing system where the hardness of a task could be unknown and the task upon service can only become progressively harder. In [66], authors consider a setting where each task can be divided into a large number of subtasks of the same type, a small amount of which could be used to accurately learn the task’s type.

8.7 Conclusion

We studied matching of tasks and experts in a system with uncertain task types. We established a complete characterization of the stability region of the system, i.e. the set of task arrival rates that can be supported by a matching policy such that the expected number of tasks waiting to be served is finite. We showed that any task arrival rate in the stability region can be supported by a back-pressure matching policy. We also compared with two baseline matching polices, and identified instances under which there is a substantial gap between the maximum task arrival
rates that can be supported by these policies and that of the optimum back-pressure matching policy.

8.8 Preprocessing phase

Above we assumed that all parameters are known: the success-probabilities \( \{ p_{sc} \}_c \) for each server \( s \), the distribution \( \{ z_c \}_c \) and corresponding arrival rate \( \pi_z \lambda \) for each mixed-type \( z \in \mathcal{Z} \). In practice we need to estimate those.

We detail here some directions in case the tasks are of textual form, e.g., questions on a forum or curricula vitae of job applicants. In this setting, \( \{ z_c \}_c \) could be obtained as the output of a text-classifier. We discuss two common approaches and assume that the text underwent standard preprocessing:

- All letters are converted to lower-case.
- All symbols except \( \{ a, b, \ldots, z \} \), spaces and "." are removed.
- All words are stemmed (for instance using Porter's algorithm [105]).

The **topic model** or **Latent Dirichlet Allocation (LDA)** [13] is an unsupervised classification method that outputs a topic distribution for every document in a collection with vocabulary \( V \). A document of length \( N \) in this model is represented as a **bag of words**, that is, a vector \( w \in \mathbb{N}^{|V|} \) such that \( w(v) \) counts the number of times word \( v \in V \) occurs in the document. Note that with this representation, all structural information (such as word order) of the document is lost.

The core assumption in this model is that every document is generated in the following way, given parameters \( \xi > 0 \), number of topics \( k \), vector \( a = (a_1, \ldots, a_k) \) (all elements \( > 0 \)), and right stochastic matrix \( \beta \) of dimensions \( k \times |V| \):

- Draw the document length \( N \) from \( \text{Poi}(\xi) \);
- Draw the topic distribution \( \theta = (\theta_1, \ldots, \theta_k) \) of this document from \( \text{Dir}(a) \);
- For each word \( w_n \) (\( n \in \mathbb{N} \)), choose a topic \( z_n \sim \text{Multinomial}(\theta) \) and, **given this topic**, choose the actual word with respective probabilities \( \{ \beta_{i1}, \ldots, \beta_i{|V|} \} \), where \( i = z_n \).

In this way we obtain a document of (random) length \( N \) that consists for a fraction \( \theta_i \) of topic \( i \in \{1, \ldots, k\} \) and the frequency of words for that topic are on average \( \{ \beta_{i1}, \ldots, \beta_i{|V|} \} \).

Given a (large) collection of \( M \) documents \( \{ w_1, \ldots, w_M \} \) (e.g., questions or curricula vitae), we need to estimate the parameters \( a \) and \( \beta \). A standard approach is maximizing the log-likelihood of the data:

\[
\ell(a, \beta) = \sum_{u=1}^{N} \log(\mathbb{P}(w_u|a, \beta)).
\]

In practice, this is too computationally expensive and we resort to the approach of variational inference described in Section 5.3 of [13]. Then, after estimating \( a \) and \( \beta \), we estimate for a given document the posterior distribution of its hidden variables (i.e., \( \theta \) and \( z_1, \ldots, z_n \)) using the method described in Section 5.1 of [13].

**Artificial neural networks** are **supervised** classifiers, that could be used if part of the documents have been labelled [10, 67, 126].
8.8.1 Estimation of success-probabilities

Here we explain how one could estimate the success-probabilities and the distribution \( \{\hat{\pi}_c\}_c \) of the pure types. Note that for \( c \in C \), we have \( \hat{\pi}_c = \sum_{z \in \mathbb{Z}} z_c \pi_z \). We assume that \( m := |C| < \infty \).

Given a question of type \( c \), let \( X_s = \text{Ber}(p^{(c)}_s) \) be the indicator function of server \( s \) answering this question successfully.

We shall use tensor decompositions to learn the parameters \( \{\hat{\pi}_c\}_c^m \) and \( \{\hat{\mu}_c\}_c^m \).

To this end, we start with some standard tensor-terminology. For given vectors \( V_1, V_2, V_3 \in \mathbb{R}^m \) we define the tensor-products \( V_1 \otimes V_2 \) and \( V_1 \otimes V_2 \otimes V_3 \) as

\[
V_1 \otimes V_2 = V_1 V_2^T,
\]

and, for \( i, j, k \in [m] \),

\[
(V_1 \otimes V_2 \otimes V_3)_{i,j,k} = v_1(i)v_2(j)v_3(k).
\]

Thus \( V_1 \otimes V_2 \) is a matrix and \( V_1 \otimes V_2 \otimes V_3 \) is a cube. Put \( Y = (X_1, X_2, \ldots, X_{m-1}, 1)^T \), i.e., the outcome vector of the first \( m-1 \) servers on a single question. Conditioned on \( c \), let \( Y_1, Y_2 \) and \( Y_3 \) be i.i.d. copies of \( Y \). The latter vectors represent i.i.d. attempts of simultaneously solving the same question (recall that we assumed a server to represent a homogeneous collection of experts). We then have the tensors

\[
T = \mathbb{E} [y_1 \otimes y_2 \otimes y_3] = \sum_{c=1}^m \hat{\pi}_c \mathbb{E} [y|c] \otimes \mathbb{E} [y|c] \otimes \mathbb{E} [y|c] = \sum_{c=1}^m \hat{\pi}_c \mu_c \otimes \mu_c \otimes \mu_c,
\]

and

\[
M = \mathbb{E} [y_1 \otimes y_2] = \sum_{c=1}^m \hat{\pi}_c \mu_c \otimes \mu_c = \sum_{c=1}^m \hat{\pi}_c \mu_c \mu_c^T,
\]

where

\[
\mu_c = \mathbb{E} [y|c] = (p^{(c)}_1, p^{(c)}_2, \ldots, p^{(c)}_{m-1}, 1)^T.
\]

For the sequel, we shall assume that we have sufficiently accurate estimations of both \( T \) and \( M \). In practice this is a strong assumption, because it asks that \( m-1 \) servers often attempt simultaneously the same questions. We shall also make the technical assumption that \( \{\mu_c\}_c^m \) is a linearly independent set.

Let us first study the case where \( T \) is known, and see if we can retrieve \( \{\hat{\pi}_c\}_c \) and \( \{\mu_c\}_c \). In [7] a generalization of the matrix-diagonalization method is developed for tensors. It follows that the tensor \( T \) admits a unique orthogonal decomposition, that is, a collection of orthonormal vectors \( \{v_1, v_2, \ldots, v_m\} \) together with corresponding positive scalers \( \lambda_j > 0 \) such that

\[
T = \sum_{j=1}^m \lambda_j v_j \otimes v_j \otimes v_j.
\]

Our objective is thus to decompose the tensor

\[
T = \sum_{i,j,k} T_{i,j,k} e_i \otimes e_j \otimes e_k
\]

as in (8.5). To this end, we need the notion of an eigenvector/eigenvalue pair of \( T \), which is defined in terms of the vector-valued map

\[
u \mapsto T(I, u, u),
\]
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where $T(I, u, u)$ is in standard tensor-terminology defined as

$$T(I, u, u) = \sum_{i,j,k} T_{i,j,k} (e^T_j u)(e^T_k u)e_i.$$ 

An eigenvector $u$ of $T$ with corresponding eigenvalue $\lambda$ is then a vector such that $T(I, u, u) = \lambda u$. Now, since the mapping $u \mapsto T(I, u, u)$ is non-linear, there are differences with the eigenvalue/eigenvector notion for matrices. However, as pointed out in Theorem 4.1 in [7], considering robust eigenvectors of $T$ resolves the issues.

A unit vector $u$ is called a robust eigenvector of $T$ if there exists $\epsilon > 0$ such that for all $\theta \in \{u' \in \mathbb{R}^m : \|u' - u\| \leq \epsilon\}$, repeatedly iterating the map

$$\bar{\theta} \mapsto \frac{T(I, \bar{\theta}, \bar{\theta})}{\|T(I, \theta, \theta)\|}$$

starting from $\theta$ converges to $u$. It is very interesting to note that the robust eigenvectors of $T$ are precisely the vectors $\{v_1, v_2, \ldots, v_m\}$, implying that the orthogonal-decomposition is unique:

**Theorem 8.8.1** (Theorem 4.1 in [7]). Let $T$ have an orthogonal decomposition as in (8.5), then

- The set of $\theta \in \mathbb{R}^m$ which do not converge to some $v_i$ under repeated iteration of (8.6) has measure zero.
- The set of robust eigenvectors of $T$ is equal to $\{v_1, v_2, \ldots, v_m\}$.

We explain now how the robust eigenvectors of $T(W, W, W)$, for a special matrix $W$ (defined shortly), can be related to $\{\hat{\pi}_c\}_c$ and $\{\mu_c\}_c$.

In Section 4.3.1 of [7] and also in [104] the following reduction method is described: Let $U$ be the matrix of orthonormal eigenvectors of $M$ (note that $M$ is a full-rank matrix due to the assumption that the span of $\{\mu_c\}_{c=1}^m$ has rank $m$) and $D$ be its corresponding diagonal matrix of positive eigenvalues. Put $W = UD^{-1/2}$. Then,

$$W^T MW = I.$$ 

Note that there are standard diagonalization methods available to obtain $U$ and $D$ for the symmetric positive-definite matrix $M$.

Let $\bar{\mu}_c = \sqrt{\hat{\pi}_c} W^T \mu_c$. Then, $\{\bar{\mu}_c\}$ are orthonormal vectors. Indeed,

$$I = W^T MW = \sum_{c=1}^m W^T (\sqrt{\hat{\pi}_c} \mu_c)(\sqrt{\hat{\pi}_c} \mu^T_c) W = \sum_{c=1}^m \bar{\mu}_c \bar{\mu}^T_c.$$ 

Note that we have access to $T(W, W, W) := \sum_{i,j,k} T_{i,j,k} (W^T e_i) \otimes (W^T e_j) \otimes (W^T e_k)$. 
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But,
\[
\sum_{i,j,k} T_{i,j,k} (W^T e_i) \otimes (W^T e_j) \otimes (W^T e_k) = \sum_{i,j,k} T_{i,j,k} (W^T e_i) \otimes (W^T e_j) \otimes (W^T e_k)
\]
\[
= \sum_{i,j,k} \left( \sum_{c} \bar{\pi}_c \mu_c(i) \mu_c(j) \mu_c(k) \right) (W^T e_i) \otimes (W^T e_j) \otimes (W^T e_k)
\]
\[
= \sum_{c} \bar{\pi}_c \left( \sum_{i} \mu_c(i) W^T e_i \otimes (\mu_c(j) W^T e_j) \otimes (\mu_c(k) W^T e_k) \right)
\]
\[
= \sum_{c} \bar{\pi}_c \left( W^T \mu_c \otimes (W^T \mu_c) \otimes (W^T \mu_c) \right)
\]
\[
= \sum_{c} \frac{1}{\sqrt{\pi_c}} (\mu_c) \otimes (\mu_c) \otimes (\mu_c).
\]

Hence, applying the above theorem to the tensor \(T(W,W,W)\) gives that \(\{\mu_c\}_c\) are its robust eigenvectors with corresponding eigenvalues \(\left\{ \frac{1}{\sqrt{\pi_c}} \right\}_c\)

Given \(T\), a simple algorithm would then be to compute \(W\) and then for many random starting vectors \(u\), iterate the map \(u \mapsto S(I,u,u)/\|S(I,u,u)\|\) until convergence, where \(S := T(W,W,W)\).

Alternatively, there are other methods available (for instance the Tensor Power Method see [7]) to obtain from \(T(W,W,W)\) its orthogonal decomposition. However, in practice we observe a tensor \(\hat{T} \mapsto T + E, \) where \(E = \sum_{i,j,k} \epsilon_{i,j,k} e_i \otimes e_j \otimes e_k\), with \(|\epsilon_{i,j,k}| \leq \epsilon\) and \(\epsilon_{i,l} = \delta_{il}\) (coordinate vectors). The symmetric tensor \(E\) represents noise due to the fact that neither our model nor moment estimates are perfect. Theorem 5.1 in [7] tells us that we can in this case use an algorithm that gives us approximations \(\{\hat{\nu}_c\}_c\) and \(\{\hat{\lambda}_c\}_c\) such that for all \(c\), \(\|\hat{\nu}_c - \nu_c\| = O(\epsilon)\) and \(\|\hat{\lambda}_c - \lambda_c\| = O(\epsilon)\). See also [104] for a method that in practice outperforms existing methods.

**How many observations do we need?** To apply the above approach, we need all first-, second- and third order cross moments for servers \(1, \ldots, m - 1\). In particular, we need approximations for \(\sum_{c} \pi_c (p_c^e)^3\). Meaning that we need to be able to pose the same question three times to a server, and obtain three independent responses. If this is too restrictive, one could employ the method in [6]: one needs then all second order cross-moments between \(3(m - 1)\) different servers.

Note that when \(|C| = m\), we need at least \(m - 1\) servers. In particular, for \(|C| = 2\), we need only a single server. This makes intuitively sense as we then have three estimations, namely for \(\pi p_1 + (1 - \pi)p_2\), \(\pi p_1 + (1 - \pi)p_2 + (1 - \pi)p_2\) and \(\pi p_1 + (1 - \pi)p_2\), while we have only three unknowns.

Estimating the parameters of the remaining servers (outside the set \(\{1, \ldots, m\}\) is easier, since \(\hat{\pi}_1, \ldots, \hat{\pi}_m\) are now known. Indeed, let \(A\) be the matrix containing the vectors \(\mu_1, \ldots, \mu_m\) as its columns. Then, we can observe

\[
A \begin{pmatrix}
\pi_1 p_1^1 \\
\vdots \\
\pi_{m-1} p_{m-1}^m \\
\pi_m p_m^m
\end{pmatrix} = \begin{pmatrix}
\sum_c \pi_c p_1^1 p_1^c \\
\vdots \\
\sum_c \pi_c p_{m-1}^m p_{m-1}^c \\
\sum_c \pi_c p_{m}^m p_{m}^c
\end{pmatrix}.
\]
We carry out an heuristic error analysis, under the assumption that we obtained estimates for $\{\frac{1}{\sqrt{\pi_z}}\}_z$ and $\mu_1, \ldots, \mu_m$ containing errors of order $O(\epsilon)$. Then, the error in $\hat{\pi}_z$ is of order $O(\epsilon)$, but the error in $\bar{\mu}_m$ is of order $O\left(\frac{1}{\sqrt{\pi_z}}\|UD^{1/2}\|\epsilon\right) = O\left(\sqrt{\frac{d_{\text{max}}}{\pi_{\text{min}}}}\epsilon\right)$, where $d_{\text{max}}$ is the largest eigenvalue of $M$ (note that $U$ is orthonormal).

Therefore, instead of $A$, we observe $A + \Delta A$, where $\|\Delta A\| = O\left(\sqrt{\frac{d_{\text{max}}}{\pi_{\text{min}}}}\right)$. Now, consider the perturbation-equation

$$(A + \Delta A)(x + \delta x) = b + \delta b,$$

where $Ax = b$. Then, heuristically,

$$x + \delta x = (A + \Delta A)^{-1}(b + \delta b) = (I + A^{-1}\Delta A)^{-1}A^{-1}(b + \delta b) = (I + O(||A^{-1}\Delta A||))(x + A^{-1}\delta b).$$

Since $\|A\| \geq 1$, we have

$$\|\delta x\| \leq O\left(\sqrt{\frac{d_{\text{max}}}{\pi_{\text{min}}}}\epsilon\right)(||\Delta b|| + ||x||) + ||\Delta b||.$$

### 8.9 Proofs

#### 8.9.1 Proof of Theorem 8.3.4

*Proof of Part (i):* Let us first describe the transition rates for the CTMC under greedy policy. Let $q(n, n')$ be the transition rate from state $n$ to state $n'$. Let $e_z$ denote the vector with all coordinates equal to 0 except for the $z$-coordinate which equals 1. Fix a state $n$. For each $z \in Z$ we have

$$q(n, n + e_z) = \lambda\pi_z,$$

$$q(n, n - e_z) = \sum_{s: z \in A_s(N)} \mu_s(1 - \psi_s(z)) \frac{1}{|A_s(N)|},$$

$$q(n, n - e_z + e_s(z)) = \sum_{s: z \in A_s(N)} \mu_s\psi_s(z) \frac{1}{|A_s(N)|}.$$

Transition rate $q(n, n')$ for each $(n, n')$ which is not as given above is equal to 0. We first show that if $\lambda < 4a/(2 + a)$ then the system is stable. For each $t$ let $t + \tau(t)$ be the time at which the first event (arrival or completion of a response) occurs after time $t$. Let $\tau_n = E[\tau(t)|N(t) = n]$, i.e., given that $N(t) = n$ at time $t$, $\tau_n$ is the expected time at which the first event occurs after time $t$. For example, for $n = 0$ we have $\tau_n = 1/\lambda$.

A common approach to show system stability is to use Lyapunov-Foster theorem, see e.g., Proposition I.5.3 on page 21 in [8]. The idea is to construct a function $L(\cdot)$ such that $L(n)$ tends to infinity as $|n| \to \infty$ and that has a strictly negative ‘drift’ for all but finite values of $n$, i.e., there exists a constant $\epsilon > 0$ such that

$$\mathbb{E}[L(N(t + \tau(t))) - L(N(t))|N(t) = n] \leq -\epsilon\tau_n,$$

for all but finite values of $n$. Intuitively, negative drift condition implies that as $L(N(t))$ becomes large (i.e., as $N(t)$ becomes large) the system dynamics is such that
$L(N(t))$ tends to decrease in expectation. This prevents the $L(t)$ from blowing up to $\infty$ as $t$ increases and thus keeps the system stable. Roughly, the Lyapunov-Foster theorem states that the negative drift condition is indeed sufficient to ensure that that system is positive recurrent and thus stable. We will use a variant of Lyapunov-Foster theorem, provided below, which follows from Theorem 8.13 in [108].

**Theorem 8.9.1.** Consider an irreducible CTMC $N(t)$ that takes values in a countable state-space. Let $\tau(t)$ and $\tau_n$ be as defined above. If there exists a function $L(\cdot)$, and constants $K > 0$ and $\epsilon > 0$ such that for $L(n) > K$ we have

$$
\mathbb{E}[L(N(t + \tau(t))) - L(N(t)) | N(t) = n] \leq -\epsilon \tau_n,
$$

and if $\{ n : L(n) \leq K \}$ is finite, then $N(t)$ is positive recurrent.

Now suppose that $\lambda < 4a/(2 + a)$. Then, it can be checked that $2a\delta/(2 - \lambda) \lambda < a$. Thus, there exists $\delta > 0$ such that $2a\delta/(2 - \lambda) \lambda = (1 + \delta)a$. Now, consider the following Lyapunov function: for each $n$, we have

$$
\frac{1}{\tau_n} L(n) = (1 + \delta) \frac{2 - a}{2(2 - \lambda)} n_{z'} + n_{z''},
$$

where $\delta$ is a constant obtained as above.

Consider states $n$ such that $n_{z'} > 0$. For these states, we obtain

$$
\frac{1}{\tau_n} L(n) = (1 + \delta) \frac{2 - a}{2(2 - \lambda)} (\lambda - \mu s_1 - \mu s_2 + (\mu s_1 \psi_s(z') + \mu s_2 \psi_s(z'))) = (1 + \delta) \frac{2 - a}{2(2 - \lambda)} (\lambda - 2) + \frac{1}{2} - \frac{1}{2} = -\delta \frac{a}{2} < 0.
$$

Now, consider states $n$ such that $n_{z'} = 0$ and $n_{z''} > 0$. For these states

$$
\frac{1}{\tau_n} L(n) = \delta \frac{2 - a}{2(2 - \lambda)} \lambda - \mu s_1 a = -\delta a < 0.
$$

Thus, the conditions of Theorem 8.9.1 are satisfied with $K = L((1,1))/\tau(1,1)$ and $\epsilon = \min(\delta a, \delta(2 - a)/2)$. Hence, $N(t)$ is positive recurrent if $\lambda < 4a/(2 + a)$. We now show the only if part. Suppose that $\lambda \geq 4a/(2 + a)$. Then, the $\delta$ used in the above argument is greater than or equal to 0. Thus, drift is non-negative for all but finite values of $n$. Further, since $L(\cdot)$ is bounded, the maximum change in $L(\cdot)$ upon an arrival or a departure is also bounded, using Proposition I.5.4 on page 22 in [8], we establish the only if part.

**Proof of Part (ii):** Part (ii) is a special case of Theorem 8.9.2 stated and proven below.

**Proof of Part (iii) and (iv):** We use Theorem 8.4.1 from Section 8.4 in this chapter. For Asymmetric($a$) system we have $\mathbb{Z} = \{z', z''\}$ where $z_c' = \frac{1}{2}$ for each $c \in C$, and $z_c'' = 1/c$. The flow conservation constraints in Theorem 8.4.1 can be given as follows:

$$
\lambda = \sum_s \nu_{s,z'}, \text{ and } \sum_s \nu_{s,z'} \psi_s(z') + \sum_s \nu_{s,z''} \psi_s(z'') = \sum_s \nu_{s,z''}
$$

Suppose $a \geq \frac{1}{2}$. There exists an $\epsilon > 0$ such that $\lambda = \frac{3a(1 - \epsilon)}{a + 1}$. It can be checked that $\{ \nu_{s,z} \}_{s,z}$ where

$$
\nu_{s_{z_1},z'} = 1 - \epsilon, \nu_{s_{z_2},z'} = 0, \nu_{s_{z_1},z''} = \frac{2a - 1}{a + 1} (1 - \epsilon), \nu_{s_{z_2},z''} = \frac{2 - a}{a + 1} (1 - \epsilon)
$$
and \( \{\delta_s\}_{s \in S} \) where \( \delta_s = \epsilon \) for each \( s \) satisfies sufficient conditions of Theorem 8.4.1.

Now suppose \( a < \frac{1}{2} \). There exists an \( \epsilon > 0 \) such that \( \lambda = 2a(1-\epsilon) \). It can be checked that \( \{\nu_{s,z}\}_{s,z} \) where

\[
\nu_{s_2,z'} = 2a(1-\epsilon), \quad \nu_{s_2,z''} = 0, \quad \nu_{s_1,z'} = 0, \quad \nu_{s_1,z''} = (1-\epsilon)
\]

and \( \{\delta_s\}_{s \in S} \) where \( \delta_s = \epsilon \) for each \( s \) satisfies sufficient conditions of Theorem 8.4.1.

The result then follows from the proof of Theorem 8.4.1 by taking \( Y \) as \( Z \).

### 8.9.2 Stability Threshold under Random Policy for an Arbitrary System

**Theorem 8.9.2.** Under Random policy, a system is stable if and only if it satisfies the following:

\[
\lambda < \left( \sum_{c \in C} \frac{z_c \pi_z}{\sum_{s \in S} \mu_s p_s,c} \right)^{-1},
\]

**Proof:**

Note that the system under random policy is equivalent to the one where pure-type of a task is revealed upon arrival, i.e., there is no uncertainty in task types. This is true since the random policy does not use the information of type (pure or mixed). We thus assume that the pure-type is indeed revealed upon arrival. Let \( X_c(t) \) be the number of tasks in the system of pure-type \( c \). Let \( X(t) = \{X_c(t)\}_c \).

For each \( c \in C \), the arrival rate into queue \( X_c(t) \) is equal to

\[
\lambda_c := \sum_{z \in Z} z_c \pi_z.
\]

We first show the if part of the result. Suppose that we have

\[
\sum_{c \in C} \lambda_c < 1.
\]

We use the fluid limit approach developed in [110, 30, 84]. Roughly, given initial condition \( X(0) = x \), the fluid trajectories of the state process \( X(t) \) can be obtained by scaling initial conditions, speeding time, and then studying the rescaled process; i.e., letting \( \lim_{k \to \infty} \frac{1}{k} X(0) = x \), and studying \( \lim_{k \to \infty} \frac{1}{k} X(kt) \).

Using arguments similar to those used in [84], the fluid limits for the number of tasks in each class can be shown to satisfy the following at almost all times \( t \): for each \( c \in C \) and \( X_c > 0 \) we have

\[
\frac{d}{dt} X_c = \lambda_c - \sum_{s \in S} \mu_s p_{s,c} \frac{X_c}{\sum_{c'} x_{c'}}.
\] (8.7)

Define a function \( L \) on \( \mathbb{R}^C \) as

\[
L(X) = \sum_c X_c \log \left( \frac{X_c}{\gamma_c \sum_{c'} X_{c'}} \right),
\]

(8.8)

where \( \gamma_c := \frac{\lambda}{\sum_{s \in S} \mu_s p_{s,c}} \).

Further, by following the arguments similar to [84], if we have that \( L(X) \to \infty \) and for some \( \alpha > 0 \), \( \frac{d}{dt} L(X) \leq -\alpha \) as \( |X| \to \infty \) under fluid limits then the stability of the original system follows. We show below that both these limits hold.
Using (8.7) and (8.8), we obtain

\[
\frac{d}{dt} L(X) = \sum_c \left( \frac{d}{dt} X_c \right) \log \left( \frac{X_c}{\gamma_c \sum_{c'} X_{c'}} \right),
\]

(8.9)

\[
= \sum_c \left( \lambda_c - \sum_{s \in S} \mu_s p_{s,c} \frac{X_c}{\sum_{c'} X_{c'}} \right) \left( \log \frac{X_c}{\sum_{c'} X_{c'}} - \log \gamma_c \right),
\]

(8.10)

\[
= \sum_c \left( \sum_s \mu_s p_{s,c} \right) (\gamma_c - Y_c) \log(Y_c/\gamma_c),
\]

(8.11)

where \( Y_c := \frac{X_c}{\sum_{c'} X_{c'}} \). Now, (8.11) is negative and strictly bounded away from zero. This can be seen as follows. Firstly, all terms in the sum are non-positive. Therefore, it suffices to show that there exists a \( \delta > 0 \) such that there always exists a \( c \) for which \((\gamma_c - Y_c) \log(Y_c/\gamma_c) \leq -\delta\). Since, \( \sum_c \gamma_c = 1 \) and, for some fixed \( \epsilon > 0 \), \( \sum_c \gamma_c = 1 - \epsilon \), it follows that there exists \( c \) such that \( \gamma_c - Y_c \leq -\epsilon \). For this \( c \), we thus also have \( Y_c/\gamma_c \geq 1 + \epsilon \). Consequently, \((\gamma_c - Y_c) \log(Y_c/\gamma_c) \leq -\epsilon \log(1 + \epsilon)\).

Let \( \theta = 1/\sum_c \gamma_c \) and \( \tilde{\gamma}_c = \gamma_c/\theta \) for each \( c \in C \). Since \( \sum_c \gamma_c < 1 \), we have \( \theta > 1 \). Let \( D(p||q) \) be the Kullback-Leibler divergence between two discrete random variables with probability distributions \( p \) and \( q \). Now, we can write

\[
L(X) = \sum_c X_c \log \left( \frac{\theta X_c}{\tilde{\gamma}_c \sum_{c'} X_{c'}} \right)
\]

(8.12)

\[
= \sum_c X_c \log \theta + \sum_c X_c \log \left( \frac{X_c}{\sum_{c'} X_{c'}} \frac{1}{\tilde{\gamma}_c} \right)
\]

(8.13)

\[
= \sum_c X_c \log \theta + \left( \sum_c X_c \right) D \left( \left\{ \frac{X_c}{\sum_{c'} X_{c'}} \right\} | C \right)
\]

(8.14)

which converges to \( \infty \) as \( |X| \) grows large.

Hence, the if part of the result follows. The same line of argument can also be used to show that if \( \sum_{c \in C} p_{s,c} \lambda_c \mu_s \geq 1 \) the drift is non-negative for all but finite number of states. Further, since \( L(X) \) is bounded, the maximum change in \( L(X) \) upon an arrival or a departure is also bounded, using Proposition I.5.4 on page 22 in [8], we get the only if part.

\[\square\]

8.9.3 Proof of Theorem 8.4.1

We first show stability under sufficient conditions. In networked systems, e.g. see [114, 48], a standard approach towards proving stability of a backpressure type policy is to design a ‘static’ policy using flow variables \( \{\nu_{s,z}\}_{s,z} \) and the slacks \( \{\delta_s\}_s \) which provides a fixed service rate to each queue \( N_z \) such that its drift is sufficiently negative for each. However, in our setup the total number of queues \( \{N_z\}_{z \in Z} \) could be countable, while the total available slack is finite. Thus, it is not possible to design a static policy such that the drift in each individual queue is bounded from above by a negative constant. This is unlike any finite-server queueing system considered in the previous literature.

We thus take a different approach, which can be explained roughly as follows. Since the total exogenous arrival rate \( \lambda \) and the total endogenous arrival rate, i.e. arrival into a queue due to failure at another queue, are both finite (they are bounded from above by \( \sum_s \mu_s \)), there exists a finite set \( Y \subset Z \) such that the total arrival rate into \( Z \setminus Y \) is less than \( \min_{c \in C} \sum_{s \in S} \frac{\delta_s}{p_{s,c}} \). Each task which enters a queue \( N_z \)
where \( z \in \mathcal{Z}\setminus \mathcal{Y} \) is instead sent to a virtual queue \( X \), and stays there until there is a success. If \( X \) is ‘large’ compared to the other queues then all the servers focus on \( X \). The finite number of remaining queues are operated via a backpressure policy which accounts for the ‘expected backlog’ seen in these queues.

More formally, consider \( \{ \nu_{s,z} \}_{s,z} \) and positive constants \( \{ \delta_s \}_s \) as postulated in the theorem. Without loss of generality, assume that there exists a constant \( 0 < \epsilon < \lambda \) such that \( \delta_s = \epsilon \mu_s \) for each \( s \in S \). Let \( \mathcal{Y} \) be a finite subset of \( \mathcal{Z} \) such that

\[
\sum_{s \in \mathcal{S}} \lambda \pi_z + \sum_{s \in \mathcal{S}} \sum_{z' \in \phi^{-1}(z) \cap \mathcal{Y}} \nu_{s,z'} \psi_s(z') \leq \min_{c \in C} \sum_{s \in \mathcal{S}} \frac{\delta_s}{4} \mu_{s,c}.
\]

Since \( \lambda + \sum_{s \in \mathcal{S}, z \in \mathcal{Z}} \nu_{s,z} \leq 2 \sum_{s} \mu_s \), such a \( \mathcal{Y} \) exists.

Let \( X \) be the number of tasks in the system which are or have been in past of type \( z \in \mathcal{Z}\setminus \mathcal{Y} \). Once a task enters queue \( X \) it does not leave it until success. There may be tasks in it with mixed-type in \( \mathcal{Y} \). Note, our policy will depend on \( X \) and thus \( \{ z(s,t) \}_s \) will not be \( \tilde{N}(t) \) measurable. In turn, \( \tilde{N}(t) \) will not be a CTMC. For \( z \in \mathcal{Y} \), let \( \tilde{X}_z \) and \( \tilde{N}_z \) be the tasks of mixed-type \( z \) which have and have not had mixed-type in \( \mathcal{Z}\setminus \mathcal{Y} \). Also, for convenience for each \( z \in \mathcal{Z}\setminus \mathcal{Y} \), let \( \tilde{X}_z \) be the tasks of mixed-type \( z \), i.e., \( \tilde{N}_z = \tilde{X}_z \) for each \( z \in \mathcal{Z}\setminus \mathcal{Y} \). We now formally define \( \sigma \left( \{ \tilde{X}_z \}_{z \in \mathcal{Z}}, \{ \tilde{N}_z \}_{z \in \mathcal{Y}} \right) \) measurable backpressure policy. Thus, \( \left( \{ \tilde{N}_z \}_{z \in \mathcal{Y}}, \{ \tilde{X}_z \}_{z \in \mathcal{Z}} \right) \) is a CTMC.

We now show stability of the system under this policy for Backpressure(\( \mathcal{Y} \)) as given in Definition 8.4.2. Below we will assume that the ties in selecting \( z \) from \( B_s(\tilde{N}, X) \) are broken uniformly at random for simplicity of exposition. The proof can be easily extend to any other tie breaking approach. Consider the following Lyapunov function.

\[
L(\tilde{N}, \tilde{X}) = \sum_{z \in \mathcal{Y}} \tilde{N}_z^2 + \left( \sum_{z \in \mathcal{Z}} X_z \right)^2 = \sum_{z \in \mathcal{Z}} \tilde{N}_z^2 + X^2.
\]

For each \( t \), let \( t + \tau(t) \) be the time at which the first event (arrival or completion of a response) occurs after time \( t \). Clearly, \( \tau(t) \) is a stopping time. Further, let \( \tau_{\tilde{n}, \tilde{x}}(t) = E \left[ \tau(t) \mid (\tilde{N}, \tilde{X}) = (\tilde{n}, \tilde{x}) \right] \).

Let

\[
D(\tilde{n}, \tilde{x}) := \frac{1}{\tau_{\tilde{n}, \tilde{x}}} E \left[ \left( L(\tilde{N}(t + \tau), \tilde{X}(t + \tau)) - L(\tilde{N}(t), \tilde{X}(t)) \right) \mid \tilde{N}(t) = \tilde{n}, \tilde{X}(t) = \tilde{x} \right].
\]

\( D(\tilde{n}, \tilde{x}) \) is called drift in state \( n \). We would like to show that there exists a positive integer \( K \) and positive constant \( \epsilon \) such that

\[
D(\tilde{n}, \tilde{x}) \leq -\epsilon \quad \forall (\tilde{n}, \tilde{x}) s.t. \max(|\tilde{n}|, x) \geq K.
\]

Let for each \( s \in S \) and \( z \in \mathcal{Y} \) let

\[
\nu_{s,z}^* = \{ x \min_{c \in C} \sum_{z} \mu_{s,c} + \sum_{z} \max_{y \in \mathcal{Y} \setminus \{z\}} w_{s,z}(\tilde{n}, x) \} 1_{\{ z \in B_s(\tilde{n}) \}} \frac{1}{|B_s(\tilde{n})|}.
\]
Then, one can check that
\[
\frac{1}{\tau_n, \bar{x}} \mathbb{E} \left[ \tilde{N}_z(t + \tau)^2 - \tilde{N}_z(t)^2 | \tilde{N}(t) = \tilde{n}, \tilde{X}(t) = \bar{x} \right]
\]
\[
= (2\tilde{n}_z + 1) \left( \lambda \pi_z + \sum_{s \in S} \sum_{z' \in \phi^{-1}_z(z) \cap \mathcal{Y}} \nu^*_s z, \psi_s(z') \right) + (-2\tilde{n}_z + 1) \sum_s \nu^*_s.
\]
(8.15)

Further, let

\[
\nu^* = 1 \{ x \min_{c \in C} \sum_z \mu_z \psi_s(z) > \sum_z \mu_z \max_{z \in Y, a > 0} w_{z, z}(n, x) \}.
\]

Then, we have that

\[
\frac{1}{\tau_n, \bar{x}} \mathbb{E} \left[ X(t + \tau)^2 - X(t)^2 | \tilde{N}(t) = \tilde{n}, \tilde{X}(t) = \bar{x} \right]
\]
\[
\leq (2x + 1) \sum_{z \in \mathcal{Y}} \left( \lambda \pi_z + \sum_{s \in S} \sum_{z' \in \phi^{-1}_z(z) \cap \mathcal{Y}} \nu^*_s z, \psi_s(z') \right) + (-2x + 1) \nu^* \min_c \sum_s \mu_s p_{s, c}
\]

Thus, we get

\[
D(\tilde{n}, \tilde{x}) \leq \sum_{z \in \mathcal{Y}} (2\tilde{n}_z + 1) \left( \lambda \pi_z + \sum_{s \in S} \sum_{z' \in \phi^{-1}_z(z) \cap \mathcal{Y}} \nu^*_s z, \psi_s(z') \right) + (-2\tilde{n}_z + 1) \sum_s \mu_s \nu^*_s
\]
\[
+ (2x + 1) \sum_{z \in \mathcal{Z} \setminus \mathcal{Y}} \left( \lambda \pi_z + \sum_{s \in S} \sum_{z' \in \phi^{-1}_z(z) \cap \mathcal{Y}} \nu^*_s z, \psi_s(z') \right) + (-2x + 1) \nu^* \min_c \sum_s \mu_s p_{s, c}.
\]

Upon arranging terms, we obtain

\[
D(\tilde{n}, \tilde{x}) \leq \sum_{z \in \mathcal{Y}} 2\tilde{n}_z \left( \lambda \pi_z + \sum_{s \in S} \sum_{z' \in \phi^{-1}_z(z) \cap \mathcal{Y}} \nu^*_s z, \psi_s(z') - \sum_s \nu^*_s z, \psi_s(z') \right)
\]
\[
+ 2x \left( \sum_{z \in \mathcal{Z} \setminus \mathcal{Y}} \left( \lambda \pi_z + \sum_{s \in S} \sum_{z' \in \phi^{-1}_z(z) \cap \mathcal{Y}} \nu^*_s z, \psi_s(z') \right) - \nu^* \min_c \sum_s \mu_s p_{s, c} \right)
\]
\[
+ \left( \lambda + \sum_{z \in \mathcal{Z}} \sum_{s \in S} \sum_{z' \in \phi^{-1}_z(z) \cap \mathcal{Y}} \nu^*_s z, \psi_s(z') + \sum_{z \in \mathcal{Y}} \sum_s \nu^*_s z, \psi_s(z') + \nu^* \min_c \sum_s \mu_s p_{s, c} \right)
\]

The last of the above three terms can be bounded by a constant, say \(\alpha_1 = 10 \sum_s \mu_s\). For each \(s \in S\) and \(z \in \mathcal{Y}\) let \(\tilde{\nu}^*_s z = (\mu_s - 3\delta_s / 4) \nu^*_s z + (\delta_s / 4) \nu^*_s z\). Further,
Let \( \nu^* = \min_s (\mu_s - 3\delta_s/4)p_{s,v}^* \) and \( \tilde{\nu}^* = \min_s (\delta_s/4)p_{s,v}^* \). Then,

\[
D(\tilde{n}, \tilde{x}) \leq \sum_{z \in \mathcal{Y}} 2\tilde{n}_z \left( \lambda \pi_z + \sum_{s \in \mathcal{S}} \sum_{z' \in \phi_s^{-1}(z) \cap \mathcal{Y}} \tilde{\nu}_{s,z}^* \psi_s(z') - \sum_s \tilde{\nu}_{s,z}^* \right) \\
+ 2x \left( \sum_{z \in \tilde{\mathcal{Z}} \setminus \mathcal{Y}} \lambda \pi_z + \sum_{s \in \mathcal{S}} \sum_{z' \in \phi_s^{-1}(z) \cap \mathcal{Y}} \tilde{\nu}_{s,z}^* \psi_s(z') - \tilde{\nu}^* \right) + \alpha_1 \\
+ \sum_{z \in \mathcal{Y}} \sum_{s \in \mathcal{S}} \sum_{z' \in \phi_s^{-1}(z) \cap \mathcal{Y}} \tilde{\nu}_{s,z}^* \psi_s(z') - \sum_s \tilde{\nu}_{s,z}^* + 2x \left( \sum_{s \in \mathcal{S}} \sum_{z' \in \phi_s^{-1}(z) \cap \mathcal{Y}} \tilde{\nu}_{s,z}^* \psi_s(z') - \tilde{\nu}^* \right)
\]

Consider the following lemma. Its proof is given in Section 8.9.4.

**Lemma 8.9.3.** Recall the \( \{\nu_{s,z}\}_{s,z} \) as postulated by the theorem. For \( \Theta = \{\theta_{s,z}\}_{s \in \mathcal{S}, z \in \mathcal{Y}} \cup \theta \), where \( \theta \) and \( \theta_{s,z} \) for each \( s, z \) are reals, let

\[
f(\Theta) = \sum_{z \in \mathcal{Y}} 2\tilde{n}_z \left( \lambda \pi_z + \sum_{s \in \mathcal{S}} \sum_{z' \in \phi_s^{-1}(z) \cap \mathcal{Y}} \theta_{s,z} \psi_s(z') - \sum_s \theta_{s,z} \right) \\
+ 2x \left( \sum_{z \in \tilde{\mathcal{Z}} \setminus \mathcal{Y}} \lambda \pi_z + \sum_{s \in \mathcal{S}} \sum_{z' \in \phi_s^{-1}(z) \cap \mathcal{Y}} \theta_{s,z} \psi_s(z') - \theta \right).
\]

Then,

\[
f(\{\tilde{\nu}_{s,z}\}_{s \in \mathcal{S}, z \in \mathcal{Y} \cup \tilde{\nu}^*}) \leq f(\{\nu_{s,z}\}_{s \in \mathcal{S}, z \in \mathcal{Y} \cup \{\min_s \delta_s/4\}}).
\]

From definition of \( \nu_{s,z} \), we get that the first term in \( f(\{\nu_{s,z}\}_{s \in \mathcal{S}, z \in \mathcal{Y} \cup \{\min_s \delta_s/4\}}) \) is equal to 0 and that the second term is less than or equal to 0.

Thus, we obtain

\[
D(\tilde{n}, \tilde{x}) \leq \alpha_1 + \sum_{z \in \mathcal{Y}} 2\tilde{n}_z \left( \sum_{s \in \mathcal{S}} \sum_{z' \in \phi_s^{-1}(z) \cap \mathcal{Y}} \tilde{\nu}_{s,z}^* \psi_s(z') - \sum_s \tilde{\nu}_{s,z}^* \right) \\
+ 2x \left( \sum_{s \in \mathcal{S}} \sum_{z' \in \phi_s^{-1}(z) \cap \mathcal{Y}} \tilde{\nu}_{s,z}^* \psi_s(z') - \tilde{\nu}^* \right).
\]

Rearranging, we get

\[
D(\tilde{n}, \tilde{x}) \leq \alpha_1 - 2 \sum_{s \in \mathcal{S}} \sum_{z \in \mathcal{Y} \setminus \phi_s(z) \in \mathcal{Y}} \tilde{\nu}_{s,z}^* (\tilde{n}_z - \psi_s(z)\tilde{n}_{\phi_s(z)}) \\
- 2 \sum_{s \in \mathcal{S}} \sum_{z \in \mathcal{Y} \setminus \phi_s(z) \in \mathcal{Y}} \tilde{\nu}_{s,z}^* (\tilde{n}_z - \psi_s(z)X) - 2x\tilde{\nu}^*.
\]

Fix \( \epsilon > 0 \). We now show that there exist a positive integer \( K \) such that if \( x > K \) or if \( |\tilde{n}|_\infty > K \) then \( D(\tilde{n}, \tilde{x}) \leq -\epsilon \). Upon rearranging terms, we obtain
\[ D(\tilde{n}, \bar{x}) \leq \alpha_1 - 2 \sum_{s \in S} \sum_{z \in \mathcal{Y}: \phi_s(z) \in \mathcal{Y}} \tilde{\nu}_{s,z}^* \left( \tilde{n}_s - \psi_s(z) \tilde{n}_{\phi_s(z)} \right) \]
\[ - 2 \sum_{s \in S} \sum_{z \in \mathcal{Y}: \phi_s(z) \in \mathcal{Z} \setminus \mathcal{Y}} \tilde{\nu}_{s,z}^* \left( \tilde{n}_s - \psi_s(z) \bar{x} \right) - 2x \bar{\nu}^* \]
\[ = \alpha_1 - 2 \sum_{s \in S} \sum_{z \in \mathcal{Y}} \tilde{\nu}_{s,z}^* w_{s,z}(\tilde{n}, x) - 2x \bar{\nu}^* \]
\[ \leq \alpha_1 - \max \left( 2 \sum_{s \in S} \sum_{z \in \mathcal{Y}} \tilde{\nu}_{s,z}^* w_{s,z}(\tilde{n}, x), 2x \bar{\nu}^* \right) \] (8.19)

Thus we get,
\[ D(\tilde{n}, \bar{x}) \leq \alpha_1 - x \min_{c \in C} \sum_{s \in S} \frac{\tilde{\nu}_s}{4} p_{s,c}. \]

Hence, for any \((\tilde{n}, x)\) such that \(x > (\alpha_1 + \epsilon) \min_{c \in C} \sum_{s \in S} \frac{\tilde{\nu}_s}{4} p_{s,c}\), we have \(D(\tilde{n}, \bar{x}) \leq -\epsilon\).

We also have that
\[ D(\tilde{n}, \bar{x}) \leq \alpha_1 - 2 \sum_{s \in S} \frac{\tilde{\nu}_s}{4} \max_{z \in \mathcal{Y}} w_{s,z}(\tilde{n}, x). \]

Thus,
\[ D(\tilde{n}, \bar{x}) \leq \alpha_1 - 2 \left( \min_{s \in S} \frac{\tilde{\nu}_s}{4} \right) \max_{z \in \mathcal{Y}} \max_{s \in S} w_{s,z}(\tilde{n}, x) \leq \alpha_1 - 2 \left( \min_{s \in S} \frac{\tilde{\nu}_s}{4} \right) \max_{s \in S} w_{s,z}(\tilde{n}, x). \]

Now suppose that \(x \leq \alpha_2 := (\alpha_1 + \epsilon) \min_{c \in C} \sum_{s \in S} \frac{\tilde{\nu}_s}{4} p_{s,c}\). Then, if we show that \(\max_{z \in \mathcal{Y}} \sum_{s \in S} w_{s,z}(\tilde{n}, x) \to \infty\) as \(|\tilde{n}|_\infty \to \infty\), then we have that \(D(\tilde{n}, \bar{x}) \leq -\epsilon\) a positive integer \(K'\) such that \(|\tilde{n}|_\infty > K'\). We now show that \(\sum_{s \in S} \max_{z \in \mathcal{Y}} w_{s,z}(\tilde{n}, x) \to \infty\) as \(|\tilde{n}|_\infty \to \infty\).

Let \(z^* = \arg \max_{z \in \mathcal{Y}} n_z\). Then we have
\[ \sum_{s \in S} w_{s,z^*}(\tilde{n}, x) \leq \sum_{s \in S} (n_{z^*} - \psi_s(z) \min(\alpha_2, n_{z^*})) = |S| n_{z^*} - \min(\alpha_2, n_{z^*}) \sum_s \psi_s(z) \]
which tends to infinity because
\[ \sum_s \psi_s(z) = \sum_s \sum_{c} z_c^*(1 - p_{s,c}) = |S| - \sum_s \sum_{c} z_c^* p_{s,c} \]
\[ \leq |S| - \max_c \sum_s z_c^* p_{s,c} \leq |S| - \max_c \min_s p_{s,c} \sum_s p_{s,c} \]
\[ \leq |S| - \frac{1}{|C|} \min_c \sum_s p_{s,c} \leq |S|. \]

Thus, there exist positive constants \(K\) and \(\epsilon\) such that if \(x > K\) or if \(|\tilde{n}|_\infty > K\) then \(D(\tilde{n}, \bar{x}) \leq -\epsilon\).

Let \(\mathcal{A} := \{ (\tilde{n}, \bar{x}) : \max(|\tilde{n}|_\infty, x) \leq K \}\). Then, using a version of Lyapunov-Foster Theorem from [116], we have that, from any state \((\tilde{n}, \bar{x})\) such that \(|\tilde{n}| + x < \infty\), the expected time to return to \(\mathcal{A}\), i.e., \(\tau_{\mathcal{A}}(\tilde{n}, \bar{x})\) is finite. Further,
\[ T := \sup_{(\tilde{n}, \bar{x}) \in \mathcal{A}} \tau_{\mathcal{A}}(\tilde{n}, \bar{x}) < \infty. \]
Thus, starting with any state in $\mathcal{A}$, we return to it in a finite expected time. We will be done if we show that expected time to return to state $(0, 0)$ is also finite. We do this as follows. Fix a constant $\beta > 0$. Since there exists $s$ such that $\min_c p_{s,c} > 0$, we have that for any interval of time of size $\beta$ the probability that no arrival happens in the this interval and that a task leaves the system is finite.

Suppose that system is in a state $(\bar{n}, \bar{x}) \in \mathcal{A}$ at time $t = 0$. Now consider renewal times $T_i, i = 0, 1, 2, \ldots$, where $T_0 = 0$ and for each $i > 0$, $T_i$ is defined as follows: $T_i$ is equal to $T_{i-1} + \beta$ if indeed no arrival happens and a task leaves the system in the interval $[T_{i-1}, T_i)$, else $T_i$ is the first time of return to $\mathcal{A}$ after $T_{i-1}$. Clearly $E[T_i] < \infty$ since $T$ as defined above is finite. Further the probability that a task leaves the system in time $T_i - T_{i-1}$ is non-zero, say $\alpha$. Thus, the time for the system emptying after first reaching $\mathcal{A}$ can be upper-bounded by a sum of $K$ geometric random variables with rate $\alpha$. Thus expected time to return to state $(0, 0)$ is finite. Hence, the system is stable.

Now suppose that the system is stable. Then, the necessary conditions can be shown to hold by the ergodicity of the system, and letting $\nu_{s,z}$ for each $s, z$ to be the long-term fraction of times a server $s$ attempts a task in $N_z$.

8.9.4 Proof of Lemma 8.9.3

Upon rearrangement of terms in the expression of $f(\Theta)$ we obtain

$$f(\Theta)/2 = -\sum_s \sum_{z \in \mathcal{Y} : \phi_i(z) \in \mathcal{Y}} \theta_{s,z}(n_z - \psi_{s}(z') n_{\phi_i(z)}) - \sum_s \sum_{z \in \mathcal{Y} : \phi_i(z) \not\in \mathcal{Y}} \theta_{s,z}(n_z - \psi_{s}(z') x) - x \theta.$$

By using the definition of weights $w_{s,z}$, we obtain

$$f(\Theta)/2 = -\sum_s \sum_{z \in \mathcal{Y}} \theta_{s,z} w_{s,z}(\bar{n}, x) - x \theta \geq -\sum_s \left( \max_{z \in \mathcal{Y}} w_{s,z}(\bar{n}, x) \right) \sum_{z \in \mathcal{Y}} \theta_{s,z} - x \theta.$$

Thus,

$$f(\nu_{s,z})_{s \in S, z \in \mathcal{Y} \cup \{\min \delta_s / 4\}} / 2$$

$$\geq -\sum_s \left( \max_{z \in \mathcal{Y}} w_{s,z}(\bar{n}, x) \right) \sum_{z \in \mathcal{Y}} \nu_{s,z} - x \min_c \sum_{s \in S} (\delta_s / 4) p_{s,c}$$

$$\geq -\sum_s (\mu_s - \delta_s / 2) \max_{z \in \mathcal{Y}} w_{s,z}(\bar{n}, x) - x \min_c \sum_{s \in S} (\delta_s / 4) p_{s,c}$$

$$\geq 1\{\sum_s \max_{z \in \mathcal{Y}} w_{s,z}(\bar{n}, x)(\mu_s - 3\delta_s / 4) \geq x(\min_c \sum_s (\mu_s - 3\delta_s / 4) p_{s,c})\} \sum_s \max_{z \in \mathcal{Y}} w_{s,z}(\bar{n}, x)(\mu_s - 3\delta_s / 4)$$

$$- 1\{\sum_s \max_{z \in \mathcal{Y}} w_{s,z}(\bar{n}, x)(\mu_s - 3\delta_s / 4) < x(\min_c \sum_s (\mu_s - 3\delta_s / 4) p_{s,c})\} x \min_c \sum_s (\mu_s - 3\delta_s / 4) p_{s,c}$$

$$= f(\nu_{s,z}^*)_{s \in S, z \in \mathcal{Y} \cup \hat{\nu}^*} / 2.$$

Hence, the lemma holds.\hfill$\blacksquare$
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Appendix A

Algebraic Preliminaries

We shall make use of the following fact about the spectral radius:

**Lemma A.0.4.** If $|X| \leq Y$ holds entry-wise for two real symmetric matrices $X$ and $Y$, then

$$\rho(X) \leq \rho(Y).$$

**Proof.** Due to the Rayleigh-Ritz theorem, we have

$$\rho(X) = \max_{||z||=1} ||Xz||.$$

Hence,

$$\rho(X) = \max_{||z||=1} ||Xz|| \leq \max_{||z||=1} ||Yz|| = \rho(Y).$$

The following lemma could be of independent interest as a simple alternative to the commonly used David-Kahan theorem:

**Lemma A.0.5.** Let $A, \delta A$ be two $n \times n$ symmetric matrices. Let $\lambda_1 \geq \ldots \geq \lambda_n$ be the eigenvalues of $A + \delta A$ and $\mu_1 \geq \ldots \geq \mu_n$ be the eigenvalues of $A$. Let $\Delta = \min\{|\mu_i - \mu_j|: \mu_i \neq \mu_j, \mu_i, \mu_j \text{ eigenvalue of } A\}$. Assume that $\rho(\delta A) < \frac{\Delta}{2}$. Let $v_i$ be a normed eigenvector of $A + \delta A$ corresponding to eigenvalue $\lambda_i$, for any $i = 1, \ldots, n$. Then,

1. $|\lambda_i - \mu_i| \leq \rho(\delta A),$

2. the dimension of the eigenspace $E_i$ of $A + \delta A$ corresponding to the eigenvalue $\lambda_i$ is no larger than the dimension of the eigenspace of $A$ corresponding to the eigenvalue $\mu_i$,

3. there exists a normed eigenvector $\hat{v}_i$ of $A$ corresponding to eigenvalue $\mu_i$ such that

$$v_i \cdot \hat{v}_i \geq \sqrt{1 - \left(\frac{\rho(\delta A)}{\Delta/2}\right)^2}.$$

**Proof.** (i) is due to Weyl’s inequality (see for instance [58]).

To prove (ii), let $d$ be the dimension of $E_i$ and write $\lambda_i = \lambda_{i+1} = \cdots = \lambda_{i+d-1}$. Since $|\lambda_i - \mu_i| \leq \rho(\delta A)$, we have $|\mu_i - \mu_{i+1}| \leq 2\rho(\delta A) < \Delta$. Thus $\mu_i = \mu_{i+1}$, and similarly for the other eigenvalues.
To prove (iii), we start with some notation: Let \( m \) be the number of distinct eigenvalues of \( A \), denote those distinct numbers as \( \gamma_1 > \cdots > \gamma_m \). Define \( S_i = \{ u \in \{1, \ldots, n\} : \mu_u = \gamma_i \} \), the set of indices of eigenvalues that are all equal to \( \gamma_i \). For \( u \in \{1, \ldots, n\} \), define \( \tau_u \in \{1, \ldots, m\} \) as the unique index such that \( u \in S_{\tau_u} \). Write

\[
v_i = \sum_j \alpha_j w_j,
\]

where \( \{w_j\}_j \) are orthonormal eigenvectors of \( A \) with associated eigenvalues \( \{\mu_j\}_j \). Then,

\[
(A + \delta A)v_i = \sum_j \alpha_j \mu_j w_j + (\delta A)v_i.
\]

Hence,

\[
(\delta A)v_i = \sum_{j \notin S_{\tau_i}} \alpha_j (\lambda_i - \mu_j) w_j + \sum_{j \in S_{\tau_i}} \alpha_j (\lambda_i - \mu_j) w_i.
\]

Taking norms on both sides,

\[
(\rho(\delta A))^2 \geq \sum_{j \notin S_{\tau_i}} \alpha_j^2 (\lambda_i - \mu_j)^2 \geq \sum_{j \notin S_{\tau_i}} \alpha_j^2 (\Delta - \Delta/2)^2 = \left(1 - \sum_{j \notin S_{\tau_i}} \alpha_j^2\right)(\Delta/2)^2,
\]

because, by definition \( |\mu_i - \mu_j| \geq \Delta \) if \( \tau_i \neq \tau_j \), and our observation \( |\lambda_i - \mu_i| \leq \rho(\delta A) < \Delta/2 \). Put

\[
\hat{v}_i = \frac{1}{\sqrt{\sum_{j \in S_{\tau_i}} \alpha_j^2}} \sum_{j \in S_{\tau_i}} \alpha_j w_j,
\]

then

\[
v_i \cdot \hat{v}_i = \sum_{j \in S_{\tau_i}} \alpha_j^2 \geq 1 - \left(\frac{\rho(\delta A)}{\Delta/2}\right)^2.
\]

\(\Box\)

**Lemma A.0.6.** Consider a square \( n \times n \) symmetric zero-diagonal random matrix \( A \) such that its elements \( A_{uv} = A_{vu} \) are independent Bernoulli random variables with parameters

\[
E[A_{uv}] = a_{uv} \frac{\hat{\omega}(n)}{n},
\]

where the \( a_{uv} \) are constants independent of \( n \) and \( \hat{\omega}(n) = \Omega(\log(n)) \). Then, with probability larger than \( 1 - O\left(\frac{1}{n^2}\right) \), the spectral radius of \( A - E[A] \) satisfies

\[
\rho(A - E[A]) \leq O\left(\sqrt{\hat{\omega}(n)}\right).
\]

**Proof.** This is precisely Lemma 2 in [115], where we quantified the term with high probability. We did this by choosing \( c_1 > 3 \) in its proof. Note that the latter proof builds further on results by Feige and Ofek [42]. \(\Box\)

**Lemma A.0.7** (Bernstein’s inequality). Let \( X_1, \ldots, X_n \) be zero-mean independent random variables all bounded from above by one. Put \( \sigma^2 = \frac{1}{n} \sum_{u=1}^n \text{var}(X_u) \). Then,

\[
P\left(\frac{1}{n} \sum_{u=1}^n X_u > \epsilon\right) \leq \exp\left(-\frac{n\epsilon^2}{2(\sigma^2 + \epsilon/3)}\right).
\]

Note that Bernstein’s lemma can easily be extended to the case of non-centred random variables.
Résumé

Dans cette thèse, nous étudions deux problèmes d’apprentissage automatique: (I) la détection des communautés et (II) l’appariement adaptatif.

I) Il est bien connu que beaucoup de réseaux ont une structure en communautés. La détection de ces communautés nous aide à comprendre et exploiter des réseaux de tout genre. Cette thèse considère principalement la détection des communautés par des méthodes spectrales utilisant des vecteurs propres associés à des matrices choisies avec soin. Nous faisons une analyse de leur performance sur des graphes artificiels. Au lieu du modèle classique connu sous le nom de « Stochastic Block Model » (dans lequel les degrés sont homogènes) nous considérons un modèle où les degrés sont plus variables: le « Degree-Corrected Stochastic Block Model » (DC-SBM). Dans ce modèle les degrés de tous les noeuds sont pondérés - ce qui permet de générer des suites des degrés hétérogènes. Nous étudions ce modèle dans deux régimes: le régime dense et le régime « épar ». Dans le régime dense, nous prouvons qu’un algorithme basé sur une matrice d’adjacence normalisée réussit à classifier correctement tous les noeuds sauf une fraction négligeable. Dans le régime épars il existe un seuil en termes de paramètres du modèle en-dessous lequel n’importe quel algorithme échoue par manque d’information. En revanche, nous prouvons qu’un algorithme utilisant la matrice « non-backtracking » réussit jusqu’au seuil - cette méthode est donc très robuste. Pour montrer cela nous caractérisons le spectre des graphes qui sont générés selon un DC-SBM dans son régime épars. Nous concluons cette partie par des tests sur des réseaux sociaux.

II) Les marchés d’intermédiation en ligne tels que des plateformes de Question-Réponse et des plateformes de recrutement nécessitent un appariement basé sur une information incomplète des deux parties. Nous développons un modèle de système d’appariement entre tâches et serveurs représentant le comportement de telles plateformes. Pour ce modèle nous donnons une condition nécessaire et suffisante pour que le système puisse gérer un certain flux de tâches. Nous introduisons également une politique de « back-pressure » sous lequel le débit gérable par le système est maximal. Nous prouvons que cette politique atteint un débit strictement plus grand qu’une politique naturelle « glouton ». Nous concluons en validant nos résultats théoriques avec des simulations entrainées par des données de la plateforme Stack-Overflow.
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Abstract

In this thesis, we study two problems of machine learning: (I) community detection and (II) adaptive matching.

I) It is well-known that many networks exhibit a community structure. Finding those communities helps us understand and exploit general networks. In this thesis we focus on community detection using so-called spectral methods based on the eigenvectors of carefully chosen matrices. We analyse their performance on artificially generated benchmark graphs. Instead of the classical Stochastic Block Model (which does not allow for much degree-heterogeneity), we consider a Degree-Corrected Stochastic Block Model (DC-SBM) with weighted vertices, that is able to generate a wide class of degree sequences. We consider this model in both a dense and sparse regime. In the dense regime, we show that an algorithm based on a suitably normalized adjacency matrix correctly classifies all but a vanishing fraction of the nodes. In the sparse regime, we show that the availability of only a small amount of information entails the existence of an information-theoretic threshold below which no algorithm performs better than random guess. On the positive side, we show that an algorithm based on the non-backtracking matrix works all the way down to the detectability threshold in the sparse regime, showing the robustness of the algorithm. This follows after a precise characterization of the non-backtracking spectrum of sparse DC-SBM’s. We further perform tests on well-known real networks.

II) Online two-sided matching markets such as Q&A forums and online labour platforms critically rely on the ability to propose adequate matches based on imperfect knowledge of the two parties to be matched. We develop a model of a task / server matching system describing platform operation in the presence of such uncertainty. For this model, we give a necessary and sufficient condition for an incoming stream of tasks to be manageable by the system. We further identify a so-called back-pressure policy under which the throughput that the system can handle is maximal. We show that this policy achieves strictly larger throughput than a natural greedy policy. Finally, we validate our model and confirm our theoretical findings with experiments based on user-contributed content on an online platform.
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