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Abstract

This thesis investigates convolutional neural networks for visual recognition. Recent
convolutional neural networks have demonstrated excellent performance for a vari-
ety of recognition tasks but typically require large amounts of manually annotated
training data to perform well. This data is often costly to annotate and may intro-
duce unwanted biases. In this thesis we investigate different ways how to reduce the
amount and complexity of required training supervision.

In our first contribution, we propose a transfer learning approach with a convo-
lutional neural network for object classification. We first learn mid-level features on
the large ImageNet dataset during a pre-training phase, then we use the parameters
to initialize another network designed for a smaller-scale task, where less training
data is available. We show, first, that the image representations can be efficiently
transferred to other visual recognition tasks, and second, that these representations
lead to higher performance when more data is used for pre-training. We demonstrate
that the proposed approach outperforms state-of-the-art on the Pascal VOC image
classification task.

In our second contribution, we investigate weakly supervised learning for object
recognition. We use the fact that for classification, convolutional neural networks
tend to take decisions based on the most distinctive parts of objects. This allows
us to build a network that can predict the location of objects, based on a weakly
annotated dataset indicating only the presence or absence of objects but not their
location in images. We demonstrate that our approach improves the state-of-the-
art on the Pascal VOC image classification task, performing on par with methods
requiring full object-level supervision.

In our third contribution, we look at possible paths for progress in unsupervised
learning with neural networks. We study the recent Generative Adversarial Networks;
these architectures learn distributions of images and generate new samples, but the
evaluation which learned model is better than others is difficult. We propose a two-
sample test method for this evaluation problem, allowing us to perform a first level
of model selection. We investigate possible links between Generative Adversarial
Networks and concepts related to causality, and propose a two-sample test method
for the task of causal discovery, outperforming the state of the art. Finally, building
on a recent connection with optimal transport, we investigate what these generative
algorithms are learning from unlabeled data.






Résumé

Dans cette thése nous étudions les réseaux de neurones a convolution dans les sys-
temes de reconnaissance visuelle. Les réseaux de neurones a convolution récents ont
d’excellentes performances pour une grande variété de taches de reconnaissance, mais
requiérent une grande quantité de données d’entrainement, annotées manuellement,
pour révéler leur potentiel. Obtenir des données est une opération souvent cotiteuse,
et qui peut introduire des biais. Dans cette thése nous étudions différentes maniies
de réduire la quantité et la compléxité de la supervision.

Notre premiére contribution est une méthode de transfert d’apprentissage dans les
réseaux a convolution pour la classification d’image. Nous apprenons des représen-
tations intermédiaires sur la base de données ImageNet pendant une phase de pré-
entrainement, puis utilisons les paramétres appris pour initialiser un réseau concu
pour une autre tache avec moins de données. Nous montrons d’abord que ces représen-
tations sont assez générales pour etre utilisées sur d’autres taches, et meilleures lorsque
le pré-entrainement est réalisé avec plus de données. Ceci nous a permis d’améliorer
I’état de l'art en classification d’image sur la base de données Pascal VOC.

Notre deuxiéme contribution est une approche faiblement supervisé, tirant parti
du fait que les réseaux a convolution prennent, pour la classification, des décisions
basées sur les parties les plus informatives des objets. Ceci nous a permis de créer un
systéme pouvant predire la localisation des objets en utilisant lors de I’entrainement,
seulement 'indication de la présence ou ’absence des objets dans les images, et non
leur position. Nous montrons que ce systéme améliore 1’état de ’art en classification
d’image sur Pascal VOC, avec des résultats comparables & ceux des systémes disposant
de la position des objects.

Dans notre troisiéme contribution, nous cherchons des pistes de progression en
apprentissage non-supervisé. Nous étudions ’algorithme récent des réseaux générat-
ifs adversariaux; ces architectures apprennent des distributions d’images et générent
de nouveaux exemples, mais 1’évaluation d’un modéle appris est difficile. Nous pro-
posons d’utiliser un test statistique pour ce probléme, qui permet un premier filtrage
des modeles. Nous étudions ensuite le probléme de la causalité avec des réseaux
génératifs, et proposons d’utiliser un test statistique pour la découverte causale. Fi-
nalement, grace a un lien établi récemment avec les problémes de transport optimal,
nous étudions ce que ces réseaux apprennent des données dans le cas non-supervisé.
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Chapter 1

Introduction

1.1 Motivation

The amount of visual data available online, thanks to readily available phone cameras,
social networks, image and video hosting services, keeps growing faster and faster.
Millions of pictures are uploaded by humans every single day.! The goal of visual
recognition is to develop algorithms and methods able to understand the content of
all the visual data surrounding us.

With people carrying powerful computers in their pockets, visual recognition has
practical applications outside of research labs, in the everyday life. But while it
is easy to find more information on something when we know its name thanks to
Internet, what happens when we don’t? Visual recognition tools give access to more
knowledge, by allowing to recognize objects such as animals, plants, or buildings for
example, only with pictures using tools such as Google Reverse Image Search on a
smartphone.

Because it is fully automatized, visual recognition is also well-suited for security
purposes. For instance, millions of hours of footage are produced daily by surveillance
cameras, and there is not enough human capacity to monitor all of it and recognize

sequences of interest. Similarly, automatizing baggage screening with computer vision

In 2013, 350 million pictures were uploaded on Facebook every day.http://www.
businessinsider.com/facebook-350-million-photos-each-day-2013-9

15


http://www.businessinsider.com/facebook-350-million-photos-each-day-2013-9
http://www.businessinsider.com/facebook-350-million-photos-each-day-2013-9

could possibly speed up the whole process of checking for hazardous objects.

Moreover, computers are able to see things that human eyes sometimes cannot
see. This has important consequences for medical applications, as an algorithm may
be able to detect illnesses in medical images earlier in time than a doctor. This could
lead to better treatment, and more lives saved. More generally, if we want to build
an intelligent machine capable of reasoning about its surrounding environment, we

want it to understand what it sees.

There are plenty of possible applications to visual recognition technology. But
understanding the content of images is extremely challenging, as it requires such

systems to deal with variations present in visual data, that we discuss next.

1.2 Challenges

When observing pictures, humans are able to understand their content and ignore
imaging conditions such as changes in the point of view or lighting, occlusions or
truncations, as well as cluttered environments. Our perception of an image tends to
be invariant to these changes. In data, these changes are additional modes of variation
against which robustness needs to be implemented in a recognition algorithm. When
trying to recognize objects, an algorithm needs to address several problems such as

illustrated in the examples below.

Viewpoint and imaging conditions. Depending on how a picture was taken,
objects can have different appearance in an image. We show an example in Figure
1-1. A visual recognizer should be able to recognize a chair from different points of

view, e.g. a close-up view, or from the top, or from afar.

Lighting conditions. If the light is a little dimmer in a picture, an algorithm
should still be able to recognize the objects that are present. Recognition should be

invariant to lighting conditions, ideally.
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Figure 1-1: Variability in imaging conditions. These chairs can have unusual ap-
pearance, in particular the middle example seen from above. Images from the Pascal
VOC dataset (Everingham et al. [2010]).

Figure 1-2: Variability in size, occlusion and truncation: in these images, examples of
bicycles can appear partly hidden. Bounding boxes, describing the extent of objects
in the images, are shown in yellow. Images from the Pascal VOC dataset (Fveringham
et al. [2010]).

personTruncOce

Figure 1-3: Deformation variability. Animals such as cats can appear in various
shapes and poses, adding more difficulty. Images from the Pascal VOC dataset (I2v-
eringham et al. [2010]).

Figure 1-4: Intra-class variability. These examples of motorbikes seen from similar
points-of-view, can present large differences in appearance while corresponding to the
same class or category of objects. Images from the Pascal VOC dataset (Fveringham
et al. [2010]).
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Occlusions. Some parts of objects may be hidden behind another object, as we
show in Figure 1-2. These make objects more difficult to recognize, as only some
parts of them are visible. When the configuration of an object is such that it partly

occludes itself, we talk about self-occlusion.

Background clutter. Inimages, objects are not necessarily on a clean background,

and other elements in the background may possibly distract a visual recognizer.

Deformations. This mode of variation happens more in the case of animals, that
can be seen in a variety of poses. We show the example of cats in Figure 1-3, but this

is especially true for humans as well.

Intra-class variability. In the data, objects belonging to a same category can still
present large differences in appearance. While the nature of the objects can be the
same, some parts may look different, as we show on motorbikes in Figure 1-4. This is
known as intra-class variability and is a consequence of human decisions: it depends

on how the data is labeled by annotators.

Some of the invariances mentioned above can be quite complex, and in order to
build robustness against them, methods rely on empirical approaches, using machine

learning as we will discuss next.

1.3 Visual recognition as a machine learning task

The different modes of variation in images can be difficult to express formally. There-
fore, machine learning methods are used to learn these modes of variation from la-

belled data. In visual recognition, image classification is a base building block.

Image classification. Let us take a look at a simple dog vs. cat classification task.
Given an image, the task consists of determining whether an image contains a cat or

a dog. We can solve the task in Figure 1-5 because we can rely on appearance;
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Figure 1-5: Example of a classification task : the goal here is to train an algorithm
to predict whether an image contains a cat or a dog.

Figure 1-6: An application of classification: Automatic Alternative Text, describing
images by listing what concepts are present, for the visually impaired.

intuitively, heads of dogs show similar patterns, and heads of cats show similar pat-
terns, but dogs and cats look different. Learning algorithms, given enough examples
of cats and dogs, will eventually become able to discriminate between the two. In
2017, data is plenty and algorithms for image classification are mature enough to
run corresponding applications at a large scale. For example, Automatic Alternative
Text?, developed by Facebook and shown in Figure 1-6, uses classification to describe
which objects or concepts are present in images, in order to improve the experience

for the visually impaired.

2https://code.facebook.com/posts/457605107772545/
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Convolutional neural networks. Among these machine learning approaches for
computer vision, convolutional neural networks have recently attracted attention be-
cause of their great performance for visual recognition, outperforming all alternatives
as we will describe in Chapter 2. These algorithms, invented in the '80s, will be the

main focus of this thesis.

The issue of interactions with objects. Let’s assume an image classification
algorithm let us find images that contain a person and a phone. At that point it is
quite possible that the person is using a phone, as we show in Figure 1-7. However,
one may be interested in answering a more precise question, such as: is this person

phoning, texting or taking a picture?

Figure 1-7: Recognizing interactions with objects is one step beyond object recogni-
tion, and we are now interested in how a person interacts with an object.

Solving this task should be possible as well, but may require interpreting more
subtle cues, such as the positioning of the hands on the phone, the relative position

of the phone to the head. Knowledge of the presence or absence of a phone is not
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sufficient anymore to provide an answer, and therefore we need more data to capture
the corresponding patterns. However, since it is possible for a person to interact
in different ways with a given object, the number of possible actions grows quicker
than the number of different objects: this means that solving this task may require
more data. In general, algorithms deliver higher performance on tasks when trained
with more data. And for more difficult tasks, more data is necessary to obtain good

performance. But data is in general not readily available as we discuss next.

The cost of data collection. In order to be exploited by current algorithms,
images need to be annotated to provide supervision to the machine. In the supervised
learning context, an input is provided to an algorithm as well as the desired output.
This means that the limit on the complexity of tasks that we can solve is set by
how difficult it is to annotate data, keeping in mind that it gets harder to reach
human agreement (labeling consistency across examples) for more abstract tasks.
One possible issue is the granularity of labeling; for example, should an example be
labeled as cooking, chopping onions, or both ?

While the presence of more data should be beneficial to cover the different modes
of variability of images, obtaining data has a cost. In the current supervised learn-
ing paradigm, the only recognition tasks that can be addressed are the ones for
which there is enough human agreement to crowdsource data collection efficiently. In
crowdsourcing applications such as Amazon Mechanical Turk, an annotation task is
proposed to a worker in exchange for a small amount of money. If the task is difficult
then annotating an example costs more. To decrease that cost, one can consider tasks
for which smaller amounts of data are necessary, or for which data collection is easier.

The cost of data is one of our main concerns; some tasks, such as recognizing the
presence of objects, can be solved with high enough performance to be deployed at
a large scale in industrial applications. But more difficult tasks such as recognizing
interactions between humans with objects, may require too much data to be solved re-
liably. Therefore in this thesis we are interested in methods requiring less annotations

in the data. The hope is that if algorithms were able to learn from less annotations
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(or no annotations at all), they should have access to more data examples, and be

potentially able to solve more difficult tasks.

1.4 Goals of this thesis

Even though annotating data is an expensive and limited process it is still reasonable
in the case of objects, where human agreement is easy to obtain, allowing to build
large databases such as ImageNet ( [2015]) which appeared in 2009.
ImageNet provides a massive source of annotated data to the research community,
exceeding in size everything that was available before, and paving the way for new
algorithms. Building on this database, [ | demonstrated in 2012
how to use a dataset of a million images to train the largest neural network ever built
at that time, winning the 2012 ImageNet Large-Scale Visual Recognition Challenge
(ILSVRC-2012) by a large margin as we will describe in Chapter 2. Outperforming all
other methods, this work revealed the full potential of convolutional neural networks
for visual recognition, which will be the main focus of this thesis. But annotating and
using one million images may be too costly to collect for any given task, and neural

networks need a lot of data to perform well.

Transferring learned image representations. The first goal of this work is to
find how to obtain the performance of large neural networks on other visual recogni-
tion tasks, without paying the cost of annotating large datasets, nor spending time

building a working training setup from scratch.

Learning from weak supervision. The second goal of this work is to understand
how precise annotations should be in order to solve a task with a convolutional neural
network. The main question is whether data should be provided with the exact
answers that are expected from the algorithm afterwards, or if it is possible to design
a smarter algorithm, that can learn from less precise hints. Can we learn to localize

objects only using less expensive image-level annotations?
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Learning without manual supervision. Pushing this idea to the limit, we are
interested in which regularities are natively present in data, if these can be retrieved
only by observing data without any form of supervision, and if they can be useful for
training algorithms. This unsupervised learning is the holy Grail of machine learning;

our third goal is to explore this direction with convolutional neural networks.

1.5 Outline and contributions of this thesis

1.5.1 Outline

This manuscript contains six chapters including this introduction and a conclusion

chapter, and two technical background appendices.

Related work. In Chapter 2, we will present an overview of previously published
work related to our goals. The work of [ | on ImageNet, pub-
lished shortly before the beginning of this thesis, sparked great interest in neural
networks from the computer vision community. Therefore, we will review the fields
of visual recognition and neural networks, and illustrate the paradigm shift following
the ImageNet event. We will point out that already in the 90’s neural networks were
very close to their current form, awaiting the technology and data made available only
in the recent years to demonstrate their performance. Today, most state-of-the-art

visual recognition systems involve a neural network component.

Learning and transferring mid-level image representations. In Chapter 3
we will present our first contribution, the study of a procedure called "pre-training"
that leads to important improvements for many tasks in computer vision. The idea is
the following: we first train a large neural network on a task for which we have plenty
of data. Then, we show that the image representations learned by this network can
be efficiently transferred to other visual recognition tasks where less data is available,
leading to significant improvements. In particular, we show that the image represen-

tations lead to higher performance when the network is pre-trained with more data.
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This technique allows leveraging the power of very large and powerful neural net-
works to smaller-scale tasks involving natural images. Pre-training is now a standard
procedure in computer vision, eliminating the long process of training large networks

from scratch.

Weakly supervised learning. In Chapter 4 we will present our second contribu-
tion, the study of the behavior of neural networks in the context of weak supervision.
We observed that classification neural networks respond strongly to the most distinc-
tive parts of objects, such as the heads of cats and dogs, or the wheels of a car. We
extended this behavior to images and trained a neural network only with information
on the presence or absence of objects in images; we observed that the algorithm was
capable of retrieving the location of these objects, an information not available at
training time, by relying on statistical regularities present in the data. This setup is
an example showing it is possible for an algorithm to learn with less precise supervi-

sion than what was previously expected.

Unsupervised learning. In Chapter 5 the focus will be on unsupervised learn-
ing; first we will describe Generative Adversarial Networks (GANs,

[ ]), a recent class of generative models implemented as neural networks, that aim
at learning the distribution of a set of images to generate new samples. This method,
delivering appealing results, greatly increased the interest of the community on un-
supervised learning, and the corresponding field is now very active. In this chapter,
much more exploratory, our goal is to understand the underlying issues better and
also expose trails worthy of study on this problem. We investigate the GAN evalua-
tion problem and possible links with the concept of causality, for which we propose
the use of classifier-based statistical two-sample tests. We also investigate the difficult
subject of distances between distributions of images, related to GANs, and expose
insights on what these algorithms are learning building on recent work on optimal

transport.

24



Technical background. In addition to the main text, in Appendices A and B we
provide technical background covering the ma