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Abbreviations

Cell types:

ESC:embryonic stem cell

IPSC: induced pluripotent stem cell
HSC: hematopoietic stem cell

LMPP: lymphemyeloid primed prgenitor (also called lymphoid primed
progenitor)

CLP: common lymphoid progenitor

CMP: common myeloid progenitor

GMP: granulocytemacrophage progenitor
MEP: megakaryocyterythrocyte progenitor
Mac: macrophages

Gran: granulocytes

Techniques

RNA-seq: RNA @&ep sequencing

ChIP: chromatin immungrecipitation

ChlIP-seq: chromatin immunprecipitation followed by deep sequencing
ATAC-seq: assay for transposasmessible chromatin and sequencing
MNAse-seq: microccal nuclease sensitivity assay

3C: chromosome cdormation capture assay

4C: chromosome conformation capture combined with deep sequencing

CRE: cisregulatory element



Section 1: Introduction

1.1 Development and cell fate: historical
perspective

1.1.1 Epigenesis, the making of different cells

Multi-cellular organisms are made of different types of cells, which can
exhibit very different morphologies (in shape as well as in size) and fulfil
different functions. All these cells originate from a single cell fénglized
egg (or zygote), which dividesnd gives rise to all the cells in the body,
starting with the three embryonic tissues (or germ layers): the ectoderm,
which will form the skin and most of the nervous system; the endoderm,
which forms the lung, the pancreabge gastrointestinal tract another
organs; and the mesoderm, which forms the blood and muscles.

This process of cellular differentiation happémnerarchically, involving
first the specification of multipotent progenitors, which evolve into more
and more specified cells up to termliy differentiated ones. Once a cell
goes into one lineage, it becommsmmitted and cannot switch to another
cell type in normal conditions.

This process is also recapitulated in ti@meostasis of adult tissue
Cells have to be renewed on a ddilgsisto replace older ones oin
response to aggressmfe.g. in case of infection, lymphocytes expand and
proliferate) and haveao adapt to a change of environmental conditieng.
in case of a decreasem{ygen more red blood cells are produced).

Both processes have to tightly regulated: errors during development
can lead to anomalies like the absence of a cell type or body part
(Grieshammer et al., 1996Mutations affecting key regulators can also
affect adult tissues, and developmenmtelectsare often involved in cancer
(Hutchinson, 2008) Therefore understanding the mechanisms controlling
cell specification is of acial importance.

In 1893, 30 years before the discovery of DNA, August Weismann
proposed a theory linkingpigenesis(how different cell types are made)
andgenetics(how hereditary characters are transmit(@dgismann, 1893)

He proposed thathe substratum of the hereditary informatievhich he
called thegermplasm) was formed of functional entitiebipphorg, which
were the Rearers of the characters or qualities of céljsand that cell fate
commitment was achieved by the gradual Idsgemetic information during
development.

In the beginning of the 3 century, Thomas Hunt Morgan showed that
genes were carried on chromosomes, and further studies suggested that the
genetic information was not lost during cell specification. This ledr&b
Waddington to introduce the notion of thepigenetic landscape
(Waddington, 1957)where cell differentiation was reggented by a ball
rolling down from a hill into valleys, each one ultimately representing a
different celltype Figure . This landscaped is shaped ky c@mplicated
network of guy ropes which are attached to pegs in the gfutite pegs

1






1.1.2 Stem cells

The process of epigenesis is often depicted by a tree, going from a
totipotent egg to less and less multipotent progenitors, and leading to fully
differentiated cells. In 1877, Ernst Haeckel introduced the tstemCcelD
to describe the fertilized egg, comparingellular differentiation to the
emergence of new species during evoluidaeckel, 1877)

In 1964, Kleinsmith and Pierce isolated a cell line from an embryonic
carcinoma, which was capablé differentiating intothe 3 main embryonic
layers (ectoderm, mesoderm and endodeanylwas used as a model to
study early developmefileinsmith and Pierce, 1964)

In 1981, the firstembryonic stem cells(ESC9 were isolated from
mouse eplast (Evans and Kaufman, 1981; Martin, 198Pyotocols have
then been developed to trigger ESCs ddfdiation, first in aggregates
containing cells of the different lineages (called embryoid bodies), and then
into specific cell types. These systems became major tools fatiitig of
molecular mechanisms controlling plustency and cell differentiation.

Stem cells in adult tissueshave been particularly studied in the
hematopoietic system, mainly due to the accessibilitthefblood and
because irradiation ahice causes a complete depletion tbeir immune

cells In the early 7li) century, several samists hypothesized the existence

of adult hematopoietic stem cellstHSCs) (Maximow, 2009; Ramalho
Santos and Willenbring, 20073 small population of cells giving rise to all
blood cells such agmphocytes (B and T cells), myelocytes (macrophages,
granulocytes, etc.) and erythrocytes (red cells). This was proven true in the
early 1960s by Till and McCulloch, who demonstrated the existence of
HSCs able to restore the complete bone marrow of atedliindividuals
(Becker et al., 1963)Later on, adult stem cells have been identified in
virtually every tissues, including musdigauro, 1961) intestine(Barker et

al., 2012) and the central nervous systéhemple, 1989)

1.1.3 Cell fate reprogramming

Another approach to understand cell fate was to study its plasticity. In the
1950s, Briggs and King@riggs and King, 1957hypothesized that, if no
genetic information was lost during development, the madscabntained
in the cytoplasm of an enucleated totipotent cell should be able to reprogram
the nucleus of a somatic cell, a technique calledear transfer or cloning
(Figure 2A). Although Briggs and Kings were not able to obtain viable
individuals and ®©ncluded (wrongly) that some genetic information is
irreversibly lost during development, John Gurdon later managed to perform
successful cloning using another frog modeér{fopus laevisnstead of
Rana Pipienys and obtained viable, fertile adul(&urdon, 1962) thereby
proving that fully differentiated cell could be reprogrammed towards
totipotency.

In 1988, the lab oHarold Weintraub discovered that fibroblasts, when
subjected to the ectopic expression of a single gene coding for the
transcription factorMyoD, could be reprogrammed into muscle cell
(Tapscott et al., 1988)This experiment highlighted the importance of
transcription factors, one single protein being capable of reprogramming
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cell fate (as opposed to nuclear cloning were the whole cytoplasm of an egg
was used). It also confirms WaddtonOs view that cells could be taken
back up the epigenetic landscapke-differentiatior) or pushed over the

hills separating cell typesréns-differentiatior).

Many othertrans-differentiation caseshave beerreported(Graf and
Enver, 2009)One that will be presentaadl section 2.1 ishe reprogramming
of B cells into macrophagg$igure B), discoveredn the laboratry of
Thomas Graf in 2004 Xie et al., 2004) In this system, the ectopic
expression of the transcription factor CEBP/a in B lymphocytes can convert
them into macrophages, in apgimately one week. As B cells undergo a
re-arrangement of their DNA at the immunoglobulin locusOM gene
recombination), which can be verified by DNA sequencing, their
reprogramming offers an elegant proof that the resulting cells are indeed
reprogramred B cells and not the result of a contamination.

B 6 3
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Figure 2: Cell fate reprogramming.

(A) Cloning: The nucleus of a somatic cell is extrdcéad transplanted into an enucleated
oocyte The resulting cell is pluripotent and can deveiofm a blastocyst(B) Trans
differentiation: ectopic expression of a transcription factor camoggam differentiated
cells into another cell type.CJ Induction of pluripotency: ectopic expression of the
OYamanaka factorqOSKM) can induce reprogramming of somatic ceh$o induced
pluripotent stem cell§PSC9. Adapted from(Graf and Enver, 2B; Yamanaka and Blau,
2010)

In 2006, Shinya Yamanaka hypothesized that the ectopic expression of
some master regulator(s) of pluripotency could be sufficient for
reprogramming somatic cells toward pluripotency as in the case of
MyoD for muscle(Fig.2 Q. He and his team identified a combination of
four transcription factor§Oct4, Sox2,KIf4 and cMyc, or OSKM, the
OYamanaka cocktail®), capable of reprogramming fibroblasts into induced
pluripotentstemcells (iPSCs) in mousglrakahashi and Yamanaka, 2006)
and humar(Takahashet al., 2007) Although the extremely low efficiency
of reprogramming casted some doubt about potential contamination, later
work inspired from the trandifferentiation of B cell allowed the group of
Rudolf Jaenish to reprogramD-J rearranged B cellato iPSCsHanna et
al., 2008) thereby confirming their somatic origin.






the insulators, which preclude the formation of loops between regions
separated by thef&Gaszner and Felsenfeld, 2006)

Recently, a subset of enhancers has been describ&grasenhancers
because of their stronger effect on transcription activation than Cal@ssic
enhancerg§Whyte et al., 2013)These regions exhibit a much higher density
of the general TF Medl, as well as the histone mark H3K27ac angpeell t
specific TFsAlthough it remain controversial whethr®iperenhancers are
entities clearly distinct from classical on@®ott and Lieb, 2014)they are
cleaty stronger regulatory elementften associated with genes coding for
developmental regulators or factors involved in carfekisz et al., 2013;
Meng et al., 2014; Qian et al., 2014nd are therefore of interest for the
study of cell fate.

In the nucleus, DN is strongly compacted and coiled around octamers
of proteins callechistones which includes different variants (mainly the
histones H2A, H2B, H3 and H4). The structures formed by DNA around
histones are called nucleosomes. Histones hinder DNA acciggsibil
transcription factors, and their positioning/removal at regulatory elements
constitutes a mechanism of regulation of transcription. In this respect,
complexes involved in nucleosome displacement, such as the SWI/SNF
complex, are important for thegelation of cell fate and in canc@fadoch
et al., 2017; Mathur et al., 2017)

Each histone has a tail protruding outside of the nucteesavhose
amincacids can be subjected to variquesst-translational modifications,
such as methylation, acetylation and others. These modified residues can
serve has docking platforms for some regulatory complexes. For example,
the acetylation of lysine72of histone 3 (H3K27ac) is recognized by BRD
proteins, which are required ftnanscription;H3K27me3 is recognized by
proteins of the polycomb complex (PRC), which have a negative effect on
gene expressiofAranda et al., 2015)

Finally, chemical modifications can also be added to the DNA .ifEb#
most studied DNA modification is thmethylation of cytosines(5mC).
5mC has a generatpressive role on transcription initiation when occurring
at promoters but its role at enhancers his still under débates, 2012)
5mC is added by DNA methytansferases (DNMT), and can be removed
either passively by not being maintained after cell division, or actively
through the enzymes ofdMET family (Wu and Zhang, 2017)

Although transcriptional regulation is extremely important in the
regulation of cell fate, there aother important levels of regulation RNA
splicing can be a major regulation checkpoint for protein expsassind it
has been shown to regulate the transition from neural progenitor to mature
neuron(Zhang et al., 2016aMicro-RNAs (miRNA), targeting mRNA and
causing their degradation, have been shown to be involved in hematopoietic
cell development (Mehta and Baltimore, 2016), while the reprogramming of
somatic cells into iPSCs can be achieved using only miRNA (Anokye-
Danso et al., 2011).



1.2.2 Non ceHautonomous effects

Epigenesis and homeostasis do not only pertain to the question of how a
cell can make different cell types, but also how to make the righinakle
right place, at the right moment. This requires the integration of
information from the environment, which is done througtsignalling
pathways. Signalling molecules, such as morphogens, cytokines or growth
factors are secreted in the intsilular environment, and bind to and
activate receptors on the cell membrane. This results in cascades of
enzymatic modifications, ultimately leading to the activation of trapson
factors and hence the induction/repression of many target genes.

In some cases, ttsgnalling molecules are capable of passing through
the cell membrane bind to transcriptiondctors directly in the cytoplasm,
activate them and induce their translocation to the nucleus. This cate
of the estrogen receptor (ER), which Hasen widely used to generate
fusion proteins made of a transcription factor of interest and the ER,
allowing to induce the activation of the TF by simply adding some estradiol
to the culture medium, and stop induction by washing the cells. Such tools
enable a precise control of transcription activity.

Signalling pathways do not only control the expressiboetl specific
gene programs and differentiation, but also contedl survival and cell
division. Indeed, most cells cannot survive in the absence of specificssignal
which are normally present in their environment. This level of regulation
complicateghe study of cell fatén vivo: the readout of a mutant or kneck
out experimentin vivo is often measured at the population level
(increase/decrease in the number of some specific cells), and tiie dae
to a block of cell differentiation, or to anfe€t on cell proliferation and
survival.



1.3 Methods to decipher the molecular
regulation of cell fate

1.3.1 ldentifying factors involved in cell fate regulation

The most classical method to identify factors involved in lineage
commitment has been the spudf mutants exhibiting particular
phenotypes like the lack of a certain type of cells or anatomical structure.
For example, a losgf-function of Pax6 in drosophila results in the absence
of eye formation(Gehring and Ikeo, 1999)n hematopoiesis, the loss of
Cebpa blocks the development of granulocy#sang et b, 2004) Many
master regulators have been discovered based on similar analyses.

This was taken to a larger scale by the development of satugeatiegic
screensin drosophila, where mutations were induced in many individuals,
leading to observable phetypes, and responsible mutations were then
mapped. In mammals, such screens for-tdgsinction became possible
with the development of knockdown and knogkdechnologies, such as
shRNA (Cooper and Brockdorff, 2013)r more recently CRISRRAS9
(Parnas et al., 20155creens have also been performed to identify factors
allowing cellular reprogramming or forcing stemlakfferentiation(Eguchi
et al., 2016)

Gain or lossof-function can be due to a mutation insidecaing gene,
but also to anutation in a regulatory element For example, a mutation in
an enhancer of PTF1A, a master regulator of pancreas development, has
been shown to result in a complete block of pancreas form@iieedon et
al., 2014) In this case, the characterisation of the mutated region involved
the confirmation of its cisegulatory effect, through a reporter assay.

TFs binding sites can be predicted $yquence analysisThe DNA
sequencerecognized by a TF can be defined by a consensus sequence
(string of nucleotides), or by a motif accounting for varying affinity for
similar sequences (modelled by a posiweight matrix, PWM). Databases
collecting consensus and PWMs have been builth sas JASPAR
(Mathelier etal., 2016) and TRANSFAC (Matys et al., 2006) These
collections of motifs can be used to scan regions of interest to pidelict
binding sites (Turatsinze et al., 2008)which can then be confirmed
experimentally using chromatin immupeecipitation ChIP), followed by
PCR or deep sequencing.

More recently, techniques tocapture the conformation of
chromosomes (3C techniques) have allowed for the measurement of
physical interaction between enhancers and prom(Desieker et al., 2002)
Although the original 3C approach was combined with PCR amplification
targeting regions of interest, this approach has been scaled up to the
genomic level (4C and HL) (LiebermanrAiden et al., 2009; Simonis et al.,
2006)



1.3.2 The advent of pargenamic approaches.

Since the development of pgenomic experimental approaches, and in
particular highthroughput sequencing, many techniques have been
developed to study gene regulation at the gentewied (Table 1).

Table 1: Genomic approaches to studyene regulation

TF binding

Open chromatin

Histone modification

Chromatin confamation

Transcriptome

Proteome

ChlP-seq - Binding sites genome wide (resolution: f&@0bps)
- Relative quantification of binding

DNAseseq - Open chramatin (resolution: few 100bps)

MNAse-seq - Nucleosane positioning

- Nucleosome free regiorfequivalent to open chromatin)

ATAC-seq - Open chomatin (resolution: few 100bps)
- Nucleosomes positioningequires high sequencing depth)

ChlP-seq - Regions of enrichmemgienome widépeaks or domain)
- Relative quantification athe enrichment

4C - OOneo-allO: capture interactions between a region oféste
(view point) and any other regions

- Capture interactior2Mb around the view point
- PCR biaglue tothe use of restriction enzymes

HiC - OAlkto-allO: capture interactions betweernredfions of the
genome

- Poor sensitivity
- Resolution of 5 to Dkb

Microarray - Levels of expression oA comprehensive set trgeted genes
(severathousands)
RNA-seq - Levels of expression for all genes (sensitivity depending on th

sequencing depth)
- Discovery of novel gene/transcripts
SILAC - Protein quantification relative to a control sample

Label free - Protein quantification, independently for each skmp
quantification (LFQ)

The measure of the transcription level of all, or at least several tiusisa
of genes tfanscriptomic), has allowed the determination of all the genes
expressed specifically in one cell type, or differentially expressed during
differentiation. This was first performed using DNA probe hybridation chips,
and later with RNA sequencing (RNA-seq) (Wang et al., 2009).

Expression can also be studied at the level of proteins gesngfitative
proteomic, with some sensitivity limitations, in particular for nuclear
regulatory factors, as they are usually lowly abundant compare to
cytoplasmic proteins.

High-throughput sequencing has further opened the way to study TF
binding genome-wide through chromatin immuno-precipitation followed by
deep sequencindChlP-seg (Johnson et al., 2007). This approach can be
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used to predict targets genes (with some limitations), but also to study fa
cooperation at regulatory elements, by comparing different-€&dPor by
sequence analysis.

De novomotif discovery applied to TF binding regions can reveal the
motif(s) d the ChIRed protein(ThomasChollier et al., 2012)as well as
potential cefactor binding in its vicinity. However, one should keep in
mind that such motifs represent an average picture of a factor binding
specificty, which might neither reflect the strongest binding, nor the more
relevant ones from a functional point of view.

ChiP-seq can also be performed using antibodies targeting specific
histone modifications These modifications have been extensively mapped
in different cell types, and characteristic marks have been described to be
associated with different genonfeatures (Table 2). Different enzymes can
add or remove specific marks (chromatmodelingfactors), or bind them
and affect transcription (chronmareaders) (Table 3Y.herefore, changes in
histone marks during differentiation/reprogramming can be used to identify
enhancers becoming active (or inactive) from one condition to another one,
and DNA motif analysisde novodiscovery or scanning) cahdn be used
to predict TF bindingZiller et al., 2015) One such application is described
in the publication presented in section 2.2.3)

Table 2: Histone marks and their combinations associated with
regulatory elements.

Promoter H3K4me3 ony Poised promoter - Mostly enriched at promoters
- Marks active and Oto be activeO promoters

Enhancer H3K4mel only Enhancer - Marksactive and poised enhancers.

Domains Repressed domain - Enriched in lage domains of several kilobases
- Mark of the polycomb repressive complex

Promoter H3K4me3 Active promoter - H3K27acmarks the promoter transcribed genes
+ H3K27ac
Promoter H3K4me3 Bivalent promoter - Promoter havindpoth active and repressive mark

- Repressed but ready to beiaet
- Specific of ESCs

Enhancer H3K4mel Active enhancer - H3K27ac mark active regulatory elements
+ H3K27ac
Enhancer H3K4mel Poised enhancer - Similar as bivalent promoter

(Adapted from(Rivera and Ren, 201B)
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Table 3: Chromatin factors associated with histone marks.

Marks
H3K4me1/2/3

H3K27ac

H3K27me3

Depositor Eraser Reader

SETD1/MLL complex Lysine-Specific histone  Double chromodomain proteins
Demethylase (e.g. CHD1)
(e.g. LSD1)

Histone Acetyle Transferase: Histone DeACetylses BRomo Domain proteins
(e.g. p30eCBP) (e.g. HDAC1) (e.g. BRD4)

Polycomb Repressive Comp Lysine-Specific histone  Polycomb Repressive Complex (PR
2 (PRC2) Demethylase (e.g. LSD6/

(Adapted from (Calo an@/ysocka, 2013; Musselman et al., 2012)

Other techniques allow mapping regionsopen chromatin accessible
to transcription factors, using a deoxyribonuclease (DNase) (Boyle et al.,
2008) that cannot access nucleosomal DNA. These have been supplanted in
the last years by the assay for transposase-accessible chrofaiG-(
seg, which requires much less cells (Buenrostro et al., 2013). Smaller and
more centred on the binding sites than the regions deflned by histone marks,
the resulting Oopen chromatin regionsO are more amenable to TF motif
analysis, as the noise generated by surrounding sequences is reduced.

Finally, the combination of chromosome conformation capture with deep
sequencing has allowed scaling up the QowoaeO interaction analysis to a
Oonao-allO view 4C), where all interactions between one locus of interest
(the view point) and any other loci can be assessed. Some @radigy-
methods (4Geq (Zhao et al., 2006), ChIRET (Fullwood et al., 2010))
and Oalte-all® methods (HiC, (Lieberman-Aiden et al., 2009)) have been
developed, but currently lack the sensitivity and resolution necessary to
systematically associate enhancers with genes.

1.3.3 Bioinformatic analysis of omics data

The processing and analysis of high-throughput data requires specific
statistical and computational methods in order to account for technical
biases (Robinson and Oshlack, 2010). Many methods and tools have been
established in the context of large consortia such as Encode and Roadmap
(Bernstein et al., 2010; The ENCODE Project Consortium, 2012), which
systematically produced genomic datasets (RNA-seq, ChIP-seq, etc.) in
many cell types, allowing for systematic analysis and fostering the
establishment of guidelines (Bailey et al.,, 2013). The main steps of pan-
genomic data analysis, their pitfalls and some of the major software a
listed in Figure 4.
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One major step of the analysis of Cld&g data is the peak calling, i.e.
the identification of regiom with enrichment of signal compared to the
surrounding background.

For peak-shaped signalssuch as TF ChHBeq (or DNAseseq, ATAG
seq, etc.), this has been well characterised and many software tools have
been proposed, the most standard one nowadayg BACS (Zhang et al.,
2008) Specific variants have been developed to identify precisely the
summit of sharp peaks, or to delineabeoad peaks (in particdar for
histone marks).

For histone marks formin¢arger domains with fuzzier border, the
current methods usually perform poorly with default parameters, and often
require some parameters tweaking or even somehouse software
development. It is in factgssible that these marks form domains with very
different characteristics (shape, size, level of enrichment, etc.), which
cannot all be identified using one single method.

One crucial step for the comparison of any sequencing data is the
correction of diferences in quantity of sequenced materiagcating (often
abusively callechormalisatior). Such bias can be the result of differences in
initial quantities of material, sequencing depth, etc.

The most common method is the scaling of signal by the nuwiber
millions of reads sequenced per sample (reads per miRé&M). More
refined methods have been developed to account for outlier features with
extremely high counts (e.g. very highly expressed genes), such as trimmed
median of Mvalues TMM ) (Robinson and Oshlack, 2010)

In ChiPseq (or similar assays), large variations in the numndder
enriched regions (peaks) can affect the results of such scaling, and it is
preferable to estimate the scaling factors from the signal in lamenge
bins rather than in all merged pedksn and Smyth, 20150ther technical
biases have been described for Cbdg, andiey are discussed at length in
(Lun and Smyth, 2015)

1.3.4 Data integration

The analysis of cell fates often involves #t@mparison of many cell
types or the analysis otime courseduring differentiation/reprogramming
experiments. A first approach is to use methods for rddction of
dimensionality, such as principal component analy$€ ), independent
component analysis (ICA), or canonical covariancalyams (CCA). These
methods are often used to analyse the data in a qualitative way, looking at
the proximity between cell types, or the trajectories along time courses i
the reduced space.

A second approach is the identification of features showiggificant
changes between conditions/cellfgene expression, Chiseq peak
intensity, etc.). Although such comparisons can be done in a pairwise
fashion, it is often preferable to take advantage of statistichlotgisuch as
generalized linear modelsand satistical tests such as likelihood ratio test
(Love et al., 2014)Such methods allow identifying features (genes, peaks,
etc.) changing in any condition, which can further be usedrfsupervised
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clustering (hierarchical clustering, #neans, etc.) in ordeto identify
patterns.

With the democratisation of genomic assays, it has become easier to
assess the dynamics of multiple epigenetic features, such as different histone
modifications or chromatin accessibility. Thetegration of different
epigenetic featiresis complicated by the different sizes of enriched regions
(peaks, domains, etc.). This can be addressed by ugergpme
partitioning algorithms, such as chromHMNErnst and Kellis, 2012)
Other programs have been developed to take into account the information of
time series or different cell typéghang et al., 2016b)

The interpretation of epigenetic changes at enhancers relies on their
associationto target genes A simple approach is to link peaks with their
closest gene, but this fails to capture distant enhancers. More refined
methods based on signal correlation have been proposed (Corradin et al.,
2014), and this can be further improved usgigomatin conformation
capture experiments (3C) to identify physical contacts between enhancers
and promoters.
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1.4 Molecular regulatory networks

1.4.1 Molecdar regulatory networks: mathematical
approaches

TFs, epigenetic factors and signalling pathways are not isolated but
interact with and regulate each other, formiogmplex regulatory
networks. Feedback and feedforwardircuits (positive or negative) can
produce noftrivial behaviour and therefore requires the use of
mathematical models, which can be represeasea graph

Molecular entities (gene, proteins, signalling molecules, etc.) are
represented by nodes and mathematical variables are associhtedewi,
which can take continuous or discrete values depending on the formalism.
Molecular regulations are represented by oriented edges (arrows) between
the nodes, and mathematical functions define the behaviour of a variable
depending on the values dfsiregulators. The type of functions used
depends on the precisionmibdelingrequired and the available data (Table
4).

Table 4: Mathematical formalism for modeling gene regulation

Formalism

Ordinay
Differential
Equationg ODE)
model

Boolean/logical
model

Stochastic
model

Representation
of regulations

Advantages

Deterministic, continuotL - Quantitative
differential equations

Limitations

- Requires precise, quantitative
information (or strong assumptions

Logical rules

- Precise analysis of specific
phenomena (bifurcation, etc.) - Simulations only fordrge and
complex networks

- Deterministic

- Requires only qualitative data - Assumes the existence of ron

- Global view of the dynamics  linearities

(Attractors, reachability, etc.) - Overapproximation of the system
dynamic

Probabilistic functions - Discriminate between high and - Requires precise data on

probabilities
(or strong assumptions)

low probability events

Ordinary differential equations (ODE) have been widely used to
model biochemical systems such as enzymatic reactions, using quamntitati
data. ODE models have been successfully used to model cell fateicegula
(Laslo et al., 2006). However, measuring kinetic parameters in mammals is
hampered by the complexity of gene regulation (combinations of enhancers,
different layers of regulation, etc.), and by experimental limitations
(impossibility to measure all kinetic parameteryivo, such as TFs binding,
TFspolymerase interactions, etc.).

On the other handpgical formalisms require only qualitative data and
are therefore well adapted to the modelling of gene regulation (BZrenguier
et al., 2013; Kauffman, 1969). In this formalism genes can be represented
by simple Boolean variables (ON or OFF), or by multi-level ones to
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represent several levels of activity. This formalism allows the riogedf
very large and complex networks, at a moderate computational cost.

Stochasticapproaches can further be used to maedldynamic at the
population level. These methods generally rely on continuous Markov chain
and the use of Gillespie algorithi&toll et al.,2012) Logical models can be
expanded into stochastic ones (see applicatisedtion 3.2).

1.4.2 Circuits functionality

As it became clear that single factors cannot, on their own, explain
complex phenotypes such as the existence of multiple stableypes, it
was hypothesised that regulatory circuits could be responsible for these
behaviours. In 1981, RenZ Thomas made two conjectures aboalethef
regulatory circuits in dynamical systerfiTfhomas, 1981)

1. Coexistence of several stable states requires a positive circuit in
the regulatory graph.

2. Sustained scillations require a negatiwgrcuit.

These conjectures were furthered demonstrated to be true in different
formalisms(Remy et al., 2008; SoulZ, 2004)

A positive circuit is an oriented, circular path in the regulatory graph,
where the product of the signstbk regulations is positive (i.e. it contains
no or an even number of negative regulatiod®r example,Positive
feedback loopallow for thestablization of gene expressioafter a transient
input signal (Figure 5A (Becskei et al., 2001)Crossactivation are also
frequent betweenTFs which regulate a common gene progrdrance
locking cell fate (Figure 5B)(Lin et al., 2010)

Another case of positive circuits is tleeossinhibitory circu it, where
two factors repress eadther (Fig. ). One example in development is the
GATAL1 b PU.1 crossnhibitory circuit. The transcription factor GATAL
controls the induction of the erythroid gene expression program and
represses PU.1, the later fostgr the myeloid program and repressing
GATAL. Such circuits offer a simple explanation for mutually exclusive
gene programs, and have been proposed to control other branching points in
development, such as Gfit Egr2 for granulocyte- macrophage
specificdion (Laslo et al., 2006)or Oct4b Cdx2 for ICM b trophoblast
specifiation(Niwa et al., 2005)

More complex circuits have also been involved in cell fate specification.
In fact, in the case of GATAD PU.1, it has been shown thteir cross
inhibition was not sufficient to completely account for cell behaviour, and
that a third factor was necess@fygure5D and(Chickarmane et al., 2009)
Other circuits have been shown to support more complex behaviours, such
as bistability and excitability(Figure 5E and (Panovskagriffiths et al.,
2013).
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Figure 5: circuits in gene networks

(A) Example of a positive feedback, allowing for gtabilisation of muscle differentiation
after at transient stimulatioffKaneko et al., 2002)(B) Example of crosactivation
between TFs controlling B cell specificatidi@) Examples of crosshibitions wheretwo
factors control alternative cell fates and represh edher, excluding each other program.
(D) More complex circuit controlling erythropoiesis antyelopoiesis, based on @Gat-
PU.1 crossnhibition (Chickarmane et al., 2009)JE) The AC/DC circuits controlling
patterningin the neural tubéPanovskegriffiths et al., 2013)

1.4.3In silico analysis of gene regulatory networks

Different kind of analysis can be performed on dynamical model of a
gene network. A first analysis is the identification of #t&actor s of the
model, in particulastable stateswhich usuallycorrespond to cell types.

Simulations are used to assess the behaviour of the system starting from
particular states, e.g. to simuladé@ferentiation from a progenitor state.
One can also study gheffect of aperturbation on a specific state (e.g.
corresponding to a cell type). They can be used to repradugibco the
effects of gene knoellowns or ectopic expressions, or yet treatments with
drugs(Flobak et al., 2015)

Finally, reachability questionscan be addressed, i.e. asking whether a
certan state can be reached, from an unstable state or from a perturbed state
(knock-down, treatment, etc.). This can be done using simulations, but other
methods, (e.g. model checking approacheapke more systematic analysis
(Abou-JaoudZ et al., 2015)
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1.4.4 Iterative modelling: from the computer to the bench,
back and forth

Although gene network modelling usually comes after experiments, it is
not a finality in itself, and its nia added value is to malgedictions that
can be tested experimentally

The most common ones greedictions of cellular phenotypes like the
effect of molecular perturbations on cell fate (knock affecting
differentiation), reprogramming protocols prediction of novel cell types
(e.g. cells expressing mixed gene progrdialdi et al., 2010) However,
such predictions on limitations of the model (absence of some regulators in
the model etc.) and should therefore be taken with a grain of salt.

Models can also be used to make predictions regardimgsing
regulations or regulators. For example, computational analysis can be used
to test if a hypothetical regulation is consistent with iangohenotypes
and/or improves the consistency of the model with available gene
expression data. This can be used to prioritize hypotheses before
experimental validation. One case of such application is described in the
paper in the part 2 of the resultsten.

Finally, the combination of modelling and subsequent validation should
be seen as aiterative process once predictions are tested and validated,
they are integrated in the model and further used for another round of
predictions.
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Goals of my PID

Following previous work of the laboratory of Thomas Graf, we aimed at
deciphering the regulatory network controlling B cells reprogramming
In close collaboration with experimentalists, who performed functional
genomic experiments and produced many a#sagRNAseq, ChiPseq,
ATAC-seq, Proteomics, 4C), | have combined various computational
methods to analyse the data and mddesilico the regulatory network
controlling cell specification. My work has been focused on the following
points:

¥ ldentify the most adapted methoddor the analysis of the different
types of data.

¥ Develop workflows for the integration of these datasetand
computational analyses.

¥ Predict key regulators (TF, chromatin factors) that could be tested
experimentally.

¥ Integratethese da with previous information into aynamical
model of the underlying regulatory network

Usethis model tgoredict novel regulations or cellular behaviours and
test them experimentally.

In section 2,1 present two studies where we performed various pan
genomic analyses to decipher the mechanisms of B cell reprogramming. We
first focused on the interplay between different transcription factors and
chromatin remodellers duririg cell trans-differentiation (section 2.1)py
integrating data from transcriptomiChIRseq targeting TFs, histone marks
and MNAseseq

We then studied the mechanismBfcell reprogramming into iPSCs
by combining time course data from RM&q, proteomic, ChiBeq for
histone marks and ATAGeq, to identify key factors and regulatory
elementgsection 2.2).

In section 3, we then integrated this information idyaamical model
of the underlying gene network We used this model to predict unknown
molecular regulations, which we confirmed experimentally, and simulated
cell reprogrammin@xperimentgsection 32).

We alsocompared the molecular dynamics of reprogramming with
physiological processedike normal differentiatiorfsection 2.1 and.3), as
well as inflammatory response gnnex 5.3), to assess whether the
mechanisms at play ireprogramming reflect more general physiological
processes.
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Section 2: Deciphering the
molecular regulation of B cell
reprogramming

2.1 Transcription factor interplay during B cell
trans-differentiation

2.1.1 Haematopoiesis

The different population of blood cell have been extensively
characterised by the study elrface markers using flow cytometry,
allowing for the discrimination of different progenitors and differentiated
cell types Figure6). In the classical view, hematopoietic stem cells (B)SC
form a small population egoing slow, asymmetric divisions, sustaining
themselves and producingultipotent progenitorsMPPs), which divide
symmetrically MPP can further differentiate into common lymphoid
progenitors CLPs), granulocytemacrophage progenit® (GMPs), or
megakaryocytesrythrocytes progenitordViEPS) (Orkin and Zon, 2008)
They further differentiate and ultimately give rise to terminally
differentiated cells, such as macrophages, granulocytes, B and T
lymphocytes.

The specification of these threeain typesof progeritors has been the
subject of controversies, as it was first thought that MPP can dififeeent
into CLP or into a common myeloid progenitor (CMP, which could further
differentiates into MEP or GMP); however a population of lympho
myeloid-primed progenit® (LMPP) has been described to have lymphoid
and myeloid potential but unable to grige toerythroid cell§Adolfsson et
al., 2005) It hasalso been questioned whether the population described as
CLP, which has a T cell potential vitro, is really giving rise to T cells
vivo, or if the cells migrating to the thymus are in fact earlier progenitors.
Recent single cell experiments have tedhe identification of novel sub
populations of progenitor@Nestorowa et al., 2016; Paul et al., 2Q1&)d
these progenitor definitions shld be considexd as useful models rather
than an absolute truth.

Transcription factors regulating blood cell specification have been
identified based on the effect of their laxfsfunction on cell populations.
PU.1 is a general factor in haematopoiesi)d is required for both
lymphoid and myeloid developmecKercher et al., 1996)Cebpa is
required for the development of GMPs, its to$dunction causing a
developmentaarrestat the CMP stagdeading to acute myeloid leukaemia
(Zhang et al., 2004)The transcription facterEbfl, E2a, Foxol andPax5
are cooperating for the development of B cells.

Different signalling pathways have been reported to be involved in
blood cell specification. ThESF1or M-CSF pathway induces macrophage
specification through PU.1 ugulation(Mossadegtkeller et al., 2013)
thelL7 pathway is required for B cell specification, whiNetch signalling
leacs to T cell specification. Other pathways, such as Flt3 or the C3W%
have also been described to play key roles in hematopoiesis, but it is less
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clearwhethertheir function is really to induce cell type specific programs or
to allow cell survival.

s
{ |
! !
7%88 #%8
I I
U l
/%8 %18

] on

r/ziﬁ\\
{ |
N

64-8&55% 34-855% %(- 150 14425+ & %&()(*+,-+.&

Figure 6: Hematopoiesis

Schematic representation of blocell specificationfrom hematopoietic stem cells (HSCs)
into different progenitors toward terminalfijfferentiated cells. The genes indicated in red’
are required fodownstream celépecification. LMPP:yimphomyeloid primed progenitor;
CMP: common myeloid progenitor; CLP: common lymphomtogenitor; GMP:
granulocytemacrophage progenitor; MEP: megakaryoastgthrocyte progenitor; Mac:
macrophage; Gran: granulocyte.

2.1.2 C/EBRa induces B cell reprogranming into
macrophages

In 2004, the lab of Thomas Graf discovered that the ectopic expression of
the transcription factolC/EBPa in B cells reprogrammed them into
functional macrophages(Xie et al., 2004) They later showed that this was
a direct tranglifferentiation, and not a ddifferentiation toward an
intermediate multipotent stategDi Tullio et al., 2011) This system is
extremely efficient (more than 95% ofthe cell get reprogrammed),
relatively homogeneous (Bure 7A) and very fast (cells are reprogrammed
into functional macrophages in approximatedy week, Figure 7B)
furthermore, it involvesarely no cell divisions nor major cell death(Di
Tullio and Graf, 2012)It is therefore asystemof choice to study the
molecular regulation of cell fate. A reprogrammable B cell line wes la
developed(Bussmann et al., 2009gllowing performing man genomic
assagin time course.
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Figure 7: B cell trans-differentiation into macrophage through ectopic
expression of C/EBPa

(A) Flow Cytometry analysis during B cell trad#ferentiation into ma@phages. The X
axis corresponds to thexpression fothe B cell marker CD19, and the Y axis for the
macrophage marker Mdkc Vertical and horizontal lines mark the thresisolsbtween
positive and negative cells. (B) Fluorescence microscopy picturecefl Before (left) and

7 days after induction of C/EBRe&ght). B celk are small, round and floating in Iture;
C/EBPa indued macrophage are larger, folamelipode, attach to the plastic culture plate
and phagocyte bacteria. Adapted fr{Bussmann et al., 2009)

What are thenolecular mechanismcontrolling this process? Combining
C/EBPa expression with other gaior lossof-function, the lab of Thomas
Graf has shown that the B cell factoPAX5 and EBF1 couwnteract
C/EBPa action andhat PU.1 is required for the activation of the
macrophages geneXie et al., 2004) The role of PU.1 was further
supported by the fact that its expressitogether withthat of C/EBPa in
fibroblass and T cells (abothcell typesdo notexpress PU.1, contrary to B
cell), allowed their reprogramming into macrophagkeaiosa et al., 2006;
Xie et al., 2004)As PU.1 hadveen described to bepgoneer factor (Zaret
and Carroll, 2011and is expressed in B cells, it could prime the chromatin
for C/EBPa. C/EBPb might play a role in the traliffereniation, as it is
also induced by C/EBPa and can repltee later to reprogram B cglKie
et al., 2004)

In order to decipher the role of each factor and their interaction, we
studied the dynamic of binding of each TF to regulatory elements,
genomewide.



2.1.2 Publication:C/EBPa Activates Pr&xisting and De Novo
Macrophage Enhancers during Induced P+B Cell
Transdifferentiation and Myelopoiesis (Stem Cell Refs 2015)

Contribution:

| participated in the analysis of the CHdBq data, in particulan motifs
analysis,and the comparison @fFs binding and histone marks diifferent
setk of regions, using heatmaps and average plots.
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Transcription-factor-induced somatic cell conversions are highly relevant for both basic and clinical research yet their mechanism is not

fully understood and it is unclear whether they re ect normal differentiation processes. Here we show that during pre-B-cell-to-macro-
phage transdifferentiation, C/EBP a binds to two types of myeloid enhancers in B cells: pre-existing enhancers that are bound by PU.1,
providing a platform for incoming C/EBP  a; and de novo enhancers that are targeted by C/EBP a, acting as a pioneer factor for subsequent
binding by PU.1. The order of factor binding dictates the upregulation kinetics of nearby genes. Pre-existing enhancers are broadly active
throughout the hematopoietic lineage tree, including B cells. In contrast, de novo enhancers are silent in most cell types except in
myeloid cells where they become activated by C/EBP factors. Our data suggest that C/EBP a recapitulates physiological developmental
processes by short-circuiting two macrophage enhancer pathways in pre-B cells.

The discovery that transcription factors (TFs) can convert
somatic cells into both specialized and induced pluripotent
stem cells (iPSCs) has revolutionized stem cell research and
promises to have major clinical applications (

). Lineage-instruc-
tive TFs activate and repress tissue-speci ¢ genes by recog-
nizing sequence-speci ¢ DNA consensus motifs contained
within enhancers and promoters ( ). They
establish gene regulatory networks (GRNs) of the novel
gene expression program while dismantling those of the
old program, involving the formation of feedforward,
cross-inhibitory, and auto-regulatory loops (

). However, how these pro-
cesses are coordinated and whether they recapitulate
normal development remain unclear (

), especially as neither TF-induced lineage
conversions nor iPSC reprogramming appear to retrace
normal developmental pathways (

).

Lineage-instructive TFs act through synergistic and cross-
antagonistic interactions, are typically able to access closed
chromatin ( ), preferentially target
sites with speci ¢ histone mark combinations, and bind
to either nucleosome-depleted or nucleosome-dense re-
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gions (

). However, what establishes these chromatin
con gurations in the rst place and what proportion of
the incoming reprogramming factors interacts with pre-
existing TF complexes are largely unknown. A major reason
for these gaps in our knowledge is that cell conversion fre-
guencies in most cell systems are low, complicating efforts
to study early events in a time-resolved fashion.

An exception is the transdifferentiation of pre-B/B cells
into macrophages induced by the leucine zipper-type TF
C/EBPa, which is arguably the most ef cient and rapid sys-
tem described so far (

). C/EBPbD, like C/EBPa, can like-
wise induce B cell transdifferentiation into macrophages
( ), but the two factors
also have non-redundant functions. Mice ablated for
C/EBPa die shortly after birth because they lack granulo-
cyte/macrophage progenitors (GMPs, precursors of neutro-
phil granulocytes and macrophages, two closely related
myeloid cell types) as well as granulocytes, while C/EBP b-
knockout animals are fully viable but contain macrophages
and B cells with functional defects (

). C/IEBPa cooperates with PU.1 (Spil)
to regulate myeloid gene expression ( ), the
two factors interact physically ( ), and a
combination of C/EBP a and PU.1 converts broblast into
macrophage-like cells ( ). The Pu.1gene en-
codes an Ets family TF speci cally expressed in the early

CrossMark



stages of hematopoiesis and its knockout generates mice
that lack both myeloid and lymphoid cells (

). Low-level expression of PU.1 in hematopoietic pre-
cursors induces B cell differentiation, whereas high levels
favor myeloid differentiation ( ).

Here we have analyzed, in a time-resolved manner, how
C/EBPa establishes a myeloid expression program in pre-B
cells, and we found that it binds to both pre-existing en-
hancers occupied by PU.1 and de novo enhancers where
it acts as a pioneer factor. Strikingly, the combined activa-
tion of these enhancer types, regulating the expression of
nearby macrophage genes, recapitulates the activation of
myeloid enhancers and associated genes during normal
hematopoiesis.

To study how C/EBP a induces transdifferentiation, we used
two pre-B cell lines that express an inducible C/EBP aER
fusion protein tagged with either human CD4 (hCD4;
C11 cells) or GFP (C10 cells). In both lines, treatment
with 17 beta-estradiol ( b-Est) shuttles C/EBPaER into the
nucleus and induces the formation of macrophage-like
cells within 2 to 3 days ( ). Impor-
tantly, C/EBP a mRNA levels in C10 cells at 0 hr post-induc-
tion (hpi) or 24 hpi did not exceed C/EBP a levels observed
in primary macrophages (M F) ( A). To monitor
two important myeloid regulators known to cooperate
with C/EBP a, we tested the expression levels of Cebpband
Pu.l. These genes were expressed at low to intermediate
levels in pre-B cells ( B) and became upregulated
within 3—12 hpi ( A). As C10 cells become transgene
independent 24 hpi ( ), i.e., before the
expression of endogenous C/EBPa ( A), we deter-
mined whether the rapid activation of C/EBP b and PU.1
is necessary for transdifferentiation. We generated C11
cells stably expressing a short hairpin RNA (shRNA) against
C/EBPb, PU.1, or both. Cells were induced with  b-Est and
analyzed by uorescence-activated cell sorting (FACS) for
the presence of Cd19 and Mac-1 (CD11b) at different
days thereafter. At 3 days post-induction (dpi), the knock-
down of C/EBP b and of PU.1 resulted in a 35% and 50%
reduction in the formation of Mac-1 *Cd19 cells, respec-
tively, while deleting both factors further enhanced the
effect. At 7 dpi, Mac-1 expression in shC/EBP b cells caught
up with wild-type levels, whereas cells expressing shPU.1
exhibited extensive cell death ( B and C). These
data show that C/EBP a rapidly upregulates Pu.land Cebpb,
that PU.1 is necessary to establish the myeloid GRN, and
that C/EBP b plays a more minor role.

To explore the mechanism by which C/EBP a turns on the
myeloid program in pre-B cells, we treated C10 cells for
differenttimes with b-Est and performed chromatin immu-
noprecipitation followed by deep sequencing (ChlP-seq)
experiments, using antibodies to C/EBP a, C/EBPb, and
PU.1 ( gives a summary of ChlP-seq results and
peak calling). A total of 54,198 non-redundant C/EBP a-
enriched regions could be detected during the time course
of which 10,849 sites were stably bound (i.e., up to 48 hpi,

), whereas the remaining sites were transiently
bound. Genes nearest stable binding sites, but not tran-
sient sites, were enriched for upregulated genes (

D). In addition, using a sliding-window approach,
we observed that 70% of upregulated genes were localized
within 100 kb of a stable C/EBP a-binding site, whereas no
such enrichment was seen for downregulated genes (

C). Motif analysis of the stable sites in 48-hpi cells
(hereafter referred to as induced macrophages or iM F)
showed strong enrichment for consensus motifs of C/EBP
and PU.1. The same sites also were enriched for AP-1 (Jun
and Fos) and RUNX motifs, as previously reported (

D; ) and more weakly enriched for
EBF1 ( D; also see ). The majority of stable
C/EBPa sites were co-occupied by C/EBPb and PU.1 in
iIMF, and 40% of these were pre-bound by PU.1 in pre-
B cells, however, showing lower intensity signals (

E). Low-intensity signals in pre-B cells also were
detectable for C/EBPDb, re ecting its low-level expression,
as well as for C/EBPa ( E), suggesting some leaki-
ness of the transgene.

A total of 10,849 C/EBP a sites were detected in iM F and
62,814 in bone-marrow-derived macrophages (M F) (

), showing 9,288 common sites ( F). The
larger number of sites in M F compared to iM F cannot be
explained by a higher sequencing depth ( ). How-
ever, these differences became smaller when the numbers
of associated genes were compared as follows: C/EBPa sites
combined with 5,849 and 14,078 genes iniM F and MF,
respectively, and shared 5,252 genes ( F). The
shared gene set was enriched for genes that became upregu-
lated during transdifferentiation of primary B cells into
macrophages ( ), whereas the gene set
unique for M F (8,826) was actually depleted ( G).
In addition, shared upregulated genes were enriched for
gene ontology (GO) terms associated with myeloid func-
tion, while upregulated genes unique forM  F were not (

H). The induced rapid and ef cient conversion of
pre-B cells into highly motile, aggregating, and phagocytic
macrophages within 51 hr ( ;

) further supports the interpretation that C/EBP a
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binds to a core set of enhancersiniM F required for myeloid
cell speci cation.

The binding of C/EBP a, C/EBPb, and PU.1 in induced
C10 cells and of C/EBPa in primary M F is illustrated for
the promoter and the 14-kb URE enhancer of the Pu.l

gene ( ), for three putative enhancers
of Cebpb( G), as well as for putative enhancers of
Fosand Il1b ( I). (Genomic coordinates of these

and other regions are described in .) Together, our
data suggest that C/EBPa combined with C/EBP b and
PU.1 activates a core set of enhancers, shared between
the cell line and primary macrophages, required to induce
macrophage speci cation.

To characterize the epigenetic status of prospective myeloid
regulatory regions in pre-B cells, we performed ChlP-seq
experiments for histone modi cations characteristic of
poised (H3K4Mel), active (H3K27Ac, P300), and repressed
enhancers (H3K27Me3) (

), and we analyzed levels of these marks at
C/EBPa sites away from the transcription start site (TSS),
representing putative enhancers ( A). We observed
two broad classes of prospective myeloid enhancers in pre-
B cells as follows: (1) pre-existing enhancers that were deco-
rated with H3K4Me1, H3K27Ac, and P300 and depleted for
H3K27Me3 ( A); and (2) de novo enhancers that
lacked any of the active enhancer marks but were instead
often decorated with H3K27Me3 ( A). Similar re-
sults were obtained by performing ChromHMM analysis
( C; ) as an independent
analytical approach demonstrating that pre-existing en-
hancers are enriched for activation marks, whereas de
novo enhancers are depleted for activation marks and en-
riched for H3K27Me3 ( D). Approximately two-
thirds of the pre-existing enhancers were bound by PU.1
and exhibited high levels of activation marks compared
to sites not bound by PU.1 ( B). Importantly, we
con rmed the presence of pre-existing- and de-novo-type

enhancers in primary B cells by using recently published
ChIP-seq datasets ( B;

). Furthermore, we con rmed binding
of C/EBPa to selected pre-existing enhancers of the Pu.1,
Cebph 1l1b, Ehd1, and Ifngr2 genes and to de novo en-
hancers of the Mmp12, Cd14, Gbel, Fos and Fgd4 genes
in primary pre-B cells induced to transdifferentiate (

C and 2D; ).

To determine whether the enhancer activation state in
pre-B cells correlates with gene expression, we rst
analyzed the promoter con guration of adjacent genes
and found the following: 73% of the pre-existing en-
hancers paired with active promoters (as de ned by the
sole presence of H3K4Me3), 7% were decorated with inac-
tive promoters (H3K27Me3 or no marks), and 20% were
decorated with promoters containing a bivalent domain
(H3K4Me3 and H3K27Me3) ( E). In contrast, only
36% of de novo enhancers paired with active promoters,
44% with inactive promoters, and 20% with bivalent pro-
moters ( E and = E). Based on these results, we re-
de ned pre-existing enhancers as those that combine
with active promoters and de novo enhancers as those
that pair with inactive promoters. As expected, genes asso-
ciated with pre-existing enhancers already were expressed
at signi cant levels in pre-B cells and primary pre-B cells

( ), whereas
genes associated with de novo enhancers only showed
background expression levels ( F).

The nding that pre-B cells express genes associated
with pre-existing enhancers predicts that PU.1 expression
in cells devoid of PU.1 will selectively activate these genes.
To test this, we expressed PU.1 in 3T3 broblasts (

G) and measured mRNA levels of a number of genes
associated with either pre-existing or de novo enhancers.
Supporting the hypothesis that PU.1 preferentially
binds to pre-existing enhancers and activates associated
genes, we observed that 6 of 11 pre-existing enhancer-
associated genes tested were upregulated as compared to
2 of 10 de novo genes ( G; primer sequences are in

).

(A) Expression of endogenods.], CebphbandCebp&NA afteb-Est induction of C10 cells as measured by gRT-PCR. Data are represented
as meant SEM (independent triplicates) expressed as the fold induction relative to uninduced pre-B cells.
(B) FACS plots of C11 pre-B cell carrying either a scrambled short hairpin knockdown construct (control) or constructs ag&inst C/EBP

PU.1, or both, and induced Hyest treatment. See also C.

(C) Percentage of upregulated or downregulated genes (>2-fold) within dePned windows arouads@#EBRPotted lines indicate that
70% of all upregulated genes are within 100 kb of a C&Rding site.

(D) Signibcantly enriched sequence motifs at CEEBIRding sites as determined by HOMER.

(E) Heatmaps visualizing C/EBIE/EBB, and PU.1 binding in pre-B cells andiMWindow, 3 kb; bin, 10 bp. See also E.

(F) Venn diagram showing the intersection of C/&Bies in iM- (n = 10,849) and primary M(n = 62,814).

(G) Screenshots of C/EBR/EBB, and PU.1 binding at selected enhancers in C10 cells and of &i&EBfmary NF . Arrows indicate TSS,

length of ORF, and direction of transcription. See aizn l.
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(A) Heatmaps visualizing H3K4Me1, H3K27Ac, P300, H3K27Me3, and PU.1 in pre-B cells ardndig®m iMF. Center of C/EBP
binding, 0; window, 6 kb; bin, 100. See alsx BBS2D.
(B) As in (A), visualizing H3K4Me1l, H3K27Ac, and PU.1 in primary mature B cells.
(C and D) Screenshots of C/BBRd PU.1 binding in C10 cells (0 and 48 hpi) and primary pre-B cells (0 and 18 hpi) at pre-existing (C) and
de novo enhancers (D).
(E) Distribution of genes nearest pre-existing or de novo enhancers marked with bivalent (H3K4Me3, H3K27Me3), active (H3K4Me3), or
repressed (H3K27Me3 or no marks) promoters. Sez alsc¢ E.
(legend continued on next page)
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Together, our ndings suggest that C/EBP a is capable of
activating two broad classes of prospective myeloid en-
hancers in pre-B cells as follows: (1) pre-existing enhancers
with active enhancer marks that are predominantly associ-
ated with expressed genes, and (2) de novo enhancers lack-
ing such marks that are predominantly associated with
silenced genes.

Our nding that motifs associated with the B cell TF Ebfl are
enriched in myeloid enhancers (see D) prompted us
to study their relevance in transdifferentiation. Analysis of
the Ebfl motif distribution shows that it is speci cally en-
riched in pre-existing enhancers ( A). To test actual
binding of Ebfl, we performed ChIP-seq experiments in
pre-B cells yielding 6,627 Ebfl peaks that were predomi-
nantly located in intergenic regions ( B) and en-
riched for EBF1, ETS (PU.1), and E2A motifs ( C).
In line with the motif analysis, intersection of Ebfl-bound
sites with the two types of myeloid enhancers showed 725
that were associated with pre-existing enhancers, but virtu-
ally none with de novo enhancers ( D).

To determine the functional state of the Ebfl-bound en-
hancers targeted by C/EBPa, we determined the kinetics of
Ebfl and C/EBPa binding as well as H3K27Ac decoration
after induction of transdifferentiation. The heatmaps in

E show that, while C/EBP a binding already was
observed after 3 hpi, the loss of Ebfl binding was not de-
tected until 48 hpi. However, H3K27Ac enrichment at
these enhancers was maintained throughout the time
course ( E), suggesting that the relevant enhancers
remain active even after the loss of Ebfl. Examples of
enhancers bound by Ebfl, C/EBP a, and PU.1 are shown
in F. This includes the 88-kb putative enhancer
of Cebpb (see G), as well as Nfe2 and Cd40
enhancers. In addition to enhancers bound by Ebf1,
C/EBPa, and PU.1, 27% lack PU.1 binding, as exempli ed
by the 150-kb Tgfbr2 putative enhancer ( F; addi-
tional examples are shown in A). Ebfl binding
to these regions was conrmed using an independent
Ebfl ChiP-seq dataset ( ; B
and S3C). Importantly, genes associated with putative
Ebfl-C/EBPa-bound enhancers were upregulated during
transdifferentiation ( D).

In conclusion, a signi cant proportion of pre-existing
myeloid enhancers targeted by C/EBP a in pre-B cells are

(F) Distribution of MRNA levels of upregulated genes nearest to either pre-existing (n = 318) or de novo (n = 103) enhancers in pre-B cells

bound by the B cell TF Ebf1. This nding raises the possibil-
ity that pre-existing myeloid enhancers act as bona de B
cell enhancers and that C/EBP a converts them into en-
hancers active in myeloid cells.

To study how the two enhancer types become activated, we
determined the binding kinetics of PU.1, C/EBP a, and
C/EBPb. As expected, at pre-existing enhancers PU.1 was
bound throughout the time course, whereas it was initially
absent at de novo enhancers, gradually increasing after in-
duction ( A and A). In contrast, C/EBP a binding
showed a steeper increase at pre-existing than at de novo
enhancers, with both converging at 48 hpi and the rate
of C/EBPa binding kinetics correlating with the starting
levels of H3K27Ac or H3K27Me3, respectively ( B).
Finally, C/EBPb occupancy increased steadily at the two
enhancer types ( Aand A).

The binding pro les observed predict that at de novo en-
hancers C/EBPa binds before PU.1. Indeed, ChIP-seq exper-
iments with induced C10 cells at early time points (10, 30,
and 60 min post-induction) showed that C/EBP a binds to
74% of de novo sites beforePU.1 ( B). An example
of a putative pre-existing enhancer bound by PU.1 rstis
shown for the Tyrobpgene; examples of de novo enhancers
are the 24-kb site of TIr4, the 65-kb enhancer of Cebph and
the 16-kb site of Ctsd ( Q).

To further study the interplay between PU.1 and C/EBP a,
we knocked down PU.1 in pre-B cells ( C), induced
transdifferentiation for 3 and 24 hr, and analyzed C/EBP a
binding at ve pre-existing and ve de novo enhancers.

In control cells we observed higher binding of C/EBP a at
3 hpi for the pre-existing relative to the de novo enhancers.
In addition, knockdown of PU.1 caused an initial decrease
of C/EBPa binding at 3 hpi for both enhancer types on all
loci tested ( D and 4E; primer sequences are in
). However, at 24 hpi, C/EBP a binding recovered
to control levels or even above in 9 of 10 enhancers tested
( D and 4E). This suggests that C/EBPa binding at
pre-existing enhancers does not strictly require PU.1,
raising the possibility that C/EBP a can access closed chro-
matin (see also Aand B).

To test this more directly, we performed micrococcal
nuclease (Mnase) digestion experiments with chromatin
isolated from pre-B cells and iM F cells and deep-sequenced
nuclease-protected DNA. Average nucleosome pro les

(C10) and primary pre-B cells. Statistical analysis by Wilcoxon rank-sum test, **p < 0.001.

(G) Expression of genes nearest pre-existing or de novo enhancers in 3T3 cells or 3T3 overexpressing PU.1 by gRT-PCR. Data are represente
as meart SEM (independent triplicates) and expressed as the fold induction relative to 3T3 cells. Statistical analysis by StudentOs t test,

*p < 0.05.
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(A) Frequency of Ebfl motif within pre-ex-
isting and de novo C/ERFbinding sites by
HOMER.

(B) Genomic distribution of Ebfl-binding
events (n = 6,627) relative to the TSS in C10
cells. ORF, open reading frame.

(C) Signibcantly enriched sequence motifs
at Ebfl-binding sites, as determined by
HOMER.

(D) Number of C/ERBRites bound by Ebfl
for each enhancer type.

(E) Heatmaps, centered on C/BEBinding

in iMF, visualizing Ebfl, C/EBP and
H3K27Ac after the induction of trans-
differentiation. Center of binding, 0; win-
dow, 6 kb; bin, 100.

(F) Screenshots of C/EBAPU.1, Ebf1, and
H3K27Ac ChIP-seq probles at selected
enhancer regions in C10 cells. See also

ADPS3D.
calibrated with sites uniquely bound by PU.1 revealed a PU.1in pre-B cells showed a small valley that became more
nucleosome-depleted region (valley) anked by two posi- pronounced in iM F ( F). In contrast, de novo en-
tioned nucleosomes ( D) that con rmed an earlier hancers targeted by C/EBPa in pre-B cells were contained
report ( ). Pre-existing enhancers bound by in a nucleosome-dense region that changed into a pro le
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(A) Kinetics of PU.1, C/EBPand C/EBP
binding at center position of pre-existing
(n = 4,711) and de novo (n = 3,424) en-
hancers at indicated hpi. Statistical anal-
ysis by Wilcoxon rank-sum test, **p <
0.001. See alsi A and S4B.
(B) C/EBR and PU.1 binding order on
de novo sites (C/EBFprst [C/EBR-PU.1],
simultaneously, or PU.1 brst [PU.1-
C/EBBR].
(C) Screenshots of C/EB&hd PU.1 binding
at selected pre-existing or de novo en-
hancers (10, 30, and 60 min).
(D and E) C/EBPbinding at pre-existing
(D) or de novo (E) enhancers in induced C10
cells knocked down for PU.1. See &iso

C. Data are represented as mean
SEM (independent triplicates). Statistical
analysis by StudentOs t test, *p < 0.05.
Primer sequences are given in
(F and G) Average MNase proPles at pre-
existing (F) and de novo (G) enhancers
bound by C/EBPand PU.1 (shown in blue
and brown). Probles were centered on PU.1
binding in iIMF and normalized by median
subtraction. Window, 6 kb; bin, 1 bp. See
also D and S4E.
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similar to that observed for pre-existing enhancers,
although less pronounced, iniM  F ( G). No ordered
nucleosome patterns were obtained with pro les centered
on random genomic positions ( E).

Our data show that C/EBP a binds to a nucleosome-
depleted region in pre-existing enhancers and to a nucleo-
some-dense region in de novo enhancers. These ndings
support the notion that C/EBP a can act as a pioneer factor.

To determine whether the epigenetic status of the two
enhancer types in pre-B cells in uences their subsequent
activation kinetics, we analyzed enrichment levels of
H3K4Mel, H3K27Ac, P300, and H3K27Me3 during trans-
differentiation. As judged by P300 and H3K27Ac, pre-exist-
ing enhancers became hyper-activated, albeit mostly in a
transient manner. In contrast, de novo enhancers became
gradually activated, starting from background levels (

A, 5B, and A). Both enhancer types followed a
similar sequence of enhancer mark acquisition, consisting
in P300 binding followed by H3K4Mel and H3K27Ac
decoration ( B). In contrast, the repressive
H3K27Me3 decreased, predominantly on de novo en-

hancers ( Cand B). These ndings are illustrated
for the pre-existing 3-kb FIRE enhancer of the Csflr gene
and the de novo 16-kb enhancer of Ctsd ( D).
Additional examples are shown in C.

To determine how the two types of prospective myeloid
enhancers modulate the upregulation kinetics of adjacent
genes, we interrogated gene expression data from C10 cells
and primary pre-B cells induced to transdifferentiate (

). Pre-existing
enhancer-associated genes started from low expression
levels and became gradually upregulated  4-fold, while
de novo enhancer-associated genes started from back-
ground levels and were upregulated  9-fold ( E,
5F, D, and S5E).

In sum, the C/EBP a and PU.1 binding order determines
the activation kinetics of targeted enhancers, with pre-ex-
isting enhancers becoming activated gradually from detect-
able base levels and de novo enhancers becoming activated
more steeply and with a delay. These differences also are re-
ected in the activation kinetics of adjacent genes.

Are the pre-existing and de novo myeloid enhancers iden-
ti ed during transdifferentiation relevant for normal he-
matopoietic differentiation? To study this we determined
their activation state in various types of immature and
mature hematopoietic cells and interrogated expression
data of associated genes during hematopoiesis (

; see A for the hematopoietic
lineage tree and nomenclature used). Surprisingly, 58%
of pre-existing enhancers already were active (i.e., marked
by H3K27Ac) in long-term hematopoietic stem cells (LT-
HSCs), and their proportion further increased in common
myeloid and lymphoid progenitors (CMPs and CLPs,
respectively), reaching 66% and 74% in terminally
differentiated granulocytes (Gns) and M F, respectively
( B and A). Moreover, a substantial fraction of
pre-existing enhancers remained active in B cells (60%)
but decreased in megakaryocyte-erythroid progenitors
(MEPSs), erythroid cells (Erys), and T cells (  30%) (

B and A). In contrast, activated de novo enhancers
were essentially restricted to the myeloid compartment
with 25%—-28% being decorated with H3K27Ac in CMPs
andGMPsand 40%inGnsandM Fs,while HSCs and mul-
tipotent progenitors (MPPs) showed lower percentages (7%
and 14%) and MEPs, Erys, and B and T cells were essentially
negative ( Cand ' A). Similar trends were observed
for pre-existing and de novo enhancers marked with
H3K4Mel ( B). Heatmaps of the two enhancer
types during the transition from short-term hematopoietic
stem cells (ST-HSCs) to macrophages ( D) were
remarkably similar to those of pre-B cells transdifferentiat-
ing into macrophages (see A). In contrast, the two
enhancer types were not activated in T cells ( E).

These ndings are illustrated for the pre-existing 14-kb
URE enhancer of Pu.l and the 88-kb putative enhancer of
Cebpb( F), which are bound by PU.1 ( G).
A de novo enhancer is exempli ed by the 65-kb enhancer
of Cebpb( F). Strikingly, mRNA levels of genes asso-
ciated with pre-existing and de novo enhancers re ected
enhancer activity during hematopoiesis using two inde-
pendently derived datasets analyzed by either RNA-seq or
expression arrays ( G, C, and S6D;

). The arrays also showed
that in normal macrophages the expression levels of genes
associated with the two enhancer types nearly converged
( D).

In conclusion, our data show that the majority of pre-
existing enhancers targeted by C/EBP a during transdiffer-
entiation are broadly active in hematopoietic stem cells,
progenitors, and B cells, whereas de novo enhancers are
largely restricted to the myeloid compartment.

How are the two enhancer types observed during C/EBP a-
induced transdifferentiation controlled during normal
hematopoiesis? To study this we analyzed the expression
of Pu.l, Cebpa and Cebpb during hematopoietic dif-
ferentiation. Pu.lexpression was found to closely correlate
with that of pre-existing enhancers, Pu.1l being broadly
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expressed in stem and progenitor cells and weakly in T cells,
MEPs, and Erys ( A). Similar expression patterns
were observed at the protein level with PU.1 reporter

mice ( ). In turn, Cebpawas expressed
mostly in the myeloid compartment where its levels were
highest in GMPs ( A; ), in agree-

ment with the fact that mice lacking C/EBP a do not
develop GMPs ( ). In contrast, Cebpb
expression reached highest levels in macrophages and

(A) Heatmaps visualizing H3K4Mel,
H3K27Ac, P300 binding, and H3K27Me3 at
pre-existing and de novo enhancers at
different hpi of induced C10 cells. Window,
6,000 bp; bin, 100. See also A.

(B) Quantibcation of H3K4Mel, H3K27Ac,
and P300, as in (A). Bins with the highest
coverage are shown.

(C) Quantibcation of H3K27Me3, as in (A),
except values at the center position are
shown. See also B.

(D) Screenshots of selected enhancers
showing C/EBR PU.1, P300, H3K4Mel,
H3K27Ac, and H3K27Me3 probles in C10
cells. See also C.

(E and F) Distribution of mRNA levels of
upregulated genes nearest to either pre-
existing (n = 318) or de novo (n = 103)
enhancers during transdifferentiation of
C10 cells and primary pre-B cells is shown.
See alsc D and S5E.

Gns ( A), suggesting that C/EBPb takes over the
role of C/EBPa in terminally differentiated myeloid cells.
This interpretation agrees with the fact that macrophages
from C/EBPb-knockout mice have functional defects

( )-

To test whether the Cebpaexpression pattern re ects its
binding specicity in the hematopoietic system, we
analyzed the C/EBPa-hinding sites identi ed in pre-exist-
ing and de novo enhancers in stem and progenitors cells
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(A) Cartoon depicting blood cell lineage
specibcation.
(B and C) Percentage of pre-existing and de
novo macrophage enhancers intersecting
with enhancers decorated with H3K27Ac in
different hematopoietic progenitors and
differentiated cell types. The size of the
circles relative to circles in (A) indicates the
percentage of representation. See aiso

A and S6B.
(D) Heatmaps visualizing H3K27Ac and
H3K4Mel decoration at pre-existing and
de novo enhancers during myeloid differ-
entiation. Window, 6,000 bp; bin, 100.
(E) As in (D), but for T cells.
(F) Screenshots of H3K4Mel and H3K27Ac
probles at selected C/E®Bound en-
hancers oPu.land Cebpln the indicated
hematopoietic cell types.
(G) Median mRNA levels of genes nearest
either pre-existing (green lines; n = 318) or
de novo (red lines; n = 103) enhancers in
different hematopoietic stem/progenitors
and differentiated cells. Statistical analysis
by Wilcoxon rank-sum test, **p < 0.001. See

also C and S6D.
and GMPs, as previously reported ( ). mary M F is illustrated for the PU.1and Cebpbgenes (
Strikingly, <10% of prospective myeloid enhancers were C) as well as for the TIr4 and Ctsd genes.
bound by C/EBP a in the progenitors, while 80% of the Together, our observations indicate that, within the
sites were bound in GMPs and in primary macrophages hematopoietic system, the combination of  Pu.l, Cebpa
( B). C/EBPa binding in progenitor cells and pri- and Cebpb determines the activity of the two types of
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prospective macrophage enhancers and, hence, the ex-
pression of adjacent genes in a manner that recapitulates
C/EBPa-induced transdifferentiation.

Our study of C/EBP a-induced pre-B-cell-to-macrophage
transdifferentiation has revealed two types of prospective
myeloid enhancers that are activated by C/EBP a. Pre-exist-
ing enhancers in pre-B cells are decorated with active
enhancer marks and bound in their majority by PU.1,
while de novo enhancers are free of enhancer activation
marks and free of PU.1; C/EBPa simultaneously hyper-acti-
vates pre-existing enhancers and newly activates de novo

(A) mRNA levels d¢?u.l, Cebpaand Cebpb
in different hematopoietic stem/progenitor
cell types, based on RNA-seq data (

).
(B) Percentages of pre-existing or de novo
enhancers bound by C/EBkh early he-
matopoietic progenitors (Lin- Sca-1+ Kit+,
LSK cells), GMPs, or primafy.M
(C) Screenshots of C/EBPbound to
selected enhancers Bi.1, CebppTIr4 and
Ctsdin the indicated hematopoietic cell
types. Pre-ex., pre-existing.
(D) Pre-existing and de novo myeloid en-
hancers in pre-B cells and BV showing
PU.1 occupancy, binding sites targeted
by incoming C/EBP (curved arrows),
enhancer states, and gene expression. Nu-
cleosomes are indicated by light blue balls.
(E) ArtistOs rendering of the trajectory of
activated pre-existing enhancers within the
hematopoietic lineage tree (in green) and
de novo enhancers (in red). The arrow de-
picts how C/EBP short circuits the two
trajectories when expressed in pre-B cells.

enhancers (summarized in D). These enhancers
drive a substantial part of the gene repertoire required for
the formation of functional macrophages. Strikingly, we
also observed a similar synergy between pre-existing and
de novo enhancers during myeloid lineage speci cation
during normal hematopoiesis ( E).

The nding that pre-existing-type myeloid enhancers
drive low-level expression of adjacent myeloid-restricted
genes in early hematopoietic progenitors provides a mech-
anistic explanation for the phenomenon dubbed “lineage
priming” ( ). The observed expression of
the myeloid markers lysozyme and CSF-1 receptor in he-
matopoietic stem cells (

) supports this interpretation. The following ob-
servations indicate that PU.1 is a key component in the
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generation of pre-existing myeloid enhancers: (1) most pre-
existing enhancers are bound by the factor; (2) PU.1 is ex-
pressed in stem and progenitor cells, but downregulated
in T cells and Erys (

), and this strongly correlates with
the distribution of pre-existing myeloid enhancers and
the expression of nearby genes; and (3) overexpression of
PU.1in broblasts partially activates myeloid genes associ-
ated with pre-existing enhancers ( G) and C/EBPa
further enhances their expression, while C/EBP a alone
has no effect ( ).

However, it is likely that, in addition to PU.1, other TFs
participate in the initiation of the establishment of pre-ex-
isting enhancers and the activation of de novo enhancers.
Thus, C/EBPa sites also were enriched for the RUNX motif,
in line with the nding that during myelopoiesis Runx1
binds transiently to the URE element of the Pu.l gene to
establish open chromatin, permitting the binding of PU.1
( ). In addition, it is possible that
the Fosgene acts as a downstream effector, as it is directly
regulated by C/EBPa and we observed enrichment of
AP-1 motifs in C/EBP-bound sites where it might co-oper-
ate with C/EBPs.

The weakly active pre-existing myeloid enhancers in
hematopoietic progenitors appear to be in a stand-by
state that can be fully activated by changes in the bone
marrow microenvironment either during development
or in adult life, such as after infections with pathogens.
These signals may in turn increase the levels of PU.1,
C/EBPa, and C/EBPb expression. Thus, for example, bacte-
ria or in ammatory stimuli can upregulate Pu.1 expres-
sion in hematopoietic stem cells through the activation
of M-CSF, a cytokine that in turn activates the CSF-1 re-
ceptor ( ). In addition, the
yeast Candida albicans can induce emergency granulopoi-
esis in hematopoietic progenitors through upregulation of
C/EBPb ( ). Therefore, the ectopic expres-
sion of C/EBPa/b to induce transdifferentiation of pre-B
cells might mimic processes that are normally triggered
in hematopoietic progenitors by developmental cues or
pathogens.

Surprisingly, a subset of pre-existing enhancers appears
to be bi-functional. In B cells this subset is bound by
the B cell TF Ebfl, typically in combination with PU.1,
resulting in low-level expression. Binding of C/EBP a
further activates these genes, raising the possibility that
their products are themselves bi-functional. The Cebpb
gene illustrates this scenario as its putative 88-kb up-
stream enhancer is bound by Ebfl, which is eventually
replaced by C/EBPa during the conversion into myeloid
cells. In addition the factor is required for the function
of both B cells and macrophages (

). However, whether the 88-kb site is

the physiologically most relevant
unknown.

Previous work on TF combinations that induce cell fate
conversions have postulated two alternative models as fol-
lows: (1) a symmetric collaboration between various TFs
acting as pioneer factors, exempli ed by Oct4, Sox2, and
KlIf4 that act during iPSC reprogramming (

); and (2) a hierarchical model, exempli ed by Ascll1
acting as a pioneer for the subsequent binding of Brn2
and Mytll during induced neuronal transdifferentiation
( ). Here we propose a mixed model,
where the key lineage-instructive factors exert dual roles
as both pioneer and secondary factors. The conclusion
that C/EBPa can act as a pioneer factor is based on the
observation that it binds to chromatin regions free of acti-
vating histone marks and to a nucleosome-dense region
within de novo enhancers, agreeing with the reported
pioneer activity of C/EBP b ( ). Itis
possible that PU.1 also can act as a pioneer factor, as it is
one of the earliest lineage-instructive factors expressed in
the hematopoietic system ( ),
and on its own can induce the expression of myeloid genes
in non-hematopoietic cells.

In conclusion, our work revealed that the collaboration
between an exogenous and an endogenous lineage-instruc-
tive TF (C/EBPa and PU.1) leads to the activation of pre-
existing and de novo myeloid enhancers during transdif-
ferentiation, resulting in macrophage differentiation.
Interestingly, this mechanism recapitulates the way endog-
enous C/EBP factors and PU.1 collaborate to induce
myeloid differentiation during normal hematopoiesis. It
will be interesting to determine whether conversions of
other cell types driven by TFs likewise recapitulate develop-
mental processes that result from the superimposition of
complementary enhancer types.

Cebpb enhancer is

The origin of the HAFTL pre-B cell line, its derivatives C10
(C/EBPaER-GFP) and C11 (C/EBRAER-hCD4), and induction of
transdifferentiation (treatment with 100 uM b-est and grown in
the presence of 10 nM II-3 and 10 nM CSF-1) have been described
previously ( ). The shC/
EBF-KDO7 directed to the ORF of Cebpbwas purchased from
Sigma (Mission shRNA System) in a pLKO.1l-puro lentiviral
backbone. An shRNA against PU.1 cloned into LMP-GFP virus
(Open Biosystems) was a gift from Dr. M. Sieweke (

). The 3T3 cell culture conditions and the PU.1-GFP construct
have been described previously ( ). Phagocytosis of
yeast was performed as described previously by

. To test for statistical differences of C/EBP a binding after
knockdown of PU.1, we applied the Student's t test, one-tailed,
alpha level (0.05).
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FACS experiments were performed as described previously (

) using conjugated antibodies against Cd19
(550992) and Cd11b (552850) and combined with blocking anti-
body (553142) from BD Pharmingen. Unstained cells or an isotype
control antibody (553932, BD Pharmingen) were used as a nega-
tive control.

ChIP experiments were performed as described previously (

). DNA libraries were prepared using lllumina’s
reagents and instructions. Nucleosome positioning was deter-
mined by MNase digestion using a modi cation of a published
method ( ). All libraries were sequenced
on the lllumina GA lIx or Hiseq2000 sequencer.

High-throughput lllumina sequencing data were base-called using
the lllumina pipeline, and sequencing reads were aligned to the
mouse genome (mm9) using either the Illlumina Eland alignment
tool or Bowtie ( ) without mismatches.
Aligned sequences were ltered to remove identical sequence
tags and sequence tags not aligning uniquely to the mouse
genome. To detect enriched regions, we used HOMER (

) ( ; and
see ). See the for
further details. To test for statistical differences in the level or
reduction of coverage between sets of regions, we applied the Wil-
coxon rank-sum test, two-tailed, alpha level (0.05).

Position of non-redundant regions relative to TSS of nearest
gene (RefSeq mm9) was based on center position and calculated
by in-house Perl scripts. For a subset of genes, the median ex-
pression level was calculated, and, to test for statistical differences
in gene expression levels between sets of genes, we applied the
Wilcoxon rank-sum test, two-tailed, alpha level (0.05). Gene
expression values in hematopoietic cells (

) were normalized by dividing each presented mRNA value
by the average mRNA of all listed genes per cell type. To annotate
genes for enrichment of GO terms, we employed David with
standard settings ( ). Motif discovery within
selected regions was performed using HOMER (

).

To analyze mRNA levels of selected genes in either C10 cells
induced with b-est or 3T3 cells overexpressing PU.1, we extracted
RNA using trizol and reverse transcribed it with GeneAmp RNA
PCR (Applied Biosystems). SybrGreen PCR Master Mix (Applied
Biosystems) was used for ampli cation and detection of cDNAs,
and PCR reactions were carried out with the AB7900HT detection
system (Applied Biosystems). To test for statistical differences
in mRNA levels, we applied the Student's t test, one-tailed, alpha
level (0.05).

The accession numbers for the ChIP-seq data reported in this paper
are GEO: GSE53173, GSE53362, and GSE53460 for chromatin
marks, factor binding, and MNase, respectively.

Supplemental Information includes Supplemental Experimental
Procedures, six gures, four tables, and one movie and can be
found with this article online at
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