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ABSTRACT

This study addresses the role of the oceanic mesoscale and submesoscale processes on the formation and transformation of subsurface water masses that participate in the Indo-Atlantic interocean exchange. Our focus is on the Cape Basin dynamics. This is the southsearuestmost basin of the Atlantic Ocean where Indian and Atlantic waters converge and mix. The ocean dynamics in this region is characterized by a highly non-linear, turbulent regime. Eddies of both polarities, meanders and filaments spawned by the Agulhas Current contribute to such an intense turbulence and strongly affect the local water masses dynamics and thermohaline structure. We provide qualitative and quantitative evidence of the direct impact that these meso- and submesoscale structures, their dynamical interactions and their seasonal variability have on the Cape Basin thermocline and intermediate waters. We used a sequence of numerical simulations, of increasing horizontal and vertical resolutions, and ranging from ‘eddy-permitting’ to fully ‘submesoscale resolving’. In that respect, we underline the importance of an adequate vertical resolution of the model in order to correctly represent the water masses structure and variability.

We point out that Agulhas eddies are mainly generated through baroclinic instabilities and are marked by a clear seasonality. This temporal variability is directly linked to the seasonal occurrence of several types of meso-submesoscale instabilities in the Cape Basin upper layers. The analysis of the energy transfers between the different scales, in concert with other diagnostics, suggest that symmetric instabilities are mainly at play during summer, while mixed-layer instabilities prevail in winter. In addition, we found that Charney baroclinic instability connects these two different submesoscale regimes and plays a major role in the seasonal formation and subduction of a newly identified type of mode waters, that we defined as ‘Agulhas Rings Mode Water’. Finally, we show that not only Agulhas rings but eddies of both polarity are involved in advecting and mixing Antarctic Intermediate Water. In particular we detail the processes that lead to such mixing. These are driven by the mesoscale strain field that produce submesoscale filaments and T-S fine-scale structures that, ultimately, generate intense lateral stirring and mixing.

Our results suggest the existence of two distinct dynamical regimes affecting the upper and intermediate layers of the Cape Basin. Near the surface, the submesoscale-driven frontogenesis and the enhanced energetics of the related divergent motions lead to a pre-
dominance of ageostrophic dynamics. The intermediate depths are, instead, characterised by a quasi-geostrophic regime due to the prevailing effects of the mesoscale dynamics.
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Chapter 1

Introduction

1.1 The Indo-Atlantic heat and tracer exchange

1.1.1 Nature, role and structure of the inter-ocean link

The inter-ocean leakage of heat and salt from the South Indian Ocean to the South Atlantic has important consequences for the global thermohaline circulation and in particular for the strength of overturning of the Atlantic Ocean as a whole [Biastoch et al., 2008, Blanke et al., 1999, Gordon, 2001, Speich et al., 2001]. The leakage between these two subtropical gyres takes place south of Africa. The main mechanisms are the intermittent shedding of Agulhas rings from the retroflection of the Agulhas Current and the advection of Agulhas filaments from the border of the Agulhas Current, both of which move northwestward into the South Atlantic [Boebel et al., 1998, Bryden et al., 2005, Gordon, 2003, Laxenaire et al., Submitted, Lutjeharms, 2001, 2006].

The wind-driven gyres of the South Indian and Atlantic Oceans are connected in the Agulhas Retroflection area. The southern boundary of the joint subtropical 'super gyre' of these two oceans is largely determined by the position of the zero wind stress curl, roughly at the Subtropical Convergence Zone ($\pm 45^\circ$S) [De Ruijter, 1982, Gordon et al., 2010, Speich et al., 2007]. From the above it should be clear that this inter-ocean connection is also a critical link in the global Meridional Overturning Circulation (MOC, Fig. 1.1). This is supported by paleoceanographic studies (e.g. see Berger and Werfer [1996], Peeters et al. [2004]) that indicate how a specific species of foraminifera became extinct in the South Atlantic during the last glacial period, probably owing to a decrease of the upper ocean temperatures. The same authors suggest that their more recent reappear-
Figure 1.1: Diagram of the world ocean overturning circulation, where red is for surface flows, blue and purple are deep flows, and yellows and greens represent transition between depths (picture taken from: http://stockage.univ-brest.fr/~speich/SAMOC/SAMOC_2009.ppt).

ance might be due to reopening of the Agulhas connection. There seems to have been a common start-up of North Atlantic Deep Water (NADW) formation, a reappearance of the species in the southeastern Atlantic and a poleward expansion of the wind-driven gyres some 10,000 years ago. If, indeed, this Agulhas leakage is one of the controlling factors of the Atlantic Ocean stratification and thermohaline overturning circulation [Biastoch et al., 2009, Biastoch and Boning, 2013], then shutting it off during glacial times might have been a strong positive feedback mechanism to reduced NADW formation [De Ruijter et al., 1999, Lutjeharms, 2007].

The probable importance of the inter-ocean exchange around South Africa for regional and global climate shifts has motivated many observational, theoretical, and modeling studies in the last three decades. Past descriptions of the link between the Indian and Atlantic Oceans at the Agulhas Retroflection suggested this transport to be dominated by the migration of Agulhas Rings from the Agulhas Retroflection through the Cape Basin, west of Cape Town (Fig. 1.2), into the western South Atlantic (see Lutjeharms [1996], for a summary of observational studies).

The shedding of Agulhas Rings was generally thought to follow a rather straightforward kinematic process and the rings merging out of this spawning process were believed to then move with the steadily flowing Benguela Drift into the interior Cape Basin and to veer successively westwards, pursuing a quasi-zonal path across the South Atlantic.
While the Benguela Drift would be dominated by water from the South Atlantic [Garzoli and Gordon, 1996], “isolated rings of Agulhas water west of the retroflection” ([Gordon, 1986], p. 5043) would carry the bulk of Indian Ocean influence, which slowly would leak from the rings into the surrounding waters. Alternative inter-ocean exchange mechanisms, such as a possible direct inflow via narrow coast and shelf edge jet-like currents [Stramma and Peterson, 1989](also called filaments), were deemed intermittent [Duncombe Rae et al., 1996] and to provide not more than 15% of the overall mass flux [Lutjeharms and Cooper, 1996].

Figure 1.2: Schematic of the oceanic flow patterns around southern Africa for the upper and intermediate layers, where the Cape Basin is circumscribed by the Walvis Ridge, the African East coast and the Agulhas Ridge. Two Agulhas Rings are depicted at 29°S and 38°S. The Agulhas Bank is the shaded shelf region to the south of Cape Town (AB), the Agulhas Plateau (AP) is the shallow topographic feature near 40°S, 26°E. The Vema Seamount (VS) is indicated. Topography is delineated by the 0, 1000 and 3000 m isobaths (Source: Boebel et al. [2003]).

1.1.2 The zonal branches and the AAIW transport

Based on the previous concepts, researchers estimated the inter-ocean exchange by calculating the heat and salt anomaly contained within a ring relative to a suitably chosen reference station nearby, but outside of the ring [Arhan et al., 2011]. The anomalies were then multiplied by the number of rings shed per year to estimate the annual mean transport [Byrne et al., 1995, Duncombe Rae et al., 1996, Goni et al., 1997]. These studies described the Benguela Current and its vertical structure, involving the thermocline
and Antarctic Intermediate Water (AAIW) layers, while a southward flow was suggested below [Garzoli and Gordon, 1996]. The observed variability in the eastern part was predominantly assigned to the presence of energetic anticyclonic eddies (i.e. Agulhas Rings, Fig. 1.3), even though cyclonic eddies had also been identified, using satellite altimetry measurements [Byrne et al., 1995, Grutindlingh, 1995]. And indeed, earlier works have already indicated that the Cape Basin dynamics was influenced by other effects that solely the inflow from the Indian Ocean [Lutjeharms and Connel, 1989, Lutjeharms et al., 1992].

Figure 1.3: Snapshot of temperature (background color, °C) and velocities of the greater Agulhas Current System, as simulated in the numerical study of Matano and Beier [2003]. The superimposed schematic shows the path of the mean currents and eddies in the Cape Basin.

Later quasi-Lagrangian studies in the western South Atlantic from drifting deep floats [Boebel et al., 1999] had showed two quasi-zonal branches of the subtropical gyre dominating the circulation at intermediate depth near the Mid-Atlantic Ridge. The South Atlantic Current brings fresh AAIW from the Brazil-Malvinas Confluence Zone into the southern Cape Basin, while to the north, at about 30°S, a westward flow band appears to drain the latter [Schmid et al., 2000]. While the two limbs are joined in the west by the Brazil Current to form one half of the subtropical gyre, its closure in the East remained obscure [Piola and Gordon, 1989]. Several possibilities were proposed for the location of this missing link: a closure to the west of the Mid-Atlantic Ridge [Siedler et al., 1996], a closure within the Cape Basin [Stramma and England, 1999], or a closure via a detour.
through the Southwest Indian Ocean subtropical gyre [Gordon et al., 1992]. With the AAIW salinity minimum changing only little over the entire width of the South Atlantic along the gyre southern and northern zonal branches, as displayed in the You et al. [2003] map of AAIW core salinity (their Fig. 1.3c), one is left wondering which processes are involved in their mixing and how the advected water is modified so significantly over a relatively short distance. Boebel et al. [2003] were the first in observationally demonstrating that the eastern closure of the subtropical ‘supergyre’ could actually take place within the Cape Basin. Later numerical [Rimaud et al., 2012] and observational studies [Rusciano et al., 2012] confirmed the oceanographic importance of this region; they called the attention on the role played by the high mesoscale variability of this area in the mixing and transformation of AAIW into different, local varieties. Thanks to these works, the ‘Cape Cauldron’ (as the Cape Basin was renamed by Boebel et al. [2003]) started to take on an essential, integral role as mixer and stirrer in the Indo-Atlantic inter-ocean exchange, with the interaction between cyclones and anticyclones resulting in a rapid homogenization of water mass anomalies introduced from the Indian Ocean into the Atlantic, particularly at intermediate depth.

1.2 The Agulhas and Atlantic subsurface water masses

As seen in the previous section, the present South Atlantic plays a unique role in the climate system in that it transports heat toward and across the equator, whereas all other oceans have poleward heat transports [Stramma and Lutjeharms, 1997]. The South Atlantic is a wide open basin and its thermohaline structure is determined largely in other areas of the World Ocean [Rintoul, 1991]. Water masses are continuously passing through, locally modified by air-sea buoyancy fluxes and mixing, and steered by topographic ridges, wind and thermohaline forcing [De Ruijter et al., 1999, Garzoli and Matano, 2011]. To study the stratification of the Atlantic and its overturning circulation, one needs to know precisely the water mass characteristics and fluxes at the open boundaries with the surrounding oceans [Thompson et al., 1997]. On its anticyclonic path through the warm and evaporative oceanic region, the subtropical gyre of the South Atlantic, driven by the meridional alternation of trades and west winds [Durgadoo et al., 2013, Loveday et al., 2014], picks up excess heat and gives back fresh water to the atmosphere [Rouault and Lutjeharms, 1994]. Consequently, the Brazil Current exports relatively warm and salty water poleward and much cooler and fresher water flows with the northward branch of
the South Atlantic Current and of the Benguela Current in the eastern part of the gyre [Talley, 1996]. So the wind-driven circulation acts according to intuition: it transports heat and salt poleward in the upper layers [Rahmstorf, 1996, Weijer et al., 1999].

![Figure 1.4: T-S diagram from the Argo climatology of Rusciano et al. [2012], showing the main thermocline and deep water masses circulating within the greater Agulhas Current System, and the depth ranges in which they can be localized.](image)

The equatorward heat transport of the South Atlantic is therefore established by the global scale MOC, involving the deep southward flow of NADW and a compensating northward mixture of warm salty thermocline waters and cooler, fresher intermediate water masses [Gordon et al., 1992]. These compensating water masses originate partly in the South Atlantic itself, as a result of water mass transformation processes in e.g. the Brazil-Malvinas confluence area and along the subtropical convergence zone [Peterson and Stramma, 1991, Piola and Gordon, 1989]. But a large part of the intermediate and
thermocline water masses originates in the Pacific and Indian Oceans, entering the South Atlantic via the Drake Passage and around the tip of South Africa, respectively [Warner and Weiss, 1992]. Here, isopycnally-compensated mixing of intermediate waters has been observed to take place within the Cape Basin, due to the intense mesoscale variability [Boebel et al., 2003, Rimaud et al., 2012, Rusciano et al., 2012].

Although there is a great variety of water masses in the subsurface, the prevalent type in the Cape Basin is the South Atlantic Central Water (SACW, [Mohrholz et al., 2001]), characterized by potential temperature and salinity in the range: 10°C, 34.5 psu and 18°C, 35.5 psu (Fig. 1.4). This water mass upwells to the surface along the South-African coast and thus constitutes the regional shelf water [Shannon and Nelson, 1996]. Because the central waters of the south Indian and south Atlantic have very similar θ-S structure, Gordon et al. [1992] used chlorofluoromethanes as tracers and suggested that as much as two-thirds of this thermocline water is drawn from the Indian Ocean. The same conclusion was reached by Matano and Beier [2003], who showed that not all the SACW was formed locally, but a substantial portion of it had its origin in the Indian Ocean and was introduced into the South Atlantic by Agulhas eddies and filaments.

Underneath the seasonal thermocline, Subantarctic Mode Water is found within the 12-13°C and the 34.5-34.6 psu (Fig. 1.4). This water is known to be formed at longitudes around 60°E in the south Indian Ocean [McCartney, 1977] and injected in the southern Indian Ocean subtropical circulation and conveyed to the retroreflection area, where it may be pinched off in rings [Gladyshev et al., 2008].

At greater depth, intermediate waters dominate the water mass structure of the subtropical gyre. The intermediate waters in the South Atlantic are forced from above by the wind-driven circulation and from below by the thermohaline-driven circulation [Gordon et al., 1992]. One of the most striking differences between the upper and intermediate levels is that the northern limit of the subtropical gyre shifts from approximately 20°S in the near-surface layer, to 27°S in the intermediate layer [Stramma and England, 1999]. Another conspicuous difference between these levels is that while in the upper-level the westward flow is uniformly distributed across a wide band of latitudes, at the intermediate level it is restricted to a rather narrow latitudinal band (see Fig. 1c of Matano and Beier [2003]). Here AAIW moves with the Agulhas Current [Shannon and Hunter, 1988], exhibiting a temperature range of 2°-10°C and salinities between 33.8 and 34.8
psu (Fig. 1.4). This water mass is formed in the sub-polar and polar regions as surface low-salinity waters \cite{Talley, 1996}; then it subducts under the seasonal thermocline and is no longer in contact with the atmospheric forcing. Hence, AAIW is known to retain the physical properties that were set at the sea surface, and it is a long-distance supplier of salt, heat, and nutrients typical of its formation regions \cite{Sarmiento, 2004}. Based on temperature, salinity and oxygen concentrations, Shannon and Hunter \cite{1988} were able to infer the general circulation of AAIW around southern Africa. It is nowadays assumed that a part of the AAIW flows eastward around 40°S and leaves the South Atlantic to flow into the southern Indian Ocean \cite{Boebel et al., 1998}. There it branches and mixes into the recirculation regime of the southwest Indian Ocean to reenter the South Atlantic via Agulhas leakage, embedded in the major rings that frequently pinch off from the retroflexion \cite{Feron et al., 1992, Gordon et al., 1992}. It is while crossing the turbulent Cape Basin that AAIW experiences a rapid transformation of its thermohaline properties, leading to their enhanced spreading along the 27.2 isopycnal (Fig. 1.4) and to the ultimate formation of AAIWs regional varieties \cite{Rimaud et al., 2012, Rusciano et al., 2012}.

Until the 1990s, little was known about the way the deeper waters interacted or were exchanged at the retroflexion \cite{Gordon et al., 1992}. In the early 2000s, the pathways of the deeper waters south of Africa were the subject of a large international Lagrangian float campaign, the Cape of Good Hope Experiments (KAPEX), aiming at explaining the exchange of these waters between the two ocean basins. One of the main findings of this experiment was that floats in the intermediate layer of the Cape Basin usually did not remain trapped within the rings and cyclones for very long. This implies strong mixing between rings, cyclones and background water from the South Atlantic Current and Tropical Atlantic \cite{Richardson, 2007, Richardson and Garzoli, 2003},

Beneath the AAIW layer, NADW flows poleward between 1000-3500 m and is relatively more saline and colder than the former, having temperature lower than 3°C and salinities above 34.8 psu \cite{Shannon and Nelson, 1996}. Arhan et al. \cite{2003} estimated an export of 11± 4 Sv of this water mass from the Atlantic near southern Africa inshore of the Subtropical Front. They showed that most of this flow could be traced back across the Cape Basin to passages south of 28°S in Walvis Ridge and further upstream to an entry in the eastern basin at 20-25°S.

At last, Antarctic Bottom Water (AABW, \( \theta <0°C \) and \( S <34.8 \) psu) is situated at depths
exceeding the 3500 m and flows equatorward into the Cape Basin. Here this water mass turns back on itself creating a cyclonic loop that results in a deep poleward flow along the continental margin of western Africa [Nelson, 1989].

1.3 The Agulhas Current system

The Agulhas Current constitutes the western boundary current of the wind driven, anticyclonic gyre of the South Indian Ocean (Fig. 1.5 b). As described in the previous sections, it draws its water masses, and thermohaline characteristics, from this broad oceanic region [Beal et al., 2006, Bryden et al., 2005, De Ruijter et al., 1999]. Conceivably, any interannual or decadal variability occurring in this subtropical gyre can influence the Agulhas Current [Lutjeharms and de Ruijter, 1996, Reason et al., 1996a,b]. This current consists of a northern and a southern part with dissimilar characteristics [Veitch et al., 2009]. The northern part starts approximately at the border between Mozambique and South Africa and stretches along the eastern seaboard of South Africa, down to the latitude of Port Elizabeth (Fig. 1.5 a). Its trajectory follows the continental shelf break quite closely, and, unlike any other western boundary current, the trajectory is quite stable [Grutindlingh, 1983]. The strong shelf slope most probably constrains the growth of lateral meanders in the current [Jacobs and Georgi, 1977], which is at least 2000 m deep. It carries a mass transport of about 84 Sv (1 Sv = 10^6 m^3/s) [Beal et al., 2015].

Farther downstream, the Agulhas Current, by contrast, flows past the broad continental shelf south of Africa, the Agulhas Bank, where the more gently inclined slope allows it to meander in the manner of most western boundary currents [Beal and Bryden, 1997]. As a result, many shear edge features common to such a current, namely eddies of both signs, filaments and plumes, are formed [Lutjeharms et al., 1989]. These warm plumes move onto the Agulhas Bank to contribute to the very strong vertical stratification in temperature over the shelf, or they drift into the adjacent South Atlantic as Agulhas filaments [Lutjeharms and Cooper, 1996, Whittle et al., 2008] (see Fig. 1.5 b). When the meandering southern Agulhas Current reaches a latitude of about 37°S it passes the southern tip of the African continental shelf and moves southwestward as a free jet into the South Atlantic [Gordon et al., 1987]. Shortly after, it retroreflects in a dramatic way and subsequently carries the bulk of its waters eastward (Fig. 1.5 b), back into the Indian Ocean. An Agulhas Undercurrent has been also measured directly near Port Ed-
Figure 1.5: Main mesoscale and larger circulation features of the greater Agulhas Current System, superimposed on the bottom topography. Abbreviations are: A, Agulhas ring, recently shed from the Agulhas retroflection and encircled by an Agulhas filament; E, Agulhas retroflection; B, Agulhas rings drifting off into the South Atlantic; C, cyclonic eddy forming part of a well-developed Natal Pulse on the Agulhas Current preciding an upstream retroflection at the Agulhas Plateau, the shallow region south of Africa; and D upstream retroflection. The large-scale background circulations of the subtropical gyres are shown by open arrows; the shaded areas indicate where the bottom is shallower than 3000 m (after De Ruijter et al. [1999]).
ward (31°S) [Beal, 2009] and its core is centered around a depth of 1200 m and hugs the continental slope directly below the core of the Agulhas Current. It transports about 6 Sv north-eastward at maximum speeds of 30 cm/s.

The manner in which the Agulhas Current is supplied from different sources has been demonstrated to play a major factor in establishing how variations in its flow come about [Beal et al., 2006, De Ruijter et al., 1999]. Contrary to classical portrayals, the sources of the Agulhas are not dominated by the Mozambique Current [Biastoch et al., 1999, Halo et al., 2014, Saetre and Da Silva, 1984], or by the East Madagascar Current [Lutjeharms, 1988], but by the recirculation in the above mentioned South-West Indian Ocean subtropical gyre [Harris, 1972, Stramma and Lutjeharms, 1997]. Of the total volume flux of the upper 1000 m of the Agulhas Current (∼65 Sv) about 20 Sv comes from east of Madagascar, but not necessarily directly from the East Madagascar Current itself [see Stramma and Lutjeharms [1997] for a discussion of these fluxes]. In fact, it has been surmised [Backeberg et al., 2012, Lutjeharms, 1988, Penven et al., 2014] that water from this western boundary current may reach the Agulhas Current only intermittently and then predominantly in the form of mesoscale rings and filaments (Fig. 1.5 b). Estimates of the contribution through the Mozambique Channel range between 5 Sv [Stramma and Lutjeharms, 1997] and 21 Sv [Di Marco et al., 1998]. South of Africa, the transport of the Agulhas Current was estimated at 95 Sv by Gordon et al. [1987], which is much larger than the transport upstream at about 32°S. From that they concluded the existence of a tight recirculation in which the Agulhas transport grows significantly. This was confirmed from analysis of satellite altimeter data [Feron, 1994, Feron et al., 1998], as well as from later observational [Boebel et al., 1998, 2003, Garzoli and Goni, 2000, Lutjeharms and Ansorge, 2001] and numerical studies [Biastoch and Krauss, 1999, Lutjeharms et al., 2003a, Matano, 1996, Weijer et al., 1999].

1.4 The regional meso and submesoscale dynamics

The fields of mesoscale variability of the Agulhas system from altimetry data (Fig. 1.6) from surface drifters observations (Fig. 1.7a, b) and from a high-resolution satellite product (Fig. 1.8) show a remarkable resemblance. The highest level of variability is found associated with the termination of the Agulhas Current south of Africa. From there an extensive tongue of increased variability outspreads eastward, along the Subtropical
Convergence and the trajectory of the Agulhas Return Current [De Ruijter et al., 1999]. An unusual feature of the flow of the northern Agulhas Current is the intermittent occurrence of a solitary meandering in the trajectory of the current, called the Natal Pulse [Lutjeharms and Roberts, 1988]. This meander moves downstream at a rather steady rate of 20 km/day and grows in lateral dimensions on its journey. In cases of meanders with extreme amplitudes, early retroflection of the current even seemed to result [Lutjeharms and van Ballegooyen, 1988a]. On the other hand, the Agulhas Retroflection region exhibits rapidly and markedly changing flow patterns. In general, the sequence of events starts with the Agulhas Current propagating farther and farther westward until the retroflection loop occludes and a separate Agulhas ring is formed [Gordon et al., 1987, Lutjeharms and van Ballegooyen, 1988b].

Figure 1.6: Global map of the root-mean-square of Sea Surface Height (SSH, in m²/s²), used as a proxy of Eddy Kinetic Energy (EKE), showing very high values within the Cape Basin (delimited by the black box). The rms is calculated from 13 years of AVISO data (2000-2012) at 1/4° resolution.

The frequency of ring shedding is irregular [Feron et al., 1992, Goni et al., 1997] and has not yet been precisely determined. Past analyses of a variety of satellite data indicated that most Natal Pulses that reach the Agulhas retroflection precede a ring shedding event [Van Leeuwen et al, 2000], suggesting that these meanders might play a role in the timing of this process. But based on Bleck and Boudra [1986] reduced-gravity isopycnic model, Pichevin et al. [1999] simulated the Natal pulse and concluded that it does not create
Agulhas rings. According to the same authors, these pulses can, however, result in the shedding of a ring or accelerate the process. The model also underlined that the rings generation is intrinsically necessary, as without this production the flow force associated with the Agulhas Return Current would not be balanced. Other theoretical considerations indicated that the shelf-slope configuration along the northern Agulhas Current inhibits instabilities in the current trajectory, except at the Natal Bight (north of Durban, Fig. 1.5 a), at about 30°S [De Ruijter et al., 1999]. Here the weaker gradient in the continental slope allows instabilities intermittently leading to the initiation of a pulse [Beal and Bryden, 1997]. The required intensification in the Agulhas Current transport may be due to inherent fluctuations in the recirculation gyre or to the entrapment of deep-sea eddies onto the outer border of the current [Shannon, 1979, Shannon et al., 1989]. Such eddies have been observed in the region [Grutindlingh, 1988, 1995] and also interacting with the seaward border of the current [Grutindlingh, 1990]. Some of these eddies have been traced to east of Madagascar and they seem to substantially contribute to the high mesoscale variability in the southwest Indian Ocean (Fig. 1.3) [Lutjeharms, 1988a].

Figure 1.7: Maps kindly provided by Rick Lumpkin showing global mean Eddy Kinetic Energy (left) and a zoom of it in the area of the Agulhas Current (right) from in-situ observations of the Surface Velocity Program drifters. The Agulhas Current reaches values of 0.5 m²/s² as elevated as other highly turbulent regions like the Gulf Stream, the Kuroshio extension and the Equatorial currents.

Overall, the warm-core Agulhas rings are the most energetic ones shed from a western boundary current in the world ocean [Goni et al., 1997, Olson and Evans, 1986] being observed with diameters as large as 500 km [Arhan et al., 1999, Laxenaire et al., Submitted] and reaching 1000 m deep [Arhan et al., 2011, Doglioli et al., 2007, Gordon et al., 2018].
1987, McCartney and Woodgate-Jones, 1991]. They propagate into the South Atlantic with speeds ranging between 5 and 10 km/day [Byrne et al., 1995, Laxenaire et al., Submitted, Wakker et al., 1990] and the maximum anticyclonic surface currents are around 50 cms/s [Arhan et al., 1999, Duncombe Rae et al., 1992, Laxenaire et al., Submitted], but can also reach speeds higher than 1 m/s [Arhan et al., 2011]. A major part of the inter-ocean exchange at the Agulhas Retroflection is attributed to these rings; thus they have a considerable impact from the local to the global scale [Beal et al., 2011, Lutjeharms and Gordon, 1987]. Even though the pinching-off of large rings at the Agulhas Retroflection leads to the major exchanges between the subtropical gyres of the South Indian and the South Atlantic Oceans [Gordon et al., 1992, Olson and Evans, 1986], these are not the only vortices formed in this region. The portion of the Agulhas Current that does not get abstricted to form rings moves eastward as the Agulhas Return Current, usually along the Subtropical Convergence [Lutjeharms and Valentine, 1984] south of Africa. This produces intense horizontal shear and accompanying flow instabilities. A variety of eddy types is then generated [Lutjeharms and Valentine, 1988a], some of which have been observed to cross the front and enhance the cross-frontal exchange of water masses and heat [Lutjeharms, 1987]. The associated eddy stresses seem to also exert a net force and accelerate the mean flow considerably [Feron, 1994, Feron et al., 1998].

**Figure 1.8:** Istantaneous map of Sea Surface Temperature (in °C) at very high resolution (∼ 5km), obtained from the merging of 3 satellite products of NASA: Chlorophyll-a MODIS, Chlorophyll-a VIIRS and SST MODIS denoised. Source: http://ovl.oceandatalab.com/.

For example, in Figure 1.8 we can clearly observe how cyclonic vortices detach from the
north wall of the Agulhas retroreflection. They represent the cyclonic lee eddies studied by Penven et al. [2001] as generated through barotropic instabilities due to the flow detachment in the lee of the Agulhas Bank. On the other hand, Lutjeharms et al. [2003a] showed how cyclones associated with Natal Pulses and other shear-edge features are often instrumental in driving the occlusion of an Agulhas ring. Other papers [Lutjeharms and Cooper, 1996, Whittle et al., 2008] reported on the behavior of Agulhas filaments interacting with a number of mesoscale features shortly after formation; they suggested that these filaments may result from many processes due to site-specific types of mixing. More recently, studies combining observational and modeling approaches(e.g. Krug et al. [2017]) investigated the formation of submesoscale cyclones, by horizontal shear instability in the Agulhas Current, south of 34°S; these cyclones trigger warm water plumes whose mean velocities exceed those observed in the frontal cyclones. Western boundary currents are indeed characterized by a rich submesoscale activity [Gula et al., 2015], whose highly non-linear processes are expected to make an important contribution to the vertical flux of mass, buoyancy and tracers in the upper ocean [Thomas and Ferrari, 2008].

Recent review papers on the regime of these small scales [Mahadevan, 2016, McWilliams, 2016] have called the attention on the fact that the term ‘submesoscale’ does not merely indicate a length scale, but rather refers to processes characterized by O(1) Rossby and Richardson numbers, as a result of internal instabilities or surface forcing. Submesoscales indeed arise in localized regions of the surface ocean where the vertical component of the relative vorticity, ζ, attains a magnitude as large as (or larger than) the planetary vorticity f, making the local Ro = ζ/f = O(1). Thei dynamics are associated with strong vorticity and strain rates occurring on lateral scales of 0.1-10 km, while buoyancy forcing and wind stress at the surface contribute to enhancing (or suppressing) such processes [Thomas et al., 2008]. New insights into the submesoscale dynamics controlling the vertical exchange of properties near the surface have come from high-resolution satellite products (Fig. 1.8). However, submesoscale features can also arise at depth and influence the mesoscale dynamics and water masses exchanges in the subsurface, especially in regions where intermediate waters intrude and mix with deeper layers [Smith and Ferrari, 2009]. This could be the case of the Cape Basin, where AAIW is known to interact with deeper water masses, as NADW and AABW [Talley, 1996].
1.5 Summary

The inter-ocean exchange of heat and salt around South Africa is thought to be a key link in the maintenance of the global MOC of the ocean (Fig. 1.1) [Gordon et al., 1992, Lumpkin and Speer, 2007, Lutjeharms, 1996]. It takes place at the Agulhas Retroflection, largely by the intermittent shedding of very large rings that penetrate into the South Atlantic Ocean (Fig. 1.3) [Byrne et al., 1995]. This makes it extremely hard to estimate the inter-ocean fluxes [Lutjeharms and van Ballegooyen, 1988b]. At present, most of the Agulhas rings have been observed to cross the South Atlantic, even though they seem to decay exponentially to less than half their initial size (measured by their available potential energy) within 1000 km from the shedding region [De Ruijter et al., 1999]. However, the majority of their thermohaline properties, resulting from the intense mixing happening in the southern Benguela region, have been observed to reach the Southeast Atlantic [Laxenaire et al., Submitted], feeding directly into the upper (warm) limb of the global thermohaline circulation [Sloyan and Rintoul, 2001]. Most of the regional studies suggest that Agulhas water and AAIW are about equally important sources for the Benguela Current, so that variations in their strength may lead to anomalous stratification and stability of the Atlantic Ocean at decadal and longer timescales [Lutjeharms, 1996].

More recent, numerical works indicated that the Indo-Atlantic inter-ocean exchange is strongly related to the structure of the wind field over the South Indian Ocean [Durgadoo et al., 2013, Loveday et al., 2014, Weijer et al., 2003]. This leads in the mean to a subtropical supergyre (Fig. 1.9) wrapping around the subtropical gyres of the South Indian and Atlantic Oceans [Speich et al., 2007]. However, local dynamical processes, in the highly non-linear regime of the Cape Basin, have a crucial influence in inhibiting the connection between the two oceans [Boebel et al., 2003]. The regional topography also seems to play an important role in locking the Agulhas Current retroflection [Speich et al., 2006]. The interaction of rings with topography, in particular with the Verna Seamount, is shown frequently to cause their splitting, enhancing mixing of the rings Indian Ocean water into that of the southern Atlantic [Goni et al., 1997, Laxenaire et al., Submitted, Schouten et al., 2000]. This localized mixing may well provide a considerable source of warm and salty Indian water into the Atlantic branch of the MOC [Garzoli and Matano, 2011].

Apart from mixing with ambient water masses, newly spawned Agulhas rings also undergo exchanges of heat and moisture with the atmosphere [Arhan et al., 1999, 2011, Faure
et al., 2011]. The climatological heat flux to the atmosphere in this region is known to be the highest for the entire South Atlantic [Bunker, 1988]. Hoflich [1984] initially gave an average value of 200 W/m² with seasonal variations. However, these climatological estimates covered the whole region and did not make any distinction between Agulhas rings and other waters, underestimating for the heat loss from warm Agulhas rings [Rouault et al., 2000]. In fact, Mey et al. [1990] have measured in-situ fluxes of between 400 and 840 W/m² over individual rings, whereas Van Ballegooeyen et al. [1994] have estimated fluxes of between 300 and 400 W/m². These earlier observations are consistent with more recent measurements by Rouault et al. [2000, 2002] and Rouault and Lutjeharms [2003].

Figure 1.9: Schematic of the greater Agulhas system embedded in the Southern Hemisphere supergyre (outlined by the grey dashed line). Background colours show the mean subtropical gyre circulation, depicted by climatological dynamic height integrated between the surface and 2,000 dbar. Black arrows and labels illustrate significant features of the flow. Picture adapted from [Beal et al., 2011].

Particularly noteworthy is the fact that, owing to its special synoptic weather condi-
tions, the net flux of heat in the retroflection region is from the ocean to the atmosphere throughout the year, although substantially reduced during the summer months [Walker and Mey, 1988]. This yearlong cooling leads to considerable modification in the upper layers of Agulhas rings in the retroflection [Olson, 1992]. Because of this strong air-sea interaction, the positive sea surface temperature (SST) anomalies of the rings tend to disappear quickly [Olson, 1992] so they can be identified from thermal infrared images only for a very limited part of their lifetime [Schouten et al., 2000]. The rings signature in sea surface height (SSH) stay visible far longer, making satellite altimeter measurements very useful for monitoring the behavior of Agulhas rings over longer period [Chelton et al., 2011, Goni et al., 1997, Gordon and Haxby, 1990, Grutindlingh, 1995, Laxenaire et al., Submitted, Van Ballegooyen et al., 1994]. Nonetheless, since the rings decay is affected not only by exchanges with the overlying atmosphere, but also by interactions with the local bathymetry and with other turbulent structures (cyclones, filaments and submesoscale vortices), the numerical approach has proved to be the most appropriate tool to investigate this variety of non-linear interactions. State-of-the-art global and regional ‘eddy-permitting’ models show a reasonable representation of the mean Agulhas system; but the mesoscale variability and the local geometrical and topographic features, that determine largely the inter-ocean fluxes, still need considerable improvement [Biastoch et al., 2008b, De Ruijter et al., 1999, Durgadoo et al., 2013].

As further explained in the next section, this work builds on the recent efforts of the international modelling community to refine our knowledge on the fine-scale mechanisms controlling the turbulent processes of key oceanic regions as the Cape Basin. Our goal is indeed to numerically explore the role played by meso- and submesoscale dynamics in the inter-ocean exchange around Southern Africa and the impact they have on the formation and advection of the watermasses participating in this transfer. In particular, we will show how increasing the horizontal and vertical resolutions of a regional model, from mesoscale-permitting to fully submesoscale-resolving, can highly improve the representation of the local turbulent processes and lead to a ‘more-realistic’ reproduction of this crucial inter-ocean exchange in terms of thermohaline properties and energy contents. This numerical approach has also allowed us to gain significant insight on the key physical mechanisms that regulate the Cape Basin meso-submesoscale interactions, on their seasonal variability and their impact on the formation, advection and transformation of the local watermasses.
Chapter 2

Scientific motivation

2.1 Thesis objectives

The main goal of the this study is to investigate the characteristics and effects on water-masses of mesoscale and submesoscale dynamics in the Cape Basin, south of Africa, as this oceanic region is considered a key nexus between the Atlantic MOC with the rest of the world ocean, possibly controlling such a connection. These turbulent processes should indeed play a capitol role in this region, characterised by the highest magnitude of Eddy Kinetic Energy in the world ocean. Therefore, the objectives we will attempt to tackle in this work are primarily directed towards the identification and analysis of meso- and submesoscale processes within a series of medium and high resolution, numerical simulations of the ocean circulation around Southern Africa. In particular, the scientific questions we are interested in will deal with:

1. Quantifying the turbulent field within the area of the Cape Basin, one of the world’s greatest hotspot of mesoscale dynamics, being located at the eastern boundary of a mid-latitude basin (i.e., away from well defined, strong currents) and mainly constituted of eddies, interacting with the atmosphere and among themselves, within the upper and intermediate layers (i.e between 500 and 1000 m depth);

2. Understanding the characteristics of the regional mesoscale and submesoscale dynamics and their relations: energetics, scales, seasonality at different depths and at different locations in the Cape Basin, their effects on the Mixed Layer Depth and thermohaline
3. Diagnosing the distinct types of instabilities that arise from the interaction of the meso- and submesoscale processes and attempt to explain if their triggering mechanisms and short-term variability are related to local forcings or if more remote factors could be at play;

4. Analyzing the effects that these instabilities and transfers between scales and structures have on the advection and mixing of the local watermasses in terms of thermoaline properties and energetics;

5. Investigating the overall impact of the Cape Basin non-linear processes on the water masses exchanges and transformations, through the use of specific tools, as the algorithm for eddy detection and tracking, to capture and follow the evolution of eddies and finer-scales features, or the Ertel Potential Vorticity budget, to explore the seasonality of its anomaly and of its vertical (barotropic) terms. The latter will help us in evaluating the temporal variability of the mesoscale field.

2.2 Approach

In order to explore the above-mentioned topics we chose to run regional, numerical simulations at increasing vertical and horizontal resolutions (Figure 2.1). This has been proven to be a successful approach [Capet et al., 2008a,b,c, Molemaker et al., 2015] when studying meso- versus sub-mesoscale processes, once the spacing between grid points is reduced or even, in the case of the vertical levels, differently distributed. The output of our main numerical configurations were first validated against and quantitatively compared to observations (satellite retrieved and in-situ data), with the aim to highlight the model limitations, at different resolutions, in capturing the whole range of dynamical and thermoaline processes characterizing our oceanic region of interest. These simulations were then analyzed through diagnostics able to evaluate meso- and sub-mesoscale structures and their properties, as well as to quantify the energy transfers typical of their interactions. Note that the definition of submesoscale adopted in the present work will be the one provided by Capet et al. [2008a], as “a spatial scale just smaller than the mesoscale: a horizontal scale of O(10) km, less than the first baroclinic deformation radius” (i.e., locally equal to about 30 km Chelton et al. [1998]); “a vertical scale of O(10) m, thinner
than the main pycnocline; and a time scale of $O(1)$ day, comparable to a lateral advection time for submesoscale feature by a mesoscale velocity”.

Figure 2.1: Sections of zonal (top) and meridional velocities (bottom) showing the vertical extension of eddies surface signatures for the 3 control runs of our model at different horizontal resolutions: at $1/12^\circ$ (left plots), $1/24^\circ$ (middle plots) and $1/48^\circ$ (right).

2.3 Outline of the manuscript

This manuscript is organized as follows: Chapter 3 is devoted to a general description of the regional model, the runs setups and their outcome, as well as a brief overview of the datasets of satellite and in-situ measurements used to validate the numerical simulations. Chapter 4 deals with the results of the intercomparison between our 5 mesoscale-resolving simulations and the analysis of their validation against observations. The intent of this chapter is to draw the reader attention to the general role played by mesoscale dynamics on inter-ocean exchanges between the Southwest Indian and Southeast Atlantic basins not only within the upper layers of the water column, but down to, at least, the lower thermocline. This is why we focused our analyses on the water mass that, in the Southern Hemisphere, materializes the base of the thermocline, namely AAIW. We get to the principal finding that in order to correctly simulate the advection and mixing of the local
subsurface waters in a region of strong turbulence and importance for inter-ocean exchange, as the Cape Basin, both high horizontal and vertical resolutions of the model are necessary.

In Chapter 5 we present and discuss the analysis of the highest resolution simulations: the mesoscale-resolving solution at 1/24° with 100 vertical levels and the second child of a double-nested configuration at 1/108° resolution. Here, the main focus is to go through some of the possible instabilities that originate from the interactions of the meso- and submesoscale processes, and provide new insights on the mechanisms and factors responsible of their generation and variability. In parallel, we also examine the effects of these instabilities on the thermohaline structure of the local water masses and give evidence that symmetric and shear instabilities are active in the upper layers, likely involved in the formation and subduction of a local variety of mode waters (Agulhas Rings Mode Water, ARMW). At intermediate depths we show that the advection and transformation of AAIWs are driven by the lateral stirring and mixing of tracers from the predominant, mesoscale field.

This manuscript concludes with Chapter 6, where we provide final remarks on the major results we obtained and some perspectives aimed to signpost possible future work.
Chapter 3

Data and Methods

3.1 The Regional Ocean Modeling System (ROMS)

3.1.1 General Description

The numerical model used in this work is the Regional Ocean Modeling System (ROMS), that solves the free surface, hydrostatic, primitive equations over variable topography using stretched, terrain-following coordinates in the vertical and orthogonal curvilinear coordinates in the horizontal. We use the UCLA-IRD version of ROMS, which is an evolutionary descendent from the SCRUM model [Song and Haidvogel, 1994], featuring high order schemes and innovative parameterizations. For the embedded gridding of our nested configuration, we took advantage of the AGRIF (Adaptive Grid Refinement in Fortran) package for the inclusion of adaptive mesh refinement features within a finite-difference numerical model [Blayo and Debreu, 1999, Debreu and Blayo, 2003, Debreu and Vouland, 2003]. Even though we refer to Shchepetkin and McWilliams [2003, 2005] for a thorough description of the ROMS formulation and design, we will briefly describe in this section the main technical characteristics of this model.

ROMS makes the Boussinesq approximation, in which density variations are neglected except in their contribution to the buoyancy force in the vertical momentum equation, and the hydrostatic approximation, which assumes that the vertical pressure gradient balances the buoyancy force. Based on these assumptions, the model solves the primitive equations with a split-explicit free-surface, where short time steps are used to advance the surface elevation and barotropic momentum equation, and a larger time step is used for temperature and baroclinic momentum. It is coupled with advection/diffusion schemes
for potential temperature and salinity and a non-linear equation of state. Thus, the
primitive equations, explicitly solved by the model and expressed in cartesian coordi-
nates, include: the horizontal momentum equation; the advective/diffusive equations
for potential temperature and salinity; the hydrostatic balance; the continuity equation
for an incompressible fluid and the equation of state. Its prognostic variables are the
free-surface elevation, the barotropic and baroclinic horizontal velocity components and
temperature and salinity. External forcing terms are introduced in the model through
vertical viscosity and diffusivity via the surface and bottom boundary conditions. The
absence of an ocean-atmosphere feedback term can lead to a drift in the model SST, but
this is addressed in ROMS by formulating the surface heat flux term as a relaxation of
the model to the Pathfinder 9 km climatological SST [Barnier et al., 1995].
Due to the paucity of evaporation-precipitation forcing fields, a similar correction scheme
is used also for sea surface salinity (SSS). At the domain edges, the model makes use
of open-boundary conditions, which are a combination of outward oblique radiation and
adaptive nudging toward prescribed, external boundary conditions [Marchesiello et al.,
2001]. The latter is necessary in order to maintain stability. Lateral viscosity is zero
everywhere except in sponge layers at open boundaries, where it increases smoothly to-
ward the edge of the domain in order to suppress model-data inconsistencies. Here, the
amount of damping depend on the quality of the data at the lateral boundaries.

As regards the vertical structure, ROMS takes advantage of a sigma, terrain-following
coordinate system, which allows a fair representation of bathymetry-flow interactions
[Marchesiello et al., 1998]. The use of sigma-coordinates requires the following trans-
formation: $z = z(x, y, \sigma)$, where $z$ is the Cartesian height and $\sigma$ is the distance from the
free-surface, measured as a fraction of the water column at a particular location. That is,$\sigma$ ranges between -1 and 0: at the free surface ($z = \zeta$), it is equal to 0 and at the bottom
($z = -h(x, y)$) it is equal to -1 [Shchepetkin and McWilliams, 2005]. The transformation
is performed following the method of Song and Haidvogel [1994] and can be stretched
non-linearly according to the surface- and bottom-stretching parameters (Theta-S and
Theta-B respectively). The approximation of the horizontal pressure gradient force in
topographic-coordinate models has been a long-standing problem due to the hydrostatic
inconsistencies that develop in the transformation of the horizontal pressure gradient
terms in sigma-coordinate, hydrostatic primitive equation models. The error occurs
when the discretized pressure gradient force fails to vanish with horizontal isopycnals,
thus resulting in spurious geostrophically-balanced currents. The issue was addressed by Shchepetkin and McWilliams [2003], who developed a new pressure-gradient algorithm. The latter reconstructs the density filed into z-coordinates as continuous functions of transformed coordinates and is then analytically integrated to compute the pressure gradient force. This ensured a reduction of the pressure-gradient error by achieving more accurate hydrostatic balance terms for the sigma-coordinate formulation.

In the horizontal, the discretization of ROMS is based on the Arakawa-C grid [Arakawa and Lamb, 1977] whose characteristic variable-placement scheme is particularly suited to model resolutions that are finer than the first Rossby radius of deformation. For computational efficiency, a mode-splitting technique is used to separate (fast) barotropic and (slow) baroclinic modes. Time discretization follows the third-order leap-frog predictor and the Adams-Moulton corrector scheme [Shchepetkin and McWilliams, 2005]. This was shown to be robust and stable and designed such that a number of barotropic time-steps are run within one baroclinic time-step in order to develop the free-surface and the depth-integrated momentum equations. The weighted temporal averaging procedure of the barotropic mode allows for accurate representation of barotropic motions resolved by the baroclinic time-step, thereby avoiding aliasing and ensuring that the stability of this scheme implies greater time-steps and enhanced computing efficiency.

In terms of advection, ROMS uses the third-order upstream biased which reduces dispersion errors, based on excessive dispersion rates necessary to maintain smoothness. This essentially increases the precision for a given grid resolution [Shchepetkin and McWilliams, 1998]. The recent implementation of higher-order diffusive advection schemes has lead to spurious diapycnal mixing in sigma-coordinates models. A solution to this problem was provided by Marchesiello et al. [2009] and involves the split of the advection and diffusion, the latter of which appears as a biharmonic operator. This split-up configuration was implemented in ours simulations in order to preserve the low dispersion and diffusivity capabilities of the original scheme, while conserving water masses characteristics.

Finally, the parametrization of unresolved, subgrid-scale vertical mixing processes is achieved by the non-local K-profile Parametrization (KPP) scheme [Large et al., 1994], which employs distinct methods to parametrize subgrid mixing processes in the ocean interior and in the boundary layer. Mixing in the interior is represented by taking into
account shear instabilities (modeled as a function of the local, gradient Richardson number), internal waves and double diffusion. The depth of the boundary layer at each grid point is determined by a critical value of turbulent processes that are parametrized by the bulk Richardson number and depends on surface forcing, buoyancy and the vertical velocity gradient. Diffusion in the boundary layer is formulated based on the similarity theory of turbulence and is matched to diffusion within the ocean interior.

3.1.2 Main numerical configurations

Table 1 lists all the simulations analyzed in this manuscript. In the first 5 configurations and in the parent grid of our double-nested configuration (AGU12_36_108), the domain is based on a Mercator grid and encompasses the region spanning from 45°S to 22°S and from 9°W to 34°E (Fig. 3.1). This represents the extension of the original domain used in the reference 1/12° simulations of Rimaud et al. [2012] and Rubio et al. [2009]. For the sake of computational costs, an attempt to slightly reduce this domain, both zonally and meridionally, was performed at the beginning of this study in the first configuration run at high resolution (1/48°), where the eastern boundary was set at 30°E. This relatively small reduction of the domain extension showed to greatly and negatively affect a proper representation of the Agulhas Retroflection and its EKE transport. Therefore, in the following simulations, the eastern boundary was set back at 34°E.

The chosen domain presents an increasing horizontal resolution that goes from 7.5 km (at 1/12°) down to 3.8 km (1/24°) in the north and 7.2 km to 3.5 in the south. Since the first Rossby radius of deformation is locally about 30 km [Chelton et al., 1998], all these simulations are fully eddy-resolving, and even submesoscale-permitting in the case of the 1/24° configurations. Hence, they are all able to satisfactorily capture the resolution of the local mesoscale processes; for example, Agulhas rings are thought to have a length scale of about 300 km [Penven et al., 2006]. The vertical grid of these runs was initially defined by 32 levels, than 64 and finally 100 in the case of the highest simulation at 1/24°. These levels were in the first two simulations at 1/12° stretched toward the surface, since the surface- and bottom-stretching parameters (Theta-S and Theta-B) were set at the default values of 6 and 0, ensuring an enhanced resolution in the upper layers. Instead, in the following four simulations (labeled with a final 'H', for 'homogeneous'), being our interest mainly focused on the dynamics of thermocline and intermediate waters, we changed the values of these parameters to 5 and 1, in order to allow a more homogeneous...
Table 3.1: List of the 6 simulations that will be presented in this manuscript, with the main technical features of their configurations.

<table>
<thead>
<tr>
<th>Name of the simulation</th>
<th>Horizontal Resolution</th>
<th>Nb points in long/lat</th>
<th>Sigma levels</th>
<th>Stretching Terms (sigma-levels distribution)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGU12_32</td>
<td>1/12°, ~7.3km</td>
<td>530, 426</td>
<td>32</td>
<td>Theta-S=6, Theta-B=0</td>
</tr>
<tr>
<td>AGU12_64</td>
<td>1/12°, ~7.3km</td>
<td>530, 426</td>
<td>64</td>
<td>Theta-S=6, Theta-B=0</td>
</tr>
<tr>
<td>AGU12_64_H</td>
<td>1/12°, ~7.3km</td>
<td>530, 426</td>
<td>64</td>
<td>Theta-S=5, Theta-B=1</td>
</tr>
<tr>
<td>AGU24_64_H</td>
<td>1/24°, ~3.6km</td>
<td>1059, 672</td>
<td>64</td>
<td>Theta-S=5, Theta-B=1</td>
</tr>
<tr>
<td>AGU24_100_H</td>
<td>1/24°, ~3.6km</td>
<td>1059, 672</td>
<td>100</td>
<td>Theta-S=5, Theta-B=1</td>
</tr>
<tr>
<td>AGU12_36_108</td>
<td>1/12°, ~7.3km+1/36°, ~2.4km+1/108°, ~0.8km</td>
<td>530, 426, 671, 530, 797, 836</td>
<td>100</td>
<td>Theta-S=5, Theta-B=1</td>
</tr>
</tbody>
</table>

distribution of the vertical levels along the water column and to acquire more resolution in the subsurface (Fig. 3.2). However, in all the simulations of Table 1 we also made use of the recently introduced function of the vertical levels, $V_{\text{transform}}$, which was set at the value of 2 to enable a more uniform distribution of these levels, in respect to its original definition [Lemarie et al., 2012]

In all the simulations, the ocean was initially at rest and the boundary conditions were supplied by the World Ocean Atlas (2009) [Locarnini et al., 2010] temperature and salinity climatologies at 1° of resolution, from which the geostrophic velocities were calculated. For the Ekman transports we used a monthly climatological wind stress derived from daily QuikSCAT satellite scatterometer data gridded at 1/2° resolution [Institut Français de Recherche Pour l’Exploitation de la Mer and Centre ERS d’Archivage et de Traitement, 2002] [Bentamy et al., 2003]. The bottom topography is derived from the ETOPO2 (2’ resolution) data set [Smith and Sandwell, 1997], which, in a further attempt at avoiding pressure gradient errors, was smoothed in order to maintain a slope parameter ‘r’ ($r = \Delta h/h$) lower than 0.25 [Armstrong and Vazquez-Cuervo, 2001]. The area defined from 8°W to 30°E and from 25°S to 52°S displays a considerable relief with the Agulhas Bank, the Agulhas Plateau, and the Cape Basin, surrounded by the Walvis Ridge, the Agulhas
Due to our focus on intrinsic oceanic variability, the 1/2° QuikSCAT climatology of 2000-2007 wind data was used to force all our simulations, while surface radiative heat and fresh water fluxes were extracted from the Comprehensive Ocean-atmosphere Data Set (COADS) [Da Silva et al., 1994] ocean surface monthly climatology, also at 1/2° resolution. The latent and sensible heat fluxes use satellite-derived atmospheric quantities (air temperature and QuikSCAT wind) in their bulk formulation [Agina et al., 2006, Bentamy et al., 2003].

In the case of our last 5 simulations, we activated the diffusive component of the Rotated, Split, Upstream-biased, 3rd Order (RSUP3) tracer advection scheme. This scheme is rotated in order to follow geopotentials [Marchesiello et al., 2009] and is designed to reduce artificial effects of spurious diapycnal mixing observed in the tracers fields of our first simulation at 1/12° with 32z (AGU12_32). All our simulations were run for 5 years and the model solution is considered stable after a spin-up period of about one year (see the diagnostic curves of Figure 3.3).
Figure 3.2: Sections showing the differences in the vertical distribution of the sigma levels between the simulations with 32z and 64z in the upper layers (a) and at depth (b), and between the ones having values of Theta-S and Theta-B at 6 and 0 (c) and those having them at 5 and 1 (d).
Figure 3.3: Diagnostic plots showing volume averages of the model prognostic variables (T and S), kinetic energy and horizontal diffusivity coefficient for the 1/12° simulation with 64z_H (AGU12_64_H), chosen here as two examples of the runs analyzed in this manuscript to show the time the model spends for the spin up, before reaching a steady-state.

Thus, our analysis will focus on the last 4 years of each simulation, in which the output have been averaged and stored on a daily basis.

With the aim to evaluate the impact of the domain extension, as already mentioned, but also of other background values, like the horizontal Laplacian diffusivity number or the bottom drag coefficient, as well as the topographically very influent slope parameter ‘r’, several simulations were run during the first phase of this study at very low resolution (1/4°). This allowed to test the sensitivity of the model to slight alterations in its initial parameters and to subsequently address our choice of the best configuration to use for running higher resolution configurations. All the simulations analyzed in this manuscript were then run on the Caparmor cluster at Ifremer in Brest, for the ones at 1/12°, and on the Ada cluster of ‘Idris’, for those at 1/24° and for the nested configuration. Pre- and post-processing of all these simulations used the Matlab ROMSTOOLS toolbox (http://www.romsagrif.org/) [Penven et al., 2008].
3.1.3 The nested setup

In order to maximize computing efficiency of a submesoscale-resolving resolution simulation of the Cape Basin, the AGRIF nesting capability of ROMS [Debreu and Mazauric, 2006] was used to run a double-nested configuration. This nested approach is designed such that the boundary conditions of two high resolution 'child' domains are supplied by the lower resolution 'parent' domain within which they are embedded [Debreu et al., 2012]. This allows for more consistent boundary conditions of the child domains than what could be obtained from, often sparsely available, in-situ data. Penven et al. [2006c] evaluated the use of the 1-way nesting approach described above for the central California upwelling system and found that it improved the fine resolution simulation, compared to the use of open boundaries at only a slightly higher computational cost. Our highest resolution simulation makes use of the latest implemented version of the ROMS-AGRIF package [see Debreu and Blayo [2008]] that authorizes a 2-way nesting procedure. The latter enables the child solutions to feed back into the parent domain and therefore allows for realistic simulation of coastal and ocean dynamics at multiple, interacting scales. Our parent domain consists of a 1/12° (Δx ≃ 8 km) run with 100, homogeneously distributed, vertical levels, forcing a first child domain at 1/36° (Δx ≃ 2.7 km), placed just after the Agulhas Retroreflection and, embedded into it, a second child domain at 1/108° (Δx ≃ 0.8 km), centred on the area of the Cape Basin. Figure 3.4 shows the geographical extensions of the three domains making up our nested simulation.

In terms of forcing at the open, lateral boundaries of the parent grid, initial state and advection/ diffusion schemes, we used in this nested solution the same datasets and conditions employed in the previous 5, mesoscale-resolving simulations we run, as described in section 3.1.2. Also this nested configuration was integrated for 5 years in total and during this time a robust seasonal signal approximately repeats itself from approximately the first year. The spin-up time is estimated from surface and volume averaged kinetic energy (KE), as well as other volume integrated quantities, which are shown for the parent domain in Figure 3.5. After the rapid adjustment of ~1 year, a statistical steady-state is reached and the system does not exhibit any temporal drift. The results of this manuscript are then based, as for the previous simulations, on the output from the last 4 model years and the snapshots used for the analysis of some instantaneous fields (tracers and velocities) are taken from the last year (year 5).
Figure 3.4: Same as Figure 3.1 but for the nested configuration (AGU12_36_108), showing as well the geographical extensions of the three domains of this simulation.

Figure 3.5: Same diagnostic time series of Figure 3.3 but for the parent domain of our nested configuration (AGU12_36_108).
3.2 Data sources for the model validation

This section describes the datasets of observations used to validate the output of our numerical simulations and introduce the specificities of each of these datasets, in order to better understand the differences in the comparisons. To make the latter as meaningful as possible, the resolutions of the finest simulations (i.e. at 1/24° and the ones of the nested solution, at 1/36° and 1/108° of the child domains) have been degraded to approximate the lower resolution of the observational products. For this aim, a simple spatial collocation technique is employed in order for higher resolution data to approximate the lower resolution of the observations. In this manner, a new, lower-resolution grid is defined for the higher resolution model output by creating a new point at the center of four points of the original grid and the variable is here calculated by taking the average of the four surrounding points. This simple procedure allows to halve the resolution of the higher resolution grid (e.g. a 4 km grid becomes an 8 km grid and so on).

3.2.1 Satellite-retrieved observations: AVISO altimetry and OSTIA SST data

For the validation of the surface energy contents reproduced in each of our simulations, we took advantage of 20 years of altimetric observations (from January 1993 to December 2012), produced by Ssalto/Duacs and distributed by AVISO, with support from Cnes (url: http://www.AVISO.altimetry.fr/duacs/). Multi-mission products refer to the combination of all satellite data available at one time: Jason-1, Envisat, GFO, ERS-1, ERS-2 and Topex/Poseidon. The new version of the altimetric product used in this work was released in April 2014 [Duacs/AVISO, 2014], filtering out fewer data than the former version. All daily along-track satellite data available each day are filtered, subsampled and then merged. Two algorithms are daily applied to reduce orbit errors and interpolate data on a homogeneous 1/4° grid. The final products are daily gridded maps of Sea Surface Height (SSH), that we have extracted for our region of interest (Figure 3.1).

Instead, for validating the temperature field at the surface, we used 4 years of the SST reanalysis product from the Operational Sea Surface Temperature and Sea Ice Analysis (OSTIA, from 2007 to 2010), downloadable at the url: http://ghrsst-pp.metoffice.com/pages/latest_analysis/ostia.html. This platform produces a high resolution analysis of the sea surface temperature for the global ocean, using satellite data provided by the GHRSSST project,
together with in-situ observations. The analysis is performed using a variant of optimal interpolation (as described by Martin et al. [2007]) and is determined daily at a resolution of 1/20° (approx. 5km). OSTIA data is provided in GHRST netCDF format every day.

### 3.2.2 In-situ observations from Argo profiles

A total of about 92700 individual profiles of temperature and salinity located in a quadrant at 10°W-40°E and 20°S-60°S between 2004 and 2011 were interpolated, in time and space, to produce the climatology of Rusciano et al. [2012]. We used these observations to validate our simulations output in terms of water masses characteristics, especially within the thermocline and the AAIWs layer. The main ARGO projects contributing to this dataset are: GoodHope (Coriolis, France), U.S. Argo (AOML, USA), Argo UK (BODC, UK), J-ARGO (Jamstec, Japan), Argo AUSTRALIA (CSIRO, AUS) and some others, making a total of 309 floats. Argo data were downloaded from the Coriolis Operational Oceanography Centre, which is one of the two Argo Global Data Assembly Centres (GDAC) worldwide. Profiles from Argo floats pass through various quality control procedures. The real-time tests are automatic and standardized (for more details refer to the document available at http://www.argodatamgt.org/). Additionally, an extensive quality control procedure has been performed on the data, under the auspices of the CLIVAR International observing program [Cabanes et al., 2013, Owens and Wong, 2009]. The accuracy of the pressure, conductivity and temperature sensors used by the profiling floats during the GoodHope program are 3 dbar for the pressure accuracy, +/-0.03 mS/cm for the conductivity and +/-0.03 °C for the temperature.

### 3.3 Algorithm for eddy identification and tracking

To statistically quantify the mesoscale field simulated in each of our simulations we applied to their output the detection and tracking methodology of Chaigneau et al. [2008, 2011], further developed by Pegliasco et al. [2015] and recently extended by Laxenaire et al. [Submitted]. We refer to the latter for a detailed description of the algorithm formulation, even though we will provide here some information on its main technical features. This method, based on geometric criteria, has been shown to detect fewer false eddies than other classically used methods [Chaigneau et al., 2008, Souza et al., 2011, Yi et al., 2014] and is similar to the one designed by Chelton et al. [2011] to study the main eddy characteristics at global scale.
The eddy detection algorithm characterizes an eddy structure by a point that defines its center and by a closed streamline contour corresponding to the eddy edge. The inner points bordered by this contour line belong to the eddy and determine its surface area. For each SSH map, possible cyclonic (or anticyclonic) eddy centers are identified finding local SSH minima (or maxima) in an arbitrary chosen 1°x1° latitude-longitude moving window. Streamlines are computed following the trajectories of virtual particles released in the geostrophic current field from every 0.25° x 0.25° grid point. The step size and the number of steps for the integration of the streamlines are carefully chosen to get a step size as small as possible to achieve the highest accuracy, while the number of steps should be as high as possible to ensure that paths are long enough, particularly in regions of low velocity magnitude. The eddy identification process consists of two main stages: the selection of streamlines associated with eddies and the clustering of distinct streamlines corresponding to the same vortex. Each cluster consists of closed streamlines rotating around the same vortex center and the outer streamline corresponds to the eddy edge.

After a vortex edge is identified, several eddy properties are computed. The position of the vortex center is determined as the position of the maximum absolute value of SSH inside the eddy. Henceforth other characteristics related to the vortex geometry, as the vortex area, its amplitude, its apparent radius, are defined. And also properties more related to the eddy kinematics- like the eddy intensity or density, swirl velocity, EKE, divergence, vorticity, straining and shearing deformation rates- are estimated for each detected vortex. In addition to these various properties, the detection algorithm allows to analyze the eddy occurrence frequency, polarity (see examples in Fig. 3.6) and distribution, as well as the eddy life span and eddies mean characteristics along their tracks. Since in this work, our major focus is on the impact that mesoscale eddies have on the water masses mixing and transformation, we mainly looked at the distributions and modifications of the thermohaline properties within the detected eddy cores.

A tracking method is applied in a second step of the algorithm to follow eddies between successive SSH maps, which allows to recover a complete and continuous set of eddy trajectories and how eddies evolve over time. Here the main assumption is that mesoscale eddies move slowly (displacements of less than 10 km/day, see also Chelton et al. [2011]) compared to their typical radii that span from 20 to 200 km [Carton, 2001]. This en-
Figure 3.6: Frequency of the eddy presence (a) and polarity (b) from the eddy detection algorithm applied to the output of the AGU12_64 simulation.

Assures that the areas covered by the same eddy on two consecutive days overlap, and such an overlapping can be used to track eddies [Pegliasco et al., 2015]. Here, we imposed that the percentage of the surface overlapping between two consecutive identifications of an eddy is larger or equal to 25% (for our simulations output) and 75% (for AVISO data) of the extent of the smallest of the two areas. However, eddies can also disappear from the altimetric signal during few time steps [Chaigneau et al., 2008, Chelton et al., 2011]. To reduce this effect, the algorithm allows the association of eddies when they are lost up to 5 days if their intersection area fulfill the surface overlapping criterion.

Furthermore, eddy-merging or separation events frequently occur in the ocean. The tracking algorithm used here takes into account both processes: it associates the separation of a large eddy with two or more smaller eddies in the splitting case, and it relates the coalescence of two or more small eddies into a larger eddy in the merging case. In this study, we only retain ‘long-lived eddies’ lasting more than 7 days, meaning that all the eddies who last less than 7 days, before a merging or after a splitting event, are removed. Apart the temporal filter of 7 days, a restriction is also applied on the amplitude of the detected eddies which will be then tracked along their path: eddies whose median amplitude was lower than 2 cm along their lifetime were discarded. Thanks to these two criteria, we get rid of all the suspicious detections and the remaining structures are classified by their nature (cyclone vs anticyclone). Their contours and properties have then been used for the analysis of different diagnostics, whose results will be the subject of the following sections.
Chapter 4

Mesoscale Variability and Impact on the AAIW advection

4.1 Introductory Remarks

4.1.1 Challenges in modelling the Agulhas Current

This chapter constitutes the synthesis of the work devoted to study the impact of different numerical configurations, at increasing horizontal and vertical resolutions, on simulating the Cape Basin circulation and water masses. The aim was to identify the best combination of both which would allow us to more 'realistically' (i.e. in comparison with the observations available over the study region) reproduce the local thermoaline structure and turbulent processes. A realistic simulation of the Indo-Atlantic inter-ocean exchange is a formidable challenge due to the highly non-linear dynamics of the Agulhas retroflection regime and leakage, including its little known dependence on mesoscale flow perturbations further upstream [Biastoch et al., 2008b]. Previous modelling experiments have begun to capture these intricacies of the Agulhas system, however, at the expense of the modelled frequency and dimensions of rings being shed in the retroflection region due to compromises between resolution [Biastoch and Krauss, 1999] and domain sizes [Speich et al., 2006].

In fact, to simulate the inter-ocean exchange south of Africa, numerical models must describe the Agulhas Current and its retroflection, ring shedding, and drift (i.e., the leakage of warm and salty water into the Atlantic), in a qualitatively and quantitatively correct
way [Biastoch and Krauss, 1999, De Ruijter et al., 1999]. Successful simulations of the formation and drill of Agulhas rings and other Cape Basin eddies depend on parameters such as grid resolution and viscosity [Chassignet et al., 1989], topography, diffusion and vertical mixing [Gula et al., 2015]. In addition, the vertical coordinate system, governing equations, boundary conditions and details of geometry, all have direct impacts on the number of model rings formed, their lifetime, and propagation speeds [Chassignet, 1992, Durgadoo et al., 2013, Penven et al., 2006]. Previous comparisons of models with different resolution [Thompson et al., 1997] have shown that only configurations with horizontal grid spacing finer than 1/8° have the potential ability to generate Agulhas rings and to fulfill the above requirements. So we started from a fully ‘eddy-permitting’ resolution of 1/12° (with 32 vertical levels) to gradually reach the fully ‘mesoscale-resolving’ resolution at 1/24°(with 100z) in order to verify our model capability to increasingly capture a broader spectrum of the Cape Basin turbulent dynamics.

The results of this intercomparison between mesoscale-permitting and mesoscale-resolving simulations are discussed in a manuscript under revision at JGR and enclosed in section 4.2. In general, we found that in our simulations at 1/12° a much higher fraction of the Agulhas water enters the Atlantic in comparison to the 1/24° simulations and to observations (Fig. 4 of the submitted manuscript presented in section 4.2 and Supplemental Figs. 1 and 2 of the same manuscript). The pronounced contrast between these two resolutions with identical set-up conditions (forcing, open boundaries, advection scheme, smoothing of the topography, etc) demonstrates that the supply of Indian Ocean water to the South Atlantic, and thus, the warm water path of the Atlantic MOC, is not determined by large-scale dynamics alone, but significantly influenced by the regional, mesoscale dynamics of the Agulhas regime.

The numerical work of Biastoch et al. [2008b] had indeed underlined how the upstream retroreflections of the Agulhas Current represent a prominent feature of the Agulhas dynamics and further downstream [Durgadoo et al., 2013]. The generation of Agulhas eddies depends on local processes such as baroclinic or barotropic instability [Biastoch and Krauss, 1999, Pichevin et al., 1999], and remote processes, as the downstream propagation of smaller eddies originated in the Mozambique Channel [Biastoch et al., 1999] or at the retroreflection of the East Madagascar Current [Schouten et al., 2000], as well as the formation of cyclonic lee eddies along the Agulhas Bank [Penven et al., 2001]. After shedding, the eddies propagate in a northwestward direction leading to the Walvis Ridge
where they veer to the west and merge with the circulation of the subtropical gyre.

### 4.1.2 On the model vertical resolution

We believe that one of the main findings we obtained from the aforementioned intercomparison of our numerical simulations is the evidence that both the horizontal and the vertical resolutions of the model highly impact the surface and subsurface thermohaline properties of the Cape Basin water masses. In fact, by increasing the number of vertical levels and by homogenizing their distribution along the water column, we were able to enhance the vertical resolution in the subsurface and deep layers. This induced a significant improvement in the reproduction of the temperature and salinity fields. In particular, the refinement of the vertical resolution has generated the highest gain in simulating the thermohaline distribution of thermocline and intermediate water masses.

At present, in the standard design of an ocean model, the vertical grid spacing is a function of depth, with fine spacing of \( O(1-10 \text{ m}) \) at the ocean surface and coarser spacing below. Such a refinement implies, moreover, that some unresolved vertical processes are parametrized (as, for example, through enhanced vertical eddy viscosities and diffusivities), highly impacting the water masses transport and their thermohaline properties. Our results clearly suggest that this vertical levels distribution is not adequate for resolving the dominant dynamics of both the surface and subsurface layers, and that it is instead crucial to correctly solve the vertical structure of the horizontal motions.

Indeed, only when we homogeneously increased the vertical spacing of the model to, at least, 80m (experiment AGU12_64_H) we are able to reproduce the observed distinct stratification of Indian and Atlantic waters. This is shown for the lower thermocline levels in Figure 4 of the submitted manuscript presented in Section 4.2. The comparison of the stratification simulated in the standard vertical level distribution (experiments AGU_12_32 and AGU_12_64, Figs. 4b and 4c), with that at higher vertical resolution (Fig. 4d) is striking. In addition, such a vertical distribution highly influences also the upper-layer dynamics. In Figure 5 of the submitted manuscript presented in Section 4.2, the simulated eddy variability gains in realism when, at equal horizontal resolution, the vertical levels are homogeneously distributed along the vertical instead of being refined in the upper layers only (Figs. 5b and 5c to be compared with 5d). A higher vertical and horizontal refinement further improves the realism of the simulated dynamics (experiments AGU24_64_H and AGU24_100_H, Figs. 4e-5e and 4f-5f respectively).
4.1.3 Cape Basin eddy variability

A distinct characteristic of the simulated eddy variability within the Cape Basin is the co-existence of cyclonic and anticyclonic vortices, as already mentioned in the Introduction of this manuscript. Although there are abundant descriptions of the larger rings (e.g., Lutjeharsms [1996] and references therein), the less conspicuous, cyclonic vortices have received recognition only during the last two decades [Boebel et al., 2003, Doglioli et al., 2006, Garzoli et al., 1996, Giulivi and Gordon, 2006]. The Cape Basin anticyclones and cyclones tend to form dipole structures that resemble the Heton model of Hogg and Stommel [1985]; the name deriving from the high efficiency with which these dipoles transport heat, particularly across frontal structures [Spall, 1995]. While most theoretical studies of Hetons have been focused on the dynamics of dipoles, the structures observed in the Cape Basin are far more complex, consisting of several cyclones and anticyclones [Laxenaire et al., Submitted], although it is frequently possible to identify a dominant pair.

Most of the Agulhas anticyclones appear to be confined within a well-defined region, or “eddy corridor”, that pass through the portion of the Walvis Ridge located between 24° and 33°S (Fig. 3.7a). We will see that the mean path of the rings simulated in our highest resolutions simulation is in close agreement with that inferred from altimetry (Fig. 9 of the submitted manuscript presented in section 4.2). On the other hand, a good portion of the Agulhas cyclones seem to never leave the Cape Basin (Fig. 3.7b). Noteworthy is that the path of the eddy corridor changes abruptly from a northwest to a more westward direction at approximately 9°E, before any eddy can actually interact with the ridge. The region where the eddies veer coincides with the location of the Vema Seamount (≃31°S, 8°E), a very shallow peak reaching to near-surface depths (≃60 m of the surface). Arhan et al. [1999], Schouten et al. [2002] and, lately, Laxenaire et al. [Submitted] reported the splitting of the Agulhas eddies trajectories after passing this peak.

Previous numerical studies [Matano and Beier, 2003] and more recent observational findings [Laxenaire et al., Submitted] indicated a marked decrease of the anticyclones upper layer velocities after crossing this ridge (Fig. 4.1), resulting in a reduction of their kinetic energy content of approximately 30%. One of the possible reasons of why the topographic effect does not show more prominently in the SSH signal (Fig. 5 of section 4.2 for its RMS and Supplemental Fig. S2 for its mean) is that it appears to affect more the barotropic component of the flow. However, the energy losses caused by the topographic interaction is likely responsible of weakening the meridional component of the eddy propagation,
Figure 4.1: Figure adapted from Laxenaire et al. [Submitted], showing the median propagation speed of Agulhas Rings detected in 16 years of AVISO gridded data. The gray shading represents water depth shallower than 3500 m in the ETOPO2 data set [Smith and Sandwell, 1997].

which is mostly driven by the non-linearity of the flow, and forcing the eddy path into a predominantly westward direction [Treguier et al., 2003].

If so, this may be a plausible explanation to the observed shrinking of the meridional extent of the subtropical gyre with depth, given that the Cape Basin geometry only allows the export of zonal momentum fluxes in a very restricted range of latitudes [Garzoli and Matano, 2011]. At the upper level the wind-stress curl is the dominant forcing for the large-scale circulation and therefore sets the meridional scale of the gyre. At intermediate depths, wind effects are much reduced and the structure of the gyre is largely dominated by momentum and thermoaline fluxes from the Cape Basin [Schmid and Garzoli, 2009].

4.1.4 Statistical properties of the mesoscale field

Hence, in our submitted manuscript (section 4.2) we firstly qualify the eddy component of these fluxes by statistically describing the mesoscale field, as simulated in each of our numerical configurations, and then evaluate their role on the advection of AAIWs T-S properties through the Cape Basin. An algorithm of eddy detection and tracking was the tool used to identify the mesoscale eddies [Laxenaire et al., Submitted], to separate them according to polarity and to compute a bunch of statistical metrics (number, mean radius, amplitude), in comparison to the same analysis performed on satellite data. The highest resolution simulations (at 1/24°) exhibited the most abundant presence of eddies, whose mean radius ranged from 50 to 100 km. Their eddies were thus higher in number and smaller in size than those detected in AVISO and in the 1/12° simulations, as qualitatively shown in Figure 4.2 and more quantitatively in Supplement Figure S4 of section
4.2. In both the simulated and observed eddy distributions, more cyclones were detected than anticyclones (in a ratio of 3/2), being on average slightly smaller (50 vs 60 km). Taking into account the limited resolution of the interpolated AVISO product, we filtered out, in our simulations, all the structures having a radius equal or greater than 30 km, with the aim to more precisely compare the distributions of our eddies number and radius with the observed ones. After this filtering process, the highest resolution results became much more comparable to the AVISO estimates (see Fig. 7 of section 4.2 and Fig. 4.3 below), above all in terms of the number of cyclones and anticyclones.

For the anticyclonic vortices detected in AGU24_100_H, we also examined their geometry and found that most of the rings crossing the Cape Basin have a quasi-Gaussian profile (Fig. 10a of section 4.2). By computing their geometrical moments, we showed that these rings are averagely interested by several modes of deformation (Fig. 10b of section 4.2). The angular mode 2 was predominant, but modes 3 and 4 had close amplitudes, confirming that these rings undergo complex interactions with topography, with the surrounding currents and with several, neighbouring eddies entrained in the Cape Basin.

Thanks to the tracking methodology of the eddy algorithm, we followed anticyclonic and
**Figure 4.3:** Time series of the number of anticyclones (a) and cyclones (b) detected in the highest resolution simulations of the first article (AGU24_64_H and AGU24_100_H) and from AVISO data. The simulated eddies have been filtered as explained in the text. c and d display the same as a and b but for the eddy mean radius.
cyclonic trajectories over the three years of detection, as shown in Figure 4.4, where the trapezoidal sector, used as the formation zone of the tracked eddies, is also displayed. Here we can observe how in our highest resolution simulation we were able to capture the progression of large cyclonic, trapped lee eddies, that propagate downstream, with the Agulhas Current, along the east coast of South-Africa, between 32-22°E and 35-40°S. As concerns the Agulhas Rings, their mean lifetime and pathways in the Southeast Atlantic compare well, for the highest resolution simulation, with the same estimates from AVISO (Figs. 8 and 9 of section 4.2). The slight discrepancies that persist among the two have been explained in the article by a series of limitations due, on one hand, to the coarse resolution of the satellite product, and, on the other, to our numerical setting (forcing at the surface and at the lateral boundaries, the positioning of the open boundaries, etc.).

Figure 4.4: Trajectories of the anticyclones (red) and cyclones (blue) detected in AGU24_100_H, whose formation zone is the trapezoidal area delimited by the green line.

Despite the use of climatological surface forcing in our simulations, the time series of the number of detected eddies and their mean radius show a temporal-dependent behaviour, for both the simulated and observed distributions. However, this seasonal variability differs between the simulations, being more pronounced for the higher horizontal resolution runs (Fig. 11 of section 4.2). For AGU24_100_H, this seasonality is clearly related to
the one of the Ertel potential vorticity anomaly and its vertical terms, as well as to the one of the mixed layer depth and to the first Rossby radius of deformation. Moreover, a seasonal cycle was retrieved also in the spectral curves of the diffusion coefficients of temperature and salinity (Fig. 13 of section 4.2), both at the surface and along the AAWIs layer. Several hypothesis were mentioned in the article in order to explain the seasonal variability of the mesoscale field, but, due to limitations of our current numerical configurations (resolution, forcing, boundaries, etc.), we were not able to thoroughly verify any of them. The results of our submesoscale-resolving, nested solution (presented in Chapter 5 of this manuscript) will highlight how the eddy temporal-dependance is directly linked to the different types of instabilities that develop, in the upper and intermediate layers of the Cape Basin, from the meso-submesoscale interactions according to the analyzed season.

4.1.5 Eddies role in the AAIWs dynamics

In this chapter we will rather focus on the role played by the mesoscale field, as reproduced in our eddy-permitting and -resolving simulations, in the transport and mixing of the local varieties of AAIWs. Observational studies [You, 1998, 2002] in the Indian and South-Atlantic oceans have identified a total of four sources of intermediate water masses: AAIW from the Drake Passage (dAAIW); a component of AAIW from the south-Indian Ocean; intermediate water from the Indonesian Seas and from the Red Sea; and a transformation end member of these sources. A later analysis of You et al. [2003], performed using a source-water mass mixing scheme, showed that dAAIW was the dominant water mass, even though a significant contribution was given also by the two Indian Ocean sources, via the southern tip of South-Africa.

Here, AAIWs of both Atlantic and Indian origins undergo fairly important changes in water mass characteristics while entering, progressing across and exiting the Cape Basin. These changes occur where the waters flow over strong topographic features, and particularly inside the Cape Basin, where the highly energetic mesoscale and submesoscale dynamics favour an important mixing between the two varieties of intermediate water. The latter statement is supported by in-situ observations that show vertical fine-scale structures along the AAIW depth on profiles located at the edge of eddies [Arhan et al., 2011, Gladyshev et al., 2008, Piola and Georgi, 1982]. This suggests that lateral isopycnal mixing develops in the region due to highly non-linear local dynamics, as we will demonstrate in the following chapter. The effect of the regional topography on eddies
and more generally on vertical mixing has not yet been clearly diagnosed and precisely quantified from observations or theoretical process studies, even if it is thought to be important (e.g., [Jayne et al., 2004, Mauritzen et al., 2002, Sutyrin et al., 2011]).

The Cape Basin turbulent mixing of AAIW ultimately results in the distinction of three regional varieties of this water mass: the Atlantic AAIW (A-AAIW), characterized by $S \leq 34.2$; the Indian AAIW (I-AAIW) with $S \geq 34.3$ and the Indo-Atlantic intermediate water (IA-AAIW, $34.2 < S < 34.3$) [Rusciano et al., 2012]. Through the analysis of a sizable Argo database [Speich et al., 2012, Rusciano et al. [2012] suggested that different routes are followed in the Cape Basin by these three varieties of AAIWs, all later converging in the Southeast Atlantic. In particular, the numerical Lagrangian analyses of Rimaud et al. [2012] showed that I-AAIW flows into the Cape Basin more within eddies, especially within cyclones, than A-AAIW. Their Lagrangian tracking of particles of I-AAIW and A-AAIW showed that changes in the physical properties of both AAIW varieties combine with variability in the Okubo-Weiss parameter, and that the transformations occur mostly in the Cape Basin, where mesoscale activity is known to be strong.

Therefore, even if these studies agree with You et al. [2003] that the dominating variety of AAIW in the inter-ocean exchange is the Atlantic one, they underline that its physical properties are highly changed during its journey across the Cape Basin. This confirms Boebel et al. [2003] suggestion on considering this basin as an active region with regard to water mass transformation. The same conclusion was reached by Garzoli and Matano [2011] in pointing out that, albeit water mass transformation occurs everywhere in the South Atlantic, it is especially intensified in the regions of significant mesoscale activity. The erosion of the thick A-AAIW observed east of 12°E is very likely due to a strong lateral mixing characterizing the Cape Basin, and to the topography that somewhat blocks the passage of the A-AAIW eastward of 12°E [Arhan et al., 2011, Dencausse et al., 2010, 2011, Faure et al., 2011, Piola and Georgi, 1982]. Here the turbulent mesoscale and sub-mesoscale dynamic processes allow the Atlantic and Indian varieties to meet, mix with each other, and consequently form the Indo-Atlantic AAIW variety [Rusciano et al., 2012].

In the submitted manuscript presented in section 4.2, we corroborate these findings, providing qualitative evidence that eddies of both signs equally contribute to the mixing and advection of the different varieties of AAIWs in the Southeast Atlantic. By tracing
the T-S profiles, in the AAIWs range, at the centres of all the detected cyclones and anticyclones, we show that, despite differences between the distributions of the various numerical resolutions and in comparison to Argo data, these properties are, in the Cape Basin, relatively homogeneous. Therefore, in line with previous studies [Boebel et al., 2003, Doglioli et al., 2006] we point out that cyclones play an active and significant role as anticyclones in the regional transformation and transport of AAIWs.

The turbulent activity, that distinguishes the Cape Basin at different dynamical scales, explains the complexity involved in producing an accurate quantification of their relative contributions in the inter-ocean exchanges and spreading of the AAIW varieties, as their physical proprieties are rapidly mixed and deviate from the original characteristics [Boebel et al., 2003, Richardson and Garzoli, 2003]. A Lagrangian approach, similar to Rimaud et al. [2012] and Doglioli et al. [2006], but applied to a higher numerical simulation than 1/12°, would help determining to which extent the advection and mixing of the AAIWs varieties are in the Cape Basin related to the passage of the bigger mesoscale eddies or/and to the action of smaller scale features. In this regard, complementary study processes would be recommended to theoretically investigate how the interactions between the various turbulent scales impact the intermediate waters structure and spreading.
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• The regional mesoscale processes are characterized by a strong seasonality.
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Abstract

This study evaluates the capability of eddy-permitting regional ocean models to reproduce the interocean exchange south of Africa. In this highly turbulent region, we show that the vertical structure of the horizontal flows need to be appropriately resolved to realistically advect thermocline water-masses into the South Atlantic. Our results point out that a grid-spacing of $1/24^{\circ}$ on the horizontal and 50 m on the vertical are required to account for a correct transport of surface and subsurface water-masses properties and their in-route transformation by mixing. Preliminary Lagrangian analyses highlight the primary role of the upper-ocean mesoscale eddies on their transport and fate, with a particular focus on the Antarctic Intermediate Waters (AAIW) layer dynamics and characteristics. We evaluate the numerical results against observations (AVISO data and Argo floats profiles). Modelled and observed eddies were examined in number, polarity, size, trajectory and for their contribution to AAIW properties. A clear asymmetry, in number and radius, emerges between cyclones and anticyclones. The high resolution simulation was the most energetic, with more abundant and smaller structures than those detected in AVISO. However, eddy statistics compare reasonably well in terms of mean pathways when restricted to Agulhas Rings, which are on average quasi-Gaussian in shape. Regionally, the Ertel potential vorticity anomaly is marked at the surface by a temporal variability with winter intensification, directly reflected in the seasonal cycle of the eddies number. Noting the growth of the baroclinic Rossby radius in winter, this suggests baroclinic processes as essential for these eddies generation.

1 INTRODUCTION

South of Africa is the open gateway for the global Meridional Overturning Circulation (MOC) that provides the export channel for the North Atlantic Deep Water (NADW) to the global ocean and the counterbalancing water transport to the North Atlantic importing heat and salt from the Indian and Pacific Oceans [Gordon et al., 1992; Speich et al., 2007]. This region is influenced by the largest levels of turbulence observed in the world ocean, being the confluence area of intense large-scale currents: the eastward flowing Antarctic Circumpolar Current (ACC), the South-Atlantic Current (SAC) and the Agulhas Current (AC), all later converging through the Cape Basin into the Benguela Current [Gordon et al., 1992, 2010]. The AC flows south and then westward around the southern-east rim of Africa, with an annual mean volume flux to the sea bottom at 30°E of 75 Sv [Bryden and Beal, 2001]. South of Africa (15-20°E) the Agulhas waters curl back to the Indian Ocean, forming the Agulhas
Retroflection, whose significant role does not end with its momentary loop into the southeast corner of the South Atlantic: there is considerable transfer of Indian Ocean water into the upper kilometer of the Atlantic, often referred to as the Agulhas leakage [Lutjeharms, 2006].

Pioneering modeling studies have revealed the potential impact of this leakage on the strength and stability of the Atlantic MOC (AMOC) [Weijer et al., 1999; Biastoch et al., 2008] and the global-scale oceanic circulation associated to it. This impact is strongly dependent on how the characteristics (temperature, salinity and potential vorticity) of the various waters, leaking from the Indian Ocean to the Atlantic, mix and blend in the Cape Basin through jets, meanders, eddies and filaments, determining the contribution of the leakage in the broader scale MOC. There is mounting, scientific evidence that these local, meso- and submesoscale interactions could actually constitute the major link between the South-Atlantic Ocean and the global MOC [Biastoch et al., 2008]. In particular, a highly energetic field of coexisting anticyclonic and cyclonic eddies has been documented: Agulhas Rings of typically 70-200 km diameter have been observed to merge, split, deform, and to reconnect to the Agulhas Retroflection [Boebel et al., 2003]. Concomitant, slightly smaller cyclones seem to drift across the northwestward migration path of the Agulhas Rings [Boebel et al., 2003; Morrow et al., 2004; Chelton et al., 2011]. These cyclones, with typical diameters of 60-120 km, are formed within the Cape Basin along the African shelf, inshore of the AC, and in the subantarctic region south of Africa [Boebel et al., 2003]. Oceanographers have for long time looked at this region as an area where "...isolated Agulhas Rings embedded in a sluggish Benguela Drift...". This concept has been recently revisited by Boebel et al. [2003], who proposed to rename the Cape Basin as Cape Cauldron to indicate the highly energetic field of coexisting anticyclonic and cyclonic eddies, which continuously interact with each other, in a general environment of vigorous stirring and mixing. In addition, Matano and Beier [2003] have suggested a subsurface intensification of both cyclones and anticyclones in this region, meaning that their dynamical signature would be able to influence also the thermohaline properties of water masses at depth [Schmid et al., 2003].

The Cape Basin is actually so efficient in terms of mixing that Antarctic Intermediate Water (AAIW), inflowing from the Indian and South-Atlantic oceans, gets locally modified in three regional varieties: Atlantic AAIW (A-AAIW, characterized by $S \leq 34.2$), Indian AAIW (I-AAIW, $S \geq 34.3$), and Indo-Atlantic intermediate water (IA-AAIW, $34.2 < S < 34.3$) [Rusciano et al., 2012]. Modeling results associated to Lagrangian diagnostics confirmed that local dynamics induce an important mixing of remote AAIW varieties within the Cape Basin [Rimaud et al., 2012]. However, this numerical study, as well as any other focusing on this re-
gion, were performed at a maximum horizontal grid spacing of $1/12^\circ$, that is at about 7.3 km, an insufficient resolution to correctly reproduce the mesoscale dynamics [Levy et al., 2010]. Indeed, the recent work of Soufflet et al. [2016] showed that, in the case of the Regional Ocean Model System (ROMS) used here, the effective resolution is approximately equal to $7\Delta x$ (being $\Delta x$ the horizontal gridpoint spacing of the model), since dynamics of smaller lengthscales appear to be unsupported by the model simulations. This means that for numerical simulations at $1/12^\circ$, the effective horizontal resolution is closed to 50 km rather than 8. Given that the local internal radius of deformation is about 30 km [Chelton et al., 1998], a model resolution two or three times higher than $1/12^\circ$ is required to improve the reliability of the simulated mesoscale field, even if the simulation of a realistic energy cascade and processes spectrum would require a much higher resolution to resolve the submesoscale dynamics [Capet et al., 2008].

In this manuscript we focus on how the Indo-Atlantic interocean exchange and the Cape Basin dynamics improve in a regional simulation by including smaller spatial scales, in order to better resolve the strongly non-linear processes and qualify their impact on the thermohaline structure of AAIW. Given that the Cape Basin mesoscale eddies represent the principal means of transport of thermocline and intermediate waters between the Indian and Atlantic ocean, our main scientific objectives will be: 1) to quantitavely assess how much the representation of the local thermohaline distribution and energetics improves, at the surface and in the subsurface, when increasing the model resolution, both vertically and horizontally; 2) to statistically characterize the modelled mesoscale field in comparison to altimetric gridded product; 3) to investigate if a specific temporal variability distinguishes the regional mesoscale field and 4) evaluate their contribution to the advection of the AAIW T-S properties in our study region. Each of these questions will be discussed in a dedicated subsection of this article.

In the following, we will first introduce, in section 2, the methods we have implemented for addressing our study objectives, as well as the dataset of in-situ and satellite observations used in conjunction with our model output. In section 3 we will first present an extensive comparison of the numerical simulations, in terms of their skill in reproducing both the observed thermohaline properties and dynamics. We will then describe the analyses of the mesoscale eddies sensitivity to changes in the model resolution, providing evidence of a temporal-dependent behavior and assessing their impact on the watermass properties, mixing and transport. In the last section, we will summarize the results and draw the major conclusions of this study.
2 DATA AND METHODS

2.1 The Ocean Model

Figure 1. The geographical domain we used to implement the ROMS regional simulations. The color shading displays the bottom topography [m] from the Etopo2 dataset [Smith and Sandwell, 1997]. The square represents the box in the Cape Basin where several analysis were carried out.

The methodology chosen in this work was to run realistic numerical simulations of the ocean circulation around Southern Africa, using the UCLA-IRD version of ROMS (url: http://www.romsagrif.org/), which is a free surface, primitive-equation ocean model. We refer to Shchepetkin and McWilliams [2005], for a detailed description of the numerical model, even though it is worth mentioning here a few technical characteristics that have important effects on the model capability of properly reproducing coastal dynamics. ROMS uses a terrain-following vertical coordinate system that allows a more realistic representation of the local bathymetry, compared to z-levels models. This is a key factor when studying an oceanic region like the Cape Basin, where the ocean topography has been shown to be very influential on the interocean exchanges [Speich et al., 2006]. The bathymetry (h) used in this model has been filtered in order to keep a slope parameter ‘r’ (= Δh/2h, ratio of the difference in depth to twice the depth) smaller than a given value (0.25 in our case). This topographic filtering ensures the avoidance of eventual incon-
sistencies which could occur in the approximation of the horizontal pressure gradient terms, when these are transformed in sigma-coordinates [Shchepetkin and McWilliams, 2003]. In addition, the ROMS grid is isotropic and does not introduce any asymmetry in the horizontal dissipation of turbulence, allowing a fair representation of mesoscale dynamics [Speich et al., 2006].

Our simulated domain extends from 10°W to 34°E and from 22°S to 45°S (Figure 1). The five simulations under examination in this paper are listed in Table 1 and were designed using different horizontal and vertical resolutions: from 1/12° to 1/24°, against 32, 64 and 100 vertical levels, in order to increasingly better resolve the baroclinic modes of the study region, not only in the horizontal but also along the water column [Stewart et al., 2017]. To better depict the characteristics of the local water masses at depth, we performed changes in the model vertical stretching parameters, that control the distribution of sigma-levels, in our last three simulations (namely AGU_12_64_H, AGU_24_64_H and AGU_24_100_H, dubbed with 'H' for homogeneous). This allows the vertical levels to be more uniformly spaced, instead of being concentrated in the upper layers (default model version). Moreover, in the highest resolution simulation (AGU24_100_H) we also made use of a recently-introduced function optimizing the sigma-levels, designed to impose a more homogeneous distribution of these levels, in respect to its original definition [Lemarie et al., 2012]. This new function acts to smooth the tracer fields (T and S) and to filter out the slight, spurious numerical noise that we experimented in our first four runs, due to the use of the advection scheme rotated along the isopycnals (RSUP3) [Marchesiello et al., 2009]. The choice of these numerical options in the vertical distribution of the sigma-levels, enabled us to gain a significant improvement in the representation of the isopycnal interfaces within the water masses, as we will further discuss in section 3.

To easily compare the different configurations of Table 1, we used the following datasets and conditions to create the mesh grid, the forcings at the open boundaries and the initial state:

-Bathymetry (h) is derived from the ETOPO2 dataset [Smith and Sandwell, 1997] and smoothed under the constraint that ‘r’ < 0.25 with the minimum depth represented at 10m;

-At the surface, wind forcing, heat and fresh waters sources were extracted from the COADS climatology [Da Silva et al., 1994], in accordance with our focus on the investigation of intrinsic, oceanic variability;

-At the lateral open boundaries, an active, implicit, upstream biased radiation condition connected the model solution to the surrounding ocean [Marchesiello et al., 2001];

-The ocean was set initially at rest, with temperature and salinity fields taken from the World Ocean Atlas 2009 dataset (WOA09) [Locarnini et al., 2010] at 1° of resolution.
All the simulations were run for five years and the steady state was statistically achieved after a spin-up period of roughly one year, after which the surface-averaged kinetic energy approached a stable level and started to exhibit fluctuations. At the end of this short spin-up, the volume integrated temperature and salinity did not present any significant temporal drift.

In order to evaluate the effect of other background values, like the horizontal diffusion or the bottom drag coefficient, as well as the topographically influent slope parameter ’r’, several simulations were run at very low resolution (1/4°). This allowed us to test the sensitivity of the model to slight alterations in its initial parameters and to subsequently address the choice of the best configuration to use for running higher resolution simulations. It will be on these latter runs that our presentation of results and discussion will focus hereafter. The rest of this section will describe the observations datasets used to validate our numerical configurations, the eddy detection and tracking algorithm used to assess the simulated mesoscale eddies and the potential vorticity budget applied to investigate the mesoscale dynamics.

Table 1. Table summarising the technical features of the five simulations here presented. The 5th and 7th columns show the RMSE values of the difference between each simulation and Argo data in terms of the salinity distribution of Figure 3 and the Q estimate of Figure 4. The values of the 6th column represent the difference in potential density (\(\Sigma\)) between its mean value at a given level and the following one for each run.

<table>
<thead>
<tr>
<th>Name of the simulation</th>
<th>Horizontal Resolution</th>
<th>Sigma levels</th>
<th>Sigma levels Distribution</th>
<th>(\Sigma) rmse</th>
<th>(\Sigma) difference</th>
<th>Q rmse</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/12_32z</td>
<td>1/12°, -7.3km</td>
<td>32</td>
<td>Surface-stretched</td>
<td>0.065</td>
<td>0.046</td>
<td>0.074</td>
</tr>
<tr>
<td>1/12_64z</td>
<td>1/12°, -7.3km</td>
<td>64</td>
<td>Surface-stretched</td>
<td>0.064</td>
<td>0.038</td>
<td>0.062</td>
</tr>
<tr>
<td>1/12_64_H</td>
<td>1/12°, -7.3km</td>
<td>64</td>
<td>Homogeneously stretched</td>
<td>0.053</td>
<td>0.026</td>
<td>0.055</td>
</tr>
<tr>
<td>1/24_64_H</td>
<td>1/24°, -3.6km</td>
<td>64</td>
<td>Homogeneously stretched</td>
<td>0.037</td>
<td>0.021</td>
<td>0.048</td>
</tr>
<tr>
<td>1/24_100_H</td>
<td>1/24°, -3.6km</td>
<td>100</td>
<td>Homogeneously stretched</td>
<td>0.032</td>
<td>0.016</td>
<td>0.041</td>
</tr>
</tbody>
</table>
2.2 Observational data sets for model comparison

12 years of in-situ observations (from the beginning of December 2000 to the end of December 2012) from the Argo program - a global array of free-drifting profiling floats that measure temperature and salinity within the upper 2000 m of the ocean - were retrieved from the Coriolis Data Center (url: http://www.coriolis.eu.org). For the comparison with the model reproduction of AAIW, we used the gridded version of this dataset as created by Rusciano et al. [2012], where data were grouped and averaged in 1° longitude by 1° latitude boxes within the simulated domain. While, for the comparison of the modelled θ-S and available potential energy distributions at depth, the raw data of the profilers were employed, using exclusively those in the delayed mode as their salinity has been adjusted by comparison with other measurements. Only data with control quality flags 1 and 2, that refer to ‘good observation’ and ‘probably good observation’, were kept.

We also took advantage of the daily gridded, altimetry data, produced by Ssalto/Duacs and distributed by Aviso, with support from CNES, after being interpolated over a homogeneous 1/4° grid. These data were used to validate the energy content of our simulations at the surface and compare the results of the eddy detection of our model output with the same results from the Aviso product. The latter consists of 16 years (from January 2000 to December 2015) of altimetric retrieved observations and represents a multimission product, deriving from the combination of all satellite data available at one time (Jason-1, Envisat, GFO, ERS-1, ERS-2 and Topex/Poseidon). We made use of the latest version of the AVISO Ssalto-Duacs altimetric product [Duacs/AVISO, 2014].

2.3 Algorithm of eddy detection and tracking

For localizing eddies at the surface and exploring the differences in shape, number and size between the five simulations, along with those in the characteristics of the intermediate waters trapped within these structures, we applied to our model outputs the detection and tracking methodology of Chaigneau et al. [2008, 2011], further developed by Pegliasco et al. [2015] and more recently extended by Laxenaire et al. [Submitted]. Their approach is similar to the one of Chelton et al. [2011] for identifying and extracting eddies from the geophysical turbulent flow, since they are both based on geometric criteria, in opposition to other methods based on physical properties. The original method of Chaigneau et al. [2008] hinges on the search of the outermost closed contour of Sea Level Anomaly (SLA) around extremes of AVISO Ssalto-Duacs Mapped SLA [Ducet et al., 2000; Pascual et al., 2006]. In the case of our simulations,
we used a set of Sea Surface Height (SSH) maps, taken as daily snapshots from the last three years of each of our simulations, in order to allow them to reach a full statistical adjustment.

The first step of the analysis consists in the detection of possible centers of cyclones (anticyclones) that are associated with local minima (maxima) of SSH. The detection of the extrema is done separately for the minima and maxima, with a moving window set to 1° x 1° width in this study. In a second step, extrema centered in 6° x 6° squares, where closed contours of SSH have been identified, are individually studied. The outermost contours around minima (maxima), containing only one local extremum, are classified as the outer limit of each eddy. This limit is used to define the eddy amplitude, which corresponds to the modulus of the SSH difference between the center and the outermost contours. Identified extrema associated with amplitude lower than 1 cm are rejected. This allows to prevent the separation of one large eddy into two or more smaller features at one given time step.

Another particularity of this technique worth mentioning is that the detected contours of all the eddies are stored and can be used later to define their trajectories. Some basic properties for each eddy are computed such as their amplitude, area and equivalent radius for a circle. Beside the restriction applied on the eddies amplitude, a temporal filter is used after the completion of the eddies tracking. The latter is based on the superimposition of contours between 2 successive days and enables us to define trajectories of both cyclones and anticyclones. Here a minimum lifetime of 7 days is set for all trajectories, thus all the eddies which last less than 7 days before a merging or after a splitting event are also removed. By these two criteria, we avoid spurious detections and the remaining structures are classified as either cyclonic or anticyclonic. For the latter, we have estimated some of their statistical properties (eg., number, radius, shape and trajectory) and looked at the AAIW’s characteristics within the eddies crossing the Cape Basin.

2.4 Potential Vorticity

The Ertel Potential Vorticity [Ertel, 1942] has the following mathematical form:

$$EPV = -\frac{1}{\rho} \left( (f + \omega) \frac{\partial \rho}{\partial z} - \left( \frac{\partial v}{\partial x} \frac{\partial \rho}{\partial y} \right) - \left( \frac{\partial u}{\partial z} \frac{\partial \rho}{\partial y} \right) \right)$$

where $\rho$ is the potential density, $f$ is the Coriolis parameter ($f=2\Omega \sin \phi$), $\omega$ is the vertical component of the relative vorticity ($\partial u/\partial x - \partial v/\partial y$), $\partial \rho/\partial z$ represents the stratification, which combined all together constitute the vertical components of the Ertel PV, namely the sum of the relative vorticity ($\omega$) and the vortex stretching ($f* \partial \rho/\partial z$) terms. The last two terms
of the RHS are the sum of the horizontal components of the Ertel PV in the x- and y-directions, where the terms of the zonal and meridional shear ($\partial u/\partial z$ and $\partial v/\partial z$) are multiplied by the lateral gradients of density ($\partial \rho/\partial x$ and $\partial \rho/\partial y$).

Potential vorticity (PV) analyses provide essential information on mesoscale flows. Marchesiello et al. [2003] showed that significant departures from the Sverdrup balance occur in the California Current System and are mainly due to the effect of the PV vertical terms. In our area of interest, given the regional high level of turbulence characterizing the Agulhas System, we expect the PV vertical terms to be important. Moreover, PV analyses can help distinguish the origin of water masses within the Agulhas System (e.g. AAIW is characterized by a relative PV maximum, [Talley, 1996]).

The Ertel PV (EPV hereafter) is adiabatically conserved along isopycnals in a Lagrangian sense, meaning that it can only be changed by diabatic or frictional processes. The EPV is thus an useful tracer for the identification of filaments, meanders, smaller vortices and fronts and looking separately at each of its components allows to better apprehend their scales and intensity. At large scale, these terms are quite negligible, if taken separately, but at mesoscale or smaller scales, their magnitude becomes relevant, above all in presence of fronts. Since they are also related to the development of instabilities, quantifying their respective intensity and spatio-temporal distribution could help shedding some light on these non-linear processes.

In the following section, we will describe the horizontal distributions of the vortex stretching (Q hereafter) and the relative vorticity ($\omega$) terms, as means of further validating and discriminating our simulations; time series of the EPV anomaly and its vertical components will be discussed in relation to eddies temporal trends.

# 3 RESULTS

To evaluate the realism of our ROMS simulations and to qualify the impact of the mesoscale processes on the regional dynamics, we have undertaken various comparisons with different data sets. Even though the focus of our study is on the dynamics of intermediate waters, we have first validated our numerical simulations against surface observations (satellite and in-situ data); indeed, subsurface observations are still very sparse.

## 3.1 Surface dynamics and thermohaline structure

As expected from previous high-resolution numerical studies [Capet et al., 2008; Molemaker et al., 2015; Rosso et al., 2014], we observe a gradual improvement in the way our model
reproduces the main features and characteristics of the surface circulation, in terms of the T-S variables and modelled dynamics, as we increase the vertical and horizontal resolutions (Supplement Figures 1 and 2). All the simulations are able to capture the large-scale features of the greater Agulhas System. However, the two higher resolution runs (at 1/24°) exhibit surface temperature and height fields with closer agreement to the observations, capturing in particular the higher values shown in the observations over the Agulhas Plateau. Concerning the alongshore Agulhas Current temperature, salinity and energy inflow from the Indian Ocean into the Southeast Atlantic, the lowest horizontal resolution simulations (AGU12_32, AGU12_64 and AGU12_64_H) tend to overestimate the averages of the analyzed surface variables, especially in areas close to the South-African west coast and around the Agulhas Retroflection.

Noteworthy are also the differences discernible between the numerical experiments having a homogeneous distribution of the vertical levels (AGU12_64_H, AGU24_64_H, and _100_H) with those characterized by a higher vertical resolution in the upper layers (AGU12_32 and AGU12_64). The homogeneous distribution of vertical levels increases the vertical resolution at depth. This induces a reduction in the discrepancies between the model surface fields and the observational products, attenuating those warm biases event at the lowest horizontal resolution. While this improvement is not major if only the number of vertical levels is increased (e.g., AGU12_32 versus AGU12_64), as this increase concerns only the upper 200m of the ocean, it indicates that the vertical resolution of the model is as important as the horizontal one to reproduce more realistic surface dynamics and thermohaline distributions.

### 3.2 Water masses properties at depth

Figure 2 shows the Potential Temperature-Salinity (θ-S) diagrams for the whole domain and for waters at intermediate and deep levels (i.e., θ <10°C), where every dot represents the θ-S values extracted at each grid point of the model. The values are scattered in red colour for the lowest resolution simulation (AGU12_32, Fig. 2a) and in cyan for the highest resolution one (AGU24_100_H, Fig. 2b). The overlaid blue curves represent the mean (continuous line) and standard deviation (dotted lines) values from Argo data.

These diagrams show the main water masses circulating, at depth, within the greater Agulhas Current System and Cape Basin. The highest values of θ and S correspond to the warmer and more saline waters inflowing from the Indian Ocean; the centre of the diagram is occupied by intermediate waters (AAIW of both Indian and Atlantic origins, see Rusciano et al. [2012]), while the lowest part of the plot indicates the presence of deep and bottom waters (NADW, ...
CDW and modified AABW; these waters appear only in the model data as Argo profiles do not exceed 2000 dbar), characterized by higher values of S and lower \( \theta \) than AAIW.
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**Figure 2.** The panel shows the \( \theta \)-S distribution for (a) the lowest resolution simulation (AGU12_32) and for (b) the highest resolution (AGU24_100_H). In both diagrams, are also presented the \( \theta \)-S mean and standard deviation (in blue, continuous and dotted lines) from Argo data for the whole simulated domain for subsurface and deep waters (defined as those having a value of \( \theta < 10^\circ \text{C} \)).

The simulations with the lowest horizontal and vertical resolutions (AGU12_32, in Fig. 2a, and AGU12_64) show, for all the water masses, a wider \( \theta \)-S range than the higher resolution solutions and observations. The simulation with increased vertical resolution in the subsurface and deep layers (AGU12_64_H, not shown here) presents a behavior closer to observations than the two previous experiments. In fact, the differences between AGU12_64 and AGU12_64_H is larger compared to that between AGU12_32 and AGU12_64, which almost completely overlap (not shown). The latter are more diffusive, leading to values of \( \theta \) and S very different from those measured by Argo or found in the higher vertical resolution simulations. In particular, their salinity minimum, intersecting the 27.05 isopycnal, is of \( \sim 33.7 \) psu.

These values differ from the regional observed AAIW minimum of salinity (around 34.3 psu) and from the typical range of potential density anomaly (27.2-27.6 kg/m\(^3\)) of Argo data.
The water masses properties in the whole set of simulations with homogeneous vertical levels distribution are better preserved, even though a discrepancy persists between the thermohaline distributions of these numerical experiments and the one from Argo, especially at the level of the central waters (Fig. 2b). This shift in $\theta$-S is probably to ascribe to the lack of more realistic, synoptic forcings at the lateral and surface boundaries of our simulations. However, since the focus of our study is on the full range of water masses accomplishing the Indo-Atlantic exchange, and particularly on AAIW, we can affirm that a reasonable agreement between water masses properties in AGU24_100_H and in observations has been achieved for these layers. Such a modeling improvement is confirmed by the estimation of the root mean squared error (RMSE) of the difference in mean salinity between each simulation output and Argo, whose value slowly reduces from AGU12_32 to AGU24_100_H (see fifth column of Table 1).

By augmenting the number of sigma levels and by homogenizing their vertical distribution, also the difference in potential density between its mean value at a given level and the following one substantially decreased from the lowest to the highest resolution simulation (see sixth column of Table 1). Thus, the model improves in reproducing the vertical thermohaline structure of the water column. This is true for the simulation at the lowest horizontal resolution (AGU12_64_H) and it is even more remarkable at higher, horizontal and vertical resolutions (AGU24_64_H and AGU24_100_H). Both aspects are therefore essential for a correct representation of thermocline water masses, and, in particular of AAIW.

### 3.3 Agulhas leakage and related AAIW characteristics

To acquire a more quantitative insight on the model capability of capturing the AAIW characteristics and dynamics, we carried out various analyses along the 27.2 isopycnal. The latter constitutes the typical potential density surface for this watermass in the Southwest Indian and Southeast Atlantic oceans [Reid, 1989; Piola and Gordon, 1989; Talley, 1996].

Figure 4 displays the linear vortex stretching term (Q) in the EPV (first term on the RHS of Eq.1), computed from Argo data (Fig. 3a) and estimated averaging daily means over the last three years of each simulation (Figs. 3b-f). The Argo climatology shows the already documented regional pattern for the AAIW Q: a maximum characterizing the Agulhas Current system and a high-Q tongue originating from the Agulhas Retroflection and progressing northwestward across the Cape Basin, after undergoing a sharp transition due to the local intense mixing of I-AAIW with A-AAIW [Talley, 1996; Rusciano et al., 2012]. Only the simulations at 1/24° (Figs. 3e and 3f) correctly represent such a behaviour, while the lower resolution
Figure 3. The panel shows the average of the linear vortex stretching term ($Q, [m^{-1} s^{-1} x 10^{-11}]$) extracted along the 27.2 isopycnal for (a) the Argo climatology and the model simulations (b-f). Black contours represent the -5000, -4000, -3000, -2000, -1000, -500, -200, -100 m isobaths from the Etopo2 dataset [Smith and Sandwell, 1997].
simulations (AGU12_32 and AGU_12_64, Fig. 3b and c) do not show a contrast in Q between the two oceans nor a maximum for the Agulhas Current system AAIW. The transition in Q starts to appear in AGU12_64_H (Fig. 3d) and it gains in realism in AGU24_64_H and AGU24_100_H. This improvement with resolution has been quantified through the RMSE of the difference in Q between the model estimates and Argo for each run (see seventh column of Table 1).

These results emphasize the model capability at the highest resolutions to correctly reproduce the regional stratification of AAIW, as well as their advection and mixing. In this regard, a sufficient vertical resolution at depth is mandatory to resolve the non-linear dynamics of the Agulhas Retroflection and leakage. The more viscous dynamical behavior of the lowest resolution simulations and their vertical inadequacy to realistically depict the watermasses characteristics lead to the incorrect representation, transport and mixing of T-S properties between the Indian and the Atlantic oceans. In fact, an appropriate increase of the vertical resolution complements the resolution capabilities of the horizontal grid [Stewart et al., 2017]. Barnier et al. [1991] have indeed demonstrated that models at coarse vertical resolutions fail to reproduce baroclinic modes higher than the first two; albeit these high modes have low kinetic energy content, they play a catalytic role in the eddy-driven circulation. In the next we will thus analyse the effects of our model resolutions on the simulated mesoscale dynamics.

3.4 Energy content of the mesoscale eddy field

Here we focus on eddy energy budgets to quantitatively assess the way in which our simulations picture the regional mesoscale processes, as they play a leading role in regulating the Indo-Atlantic exchange. The eddy kinetic energy (EKE) filed has been widely observed with the global coverage of satellite altimetry measurements and we use the root-mean-square (RMS) of the SSH as a proxy of its surface distribution. Figure 4 displays the time-mean value of EKE from satellite data (Fig. 4a) and from our 5 simulations (Figs. 4b to 4f), computed by subtracting to its value at each grid point the spatio-temporal average over the whole domain. Both, AVISO and the modelled distributions of SSH RMS show low values (about 0.05-0.1 m² s⁻¹) offshore and along the northwestern coast of southern Africa, and high values (0.15-0.3 m² s⁻¹) at the Agulhas Retroflection and in the southern Cape Basin (roughly west of 10⁰E). This corresponds to the intense mesoscale activity driven by Agulhas eddies shed by the Agulhas Current system and found along the South African continental slope. While the spatial pattern of the modelled EKE agrees well with AVISO, its magnitude is generally higher than the
Figure 4. The root-mean square of the mean Sea Surface Height [m] for (a) the AVISO satellite altimetry gridded product and for the model simulations (b-f). The bottom topography is shown by the black lines tracing the -5000, -4000, -3000, -2000, -1000, -500, -200, -100 m isobaths from the Etopo2 dataset [Smith and Sandwell, 1997].
One observed. This bias is greatest near the Agulhas Retroflection and along the shelf downstream; it could be ascribed, on one hand, to the satellite inability to capture near-shore dynamics and to its coarse resolution, preventing the observation of the smallest mesoscale structures. On the other hand, the model bias in EKE could be due to its tendency to overestimate the Agulhas leakage, causing an enhanced horizontal gradient of density structure between the shelf and offshore, and increasing local instabilities near the shelf-edge [Rubio et al., 2009].

The high degree of turbulence in all the simulations extends from the surface down to intermediate layers. Indeed, most eddies have a deep, dynamical influence in the ocean interior. Therefore, changes in their surface structure have been observed to regionally affect also the energetics and thermohaline properties of waters at intermediate depths [Schmid et al., 2003].

The snapshots of the vertical component of relative vorticity (\(\omega\)), computed along the 27.2 isopycnal, reveal the scales that spontaneously develop at the AAIW level (Supplement Figure 3). Every simulation shows the main features of the regional turbulence and its characteristic scales: mesoscale eddies of both signs, meanders and filaments form in all runs, spatially concentrating around the Agulhas Retroflection area, in the Cape Basin and along the main topographic features of the central and south-western parts of the domain. Even though all the simulations show similar patterns of \(\omega\), their spatial scales decrease, they become more localised and finer structures are more recurrent, as the model resolution increases both horizontally and vertically. This clearly appears also in Figure 4.

To gain more insight on the level of simulated eddy energy in comparison with observations, we have quantified the Eddy Available Potential Energy (\(EAPE = -\frac{g}{\rho_0} \zeta' \rho'\)), where \(\zeta'\) is the isopycnal displacement and \(\rho'\) is the associated density anomaly) [Roullet et al., 2014] along the 27.2 isopycnal. Here we have slightly modified the EAPE formulation from the original version of Roullet et al. [2014] by replacing the virtual density with potential density and including more recent Argo vertical profiles (up to July 2015). EAPE can be considered a proxy of the turbulent state of the ocean interior since its variations are due to the vertical displacement and tilting of the isopycnals [Roullet et al., 2014]. The EAPE distribution and magnitude are comparable to those of EKE as, in the quasi-geostrophic framework, an equivalence between EAPE and EKE stems from the hypothesis of 3D isotropy of developed turbulence (comparable magnitudes of \(\omega\) and Q) [Roullet et al., 2014]. Hence, EAPE can be usefully computed in models and compared to observations in order to validate the energy content of the ocean also at depth, complementing the surface information provided by EKE estimates.
Figure 5. Distributions of Eddy Available Potential Energy along the 27.2 isopycnal, comparing the mean estimate from our highest resolutions simulation (AGU24_100_H, a) and the one from Argo data (b). The black boxes (1 and 2) represent particular areas discussed in the text.

In Figure 5 are presented the 27.2 isopycnal EAPE distributions for (a) the highest resolution simulation (AGU24_100_H), and (b) for Argo data. The modelled EAPE distribution compares relatively well with Argo estimate at the AAIW level, particularly within the region of the Cape Basin (box 1 of Figure 5) and less so east of the Retroflection (box 2 of Figure 5). This difference could be partly due to the absence of synoptic variability in the model boundary conditions (at the surface and lateral boundaries). It could also be explained by the position of the easternmost boundary of the domain, likely positioned too close to the Retroflection area to correctly reproduce the energetics and dynamics of the AC System that depend on the Agulhas upstream mesoscale dynamics [Biastoch et al., 2008]. Instead, west of the Retroflection, within the Agulhas rings corridor, the modelled EAPE values and shape better agree with observations, allowing us to validate the energy content of this simulation also at depth and to acquire a hint on the turbulence level characterising the Cape Basin intermediate layers.

3.5 Mesoscale Eddies Statistics

This subsection aims to statistically describe the geometrical and dynamical characteristics of the simulated eddies. In order to do so, we implemented in our different simulations the eddy-detection algorithm of Laxenaire et al. [Submitted]. This enabled us to estimate the number, sign, size, amplitude and mean trajectory of all the simulated mesoscale eddies and
to compare them to the equivalent estimates from altimetry. It is nowadays known that due to the limited resolution and coarse interpolation processing of the satellite products, these observations are only able to capture the largest mesoscale structures. In fact, as recently shown by Keating and Smith [2015], extant satellite altimetry products struggle to resolve scales within the 10–50 km range and below. Therefore, in order to render our eddy detection results as comparable as possible to the ones from AVISO, we have filtered out all the modelled mesoscale structures whose radius was equal or smaller than 30 km.

Figure 6. Probability density functions fitted to the time series of the number of (a) anticyclones and (b) cyclones and the mean radius of (c) anticyclones and (d) cyclones detected in each of the five numerical simulations (colored lines) and from AVISO data (black line). Here the modelled eddies whose radius was equal or smaller than 30 km have been filtered out, in order to render them more comparable to the AVISO resolution.

Figure 6 (a-d) shows the mean number and radius of the detected anticyclones and cyclones in our simulations after the filtering process (see Supplement Figure 4 for the non-filtered
results), along with the ones from AVISO. Here the normal probability density functions (PDFs)

have been fitted to their distributions, which do not substantially differ from the non-filtered

version of these results in terms of simulations intercomparison. The number of detected cy-

clones is always slightly higher than that of anticyclones (in a ratio of 3/2, Figs. 6a and b) for

all the simulations, as originally proposed by Boebel et al. [2003] from quasi-Lagrangian ob-

servations achieved with deep floats south of Africa. This asymmetry in the eddies number

is also suggested from numerical studies of geophysical turbulence in idealized frameworks

[Roullet and Klein, 2010]. The mean radius is usually larger for the anticyclones than for the
cyclones (∼75 vs 65 km, Figs. 6c and d), as observed in geophysical stratified flows [Lapeyre

and Klein, 2006] and for the region of study [Boebel et al., 2003; Richardson and Garzoli, 2003].

Looking at the differences between the unfiltered distributions of the various simulations
(Supplement Figure 4), those at the highest resolutions (AGU24_64_H and AGU24_100_H) show

the most bountiful presence of eddies, reaching a mean value of 110 for cyclones and 90 for

anticyclones, versus mean values of respectively 90 and 70 identified in the 1/12° runs. The
situation is reversed in terms of their mean radius: smaller values are found for the highest
resolution simulations (about 50 km) than for the lowest resolution counterparts (∼60 km).

Once filtered, the results of our highest resolutions (AGU24_64_H and AGU24_100_H)
agree particularly well with those from altimetry, in terms of the number of both anticyclones
and cyclones (Figs. 6a and b). Less comparability is instead evident for the their mean radius
(Figs. 6c and d), as the mesoscale eddies captured in AVISO are slightly larger than those of
our 1/24° simulations and are closer to the ones of the lower resolutions. We believe that this
is due to the fact that at finer resolutions eddy baroclinic modes higher than the first two (barotropic
and first baroclinic), when properly resolved (as in our 1/24° simulations), enrich the scales
and energetics of the first two modes, increasing the presence of smaller structures [Barnier
et al., 1991]. Another possible explanation would be that when fine horizontal scales are re-
solved, they can interact among each other and lead to the formation of additional mesoscale
structures [Aguiar et al., 2013]. This phenomenon is obviously missing if these scales are not
captured by a limited resolution of the model.

The discrepancy between the number of eddies detected in the non-filtered distribution
of our highest resolution simulation (AGU24_100_H, Supplement Figure 4) and AVISO is ev-
ident also in Figure 7, showing the estimates of the mean pathways followed by Agulhas Rings
in the Cape Basin from AGU24_100_H and AVISO. Rings are defined in this analysis as an-
ticyclones initially detected in the Southwest Indian sector within a trapezoidal area extend-
ing between 12°-34°E and 34°-44°S. Here, the number of anticyclonic trajectories that are formed or disappear in each grid cell of the model are computed taking into account that a trajectory only starts when an eddy splits and similarly ends when two eddies merge. The coloured cloud of AGU24_100_H, representing the mean percentage of rings per grid-box along their trajectories, is slightly shifted north-westward compared to the AVISO envelope represented with a black contour.

Figure 7. The mean presence of Agulhas Rings, as detected in AGU24_100_H, in colour shading and expressed with a logarithmic decimal scale. The thick, black line delimit the same estimate from AVISO. The underneath black contours are for the -5000, -4000, -3000, -2000, -1000, -500, -200, -100 m isobaths from the Etopo2 dataset [Smith and Sandwell, 1997].

This difference in the directions of Agulhas Rings mean path could be explained by: 1) smaller or more intense simulated rings than those detected in AVISO, and thus anticyclones less sensitive to the $\beta$-effect; 2) a (westward) shift in the position of the simulated Agulhas Retroflection, where the process of rings shedding is known to take place; 3) an enhancement
in the intensity or a more northward location of the simulated subtropical gyre than in observations, leading to an advection of more rings northward; 4) a discrepancy either in the vertical size of the rings or in their intensity at depth, resulting in a different bathymetric deflection. In this study, the first condition was verified: the anticyclones surface signature in EKE was shown to be higher than what observed in the altimetric product (Fig. 5) and their radius is averagely smaller than the rings detected in AVISO (Fig. 7c). The second condition was also partially verified by running some sensitivity tests (not shown), where the eastern boundary of our simulated domain was placed slightly more westward than presently (30°E instead of 34°E), inducing a substantial reduction in the mean EKE content of the test runs. We expect that placing this boundary even further east then 34°E, although highly augmenting the computational costs of the run, would allow us to reproduce a more realistic Agulhas Retracement. An even larger domain and a longer simulation would be required to test the third condition on the subtropical gyre position and intensity, whereas a three-dimensional reconstruction of the eddies from AVISO would be necessary to investigate the fourth condition.

Figure 8. Mean profile of all the anticyclones detected in AGU24,100-H, plotted as their mean amplitude, normalized by their mean number, against their normalized radius.

In general, the displacement of coherent mesoscale structures in the ocean is attributed, in addition to the influence of the \( \beta \)-effect and of topography, also to the influences of neighboring currents and to the interactions with other eddies, which account for the loops and cusps
in their trajectories [Carton, 2001]. Since the Cape Basin is characterised by the co-existence of cyclonic and anticyclonic vortices, generated in proximity of the continental slope and of the Agulhas retroflection, eddy merging and splitting events, as well as absorption and detachment from the main current, are expected to highly impact the Agulhas rings trajectories [Laxenaire et al., Submitted] and also their geometry. Therefore, we statistically examined their two-dimensional structure, by tracing their mean amplitude, normalized by their mean number, against their normalized radius. Figure 8 shows that the anticyclones mean profile (given by the mean SSH eddy-amplitude versus the eddy-radius) in AGU24_100_H has a quasi-Gaussian shape, in line with previous results on global scale [Chelton et al., 2011]. Since investigating the relation between the eddy horizontal geometry and the different mechanisms of eddy deformation goes beyond the scopes of this paper, in the following we will examine the temporal variability of the simulated eddies and its driving factors.

3.6 Temporal Variability of the Mesoscale Dynamics

The monthly time series of the number of eddies detected in each numerical experiment (not shown here), from which we computed the eddy-PDF distributions of Figure 6, disclose a temporal-dependent behavior. In particular, these time series are characterized by a strong seasonal cycle, more pronounced for the higher resolutions simulations (AGU24_64_H and AGU24_100_H).

This seasonality could be further investigated through the analysis of a longer simulation in order to test its statistical significance over a more extended time series. However, in order to ascertain this seasonal variability with observations, we plotted the mean monthly time series of the number of eddies for AVISO and for our highest resolution simulation (Fig. 9) and we undertook preliminary analyses to investigate possible processes responsible of such variations. We observe that in both time series the seasonal cycle is distinguishable (Fig. 9a and b); it is particularly marked in the model distribution, where the winter maximum (July to September) clearly appears for eddies of both polarities. This temporal variability was further explored, performing a discrete Fourier transform on these two time series (Figs. 9c and d); it suggests that an annual cycle is dominant for both observed and modelled eddies.

Multiple factors could be responsible of this time-dependence of the mesoscale field. Among these are the variability of the atmospheric forcing, the seasonality of the regional upwelling or the local influence of intermittent Natal Pulses [Schouten et al., 2003; van Leeuwen et al., 2000; de Ruijter et al., 1999]. Given that the surface forcings and boundary conditions of our simulations are based on interannual, smoothed climatologies, our simulations do not allow
Figure 9. Seasonal time series of the mean number of anticyclones (red) and cyclones (blue) for (a) AVISO and (b) AGU24_100_H. Single-Sided Amplitude Spectrum from the discrete Fourier transform of these distributions for (c) AVISO and (d) AGU24_100_H.
us to explore these factors. But, we can analyse three oceanic metrics that relate mesoscale eddies to their generation processes: the EPV [Marchesiello et al., 2003; Peliz et al., 2014]; the first baroclinic Rossby radius of deformation (computed along the pycnocline, as in Chelton et al. [1998]), relating the eddies size and temporal distribution to their formation mechanism [Smith, 2007; Chelton et al., 2011]; and the mixed-layer depth (MLD, calculated as the depth where the density difference with respect to the surface is equivalent to a 0.03 density change), whose seasonality, in relation to that of eddy dynamics, has been recently explained by meso-submesoscale interactions [Brannigan, 2016; Callies et al., 2015].

In this framework, we will consider the EPV anomaly (EPVA), quantifying the EPV difference with the background ocean, and its vertical components (i.e., the first RHS term of Equation 1). These terms, as well as the Rossby radius and the MLD, are averaged over the geographical domain during the last year of each simulation (year 5). The results are presented for AGU12_64 and AGU24_100_H. Figure 10a shows the time series of the EPVA, obtained by subtracting from each instantaneous value of EPV the interannual mean over the last 3 years of integration (this was the period used for the eddy detection). Figure 10b displays the EPV vertical components (i.e., the relative vorticity and the vortex stretching terms). The EPVA for the highest resolution simulation (AGU24_100_H, black continuous line in Fig. 10a) is characterized by a marked seasonality, in which negative and positive values alternate, reaching a maximum during the austral winter. This maximum corresponds to those of the vortex stretching and relative vorticity terms (respectively blue and red continuous lines in Fig. 10b). The vortex stretching is directly linked to the stratification, which is indeed higher in summer as a consequence of the seasonal warming, and declines in winter by cooling and under the action of stronger winds. These conditions favor higher values in the temporal distribution of relative vorticity (red, continuous line in Fig. 10b) in winter, when more ageostrophic, turbulent dynamics are at play, increasing the seasonal values of the EPV anomaly.

A clear seasonality is also distinguishable in the time series of the first baroclinic Rossby radius of deformation and in that of the MLD (Fig. 10c) for both model resolutions (AGU12_64 and AGU24_100_H, respectively dashed and continuous lines in Fig. 10c). Because the first Rossby radius is the scale of the fastest growing mode for the baroclinic instability [Rhines, 1975], its winter maximum corresponds to a seasonal peak in the time series of the mean eddy radius of the eddies detected. We can retrieve these winter peaks in the three-years time series of the mean radius of both cyclones and anticyclones (not shown here). These peaks are well marked in the higher resolution simulations (AGU24_64_H and AGU24_100_H); this con-
Figure 10. Time series of the surface spatially averaged (a) Ertel PV anomaly, (b) its vertical components, (c) Rossby radius and mixed-layer depth, for AGU12_64 (dashed line for all the curves) and AGU24_100_H (continuous line for all the curves).
firms the relationship existing between the eddy size and the local Rossby radius of deformation, suggested by several studies [McWilliams, 1991; Carton, 2001; Aubert et al., 2012]. Upper-ocean eddies often form from the development of baroclinic instability, essentially projecting on the barotropic and on the first baroclinic modes. Consequently, their size is close to the first baroclinic Rossby radius of deformation. A winter increase of the eddies mean radius also occurs in the lower resolution simulations (not shown), corresponding to the winter peak of the Rossby radius of deformation (dashed line in Fig. 10c, displaying these values for AGU12_64).

On the other hand, the time series of the EPV anomaly for AGU12_64 (black, dashed line in Fig. 10a), does not show a well defined seasonal cycle, in relation with limited seasonal variation of the vortex stretching term (blue, dashed line in Fig. 10b). This suggests that the lower resolution simulations (at 1/12°) are not able to correctly reproduce the seasonal cycle of baroclinic instabilities. They capture the seasonal evolution of relative vorticity (red, dashed line in Fig. 10b), driven by the largest mesoscale structures, but they cannot recover the variability in the vortex stretching, highly affected by finer scales dynamics [Capuano et al., Submitted; Brannigan, 2016; Callies et al., 2015].

To conclude this subsection on eddy seasonality, we estimate its impact on thermohaline fluxes, computing the diffusion coefficients of temperature and salinity, $K_v T$ and $K_v S$, defined as in Joyce [1977]:

$$<w'T'> = K_v T \frac{\partial T}{\partial z}$$

$$<w'S'> = K_v S \frac{\partial S}{\partial z},$$

where $w$ is the vertical velocity; brackets and prime respectively denote a time average and fluctuations relative to it, and the bar represents a spatio-temporal mean.

The strongest heat and salt fluxes coincide with the presence of eddies of both polarities, with a clear seasonality. Their summer distribution (not shown here) is characterised by enhanced values of these fluxes in correspondence of the largest mesoscale structures, while in winter we observe an abundance of finer scales, locally leading to higher values for both diffusion coefficients. To better quantify this seasonality we computed the horizontal spectra of the diffusivities (Fig. 11) at the surface and along the 27.2 isopycnal in the Cape Basin box of Figure 1, during summer and winter. At the surface, the seasonal contrast is very pronounced at small scales, which present similar values of diffusivity as the larger scales. Instead, at depth, the seasonal difference does not seem to depend on the horizontal scales; also here we observe a winter increase in the values of diffusivities. These processes have been investigated in more detail in Capuano et al. [Submitted] where it has been suggested that submesoscale instabil-
Figure 11. Horizontal spectra of the diffusion coefficients of temperature and salinity, computed for AGU24-100_H at the surface (continuous line) and at intermediate depth (dashed) in summer and winter.

3.7 Eddies signature on AAIW advection

Since this work is centered on the impact of the mesoscale dynamics on the Indo-Atlantic exchange and regional mixing of AAIW, we focus here on the properties of water masses advected in the Cape Basin by the simulated mesoscale features. To assess subsurface water mass properties within the eddies, we have estimated the $\theta$-$S$ diagram corresponding to the center of every eddy detected in each simulation within the the Cape Basin box lying on the principal route of the Agulhas leakage (box drawn in Figure 1). All these $\theta$-$S$ profiles are shown for anticyclones and for every simulation in Figure 11a, and for cyclones in Figure 11b.

These diagrams illustrate how the vertical thermohaline properties in the AAIW layer of the eddies change with the model resolutions. At lower vertical and horizontal resolutions, the eddy-core AAIW $\theta$-$S$ properties diverge from those of Argo profiles (light green dots in Figure 11c and d). AAIW as measured by Argo floats is fresher than that advected within the
Figure 12. $\theta$-S diagrams plotted at the centre of all the anticyclones (a) and of all the cyclones (b) detected in each of our 5 simulations for the AAIW thermohaline range (8-2°C of $\theta$ and 34.2-34.6 psu of S). c and d are identical to a and b, except the comparison is between the $\theta$-S distribution of AGU24_100_H and Argo.
simulated eddies, with the exception of the highest resolution simulation (AGU24_100_H) that well compares with the observations (light blue dots in Figure 11a and b, and red and blue dots in Figure 11c and d). Thus, advection and mixing of water masses in the Cape Basin, and in particular within the AAIW layer, are represented in models with a horizontal resolution of 1/24° and a vertical resolution of about 50 m or higher.

However, despite the differences in AAIW properties within the core of eddies among the various simulations and in comparison to Argo data, it appears that these properties are, in the Cape Basin, relatively homogeneous. Both cyclones and anticyclones show indeed salinities values in the AAIW layer ranging from 34.25 and 34.4 psu (in the AGU24_100_H simulation) in accordance with the Argo sampled properties and with historical hydrographic cruises [Richardson and Garzoli, 2003; Giulivi and Gordon, 2006; Arhan et al., 2011]. This implies that both types of eddies are involved in the advection of the same AAIW varieties, namely the Indian (I-AAIW: $S \geq 34.3$) and the Indo-Atlantic (IA-AAIW: $34.2 < S < 34.3$) ones [Rusciano et al., 2012]. This is also in agreement with the findings of Arhan et al. [2011] from in-situ observations of an Agulhas Ring and an Agulhas Bank cyclone in the southern Cape Basin, along the GoodHope line. Thus, in line with the results of Rimaud et al. [2012], cyclones are as fundamental as anticyclones for the transport, mixing and transformation of I-AAIW with AAIW of Atlantic origin ($S \leq 34.2$) within the Cape Basin, before entering the South Atlantic.

The significant improvement that we gained, with the highest resolutions simulation, in the reproduction of the modelled thermohaline structure is reflected also in the interocean exchange of upper and lower thermocline waters. Here we used the offline mass-preserving algorithm ARIANE [Blanke et Raynaud, 1997; Blanke et al., 1999] to perform in each simulation a Lagrangian integration, backward in time, of particles selected as those having density values (25-27.6σ) typical of thermocline waters in the Cape Basin. These particles were initialised at the east section (in red) and intercepted at the north and western sections (in black) of the control domain shown in the map of Figure 14b, where the coloured curves represent the transport streamfunction (PSI). The latter is estimated in AGU24_100_H by algebraically summing every particle transport at each velocity point of the three-dimensional grid, before vertical integration and derivation of the Lagrangian streamfunction, showing a max value of 8 Sv (1 Sv = $10^6 \text{m}^3\text{s}^{-1}$). This value is comparable with previous estimates of the Indo-Atlantic transfer (9 Sv of [Boebel et al., 2003], 12 SV of [Biastoch et al., 2008]).

We then plotted histogram bars of the difference between the final and the initial transports, computed as the number of particles normalised by their total transport and binned by
Figure 13. (a) Histograms of the differences between the final and initial Lagrangian transports [Sv], binned by density classes, for AGU12_32 (red), AGU12_64_H (magenta) and AGU24_100_H (cyan), computed within the domain control shown in the transport streamfunction map (b). In (a), highlighted in green are the lighter varieties of mode waters and in blue the Atlantic and Indo-Atlantic varieties of AAIWs.
potential density classes (Fig. 14a) for AGU12,32 (red), AGU12,64_H (magenta) and AGU24,100_H (cyan). For this calculation, the potential density changes are estimated between successive positions (archived everyday) and by algebraically summing the individual and local density changes weighted by the transports allotted to the corresponding particles. The spatial integration of this field is roughly equal to the magnitude of the transfer multiplied by the mean difference in density between the final and initial sections. This diagnostic allowed us to verify that the highest resolutions simulation is the only one able to capture a net transport, from the Indian to the Atlantic oceans, of thermocline waters, consisting of the lighter variety of mode waters and of intermediate waters (highlighted respectively in green and blue in Fig. 14a).

The model inability, at lower resolution, to capture a part of the local mesoscale processes implies a prominent reduction in the quantity of transport of thermocline waters from the Indian to the Atlantic oceans. These preliminary results indicate that the Cape Basin turbulent dynamics have a direct effect on the characteristics and transfer of the water masses participating in the AMOC, and confirm that this region is essential in connecting the ocean basins and making possible a global circulation [Garzoli and Matano, 2011].

4 SUMMARY AND CONCLUSIONS

The Indo-Atlantic exchange of thermocline waters south of Africa strongly depends on highly energetic mechanisms, affecting subsurface water masses advection and mixing. By improving the simulation of the non-linear dynamics that drives this exchange, we were able to capture a realistic part of the ocean mesoscale processes that transport and stir the local water masses. In particular, we demonstrate how a satisfactory representation of the surface dynamics is not sufficient to ensure a realistic upper and intermediate watermasses advection and transformation. We obtained the most prominent improvements in simulating these processes by augmenting and homogenizing the vertical resolution of the model to reach a 50 m spacing between the levels. This increase in the vertical resolution of the water column positively impacts also the surface ocean dynamics. A doubling of the horizontal grid-spacing (from 8 km in the 1/12° to 4 km for the 1/24°) improves even further the realism of the simulations.

By increasing the model resolution both vertically and horizontally, we show that:

- The contrast between the southwest Indian and the southeast Atlantic waters becomes sharper, with distinct structures of the thermocline observed. Watermasses in the subsurface layers compare particularly well to observations from classical hydrography and Argo profiles.
- In finer resolutions simulations mesoscale dynamics and energetics are generally in better agreement with the available observations. The highest resolutions configuration clearly shows a dynamical behavior change, with a richer spectrum of spatio-temporal scales and more non-linear processes than classical eddy permitting (at 1/12°) simulations, as seen in the diffusivities spectra, where smaller length scales are reached, both at the surface and at depth.

- A precise estimate of the distribution, size and properties of the simulated upper-ocean eddies of both signs can be achieved by applying the detection algorithm of Laxenaire et al. [Submitted] to the output of each of our simulations. Remarkably all the runs are characterized by an asymmetry among cyclones and anticyclones, the former being always more abundant (in a ratio of 3/2) and smaller in radius (about 65 vs 75 km), as already suggested in previous, observational and theoretical, studies.

- The structure and mean pathways of the modelled Agulhas rings compare well with their counterparts estimated from altimetry, once the simulated eddies having radius equal or higher than 30 km are filtered out. Considering the limitations in the resolution of the satellite products, results of the 1/24° simulations better agree with these data after the filtering process, even though a slight discrepancy persists in terms of the mean radius. However, in AGU24.100_H, Indian-water anticyclones can be clearly retrieved within the migration drift path of the observed Agulhas Rings into the South-Atlantic [Boebel et al., 2003; Dencausse et al., 2010] (see the SSH-RMS map of Fig. 4f or their mean trajectories in Fig. 7).

- Both types of eddies contain the Indian variety of AAIW (I-AAIW) as suggested by Richardson and Garzoli [2003]; Giulivi and Gordon [2006]; Arhan et al. [2011] from sparse hydrographic observations. We also corroborate the finding that in the Cape Basin, the eddies advected I-AAIW experiences mixing with the Atlantic variety of AAIW (A-AAIW) producing a new variety, the Indo-Atlantic AAIW (IA-AAIW), whose properties are intermediate between the two AAIWs, as observed by Rusciano et al. [2012] and Rimaud et al. [2012].

- The number and radius of eddies (of both signs) show a seasonal cycle. The latter is largest for the highest resolutions simulations displaying a maximum in the eddies number and radius during winter, when the first baroclinic Rossby radius of deformation is also maximum. This supports baroclinic processes as key mechanisms for the generation of these eddies, while undoubtedly linked with the seasonality of the EPV anomaly, of its vertical components and with the one of the MLD.
- The diagnostic tool ARIANE provided a Lagrangian interpretation of the modelled Indo-Atlantic exchange. This allowed us to quantify the intensity of thermocline waters transfers and to illustrate that at least a fully mesoscale-resolving resolution of the model is required to depict the Cape Basin dynamics and transformations inherent to these transfers.

The last two points underline the need for numerical experiments at higher horizontal resolution than 1/24°, which would allow the representation of an even broader range of scales (including submesoscale filaments, fronts, meanders), whose spatio-temporal variability could explain the seasonal correlation between the eddy statistics and the dynamical metrics obtained here. Also, we expect the use of synoptic surface forcing and more realistic boundary conditions, in a fully submesoscale-resolving configuration, to further improve the reproduction of the flow instabilities seasonality and their effect on the thermohaline properties and spreading of the Indo-Atlantic waters into the AMOC.

The challenges presented by high-resolution requirements to solve the realism of the ocean circulation will accompany global ocean modeling efforts. In this respect, ocean models must have consistently high resolution, both horizontally and vertically, and particular attention must be paid to correctly simulate the baroclinic structure of the subsurface and deep water masses.

**Acknowledgments**

The authors greatly appreciate discussions with Xavier Capet, Gildas Cambon, Guillaume Lapeyre, Guillaume Roullet, Bernard Barnier, Arne Biastoch and Jeroen Molemaker. This work was supported by the "Laboratoire d’Excellence” LabexMER (ANR-10-LABX-19) and co-funded by a grant from the French government under the program "Investissements d’Avenir”, and by a grant from the Regional Council of Brittany. We also acknowledge funding from the ANR/DGA program DYNEST ALAS and the national computer centre IDRIS for technical and computational support. We sincerely thank Xavier Capet (LOCEAN, Paris), Gildas Cambon (LOPS, Brest) and Clement Vic (SOTON, UK) for their precious help and technical support on different aspects of the model. This study is part of the CLIVAR-SAMOC international initiative and was also supported by the European Union Horizon 2020 research and innovation programme under grant agreement no. 633211 (AtlantOS), a by the French CNES-TOSCA research funding and the 11-ANR-56-004 SAMOC research grant. We thank both reviewers who helped us to improve this manuscript.
References


Laxenaire R., Speich S., Blanke B., Chaigneau A. and Pegliasco C. (Accepted), New insights on Agulhas rings dynamics as inferred from altimetry.


*Journal of Marine Research, 65*, 655683.


Supporting Information for "Indo-Atlantic exchange, mesoscale dynamics and Antarctic Intermediate Waters"

T. A. Capuano,¹ S. Speich,² X. Carton¹ and Remi Laxenaire³

Contents of this file

1. Figures S1 to S4

Corresponding author: S. Speich, Laboratoire de Meteorologie Dynamique, LMD-IPSL, Ecole Normale Superieure, Paris, France (speich@lmd.ens.fr)

¹Laboratoire d’Oceanographie Physique et Spatiale, LOPS-UBO, Brest.

²Laboratoire de Meteorologie Dynamique, LMD-IPSL, Ecole Normale Superieure, Paris, France.

³Laboratoire de Meteorologie Dynamique, UMR 8539 Ecole Polytechnique, ENS, CNRS, Paris, France.
Introduction

This supporting information provides 4 panels of Figures which are described in the main article.
Figure S1. Mean horizontal distributions of Sea Surface Temperature comparing the estimate from OSTIA data (a) with each of our five simulations (b-f). Black lines below the contours are for the -5000,-4000,-3000,-2000,-1000,-500,-200,-100m isobaths from the Etopo2 dataset.
Figure S2. Same as Fig.1 but comparing the mean Sea Surface Height estimated from Aviso data (a) with the one from each of our five simulations (b-f).
Figure S3. Snapshots of relative vorticity ($\omega, \text{s}^{-1} \times 10^{-5}$), extracted along the 27.2 isopycnal, from the model month 1 of year 5 for our 5 simulations. Black contours are for the -5000,-4000,-3000,-2000,-1000,-500,-200,-100m isobaths from the Etopo2 dataset.
Figure S4. Probability density functions fitted to the time series of the number of (a) anticyclones and (b) cyclones and the mean radius of (c) anticyclones and (d) cyclones detected in each of the five numerical simulations (colored lines) and from AVISO data (black line), without the filtering that removed the modelled eddies whose radius was equal or smaller than 30 km.
4.3 Discussion

In this chapter we presented the results of a series of progressively higher resolutions, regional simulations, focusing on the Cape Basin region, south of the African continent, to assess the role of mesoscale features on the inter-basin exchanges, and the ability of a numerical model to correctly reproduce the observed watermass and eddy characteristics. Specifically, both the horizontal and vertical resolutions were modified, showing that despite the use of increasingly higher horizontal resolution, the model was incapable of representing the observed T-S properties and mesoscale processes unless we augment the number of sigma-levels and we homogeneously distribute them in the vertical. This translated in a vertical grid spacing from about 80 to 50 m, regionally required to adequately resolve the vertical structure of the horizontal flows and its main baroclinic modes. Eddy tracking was then used to study the taxonomy of the mesoscale features in this region, and their role on the exchange of waters between the Indian and Atlantic sectors. We found, as expected, that strong eddies, likely generated through baroclinic processes, are vital for tracer exchange between the basins, and, more surprisingly, that they have a seasonal cycle. This mesoscale variability will be explained in light of the results of the next chapter, which will relate it to the submesoscales seasonality and to the seasonal occurrence of different instabilities originating from the meso-submesoscale interactions.

According to altimeter and in situ observations, the Cape Basin is populated with vortices ranging in diameter from tens of kilometers (eddies) to hundreds of kilometers (rings). The shedding and translation of these vortices influence the inter-oceanic transfers of mass and energy among the South Atlantic, South Indian, and Southern Ocean directly through transient fluxes or indirectly through the mean circulation [Matano and Beier, 2003, Treguier et al., 2003]. The grid size of the 5 simulations analysed in this chapter did not allow for the resolution of the full spectrum of oceanic variability, but only that portion with horizontal scales of the order of or slightly smaller than the Rossby radius (≃30 km at these latitudes). Models at these resolutions are generally regarded as eddy-permitting for the 1/12° configurations and eddy-resolving for the ones at 1/24°. However, it should be noted that the bulk of the Indo-Atlantic inter-ocean exchange is thought to be accomplished by rings with spatial scales much larger than the Rossby radius, ranging from a minimum of 70 km to a maximum of 200. Thus, it is expected that even though our configurations may not contain all the scales of eddy variability, they were still adequate to resolve those that are more relevant to the inter-ocean ex-
change. With these caveats in mind, we have focused our analysis on those aspects of the eddy kinematics that our simulations could properly resolve and pointed out, whenever appropriate, the model’s shortcomings, in comparison to the available observations.

At first, we examined the mesoscale eddy field reproduced in our numerical simulations by comparing statistical metrics (polarity, number, amplitude, mean radius) of the modelled structures with the ones estimated from the AVISO gridded data. Considering that the altimetric product has a lower resolution than even our mesoscale-permitting solutions at 1/12°, all the eddies detected in our simulations were filtered using the criterion of a 30 km radius (all structures with radius equal or lower than this length were removed). This allowed the results of all simulations, especially of the ones at highest resolutions, to become much more comparable to the observational results. Nonetheless, a reasonable agreement between the unfiltered eddy estimates of AGU24_100_H and the ones of AVISO were obtained in terms of the mean lifetime and pathways of the Agulhas Rings. Their mean radius is usually much larger than 30 km, so we expect them to be correctly sampled in the altimetry product, even if an additional degree of resolution degradation results from the interpolation of the satellites-retrieved observations on an uniform grid. This could partially explain the slight discrepancy that persists in the mean trajectories between the modelled and the observed anticyclones. Other possible sources of this bias are likely related to the model numerics and to a series of physical mechanisms, currently under- or not appropriately resolved, as discussed in more detail in the submitted article (section 4.2) and further tackled in the last chapter of this manuscript.

Despite these limitations, for the modelled Agulhas Rings we also investigated their geometry and verified that their mean profile is quasi-Gaussian, as previously suggested by Chelton et al. [2011] on a global scale. In respect to their dynamical interactions with the surrounding environment, the computation of their geometrical moments showed that these anticyclones are interested by different modes of deformation (principally angular mode 2, but also 3 and 4) due to the continuous non-linear exchanges with eddies of opposite sign and with the main, regional currents. This result confirms the highly turbulent nature of the Cape Basin circulation and the existence therein of a milieu of vigorous stirring and mixing [Boebel et al., 1998, 2003].

With the aim to assess how these processes and the behaviour of the modelled eddies
impact the local subsurface water masses, we qualitatively pointed out that the modifications in the T-S properties and spreading of intermediate waters can be mainly related to the dynamical characteristics of the mesoscale eddies in which these waters are trapped. To determine the relative contributions of Cape Basin cyclones and anticyclones to the advection of AAIWs, we separated the T-S curves plotted at the centres of all the eddies detected in each of our simulations according to eddy polarity. We found that, albeit discrepancies exist between our numerical configurations in terms of the simulated AAIWs T-S properties, these appear to be relatively homogeneous in our study region. This implies that cyclones and anticyclones convey the same varieties of AAIWs (i.e. the Indian, the Atlantic and the Indo-Atlantic types, as suggested by Rusciano et al. [2012]). Thus, eddies of both signs equally contribute to the AAIWs advection in the Southeast Atlantic, in agreement with what shown in Argo data and in past studies [Arhan et al., 2011, Boebel et al., 2003, Garzoli and Gordon, 1996, Richardson and Garzoli, 2003, Rimaud et al., 2012]

In relation to the scientific objectives described in Chapter 2, we have thus been able to partially investigate points 1. and 2., namely an assessment of the Cape Basin turbulent field and a description of its dynamical characteristics. The evaluation of both these aspects has been for now restricted to the mesoscale component of the flow. Moreover, we explored point 5. about the impact of the Cape Basin non-linear processes on the water masses exchanges. Indeed, in section 4.2 the eddy detection technique and the EPV budget were used in concert to delineate the role of the mesoscale structures on the water masses advection and mixing and to characterise the eddy temporal variability. The increased resolutions of the nested configuration (AGU12_36_108) will allow us in the next chapter to better approach points 1. and 2. of our objectives, addressing those questions about the submesoscale contribution to the Cape Basin non-linear dynamics that remained currently unanswered. The analysis of this simulation, in comparison to the one at intermediate horizontal resolution (AGU24_100_H), will also provide qualitative evidence about some of the instabilities deriving from the meso-submesoscale interactions and on their impact on the local water masses. This will allow us to address points 3. and 4. of our study objectives, regarding the energy transfers between different dynamical scales, their seasonal variability and their ultimate effects on the water masses structure.
4.4 Conclusions

At present, models used in climate studies are of coarse resolution (1/8°-1/12°) because of the enormous CPU requirements of long integrations. Hence, differences in the representation of the turbulent processes of the Agulhas Current System, impacting the global MOC, due to model resolution are of great interest to the whole community of climate modellers. During the last decades, there have been many attempts to estimate the Indo-Atlantic interbasin exchanges using numerical simulations (e.g., [De Ruijter et al., 1999] and references therein). Most of those studies have focused on the large-scale aspects of the mass and heat balances and just a few, more recent ones have stressed the attention on the mesoscale processes by which those balances are achieved. Since these estimates are based on coarse, non-eddy-resolving, or barely eddy-permitting, simulations the question remains as to whether their resolution can represent the Indo-Atlantic inter-ocean exchanges. To address this, a better understanding of the mesoscale processes that are unresolved by coarse-resolution models is needed.

In this respect, regional models constitute a powerful and useful tool, since, thanks to their limited cost, they can be run more efficiently than global-scale models. This makes possible to obtain a large number of sensitivity tests on various parametrizations, forcings and processes. For example, through a hierarchy of preliminary experiments run at much lower resolution (1/4°), we investigated the role of the shape and steepness of the bathymetry, as well as the location of the open boundaries and of the diffusion coefficient. The results were discussed in terms of physical processes inducing or influencing the Agulhas Retroflection, the rings shedding, and the general cyclone genesis and dynamics in the upwelling region. Their analysis helped addressing the choice of the best combination of numerical parameters to use for higher resolution configurations. These tests were also motivated by previous numerical studies [Doglioli et al., 2006, Matano and Beier, 2003, Rubio et al., 2009, Speich et al., 2006], who showed how the net Indo-Atlantic inter-ocean exchange is very sensitive to the regional topography and geometry: the steepness of the South-African continental slope; the small radius of deformation of the continental slope at the southern tip of the continent; the presence of a large Agulhas Bank; the narrowing induced by the existence of the Agulhas Plateau, as well as to the specific mid-latitude location of the Agulhas Retroflection. This last point underlines how the inter-ocean exchange can be affected by slight modifications of the mean ocean state and circulation.
In the work presented in this chapter, we offered a qualitative and quantitative description of the Indian/Atlantic interbasin exchange occurring in a sequence of spatially refined numerical experiments. Namely, their horizontal resolution ranged from eddy permitting ($1/12^{\circ}$) to mesoscale-resolving ($1/24^{\circ}$) and their vertical resolution was gradually modified from 32 to 100, uniformly distributed, sigma-levels, obtaining a homogeneous vertical grid spacing of $\sim$50 m. Since previous modelling studies [Marchesiello et al., 1998], in line with earlier observational results [Gordon, 1985, Gordon et al., 1992, Lutjeharms, 1987], suggested the upper branch of the MOC is composed of intermediate and thermocline waters, we examined with particular attention the AAIWs dynamics and thermoaline structure in the Cape Basin. The latter can be considered a key region for the inter-ocean exchange as it approximately encompasses the area bounded to the northwest by the Walvis Ridge and to the southeast by the Agulhas Ridge; it is thus localised within the Agulhas rings westward path in the South Atlantic (Fig.1 of section 4.2). In light of the main results of this chapter, we believe to have succeeded in better detail the crucial role of mesoscale eddies of both polarities in the advection of AAIWs in the Southeast Atlantic. In particular, with our highest eddy-resolving configuration (AGU24_100_H) we managed to reproduce the observed sharp transition of this water mass between the Indian and the South Atlantic ocean along it regional density layer ($27.2\sigma$). We modelled indeed how along this isopycnal surface the saltier Indian AAIW is advected within eddies of both signs and mixes with the fresher Atlantic AAIW in the Cape Basin, ultimately leading to the formation of the Indo-Atlantic type of AAIW.

This significant improvement, as any other achieved in the comparison of our high resolutions T-S structure with observations, was obtained by using smoothed climatologies, for the forcing at the surface and at the lateral boundaries, and open boundary conditions [Marchesiello et al., 2001]. The latter are here based on radiation conditions and relaxation to climatology. This choice was motivated by the results of previous modelling studies on the Agulhas circulation [Barnier et al., 1996, 1998] which showed open boundary conditions to be numerically robust and able to bring into the South Atlantic basin the necessary information from the outer oceans. As regards the use of climatological forcing, even though improved accuracy can be expected by the use of more synoptic boundary forcings [Biastoch et al., 2009, Durgadoo et al., 2013, Loveday et al., 2014], the focus of our study is on the intrinsic oceanic turbulent processes, on their variability and impact on the local watermasses when these processes are forced by smoothed climatologies.
Albeit our repeated climatology lacks any high-frequency and inter-annual variability, there are pronounced differences in the simulation outputs between individual years: the thermal structure and the current fields of model year 5 are significantly different from those of year 4 at the same time of year. Intrinsic mesoscale activity is the main contribution to this inter-annual variability, and derives from oceanic instability processes in the absence of added forced variability, as underlined in previous numerical studies on the upwelling regions dynamics [Marchesiello et al., 2003, Penven et al., 2005]. No sensitivity tests have been performed, at present, with more realistic forcing, but their adoption could represent a challenging extension of our work. This would aim to resolve the response of the simulated thermal structure and of the current fields to inter-annual atmospheric fluctuations. In fact, how the inter-year variability observed in the model outputs would compare with that resulting from contrasted atmospheric forcing (such as a relaxed or intensified wind regime) or remote oceanic forcing (such as Rossby waves generated outside the model domain) still remains an open question in the Cape Basin.
Chapter 5

Meso- and Submesoscale Interactions,
Air-Sea Exchange and Lateral Mixing

5.1 Introductory Remarks

Having established the instrumental role of the Cape Basin mesoscale eddies in the mixing and advection of intermediate water masses in the Southeast Atlantic, we will in this chapter focus our attention on the submesoscale component of the turbulent field in order to assess if exchanges between the different dynamical scales could as well affect the water masses dynamics. As seen in the satellite images of Figure 1.8 submesoscale fronts seem to widely occur at the surface in the Agulhas Current. Hence, we expect instabilities developing from the interactions between these finescale structures and mesoscale eddies to highly interest the upper layers of the Cape Basin. Here, in addition to the larger vortices and meanders, spawned at the Agulhas Retroflection and locally advected by the main current, significant energy can be transferred into submesoscale fronts, filaments and vortices. As discussed in Chapter 4, this energy derives from the eddy-eddy interaction, the interaction of the eddies with topography and with the current itself. In particular, the submesoscale could arise through surface frontogenesis growing off the interaction of Agulhas Rings with the surrounding Cape Basin eddies. In turn, some submesoscale fronts become unstable and develop submesoscale meanders and fragment into small vortices.

Moreover, previous studies [Boebel et al., 2003, Rimaud et al., 2012, Rusciano et al., 2012, Schouten et al., 2000] have hypothesized filamentogenetic activity also at intermediate depths, particularly along the AAIW layer. This filamentogenesis is manifested by
the presence of anisotropic submesoscale structures. Its origin could be attributed to
different processes, among which: mesoscale straining; ageostrophic instabilities; vertical
mixing; subduction; non-linear interactions between mesoscale eddies, and eventually
(but not yet verified) the vertical influence of near-surface submesoscales through mixing.

According to numerous, numerical studies on this topic [Callies et al., 2015, Capet et al.,
2008a,b,c, Gula et al., 2015, Klein et al., 1998, Molemaker et al., 2015, Rosso et al., 2014],
the characteristics of submesoscale features are: large Rossby number, vertical velocity
and vorticity; relatively flat horizontal velocity spectra; a large vertical buoyancy flux
acting to restratify the upper ocean; a submesoscale energy conversion from potential to
kinetic; a significant spatial and temporal intermittency in the upper ocean, and material
exchanges between the surface boundary layer and the pycnocline. This chapter aims
to numerically investigate several of these aspects through the adoption of a series of
dedicated diagnostics, carried out over the biggest Agulhas Rings detected in our highest
resolution simulations. These diagnostics allowed us to explore the seasonality, the energy
transfers and the effects on watermasses of submesoscale processes, whose presence was
identified not only at the surface, but also at depth, within the AAIW layer.

5.1.1 Cape Basin water masses formation and transformation

Since our focus is on the impact of meso- and submesoscale processes on the dynamics of
the Cape Basin subsurface waters, we selected the main two water masses localised in the
upper and intermediate layers: mode waters (Subantarctic Mode Water, SAMW on Fig.
1.8) and AAIWs. Figure 5.1 shows their seasonal vertical distribution within our region
of study. These salinity sections come from the KAPEX experiment [Lutjeharms et al.,
1997, Schmid et al., 2003], which investigated the thermohaline evolution of an Agulhas
ring in the Cape Basin. The sections plotted at the end of the austral summer (March
’97) and then at the end of winter (September ’97), show how, in 6-months time, the
upper layers (from the surface to the 26.5 isopycnal), occupied by SAMW, have become
much saltier and thicker, with a mixed layer quite deeper. At depth, instead, AAIW
has turned into a thinner and fresher layer within the anticyclone core. In March, we
can indeed observe how the Indian variety of AAIW is present along the 27.2 isopycnal,
while in September this has been transformed in a less saline variety (the Indo-Atlantic
AAIW of Rusciano et al. [2012]) likely due to the mixing with the Atlantic AAIW variety.
In general, SAMW is identified by the 12°C pycnostad within the area of the AC retroflection [Gordon et al., 1987]. Such a distinctive property has been observationally used to localize the presence of this watermass within the Indian Ocean Central Water trapped in the westward-drifting Agulhas rings [Gladyshev et al., 2008]. In the Cape Basin, SAMW is known to flow within the uppermost ocean layers [Hanawa and Talley, 2001, McCartney, 1977, Schmid and Garzoli, 2009, Talley, 1996]. More recent observations from the GoodHope project showed, in the winter mixing-layer depth assessed from these profiles, that the rate of formation of SAMW is relatively low in the region [Arhan et al., 2011, Speich et al., 2012]. Nonetheless, observations from the Argo floats and CTD data from the GoodHope cruises suggest strong winter convection in some Agulhas rings. This accounts for a production of a local variety of Mode Water, that is injected in the Atlantic through rings propagation and whose characteristics are different from those of the classic SAMW inflowing from the Indian Ocean and the Agulhas Current [Arhan et al., 2011, Speich et al., 2012]. Indeed, relatively deep convection happens in the Cape Basin within the core of southern advected Agulhas rings [Speich and Arhan, 2007] and the results from the GoodHope project confirmed that these events mainly occur in eddies of subtropical water shed from the Agulhas Retroflection [Arhan et al., 2011].

Previous occasional samplings of eddies with a subsurface homogenized core in the Cape
Table 5.1: Agulhas Rings Mode Waters characteristics as referenced by previous authors.

<table>
<thead>
<tr>
<th>Eddies</th>
<th>Tpot (°C)</th>
<th>S (psu)</th>
<th>Sigma-theta</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR B1</td>
<td>16.2</td>
<td>35.42</td>
<td></td>
<td>Duncombe-Rae et al. 1996</td>
</tr>
<tr>
<td>B3-1</td>
<td>13.5</td>
<td>35.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B2-1</td>
<td>13.0</td>
<td>35.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R1</td>
<td>11.6</td>
<td>35.08</td>
<td>26.72</td>
<td>Arhan et al. 1999</td>
</tr>
<tr>
<td>R2</td>
<td>17.1</td>
<td>35.71</td>
<td>26.04</td>
<td></td>
</tr>
<tr>
<td>R3</td>
<td>13.6</td>
<td>35.34</td>
<td>26.53</td>
<td></td>
</tr>
<tr>
<td>R1</td>
<td>12.0</td>
<td>35.2</td>
<td>26.5</td>
<td>McDonagh et al. 1999</td>
</tr>
<tr>
<td>R2</td>
<td>17</td>
<td>35.5</td>
<td>25.8</td>
<td></td>
</tr>
<tr>
<td>E1</td>
<td>17.0</td>
<td>35.5</td>
<td></td>
<td>Gladyshev et al. 2008</td>
</tr>
<tr>
<td>E2</td>
<td>17.0</td>
<td>35.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E3</td>
<td>12.5</td>
<td>35.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>11.8</td>
<td>35.15</td>
<td>26.75</td>
<td>Arhan et al. 2011</td>
</tr>
<tr>
<td>ER Core1</td>
<td>15.5</td>
<td>35.65</td>
<td>26.25</td>
<td>Laxenaire (Personal communication)</td>
</tr>
<tr>
<td>ER Core2</td>
<td>13.2</td>
<td>35.35</td>
<td>26.55</td>
<td></td>
</tr>
</tbody>
</table>
Basin suggested a formation of these structures in the subantarctic zone, before their northwestward propagation and subduction beneath lighter Atlantic subtropical waters [Arhan et al., 1999]. Complementary, altimetric tracking of these vortices [Ducet et al., 20010, Rio and Hernandez, 2004] pointed out that they originate in the subdivision of newly-spawned Agulhas rings encountering the Agulhas Ridge. Intense cooling and convection of the eddy core waters may occur during the autumn or winter transit through the subantarctic domain, leading to the formation of vertically homogenized water with temperatures that may reach downward to about 12°C [Speich and Arhan, 2007]. This locally ventilated water has higher oxygen concentrations than the remotely formed SAMW (of Indian Ocean origin) present in the Agulhas retroflection [Gordon et al., 1987]. Therefore we believe that the water mass visible in the Cape Basin upper layers (between the surface and the 26.5 isopycnal) of Figure 5.1 is not SAMW, but rather represents a modified type of Mode Water, whose formation is directly linked to the meso-submesoscale instabilities happening within the advected Agulhas rings.

Figure 5.2: (a) Track of the 124 Cruise carried out in the Southeastern Atlantic between February and March 2016 onboard the German RV Meteor. (b) Vertical sections of spiceness (top) and stratification (bottom) along an Agulhas Ring trajectory in the Cape Basin, as sampled during this oceanographic campaign (Courtesy of Sabrina Speich). The bottom section shows homogenized patches of low stratification at around 200 m deep, indicating the subduction of a local variety of mode waters that we defined as Agulhas Ring Mode Water (ARMW).

In our highest resolution, nested configuration, we were able to simulate the presence of this new variety of Mode Water, originating from the trapping and seasonal subduction
of surface waters within the cores of subsurface-intensified rings. That is why we have dubbed this water mass 'Agulhas Ring Mode Water' (ARMW). Its typical T-S properties were previously documented by different authors, who erroneously identified it as SAMW. They provided disparate intervals of potential temperature and salinity, depending on the route undertaken by the sampled Agulhas Ring [Dencausse et al., 2010b]. In the case of the southern, subantarctic pathway this water presented colder and fresher characteristics (11.6°C, 35.08 psu of Arhan et al. [1999]), while it appeared warmer and saltier if the ring trajectory was more northward, along the so-called 'warm route' (17°C, 35.5 psu of Gladyshev et al. [2008]). Values somewhat intermediate between these two intervals (∼14°C and 35.3 psu) have been lately observed for ARMW by Laxenaire (personal communication) in an ongoing 3-D reconstruction of two Agulhas Rings crossing the Cape Basin, through the colocalisation of Argo profiles within eddies cores detected in altimetry data. We have summarised these referenced θ-S ranges in Table 5.1, along with the values of potential density that vary between 25.8 and 26.75 σθ over homogeneous layers 200 to 600 m thick. ARMW has been more recently sampled during an oceanographic cruise crossing the Cape Basin (Fig. 5.2a), where patches of relatively low stratification, hint of local subduction, were observed in the subsurface along an Agulhas Ring passage (Fig. 5.2b). However, up to present, any regional numerical study has been able to reproduce the ARMW formation. We will thus provide in our second submitted manuscript (section 5.2) an unprecedented description of the way this watermass is locally formed, analysing the meso-submesoscale instabilities involved in this process.

Another regional water mass that is of very particular interest for the South Atlantic thermocline ventilation is AAIW. This water mass is found below the seasonal thermocline and is characterized by a salinity minimum along the 27.2 isopycnal [Talley, 1996]. The Cape Basin is known not to be a formation region of intermediate waters, hence, the AAIW varieties locally observed are advected by the ocean circulation from different source regions [Jacobs and Georgi, 1977]. Once entered into the Cape Basin, observations show that this watermass undergoes drastic transformations of its T-S properties [Rusciano et al., 2012]. These could be partly due to the influence of the strong air-sea interactions [Sloyan and Rintoul, 2001]. However, as widely discussed in the previous chapter, these transformations are also related to the intense mixing induced by the local turbulent processes [Boebel et al., 2003], whose effects appear mostly compensated in density [Rimaud et al., 2012, Rusciano et al., 2012]. We have indeed seen how the
Cape Basin cyclones and anticyclones act as very deep-reaching vortices whose turbulent signature extends from the surface down to the base of the thermocline, affecting the mixing and spreading of subsurface waters. In section 5.2, we will demonstrate that the lateral mixing of AAIWs varieties is triggered by the mesoscale stirring of thermohaline fronts, sustaining the production of a conspicuous filamentation at intermediate depths and leading to a tracer cascade at submesoscales [Smith and Ferrari, 2009].

5.1.2 Meso-submesoscale instabilities at the surface and at depth

We will now introduce the dynamical interactions between the meso- and submesoscale processes that we believe having a leading role in the formation and transformation of the Cape Basin subsurface water masses. Within the upper layers, the main background mechanism responsible for the seasonal subduction of surface waters is frontogenesis, which is an essential ingredient for upper-ocean submesoscale occurrence, as explained in details in Capet et al. [2008a,b,c]. Their view on the submesoscale regime (depicted in the diagram of Fig. 5.3) is the one of a middle path between two prevailing theories on their origin, that emphasize either frontogenesis/eddy-stirring [Lapeyre et al., 2006] or surface-layer instability [Boccaletti et al., 2007]. Several studies on the generation and development of upper-ocean submesoscale structures have indeed underlined the existence of a net distinction between two main sources of submesoscale activity: 1) the stirring of surface buoyancy gradients by interior mesoscale eddies [Lapeyre et al., 2006, Thomas and Ferrari, 2008]; 2) the growth of mixed layer eddies and fronts through unstable processes [Capet et al., 2008a, Fox-Kemper et al., 2008a,b, Mahadevan et al., 2010, Mensa et al., 2013]. Other studies suggested that both types of processes described above tend to coexist [Callies et al., 2016, Capet et al., 2008c].

Capet et al. [2016] recently proposed another baroclinic instability process as able to couple the unstable behaviors of the ocean surface and interior. Inspired by the work of Roulet et al. [2012], they consider a turbulent regime in which the primary instability arises from the joint presence of a surface buoyancy gradient and an interior velocity shear, leading to the so-called ‘Charney baroclinic instability’ (C-BCI, [Charney, 1947]). This type of instability strengthens near-surface frontal activity with important consequences in terms of turbulent energetics for the upper water masses, as C-BCI plays a role in the seasonal restratification of the subsurface ocean. Oceanic regions which are
seasonally destratified and interested by mode water formation, may be conducive to C-BCIs, as we will demonstrate the Cape Basin to be.

Figure 5.3: Schematic diagram for the main dynamical regimes by scale and their connecting total-energy transformation processes in an equilibrium oceanic circulation [Capet et al., 2008c].

In our study region we overall observed the occurrence of both forms of submesoscale activity, fully captured by the highest resolution simulation (the submesoscale-resolving AGU12_36_108) and partially by the mesoscale-resolving one (AGU24_100_H), depending on the analyzed season. In summer, our region of study is mainly dominated by eddy-stirring and the mesoscale-driven submesoscale activity, triggering, within and around the largest anticyclonic eddies, symmetric instabilities, which are confined in the upper layers. In winter, mixed layer instabilities (MLIs) prevail in the upper ocean. At intermediate depths, instead, both seasons are characterised by the mesoscale stirring of tracers, leading to an abundant filamentogenesis and a density-compensated mixing of AAIWs in local varities. In the submitted manuscript presented in section 5.2 we have reviewed in detail the differences between these two finescales regimes. We found that the development of C-BCIs is the dynamical process able to reconnect them, with robust results for their occurrence in the upper layers, involved in the ARMW formation, and preliminary evidence also for intermediate depths.

For the latter, we mainly provided qualitative arguments to demonstrate that along-isopycnal eddy advection plays a major role in shaping the T-S relationship at the AAIWs level. The T-S structure of thermocline waters is currently understood as being set at
the surface by thermohaline forcing in the form of convective production of mode waters [McCartney, 1977] and subduction of winter mixed layers [Stommel, 1979]. The water mass properties are then advected into the interior by the mean ocean circulation, dispersed by eddies, and modified by diapycnal mixing [Ferrari and Polzin, 2005]. Much has been learned about isopycnal [Robbins et al., 2000] and diapycnal [Ledwell et al., 1998] processes in the past 70 years, but the implications of these observations for the establishment of the T-S relationship have not been fully appreciated. There persists a dichotomy between the effect of stirring and mixing on water mass properties: diapycnal mixing tends to homogenize different water types and consequently tighten the T-S relation; whereas isopycnal stirring creates contrasts between water types and enhances variability in the T-S relation [McCartney, 1982]. This is simply the distinction between stirring and mixing of Eckart [1948] applied to the T-S diagram.

One of the purposes of the work discussed in the present chapter is to qualify the roles of eddy stirring and diapycnal mixing in creating the T-S relation observed in the Cape Basin within the AAIWs layer from an analysis of the modelled T-S variability, whose effects on density has been observed to be almost completely compensated [Boebel et al., 2003, Rusciano et al., 2012]. Two main mechanisms could be responsible of such a phenomenon: 1) double-diffusive instabilities at molecular scales, as the source of the observed variability [Schmitt, 1994]; and 2) mesoscale stirring of large-scale temperature and salinity gradients by geostrophic turbulence, resulting in a direct cascade of thermoaline variance to small scales [Smith and Ferrari, 2009]. We rather support the idea that the second type of process is at play in our region of study. On one hand, because the first mechanism has been shown to be limitedly effective in a region closed to our area of interest [Craneguy, 1999], where double diffusive processes have been extensively studied to assess their importance in driving AAIWs intrusions in the ACC. Craneguy [1999] demonstrated that the intensity of vertical diffusivity in salt-fingers profiles was not sufficient to explain the strong cross-frontal injections of AAIWs observed in his study region.

On the other hand, because Ferrari and Polzin [2005] showed convincing evidence that mesoscale stirring is at work in the generation of T-S variability in the eastern North Atlantic, where very different subsurface water masses (i.e. the salty Mediterranean Outflow Water and the fresher North Atlantic Central Waters) converge. This oceanic region has strong similarities to the Cape Basin, where saltier Indian waters meet and mix with
the fresher waters of Atlantic origin [Rusciano et al., 2012]. Moreover, using numerical simulations of a fully turbulent, time-evolving quasi-geostrophic flow, Klein et al. [1998] argued that mesoscale stirring occurs generically in regions where baroclinic eddies coincide with mean lateral gradients of temperature or salinity. In chapter 4, we showed that the Cape Basin could be one of these regions, since baroclinic instabilities were identified as the primary candidate for the eddies generation, and the basin is characterized by important T-S horizontal gradients, particularly at the AAIWs level [Boebel et al., 2003, Matano and Beier, 2003].

The occurrence of tracer variance cascade within an Agulhas Ring had been already numerically explored by Drijfhout et al. [2001]. They suggested, as the most likely mechanism to affect the SSH decay of Agulhas rings, the interleaving by thermohaline intrusions, due to a double-diffusive origin. Later findings of Beal [2007] pointed out that the Agulhas interleaving intrusions would be rather linked to advective processes, being initially forced by rotating inertial velocities, and with subsequent growth possibly driven by small-scale baroclinic instabilities. According to their in-situ observations, the properties of these intrusions indicated that double diffusion was not essential for their development.

In baroclinic fronts, that is, fronts with vertical and/or horizontal velocity shear, as in the Agulhas Current, twisting can also alter the slope of the isopycnal layers [May and Kelley, 1997]. In these cases, vertical shear becomes an important driving mechanism.

Therefore, we do not discard the hypothesis that our region of study constitutes an hybrid case where both types of density-compensation mechanisms coexist. However, our present numerical resolution does not allow us to investigate the presence of thermohaline intrusions. We have consequently restricted our analysis to the tracers variance and mixing driven by mesoscale stirring. We found that such a process is particularly efficient at the AAIWs level, where the generation of compensated T-S gradients by lateral eddy stirring can overcome the generation of T-S variance by vertical turbulence.
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Abstract

The turbulent processes in the Cape Basin, the southeasternmost gate of the Atlantic Ocean, play a key role in the transport and mixing of upper to intermediate water masses entering the area from the Indian Ocean, making them especially relevant for the Indo-Atlantic transfer of heat and salt. In this paper, two numerical simulations at different horizontal resolutions are used to study meso- and submesoscale dynamics, their phenomenology, their evolution and their impact on the local water masses. Submesoscale processes seasonally affect both, the upper and intermediate layers, but there are clear dynamical differences between the two layers. Several types of instabilities underline this spatial and temporal variability. Near the surface, mixed-layer instabilities occur during winter, while mesoscale-driven instabilities, as the symmetric type, prevail in summer. The connection between these two seasonal regimes is ensured, in anticyclonic eddies and within the mixed layers, by Charney baroclinic instabilities, involved in the local formation and subduction of Mode Water, that we have dubbed as Agulhas Rings Mode Water. Intermediate depths are instead characterized by mesoscale mechanisms of density-compensation and lateral stirring of the tracer variance, triggering a significant filamentogenesis whose vertical scales are comparable to those mentioned in previous studies. This leads to a particularly efficient mixing of Antarctic Intermediate Waters of Indian and Atlantic origins. Lagrangian estimates highlight the new and significant role of fine scale structures in setting the water masses properties of upper and lower thermocline waters materializing the Indo-Atlantic exchange and therefore potentially affecting the global ocean circulation.

1 Introduction

1.1 The Indo-Atlantic interocean exchange

The Agulhas Current (AC) is the western boundary current of the southern Indian Ocean subtropical gyre and is primarily driven by the large-scale pattern of wind stress curl between the southeast trade winds and the Southern Hemisphere westerlies [Beal et al., 2011]. South of the Agulhas Bank, at the outer edge of the continental shelf, the AC retroreflects sharply, and continues eastwards as the Agulhas Return Current (ARC, Lutjeharms et al. [1992]). At the Agulhas Retroflection (AR) the current regularly loops back upon itself, and large anticyclonic eddies (known as ‘Agulhas rings’) are shed in the Cape Basin, and, from there, they move into the South-Atlantic Ocean [Lutjeharms and Gordon, 1987; Ou and de Ruijter, 1986].

The transport of water from the South-Indian to the South-Atlantic oceans has substantial implications for the convective circulation of the Atlantic Ocean as a whole [Gordon, 1985].
Weijer et al. [1999] and Biastoch et al. [2008] have demonstrated that these inter-basin fluxes of heat and salt are important for maintaining the strength and operation of the Atlantic Meridional Overturning Circulation (AMOC). Past descriptions of the Indo-Atlantic exchange suggested that this transport is mainly dominated by the migration of Agulhas rings from the AR through the Cape Basin into the western South-Atlantic (see Lutjeharms [1996] for a summary of observational studies). Other numerical experiments have focused on the turbulent activity of this oceanic basin [Drijfhout et al., 2001; Reason, 2001; You et al., 2003; Matano and Beier, 2003; Treguier et al., 2003; Biastoch et al., 2008], underlining how Agulhas eddies influence not only the transient transports, but also fluxes associated with the mean circulation (eddy fluxes, for example, supply most of the energy of the Benguela Current; Veitch et al. [2009]).

In particular, the work of Matano and Beier [2003] indicated that a distinctive characteristic of the eddy variability within the Cape Basin is the co-existence of cyclonic and anticyclonic vortices in dipole structures that resemble the Heton model [Hogg and Stommel, 1985]. The same authors pointed out that the momentum fluxes, essential to the kinetic energy balance of the Cape Basin, are primarily driven by baroclinic and barotropic eddies, with negligible contributions from the mean circulation. In support to the latter, Lagrangian studies suggested that the transfer of properties and their mixing, rather than being uniformly distributed across the entire subtropical gyre, appears to be concentrated in some small regions [Boebel et al., 1998]. The Cape Basin is one of them, characterized as the highest world ocean spot of eddy kinetic energy [Boebel et al., 2003]. This implies that the mesoscale details of the inter-basin exchanges are extremely important and cannot be simply represented by some constant mixing coefficient in diagnostic, large-scale, model simulations [Gordon et al., 1992].

In summary, the Indo-Atlantic interocean exchange is currently thought to consist of three major parts [Lutjeharms, 1996; De Ruijter et al., 1999]: 1) the advection of Agulhas filaments, 2) the shedding of Agulhas rings [Lutjeharms et al., 1992], and 3) the transport and mixing of intermediate water between the two southern hemisphere subtropical gyres of the Indian and Atlantic Ocean [Speich and Arhan, 2007; Speich et al., 2007; Rusciano et al., 2012]. Since the contribution of Agulhas filaments is thought to be significantly smaller than that of Agulhas rings [Schmid et al., 2003], this paper will mainly focus on the last two components of this exchange. Eddies of both signs are indeed fundamental for the advection of the local watermasses and the transfer of the related T-S anomalies in the Cape Basin, as already suggested in earlier observational studies [Lutjeharms et al., 2003; Boebel et al., 2003; Giulivi and Gordon, 2006; Arhan et al., 2011]. In this context we will mainly focus on the analysis of anti-
1.2 The role of Agulhas rings

Several studies, based on satellite-altimetry data, have led to a general agreement on the way Agulhas rings cross the South-Atlantic Ocean [Gordon and Haxby, 1990; Byrne et al., 1995; Schouten et al., 2000; Laxenaire et al., Submitted]. They showed that once these eddies have escaped the southeastern Cape Basin, they propagate north-westward as isolated structures at latitudes of 20°S-35°S, generally slowing down at the approach of bathymetric ridges. The Agulhas rings move partly due to $\beta$-induced motion and partly due to advection by the background currents [De Ruijter et al., 1999]. Their speed and tracks are influenced by bottom topography and interaction with other eddies [Byrne et al., 1995; Schouten et al., 2000; Laxenaire et al., Submitted]. Ring translation speeds have been reported to vary between 3 and 16 km/day [McDonagh et al., 1999; Goni et al., 1997] and within 10 months after their formation most rings have reached the Walvis Ridge [Schouten et al., 2000]. However, the behavior of Agulhas rings in the southeastern Cape Basin, closer to their formation region, is more complex, and was at times presented in contrasted manners.

Garzoli and Gordon [1996]; Garzoli et al. [1996] and Goni et al. [1997], emphasizing the net north-westward translation of the rings in the Cape Basin, defined a relatively narrow ring corridor in which they would propagate and where Atlantic water from the west and Indian water from the east would mix. Boebel et al. [2003], on the other hand, stressed the attention on the turbulent character of the southeastern Cape Basin and the ensuing intense water mass mixing. Schouten et al. [2000] have pointed out that shear diffusion, due to small-scale dispersion and large-scale deformation of the rings, may be an important decay mechanism in the Cape Basin, together with convective modification and double diffusive interleaving. Overall, the shedding of large Agulhas eddies and rings certainly play a key role for the entrainment of Indian Ocean waters into the South Atlantic, even if it still remains unclear how these transient fluxes are ultimately driven into the North Atlantic basin [Treguier et al., 2003].

1.3 Cape Basin watermasses

Hydrographic and tracer data show that the westward transfer of Indian Ocean water into the Southeast Atlantic is limited to waters with potential densities, with respect to the sea sur-
face, lower than 27.5 $\sigma_{\theta}$ and shallower than 1500 -2000 m [Gordon et al., 1992]. The Indian water masses involved in this exchange are those advected by the Agulhas Current: South Indian Central Water, Subtropical Mode Water, Indian Antarctic Intermediate Water and, eventually, Red Sea Water. These waters meet and partially mix with Central and Intermediate waters of the South Atlantic as well as Subantarctic Surface Waters [Gordon et al., 1992; Giulivi and Gordon, 2006; Rusciano et al., 2012].

Recent studies have pointed out that the Cape Basin is a key region for the global MOC but also in terms of water masses modifications. This is partly due to the intense air-sea interactions that transform the upper Indian Ocean water core of Agulhas Rings, made of South Indian Central Waters and Subtropical Mode Waters, in different varieties of what we can call Agulhas Rings ”mode water” (ARMW). The latter are characterized by homogeneous layers 200 to 600 m thick and potential densities varying from 26.0 to 26.8 $\sigma_{\theta}$ [Arhan et al., 1999; Gladyshev et al., 2008; Arhan et al., 2011]. While ARMW has been accounted from in-situ data, ocean models are unable to represent it: modelled Agulhas Rings are characterized by a stably stratified structure [Rimaud et al., 2012].

Another important water mass that takes part in the Indo-Atlantic exchange and is modified in the Cape Basin is Antarctic Intermediate Water (AAIW). In this region, the fresh South Atlantic AAIW (A-AAIW) converges with the saltier and older Indian AAIW (I-AAIW) [Jacobs and Georgi, 1977]. Their mixing gives rise to the Indo-Atlantic AAIW (IA-AAIW) having an intermediate minimum value of salinity [Rusciano et al., 2012], and this happens isopycnally as I-AAIW and A-AAIW have comparable densities (27.2 $\sigma_{\theta}$). It has been observed that I-AAIW advected in the Cape Basin within Agulhas Rings undergoes to modifications (freshening by mixing with A-AAIW) rapidly after the rings have entered our study region [Schmid et al., 2003]. Again, numerical models are currently not able to realistically reproduce the physical processes driving this regional transformation of AAIW in the ocean interior [Rimaud et al., 2012]. Hence, they do not simulate correctly the transport and properties fluxes into the South Atlantic associated with these water masses [Rimaud et al., 2012].

1.4 Objectives and outline of the study

In the present work, we will mainly focus on the 3D-structure, variability and dynamical characteristics of the Cape Basin mesoscale eddies, with a particular emphasis on anticyclones. In parallel, we will numerically explore the nature and origin of submesoscale processes and diagnose the different types of instabilities that may derive from them. An addi-
tional goal of this study will be to assess the impact of these meso- and submesoscale pro-
processes on the dynamics and on the formation and transformation of the upper 1500 m water
masses, in order to better understand they role in the Indo-Atlantic interocean exchange.

In light of the above-mentioned objectives, the paper is organized as follows. In section
2, the numerical framework is described: the model setup is briefly presented and some tech-
nical characteristics of the two analyzed configurations are provided. In this section, we also
introduce the diagnostics used to investigate the different types of instabilities that could char-
acterize the interactions between the meso- and submesoscales. The principal differences be-
tween the horizontal resolutions of the two simulations are presented in section 3, principally
in terms of energetics. This section closes up with a discussion on the emerging evidence of
a separation, in distinct dynamical regimes, between the upper layers and those at intermedia-
te depths, at the base of the thermocline. Section 4 focuses on the turbulent activity within
the upper layers: the instabilities at play, the energy transfers associated with them and the sea-
sonality of the interactions between the meso- and submesoscale. An assessment of the im-
 pact of these turbulent structures on the thermohaline properties of the local mode waters is
also presented at the end of this section, where we address the possible occurrence of Char-
ney Baroclinic Instabilities (C-BCIs) within the mixed layer and their implication in the for-
mation and subduction of a local variety of mode waters (ARMW), as we have previously de-
defined them. In section 5, we firstly provide some general remarks on the effects of the density-
compensation mechanism on AAIW dynamics and then discuss the plausibility that the mesoscale
stirring of tracers is responsible for mixing different types of AAIWs within the Cape Basin.
Lastly, in section 6 we present preliminary Lagrangian results on the role played by small scale
processes in the Indo-Atlantic exchange of thermocline waters, before offering a summary of
the main results, together with some perspectives and conclusions of this work, in section 7.

2 Methods

2.1 The numerical model

The study is carried out using the IRD-UCLA version of the Regional Ocean Model-
ing System (ROMS) [Schepetkin and McWilliams, 2003, 2005], which has been extensively
and successfully tested in the Cape Basin region [Speich et al., 2006; Rubio et al., 2009; Veitch
et al., 2009; Rimaud et al., 2012]. This circulation model is a split-explicit and free-surface
model that makes the Boussinesq and hydrostatic assumptions when solving the primitive equa-
tions. The code uses a third-order up-stream biased scheme for advection, which provides lateral diffusivity/viscosity \cite{Shchepetkin:2009w}. In the vertical the model is discretized on a sigma, or topography-following, stretched coordinate system. The grid is isotropic and does not introduce any asymmetry in the horizontal dissipation of turbulence, allowing a fair representation of mesoscale dynamics \cite{Penven:2006k}. The bottom topography is derived from the ETOPO2 (2’ resolution) database \cite{Smith:1997}. Although the latest version of the model includes a pressure gradient scheme associated with a specific equation of state to limit errors in the computation of the pressure gradient \cite{Shchepetkin:2009w}, the bathymetry has been filtered in order to keep the ‘slope parameter’ \( r < 0.25 \). The model has 100 vertical levels and the vertical sigma-coordinate is homogeneously distributed along the water column. In our configurations, we also activated the optimizing function of the vertical coordinate system that ensures an increased resolution in the subsurface and a fair smoothing of the tracer fields \cite{Lemarie:2012u}. This numerical choice has shown to be very influential for a ‘realistic’ representation of the watermasses characteristics of our study region.

All the model external forcing functions are derived from climatologies. At the surface, the model heat and fresh water fluxes are extracted from the COADS climatology \cite{DaSilva:1994}. The initial conditions of the model is an ocean at rest with temperature and salinities from the World Ocean Atlas (WOA) for the month of January. For the wind stress, a monthly mean climatology is computed from QuikSCAT scatterometer data \cite{Bentamy:2003, Ayina:2006}. The deliberate choice of using a climatological wind forcing for a simulation that is forced for multiple years, is in accordance with the focus on equilibrium dynamics. Moreover, it allows for an investigation of intrinsic, or unforced, system variability. At the four lateral boundaries an active, implicit, upstream-biased, radiation condition \cite{Marchesiello:2001} connects the model solution to the monthly means of forcings extracted from the WOA climatology. The vertical mixing scheme is based on the K-profile parametrization (KPP) of \cite{Large:1994}, while the horizontal mixing is parametrized as a linear combination of Laplacian and biharmonic mixing, scaled with the grid size \cite{Lemarie:2012u}.

Our model is integrated for 5 years and the output fields are stored and daily averaged everyday. Two horizontal resolutions are set: a high-resolution simulation (AGU12,36,108) at 1/12° horizontal resolution nested with a 1/36° and 1/108°, that is fully meso- and submesoscale resolving; and a medium-resolution simulation (AGU24,100,H) at 1/24° horizontal resolution, that partly permits submesoscale dynamics, but completely resolves mesoscale fea-
tures. Results presented in this paper come from the analysis of the last four years of each sim-
ulation. The first year is discarded as a spin-up period required to reach statistical equilibrium
and for eddy kinetic energy \( \text{EKE} = \frac{1}{2} (u_{\text{std}}^2 + (v_{\text{std}})^2) \), where \( u \) and \( v \) are the zonal and
meridional velocity components, and ‘\( \text{std} \)’ designates the standard deviation of their instan-
taneous values) to reach a plateau. In these two simulations we also make use of the track-
ing methodology of [Chaigneau et al., 2008] to detect eddies for: discriminating between an-
ticyclones (ACes) and cyclones (Ces); tracing their contours over horizontal maps; and local-
izing their centers for computing specific diagnostics. We refer to [Laxenaire et al., Submitted]
for an exhaustive description of the algorithm latest version.

2.2 The two model configurations

Analysis of the high-resolution simulation and comparison between the two simulations
allow us to isolate processes that are directly linked to submesoscales. But before proceed-
ing in this direction, we briefly present each of the two simulations. Our lowest resolution sim-
ulation, AGU24_100_H, is a fully mesoscale-resolving, submesoscale-permitting configuration,
characterized by a horizontal grid-spacing, \( \Delta x \), equal to \( \sim 3.6 \text{ km} \) and 100 sigma-levels, ho-
mogeneously distributed, in the vertical. Our highest resolution solution, AGU12_36_108, con-
ists of a double-way nested configuration with two child grids embedded within a parent do-
main (Fig. 1a). The latter represents a 1/12\(^{\circ}\)(\( \Delta x \approx 8 \text{ km} \)) run with 100, homogeneously dis-
tributed, vertical levels, forcing a first child domain at 1/36\(^{\circ}\) (\( \Delta x \approx 2.7 \text{ km} \)), placed just af-
ter the Agulhas Retroflection and, embedded into it, a second child domain at 1/108\(^{\circ}\) (\( \Delta x \approx 0.8 \text{ km} \)), centered on the area of the Cape Basin. Figure 1a shows the geographical extensions
of the three domains of our nested solution. This simulation employs the two-way AGRIF em-
bedding capability of ROMS [Debreu and Mazauric, 2006], which is designed such that the
output from the lower resolution parent domain provides boundary conditions for the higher
resolution child domains nested within it and the child domains in turn feed the parent domain.
This technique allows for more consistent boundary conditions, and is far less costly than run-
nning the parent domain at the resolution of either one of the two child domains. The parent
domain has exactly the same extension of the one covered by AGU24_100_H (Fig. 1b), go-
ing from 10\(^{\circ}\)W to 34\(^{\circ}\)E and from 22\(^{\circ}\)S to 45\(^{\circ}\)S; the one of the first child is placed just af-
ter that the AC curls back eastward, spawning its rings westward (26-38\(^{\circ}\)S, 3\(^{\circ}\)W-15\(^{\circ}\)E). The
second child is then centered on the Cape Basin (30-37\(^{\circ}\)S, 5-12\(^{\circ}\)E), in an area intentionally
chosen to be weakly affected by the complex topography of this region, in order to better iso
late those physical processes directly related to the intrinsic ocean dynamics. As previously mentioned, all the simulations presented here are based on the same depth dataset, parameters, and forcing. Hereafter we will refer to the nested and higher resolution simulation (AGU12_36_108) as HR (for High Resolution), and to the lower resolution one (AGU24_100_H) as LR.

**Figure 1.** Instantaneous maps of Sea Surface Temperature showing the geographical extensions of the two numerical simulations analyzed in this paper: the three domains of the nested, HR solution (a) and the one of the mesoscale-resolving, LR simulation (b). Black contours are for the -5000,-4000,-3000,-2000,-1000,-500,-200,-100m isobaths from the Etopo2 dataset [Smith and Sandwell, 1997].

### 2.3 Diagnostics for the instabilities analysis

The submesoscale regime is characterized by the ability to transfer energy from the available potential energy (APE) and the KE of the mesoscale to smaller scales, opening the road toward the dissipative scales [McWilliams, 2008; Molemaker et al., 2010]. Thus, we will primarily focus on the EKE release from different types of instabilities that can occur once ocean fronts intensify [Haine and Marshall, 1998]. The first type we will consider is the general class of baroclinic MLIs, and we propose to quantify them through their direct expression, i.e., the conversion rate of APE to EKE [Boccaletti et al., 2007; Fox-Kemper et al., 2008; Capet et al., 2008c]. This conversion is common to all baroclinic instabilities and can be evaluated in terms of eddy vertical buoyancy flux (VBF):

\[ VBF = \langle W' b' \rangle \]
where \( W \) is the vertical velocity and \( b \) the buoyancy anomaly \((b = -\frac{g}{\rho_0} \frac{\partial \rho}{\partial z})\), while brackets denote a time average and the prime denotes fluctuations relative to this average. Then we quantify the conversion from mean KE (MKE) to EKE due the horizontal and vertical shear (HRS and VRS), calculated following the mathematical expressions given in Gula et al. [2015]:

\[
HRS = - < u'u' > \frac{\partial < u >}{\partial x} - < u'v' > \left[ \frac{\partial < u >}{\partial y} + \frac{\partial < v >}{\partial x} \right] - < v'v' > \frac{\partial < v >}{\partial y}
\]

\[
VRS = - < u'w' > \frac{\partial < u >}{\partial z} - < v'w' > \frac{\partial < v >}{\partial z}
\]

These diagnostics quantify the horizontal and vertical exchange of KE between the MKE and EKE components. In particular, a conversion of MKE to EKE (HRS > 0) may be interpreted as representing barotropic instability. Conversely, if there is a non-linear exchange from EKE to MKE (HRS < 0), the eddies act to strengthen the mean flow [Wells et al., 2000]. Positive values of VRS could instead indicate the presence of Kelvin-Helmholtz instabilities. The predominance of one of the two source terms, VBF or HRS > 0, indicates that the eddy generation mechanism is primarily a baroclinic instability (VBF > 0) or a barotropic instability (HRS > 0).

The Okubo-Weiss (OW) is a metric used to identify elliptic (vorticity-dominated) and hyperbolic (strain-dominated) regions, which has been often applied to 2D or quasi-geostrophic, quasi-non-divergent flows [Okubo, 1970; Weiss, 1991]. For the general case of a non-null horizontal divergence field, OW can be written as:

\[
OW = \sigma^2 - \omega^2
\]

where \( \sigma = (\sigma_n^2 + \sigma_s^2)^{1/2} \) is the strain rate of the horizontal \((u, v)\) velocity field, with its normal, \( \sigma_n = \frac{\partial u}{\partial x} - \frac{\partial v}{\partial y} \), and shear, \( \sigma_s = \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \), components, and where \( \omega = \frac{\partial u}{\partial x} - \frac{\partial v}{\partial y} \) is the vertical component of relative vorticity (RV). For positive values of OW, the strain prevails, whereas negative values correspond to a dominant vorticity-based dynamics, usually associated with vortex cores. This parameter can be used to characterize regions of concentrated vorticity, and thus of coherent eddies, in a given two-dimensional velocity field.

The structure and evolution of the Ertel potential vorticity \((Q, Ertel [1942])\) can be used as a means to help interpreting submesoscale physics, since their dynamics are intimately linked with processes that modify the potential vorticity (PV) field, such as the forcing by wind stress, the buoyancy fluxes and the advection of PV by eddies [Thomas, 2005]. The mathematical form we have used here comes from Peliz et al. [2014]:

\[
Q = -\frac{1}{\rho} \left( (f + \omega) \frac{\partial \rho}{\partial z} - \left( \frac{\partial v}{\partial z} \frac{\partial \rho}{\partial x} + \frac{\partial u}{\partial z} \frac{\partial \rho}{\partial y} \right) \right)
\]
When Q is multiplied by the Coriolis parameter (\(f = 2\Omega \sin \phi\)), we theoretically expect negative values to appear in regions where symmetric instabilities could be at play, corresponding as well to areas where the gradient Richardson number (\(R_i\)) is < 1. \(R_i\) can be defined as follows [Thomas et al., 2016]:

\[
R_i = \frac{N^2}{S^2}
\]

where \(N^2 = \frac{\partial b}{\partial z}\) and \(S^2 = \frac{\partial u^2}{\partial z} + \frac{\partial v^2}{\partial z}\). \(N^2\) is the stratification and \(S^2\) is the squared shear.

According to theory, a stratified, actively mixing boundary layer (i.e. here in summer) with \(R_i\) close to 1 is consistent with fronts that are symmetrically unstable [Thomas et al., 2013], whereas for values less than 0.25 Kelvin-Helmholtz instabilities could be expected [Bruggemann, and Eden, 2015]. In section 4.2 we will verify the first possibility by analysing surface maps and vertical sections of these three diagnostics for the two model resolutions.

A last diagnostic used to quantify the turbulence due to submesoscales and hence discriminate the capability of our two numerical resolutions to resolve them consists in estimating the frontogenetic tendency. Frontogenetic activity mostly develops near the ocean surface, where the absence of vertical velocities allows straining from mesoscale eddies to increase density variance, thus leading to an effective sharpening of existing density fronts [Lapeyre et al., 2006; McWilliams and Molemaker, 2011]. Frontogenesis is commonly studied in terms of the frontal tendency function \(F_{sh}\) and we make use of its definition by Giordani and Caniaux [2001]:

\[
F_{sh} = -< \left( \frac{\partial \rho}{\partial x} \right)^2 \frac{\partial u}{\partial x} + \left( \frac{\partial \rho}{\partial y} \right)^2 \frac{\partial v}{\partial y} + \frac{\partial \rho}{\partial x} \frac{\partial \rho}{\partial y} \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right) >
\]

where potential density \(\rho\) is related to buoyancy ‘b’, as seen in the VBF definition. A positive sign of \(F_{sh}\) represents an increase in the magnitude of the density gradient (i.e. frontogenesis), while a negative sign indicates frontolysis or weakening of this density gradient.

In Section 5.1, devoted to the processes of AAIW density compensation, we calculated the spiciness, here defined as in Smith and Ferrari [2009]:

\[
\gamma = \beta_t(T - T_0) + \beta_s(S - S_0)
\]

where \(\beta_t\) and \(\beta_s\) respectively represent the coefficients of thermal expansion and haline contraction and \(T_0\) and \(S_0\) are reference values of temperature and salinity. Being spiceness a measure of the passive spatial variations of watermass properties in density units, the net discrepancy between its spatial variability in HR and LR will highlight how the two resolutions reproduce a very dissimilar type of lateral mixing.
3 Energetics

3.1 Horizontal and Vertical Submesoscale Signature

Before proceeding to the analysis of the diagnostics presented above, we will examine the differences between the two numerical experiments and the impacts that the small-scale features present in the high resolution solution have on the simulated energetics. We firstly calculated the total KE spectra within the second child domain of HR, at different depths (near surface -5 m, -100, 500 and 800 m), by taking the instantaneous values of horizontal velocities and averaging them by season. In Figure 2 we show the spectra extracted for the summer (model year 5, month 1; i.e. Y5M1, panel ‘a’) and winter (Y5M8, panel ‘b’) seasons.

![Figure 2. Kinetic energy spectra computed at different depths from instantaneous values of horizontal velocities for the HR (continuous lines) and the LR (dashed) and averaged over summer (a) and winter (b).](image)

For both seasons, the spectral curves of HR (continuous line in all the curves of Fig. 2) exhibit, at all depths, very energetic small-scales. In winter the spectral curve has, near the surface, a typical slope of $k^{-2}$, in agreement with previous findings on the submesoscales cas-
Cade of energy [Capet et al., 2008a; Klein et al., 2008]. The curves at intermediate depths (500 and 800 m, cyan and magenta, continuous lines in Fig. 2) present a slope close to -3 and show a weaker seasonal variability compared to the upper layers curves (red and blue, continuous lines in Fig. 2), indicating how the dynamics of these intermediate layers are less affected by the seasonality of the surface forcing. The spectral curves of LR (dashed line in all the curves of Fig. 2) have a slope close to -3 both in summer and winter, showing a negligible, seasonal difference at all depths, and a lack of submesoscale processes.

We use the vertical profiles of the root mean square (rms) of W for each resolution as a diagnostic to further discriminate the two simulations analysed in this manuscript. Following the methodology detailed in [Capet et al., 2008a]), we decompose the total field into the temporal mean ($W_{\text{mean}}$), mesoscale ($W_{\text{ME}}$) and submesoscale ($W_{\text{SME}}$) components: $W_{\text{Total}} = W_{\text{mean}} + W_{\text{ME}} + W_{\text{SME}}$, in order to highlight the vertical contribution of the simulated, different spatial structures.

Figure 3. Root-mean-square (rms) profiles of the different components (total, meso- and sub-mesoscale) of vertical velocity (W), extracted in summer (a) and winter (b) along the first 1500 m of the water column, for the HR (continuous lines) and the LR (dashed lines).
The horizontal spatial rms metrics were computed at each sigma-level, and then temporally averaged over the summer (Fig. 3a) and winter (Fig. 3b). Given our focus on the watermass dynamics of the upper to intermediate depth layers, without considering the impact of topographic effects, results are plotted here from the surface down to 1500m. The HR rms profiles of W present the most elevated magnitudes, where the total W_{rms} (i.e. \( W_{rms} = \sqrt{<W^2>} \)) is 4-fold higher than the LR profile in summer and up to 20-fold higher in its winter maximum peaks. This increase in magnitude is particularly significant in the submesoscale component of the velocity field, which is strongly enhanced close to the surface at both seasons.

The surface signature is dominated by submesoscale activity, while mesoscale-induced vertical velocities are almost independent of depth. On the other hand, the submesoscale component in LR shows only minimal surface enhancement in winter, even if it intensifies in summer. At both resolutions the mesoscale and the submesoscale velocities are similar in structure, although the magnitudes are larger at HR, as it will be further investigated looking at vertical sections of VRS and VBF in section 4.1. Another important difference between the two simulations is the marked seasonal variability of all the W_{rms} components of HR, showing a dramatic change with seasons. In particular, the submesoscales winter values for HR are almost one order of magnitude higher than the summer ones, while only a negligible variation can be perceived for LR. We have observed, in experiments preparatory to this study (results not shown), that our model captures a seasonal cycle at increasing horizontal resolution. This seasonality will be explored in more details in section 4.3, by analyzing the seasonal behavior of the mixed layer depth (MLD) as reproduced in each of the two simulations.

3.2 Vertical distinction of dynamical regimes

In Figure 4 we present zonal sections of temperature (T, ‘a’), salinity (S, ‘b’), potential density (\( \sigma_{theta} \), ‘c’) and meridional velocity (v, ‘d’) of HR at Y5M1. They show the presence of an Agulhas ring between 7.5 and 11\(^\circ\)E, and also a layering of very different water masses between the surface and the intermediate depths. At the surface, a shallow mixed layer caps, within the Agulhas ring, a homogeneous layer of ARMW 300 m thick. At greater depth, we note an intense stratification above the AAIW layer, characterized by a salinity minimum, and a quasi-homogeneous layer, centered between 700 and 1200 m and extending between the 27 and 27.4 isopycnals, with higher values of salinity (i.e. compared to the environment) found at the vertical of the eddy core.
Given the differences seen in the vertical distributions of $W$ and $v$ (respectively Figs. 3b and 4d) between the upper layers (i.e. from the surface to the base of the mixed layer) and the AAIW depths of our study region, confirmed by the spectral results of Figure 2, we further investigate this vertical distinction in dynamical regimes. The meridional velocity exhibits, for instance, higher magnitudes in the upper layers than at greater depth, which could be due to the influence of the surface forcing more efficient in the near-surface than at depth.

Figure 4. Zonal, instantaneous sections of temperature ($T$, 'a'), salinity ($S$, 'b'), potential density ('c') and meridional velocity ('d') plotted at 34°S along a summer anticyclone detected within the HR. In subplot 'd', red contours are for positive values of velocity and blue for negative.

In this regard, the diagnostics presented in the following sections will support the hypothesis initially proposed by Boebel et al. [2003] on the coexistence of two dynamical regimes between the upper and the intermediate layers of the Cape Basin, describing a ‘stirring’ regime near the surface and a ‘blender’ regime at greater depth. This was proven to be true by the observational work of Rusciano et al. [2012] and the numerical study of Rimaud et al. [2012], where Lagrangian integration of particles showed how both the vertical mixing and lateral stirring of AAIWs within the Cape Basin lead to the formation of new varieties of this watermass.
Our results will confirm their findings investigating the different instabilities and the meso-submesoscales interactions that play a key role as triggering mechanisms of these processes. To do so, we firstly focus on the energetic signature discriminating the upper and intermediate layers of our study region, looking at vertical profiles of EKE, VBF (Eq. 1) and frontogenetic tendency ($F_{sh}$, Eq. 6), extracted by spatially and temporally averaging their seasonal values for the two simulations and seasons contrasted in this paper (Figs. 5 a-c).

Looking at the profiles of Figure 5, LR (blue lines) exhibits, in comparison to the HR curves (red lines), minor seasonal fluctuations in terms of the VBF depth-distribution (Fig. 5b), and even smaller for $F_{sh}$ (Fig. 5c), while it shows greater seasonal variability in the EKE distributions (Fig. 5a). The latter is indeed characterized at LR by higher values in summer than in winter, suggesting a predominance of mesoscale dynamics in our region of study during the former season, as visible also at HR. At certain depths (∼50 m in summer and ∼250 m in win-
ter), the EKE at LR is more important in magnitude than at HR (for ex. at the surface in winter and below, at about 250 m, in summer), probably due to the lack of finer scales instabilities able to modify and eventually drain the EKE reservoir of the flow as it occurs in HR.

Concerning the VBF vertical distribution, the two resolutions show a similar patterns for both seasons, even though the amplitude of HR values is considerably larger than for LR (respectively red and blue lines in Fig. 5b), and this is particularly true in winter. During this season we observe, for both resolutions, an enhancement in VBF just below the surface and a decrease just below the mean MLD and again an increase coincident with the MLD maximum. At greater depths, VBF decreases at both resolutions and in HR it becomes negative below 1000 m. On the other hand, in summer at HR, the vertical maximum of VBF is reached at the level of the AAIW layer. Hence, this vertical distribution of VBF clearly underlines the separation between the dynamical regimes of the upper and intermediate layers.

The LR limits in resolving the presence of submesoscales and their seasonal intensification clearly emerge in the profiles of $F_{sh}$ (Fig. 5c), characterized by very low values, barely oscillating around the zero-baseline, for both seasons. The HR simulation shows, instead, considerable values of $F_{sh}$ within the upper 300 m of the water column and they are particularly high in winter, being about one order of magnitude larger than in summer. This suggests that near-surface frontogenesis, likely resulting from the stirring of mean buoyancy gradients by the mesoscales, is in our region of study more active in winter, within a depth extending from the surface down to the ML base. We find that this layer could be also affected by C-BCIs and this possibility is more extensively discussed in the next section, where we separately present, for the upper and AAIW layers, specific diagnostics on the instabilities at play in each layer. For this analysis, we will restrict our discussion on the results obtained for two ACes, one for summer and one for winter, detected at HR and chosen as representative of the average, dynamical behaviour of Agulhas Rings in the Cape Basin.

4 Upper Layers Dynamics

4.1 Mixed Layer Instabilities

Figures 3 and 5 have shown that the upper ocean dynamics at HR is dominated by an important submesoscale activity. We seek to understand its origin. Firstly, we look for the occurrence of baroclinic MLIs, consisting of thermocline shear-driven instabilities that play a crucial part in the submesoscale dynamics of the surface ML [Boccaletti et al., 2007]. To verify that our chosen ACes are generated through barotropic rather than baroclinic instabilities,
Figure 6. Left panel: Snapshots of horizontal and vertical shear (HRS and VRS, \( \text{m}^2\text{s}^{-2} \)) and vertical buoyancy flux (VBF, \( \text{m}^2\text{s}^{-2} \)) plotted along an ACe detected within the HR simulation in summer (on the left) and winter (on the right). Black contours define the outer limits of the detected eddy. Right panel: meridional sections of the same metrics, extracted at 9.2°E with black contours for isopycnals ranging from 26 to 28 kg/m³. Note that the maps of the left panel (a-f) share the colorbars on the left, while the ones on the right are for the sections of the right panel (g-n).
we analyse the surface and vertical distributions of HRS (Eq. 2), VRS (Eq. 3) and VBF for the summer and winter seasons (Figs. 6 a-n). Positive and negative values are present at the two sides of the front localized along the eddy main axis, extending from 8 to 9.5°E. Larger values of VBF are found in winter due to the more intense vertical velocities found in this season (Fig. 3b), responsible for driving larger buoyancy fluxes. For the summer ACe, being geometrically close to an elliptic eddy with a Gaussian shape, we observe a quadripolar structure of HRS [Hua et al., 2013] (Fig. 6 a), where the alternation of opposite sign values is related to the eddy deformation. The analyzed ACe is surrounded by two smaller Ces, exerting a shear on it and visible also in the HRS section (Fig. 6g), where the isopycnals doming and diving characterize the interacting eddies of opposite signs and mainly happen in summer.

In winter instead, the HRS surface map (Fig. 6d) presents the highest positive values at the centers of the multiple, smaller vortices and filaments making up the ACe center (between 9.5 and 10.5°E). Its spatial distribution is however much smoother than those of VRS and VBF (Figs. 6e and f), strongly dominated by the occurrence of very fine scales, both within the contours of the ACe and at its surroundings. This suggests that weaker energy transfers due to the horizontal shear take place in winter, when submesoscales prevail, and that shear instabilities, like the barotropic ones, are mainly confined at the periphery of the summer eddies. Moreover, in the winter section of VBF (Fig. 6n) the subduction of filaments, laterally generated by the shear between the ACe and the nearby Ces, indicates how the fine structures are mainly marked in VBF at depth, while more in HRS and VRS at the surface (Figs. 6l and m).

Overall, VRS is more intense in winter than in summer, while HRS remains pronounced also in summer, even though more enhanced in winter, especially in terms of its vertical extension. VBF, in particular, shows a net contrast between the upper 300 m and the intermediate levels, being clearly separated by a layer in which VBF=0, corresponding to the AAIW layer of low salinity (Fig. 4b). This underlines the transition between the two different dynamical regimes (i.e. highly ageostrophic at the surface versus quasi-geostrophic at depth) introduced in section 3.3. We conclude this analysis by mentioning that the vertical separation between these two regimes is completely absent in the LR sections (not shown), where all the variables have a barotropic behavior at depth, confirming for LR a more diffusive dynamics.

4.2 Symmetric Instabilities

To assess if symmetric instabilities [Thomas et al., 2013, 2016] play a role in the simulated dynamics of the Cape Basin, we computed the OW parameter (Eq. 3), the Ertel PV (Q,
Figure 7. Left panel: Same as Figure 7 but showing the instantaneous maps of the Okubo-Weiss parameter (OW, $s^{-1}$), the Ertel potential vorticity multiplied by the Coriolis parameter ($f*Q$, $\text{rad s}^{-2} \text{m}^{-1}$) and the Richardson number (Ri). Right panel: meridional sections of the same metrics, extracted at 9.2°E with black contours for isopycnals (26 to 28 kg/m$^3$).

Note that the maps of the left panel (a-f) share the colorbars on the left, while the ones on the right are for the sections of the right panel (g-n).
Eq. 4) multiplied by the Coriolis parameter ($f^*Q$) and the gradient Richardson number $(Ri, \text{Eq. 5})$. Figures 7 (a and d) show two typical snapshots of OW extracted near the surface at both seasons for HR. The $\sigma^2$ term appears to be dominant in winter (positive OW), indicating a direct connection with the submesoscale field, since it represents a signature not only of strain but also of divergence/convergence. The latter is strongly increased when frontogenesis and MLIs are more active [Mensa et al., 2013], as it happens during winter in our study region. The surface map of $f^*Q$ over the summer HR ACe (Fig. 7b) shows filaments of negative values around the center of the eddy and at the periphery of it, corresponding to the same locations where $Ri < 1$ (Fig. 7c). In LR (not shown here), filaments remain positive even when $Ri < 1$ (a necessary but not sufficient condition), confirming that LR is not able to capture the development of symmetric instabilities. As expected, at both resolutions the cores of the eddies are characterized by negative values of OW (Figs. 7a and d).

In the summer sections of OW and $f^*Q$ (Figs. 7d and e) we observe winter water isolation below the ML and the seasonal thermocline, identified by a core of negative values for these two variables. Here the eddy core is surrounded by filamentary structures, indicative of subduction (see section 4.4), as shown in an animation of PV and W sections, extracted at each time step from spring Y4M10- to the next summer- Y5M1- of our HR simulation (Supplemental Material 1). These filaments are not well resolved by LR, neither are any of the other fine scales visible in the OW and $f^*Q$ maps of HR. Smaller vortices and filaments emerge in the winter maps of LR (not shown), even though they do not attain the HR fine scales (Figs. 7 d-f), where the surface maps of the three quantities seem to be definitively dominated by the so-called ‘soup of submesoscales’ [Capet et al., 2008a]. The latter extends vertically down to 500 m of depth, and produces a thick, homogeneous band between the 26 and 26.5 isopycnals (Figs. 7 l-n), creating a typical layer of mode waters within the Cape Basin, the ARMW. During winter, we observe in the upper layers fewer filaments where $f^*Q < 0$ and $Ri < 1$, suggesting that symmetric instabilities take place mostly in summer, in the HR simulation.

### 4.3 Seasonality of the meso-submesoscale interactions

Overall, the regional dynamics in the Cape Basin is governed by mesoscale structures, triggering submesoscale instabilities in the shallow mixer layer, in summer, at the frontal edge of the mesoscale eddies. In winter smaller submesoscales, driven by the stronger atmospheric forcing, prevail and affect the entire region, and, in particular the interior of mesoscale eddies, extending from the surface to the deepest eddy layers. This is in agreement with the results
initially shown in the KE spectra of Figure 2. In summer, the local dynamics is essentially char-
acterized by mesoscale barotropic instabilities, leading to surface structures (filaments, fronts,
smaller vortices), whose interaction can trigger submesoscale shear instabilities, as the sym-
metric type. Instead, in winter, shallower baroclinic instabilities, like MLIs, forced by the ac-
tion of the wind and the passage of seasonal storms, or induced by strong lateral gradients of
density, dominate the upper layers. Below the thermocline, frontal instabilities develop dur-
ing both seasons, due to the interaction between adjacent eddies of opposite signs, as observ-
able in the animation of the PV and W sections (Supplementary Material 1).

This indicates how the portion of submesoscales captured by HR is marked by a strong
seasonality, as documented in previous numerical studies at comparable resolutions [Callies
et al., 2015; Brannigan et al., 2015; Brannigan, 2016] and explained by the two main mech-
anisms identified by Callies et al. [2015]. In summer, with a prevailing presence of mesoscale
structures, submesoscale flows are energized by mesoscale-driven frontogenesis, where strain
fields, at the edge of mesoscale eddies, sharpen surface buoyancy gradients. This clearly ap-
ppears in the summer map of the OW surface distribution (Fig. 7a), where the highest positive
values, indicative of a strain predominance, can be found along submesoscale filaments and
around the centers of the smaller vortices. Additionally, in the summer OW section (Fig. 7g),
we observe the density gradient sharpening at the edges of the core of the subsurface-intensified
ACe, above which a thin layer of much finer scales develops close to the surface. These sub-
mesoscale flows are confined in the shallow surface layer, as shown in the VRS and VBF sum-
mer sections (Figs. 6 h-i), where very small scales are visible only in the first 50 m of the wa-
ter column and correspond to the HR surface spectra of KE (Fig. 2). From the same figure
note also that the degree of geostrophic balance changes as the resolution increases with ev-
idence for stronger, non-linear processes becoming more important during the winter season,
when the ML deepens [Brannigan et al., 2015]. This is consistent with stronger instabilities
developing within the ML as it thickens. They energize the submesoscales via baroclinic in-
stability (the second mechanism of Callies et al. [2015], as was shown in the VBF surface map
and vertical section for the winter ACe (Figs. 6f and i). That is why HR, which reproduces
a seasonal cycle, with a much thicker ML in winter than in summer and very pronounced com-
pared to LR (see Table 1), captures the formation of such ML instabilities, as shown in the
winter sections of OW and f*Q (Figs. 7g and h). The MLD is here computed as the depth at
which the density difference with respect to the surface is equivalent to a 0.03 density change.
Concerning its seasonal cycle, given that lateral buoyancy gradients are fairly constant throughout the year, the KE generated by finescale instabilities peaks in winter, when the ML is the deepest. In summer, with shallower ML, these instabilities are damped, as it appears from the HR horizontal and vertical distributions of energy transfers (Figs. 6). Hence HR, resolving a portion of submesoscale processes, captures the non-linear processes affecting the mixing layer and inducing a large seasonal variation that is not represented in LR (Table 1). This aspect will be further detailed in the next section.

Table 1. Table listing the mean values of mixed layer depth (MLD), averaged over the summer and winter seasons within all the anticyclones and cyclones detected in the HR simulation and in the LR solution.

<table>
<thead>
<tr>
<th>Mean MLD (m)</th>
<th>Summer</th>
<th>Winter</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ACes</strong></td>
<td>HR=30</td>
<td>HR=105</td>
</tr>
<tr>
<td></td>
<td>LR=36</td>
<td>LR=54</td>
</tr>
<tr>
<td><strong>Ces</strong></td>
<td>HR=30</td>
<td>HR=107</td>
</tr>
<tr>
<td></td>
<td>LR=35</td>
<td>LR=45</td>
</tr>
</tbody>
</table>

4.4 Charney Baroclinic Instability and Mode Waters subduction

Charney baroclinic instability (C-BCI, Charney [1947]) arises from the co-existence of a surface buoyancy gradient and an interior PV gradient, of opposite signs, and is able to couple the unstable evolutions of the ocean surface and interior, at meso- and submesoscale [Capet et al., 2016]. A necessary and most frequently sufficient condition for C-BCI is that the vertical gradient of buoyancy frequency (dN^2/dz) changes sign [Charney, 1947]. This can be achieved in layers of mode water [Capet et al., 2016], as those present in Agulhas rings (ARMW) and observed from in-situ data to be located between the 26 and 26.8 isopycnals [Arhan et al., 1999; Gladyshev et al., 2008; Arhan et al., 2011]. Figure 4 shows that the lighter variety of ARMW (occupying the 25.8-26.2 isopycnals range) is well represented in HR (despite it experiences only a smooth winter forcing). The vertical seasonal distribution of dN^2/dz at HR reaches values of about -3, -4 x 10^{-7} s^{-2}m^{-1} and in some locations even lower than -5 x 10^{-7}s^{-2}m^{-1} (Fig. 8), both in winter and summer ACes (Figs. 9 a and b, respectively).

At places and times where mode waters are actively formed through convection, we expect more energetic instabilities (such as convective, symmetric or MLIs) to dominate the upper-ocean dynamics over a depth range comparable to that of negative dN^2/dz [Capet et al., 2016].
Figure 8. Meridional sections of the vertical gradient of stratification (dN²/dz) plotted at 10°E along a winter anticyclone (a) and at 9.2°E along a summer anticyclone (b) for the first 500 m of the water column. Black contours are for isopycnals ranging from 25 to 26.8 kg/m³.

The same authors hypothesize that C-BCI may impact mode water dynamics either through wintertime convection/subduction or due to calm weather conditions that render the surface mixed layer relatively shallow. Our case would rather be the first one since we observe hints of the ML subduction in the animation of the PV and W (Supplemental Material 1). Meridionally and seasonally averaged profiles of W skewness also show in winter downward velocities greater than upward velocities in the near-surface (Supplemental Material 2).

In our study region, the primary mechanism triggering subduction is likely frontogenesis, highly enhanced during winter in the upper 300 m of the water column (see the results for HR in Fig. 6c). Subduction at upper ocean fronts is often driven by internal instabilities (mostly baroclinic, see Spall [1995]), where frontogenesis forces the water parcels below and across the front. Intense ageostrophic cross-front and vertical velocities (O(30 m/d), see Fig. 3b for the HR winter profiles) may then take place, leading to the formation of deep ACes and shallow Ces during the subduction process. Here, the subsurface intensified ACes have their core below the ML base (see the dN²/dz minimum in Figs. 8), as seen in the HR summer sections of OW, f*Q and Ri (Figs. 7 d-f). These ACes are mainly biconvex lenses, often axisymmetric, below which the isopycnals deflection, quantified by dρ/dz, is of the order of 10⁻³ kg/m⁴. An analysis of several model runs (not shown here) indicates that most of the simulated ACes are close to Gaussian in profile and elliptical in shape. Thus, HRS is quadripolar (Fig. 6 a),
whose mode 2 deformation is due to the shear of neighboring currents and eddies [Hua et al., 2013]. These elements support our interpretation that subduction is important in creating the minimum stratification layers conducting to C-BCIs at the mode waters depths.

To summarize, our results on the ARMW seasonal formation and subduction suggest that, in winter, the more intense atmospheric air-sea interactions deepen the MLD by destratifying the water column and enhancing frontogenesis within this layer. This leads to the generation of submesoscale internal instabilities, mainly represented by baroclinic instabilities, as the Charney type. The latter trigger the subduction of surface winter waters below the ML, injecting in the ocean interior a mode waters core (i.e. the ARMWs), that remains thereafter isolated from the ML and the atmosphere. Agulhas rings with such ARMW core become subsurface-intensified ACes, marked by a layer of low $dN^2/dz$ (and thus low PV). As the submesoscale frontogenesis is not resolved in LR, we observe the development of ARMW only at HR.

5 Intermediate Depths Dynamics

5.1 Mesoscale stirring of AAIWs

Figure 9. Top panels: snapshots of temperature (T), salinity (S), relative vorticity (RV) and spice extracted along the 27.2 isopycnal over a summer ACe of the HR (a-d) and the same for the LR (e-h). Bottom panels: T-S diagrams showing the same thermo-haline distributions of the top panels, for HR (i) and the LR (l).
Here we focus on the dynamics at intermediate depths, which in our study region are occupied by AAIWs. Previous numerical and observational studies [Schouten et al., 2000; Boebel et al., 2003; Rusciano et al., 2012; Rimaud et al., 2012] have hypothesized that the regional AAIW dynamics and properties are governed by lateral mesoscale stirring giving rise to strong density compensated submesoscale thermohaline fronts few kilometers wide. In the 27.2 isopycnal distribution of T, S spiciness and RV, extracted for the same model timestep at LR and HR (Figs. 9a-d and 9e-h, respectively), it is evident that both resolutions exhibit such sharp fronts. This is particularly true for HR, where their distributions show intense finescale structures and filaments. The 27.2 isopycnal represents the regional core of AAIW as observed by in-situ data [Talley, 1996] and in our simulations (Fig. 4 for the HR). Indeed, in the T-S diagrams of Figure 9 ('i' for HR and ‘l’ for LR, correspondent to the T-S distributions of Figs. 9a-d and 9e-h), the T-S variability is almost completely compensated in its effect on sigma, as highlighted by the noticeable spreading of the T-S values concentrated along the 27.2 $\sigma$.

**Figure 10.** Vertical profiles of the anomaly of stratification ($N^2$, $[s^{-2}]$) and spice, against potential density [kg/m$^3$], extracted in summer (top plots) and winter (bottom) for the HR simulation (in red) and the LR solution (in blue). Continuous lines are for the mean values and dashed lines are for the standard deviation.
The contrast in the spatial variability of spiciness between HR and LR (Figs. 9d and h) show how the two resolutions reproduce different mechanisms of lateral mixing, as further highlighted in section 5.2. This difference is confirmed in the vertical profiles of stratification and spiceness for the two resolutions and seasons (Figs. 10): both resolutions are characterized by a positive anomaly of spiciness in the upper layers and negative at depth, but the LR curves of standard deviation are not as tight and close to the mean within the AAIW layer (between 27.2-27.6σ) as in the HR. This confirms that the LR does not fully capture the separation between the surface and subsurface dynamical regimes. Moreover, the strongest stratification anomalies, approximately located along the 25.7 and the 26.5σ in summer (Fig. 10a) and along the 26.4 and the 27.4 isopycnals in winter (Fig. 10c), are always shallower in LR than in HR. This is particularly true in winter, probably due to the large difference in the value of the MLD at this season, between the two model resolutions. This difference has an impact also on the depth of the density compensated layer: they are always observed at much shallower levels in LR compared to HR (with a vertical difference of about 100 m).

Two main mechanisms have been proposed in the literature to explain the generation of thermohaline structures with weak density signature in the ocean interior: double diffusive instabilities (or lateral intrusions via thermohaline front instabilities), and lateral stirring by mesoscale vortices. It must be first recalled that the former can occur in dynamically quiet regions (e.g. for drifting meddies in the open ocean, [Ruddick et al., 2010]) whereas the latter always requires a substantial degree of mesoscale turbulence. In our simulations we did not prescribe different heat and salt diffusivities in the model, thus precluding double diffusion processes. In addition, our study region being a very energetic spot, due to the co-existence of baroclinic eddies with intense lateral gradients of temperature and salinity, the second process is favored (see Klein et al. [1998]); this was also found true for AAIW in the Antarctic Circumpolar Current, by Craneguy [1999]. Note that though double diffusion may impact filamentogenesis, it is not a necessary condition for its onset as well as for the vertical cascade of tracer variance to occur (see also [Meunier et al., 2015]. The contrasted structure of spice, showing intense filaments along the 27.2 isopycnal (Fig. 9d and h) while density is homogeneous (Fig. 9i and l), indicates that stirring has likely triggered filamentogenesis here.

In terms of orders of magnitude, microstructure intrusions cause lateral fluxes of salt and heat that are often comparable to those by more dynamic, larger scale processes, such as mesoscale eddy stirring or barotropic/baroclinic instability [Ruddick and Richards, 2003]. In several locations, like for example within Mediterranean salt lenses, they have been associated to eddy
diffusivities of $O(3-6 \times 10^3 \, \text{m}^2 \text{s}^{-1})$ [Ruddick, 2003]. Measurements of isopycnal dispersion due to mesoscale stirring, reported in Ferrari and Polzin [2005], indicate rates somewhat smaller than $1 \times 10^3 \, \text{m}^2 \text{s}^{-1}$. Hybrid cases, where lateral fluxes can lead to the decay of rings and Med-
dies, have also been observed. Garrett [1983] showed how fronts can be sharpened by eddy stirring and smoothed by intrusions. In HR, the mean value of horizontal diffusivity along the 27.2 isopycnal is about $3.3 \times 10^3 \, \text{m}^2 \text{s}^{-1}$, indicating that our study region could also rep-
resent a hybrid case. But, since the vertical resolution of our nested solution is, at intermed-
iate depths, about 45 m, we are currently not able to resolve the scales of intrusions typical of diapycnal mixing, so we have restricted our analysis to the isopycnal stirring mechanism.

Figure 11. Left panel: meridional sections of salinity [psu] plotted at intermediate depths along a summer
ACe detected in the HR (a) and in the LR (b). Colour and black contours are for salinity values, while white
contours are for isopycnals ranging from 26 to 28 kg/m³. In 'a', the $f/N$ slope of the tracer filaments is marked
by a black, dashed line. Right panel: meridional sections of spiciness plotted in summer along an ACe at
9.2°E (c) and a Ce at 11.5°E (d) detected in the HR. Black contours are for isopycnals (26 to 28 kg/m³).

Figure 11a shows a zonal section of S for HR in correspondance of a summer ACe. Be-
tween the 27.1 and 27.4 isopycnals, interleaving filaments of low S appear and have a verti-
cal extension of about 200-300 m, comparable to the observations of Ledwell et al. [1998], and
are thus much steeper than the background isopycnals. Their slope is consistent with the $f/N$ ratio calculated for submesoscale turbulence and the isotropic forward cascade of tracer variance [Smith and Ferrari, 2009]. These low salinities can also be observed at intermediate depths in the LR section (Fig. 11b) but here they tend to form uniform layers instead of filaments as in HR. Indeed, only HR is characterized by a layer of negative spiciness below the 27.0 isopycnal, as shown in summer sections below eddies of both polarities (Figs. 11c and d).

Figure 12. T-S diagram showing mean (continuous lines) and standard deviation (dashed) values extracted at AAIW depths at the centers of all the ACes detected in the HR (in red) and in the LR (in blue).

The spiciness is particularly negative along the 27.2 isopycnal. This spiciness minimum layer appears no matter the sign of the eddy and seems to spread across the entire section. The submesoscale, density-compensated thermohaline fronts, arising from the lateral eddy stirring, contribute at these intermediate depths to the vigorous generation of spiciness (Fig. 9d) and increased tracer variance in the AAIW layer as shown by the T-S diagram of Figure 12. Here the HR T-S dispersion (red curves) is high within the AAIW layer, and weak above and be-
low it, in relation with large isopycnal gradients of T and S. On the contrary, the dispersion is uniform over depth for LR (blue curves in Fig. 12). We thus conclude that lateral stirring of tracers by eddies of both signs, in HR, is effective and leads to density-compensated T and S submesoscale filaments within the AAIWs layer of the Cape Basin. These filaments have scales that cannot be resolved by LR.

### 5.2 Which instabilities at depth?

![Power spectra densities curves of density, spice, frontogenetic tendency, shear and strain computed in summer along the 27.2 isopycnal for the HR (continuous lines) and the LR (dashed lines).](image)

**Figure 13.** Power spectra densities curves of density, spice, frontogenetic tendency, shear and strain computed in summer along the 27.2 isopycnal for the HR (continuous lines) and the LR (dashed lines).

In an attempt to investigate the types of instabilities involved in the mechanisms of mesoscale lateral stirring at intermediate depths, we looked at power spectra density (PSD) curves of density, spice (Eq. 8), frontogenetic tendency (Eq. 7), shear and strain (Eq. 4), computed at $\sigma=27.2$ for the two model resolutions (Fig. 13) during the summer season. Here, besides the expected result that LR curves (dashed lines in Fig. 13) are flatter and do not reproduce the smaller scales as does HR (continuous lines in the same figure), we observe for HR two peaks: one at $k=3 \times 10^{-4} \text{m}^{-1} (\sim 3 \text{ km})$, which corresponds to the limit between the meso- and the submesoscale;
and a second peak at $k = 5 \times 10^{-5} \text{m}^{-1}$ ($\sim 20 \text{ km}$), that coincides with the mesoscales. These peaks are well marked for spice, but also for shear and strain. The latter represent the gradients of the velocity field, thus these peaks should be expected also in the PSD of RV.

On the other hand, the density field is smoother; as a consequence, the frontogenetic tendency, which combines the velocity and density gradients, shows a more attenuated peak at the meso/submeso-scale transition. At these scales, filamentary and frontal structures are formed in spice and not in density, and are well visible in the HR distributions of shear and strain extracted for summer, at the same time-step, along the 27.2 isopycnal (Fig. 14 a and b). Both of them display a clear interweaving of meso- and submesoscales, with submesoscale filaments overlaying the eddies; this is particular true for strain (Fig. 14b).

![Figure 14. Summer snapshots of shear (a) and strain (b) extracted at $\sigma = 27.2$ in the HR. Black contours define the outer limits of the detected eddies. (c), meridional section of the horizontal divergence of velocity, plotted along a summer ACe of the HR with black contours for isopycnals ranging from 26 to 28 kg/m$^3$.](image)

Here the sign of its magnitude is positive if the eddy stretches along the x-axis, as for the Ce centered at 11.5°E- 32.5°S, and negative when the eddy is more deformed along the y-axis, like for the large ACe centered at 9.2°E- 34°S that we discussed more in detail in this.
work. For this ACe, the shear (Fig. 14a) shows alternating sign along its largest, meridional axis, mainly driven by the distribution of the ‘dU/dy’ component (not shown here). Thus, a clear dipolar structure, as the one visible for the eddies centered at 6°E-32.5°S and at 11.5°E-32.5°S, cannot be identified for this ACe, characterized by a highly turbulent pattern of interior shear, driven by very fine scales and possibly by internal gravity waves.

This hypothesis is supported by a vertical section of the horizontal divergence of velocity, plotted along the same ACe (Fig. 14c), where alternating, positive and negative, values propagate between the 27 and 27.5 isopycnals. If we reconnect these internal waves and the fine-scale, shear structures to the abundant presence of small features and filaments seen in the HR RV snapshot of Figure 10c, different instabilities (C-BCIs, shear or frontal) may be responsible of this turbulent distribution.

Figure 15. Meridional section of the vertical gradient of stratification (dN^2/dz, [s^{-1}]) plotted at 9.2°E along a summer anticyclone for the intermediate depths of the water column (∼700-1500 m). Black contours are for isopycnals ranging from 27 to 27.5 kg/m^3.

To verify if the C-BCI could take place also at greater depths than the base of the ML, and in particular within the AAIW layers, we look at the meridional section of dN^2/dz along the same anticyclone analysed up to now. In Figure 15 we observe that filaments of negative values of this metric can be actually identified within the 27 and 27.3 isopycnals and therefore these layers could be conducive to this kind of baroclinic instability. However the generation of these filaments could also be related to other unstable mechanisms, like a barotropic
instability, their own coiling within the eddy core, after interaction with a neighboring structure, or finescale shear and strain. In the latter case, the ratio of vertical shear to horizontal strain would be proportional to $N/f$ [Charney, 1971] and the tracer filaments slope would be much steeper than the typical isopycnal slopes, as seen in our S sections of Figure 11a. We then suggest that C-BCI could develop in the Cape Basin AAIW layer, even though further ad-hoc diagnostics would be required to confirm this preliminary evidence.

6 Impact of Smaller-scales on the Indo-Atlantic Exchange

In this section we use a Lagrangian approach to quantify the impact of smaller-scales dynamics in the Indo-Atlantic transport of thermocline watermasses. Integration of particles trajectories were performed for the two simulations analyzed in this work (HR and LR) using the offline mass-preserving algorithm ARIANE [Blanke et Raynaud, 1997; Blanke et al., 1999] applied to daily archives of the multiyear, three-dimensional velocity field. This methodology allows the full description of individual trajectories as well as volume transport estimates based on the tiny weight allotted to each particle and transported without alteration along its trajectory. The volume of water transported from an initial to a final geographical section is computed by summing the transport of the particles achieving the connection that is being considered. Default information interpolated along individual trajectories includes salinity, temperature, depth, and density.

Our Lagrangian experiments were conducted over the control domain corresponding to the geographical extension of the HR solution, as shown in the transport streamfunction map of Figure 16. The particles were initialized at the initial sections located at the eastern and southern boundaries and intercepted at the western and northern boundaries of this control domain (respectively traced in red and black in Fig. 16). Over these geographical sections where millions of particles were spread (to account for an inward velocity), we kept only the particles associated with relevant salinity and density values typical of thermocline waters in the Cape Basin, meaning using their values from the surface to the 27.6 isopycnal. Each particle was associated with an individual weight related to the local magnitude of the incoming transport (expressed here in sverdrups, with $1\text{ Sv} = 10^6\text{m}^3\text{s}^{-1}$). All particles were integrated backward in time and the starting dates were sequentially taken during the last four years of the available archive, giving a total transport of about 30 SV for HR (Fig. 16) and of $\sim$20 SV for LR. We then plotted histogram bars of the difference between the final and the initial transports, computed as the number of particles normalised by their total transport and binned by poten-
Figure 16. Lagrangian transport streamfunction estimated within the domain of the second child of the HR (Nested-child2), with the initial sections coloured in red and the final sections in black.

tial density classes (Fig. 17a). We verified that the highest resolutions simulation (in red in Fig. 17a) is the only one able to capture a prominent, net transport, from the Indian to the Atlantic oceans, of thermocline waters, mainly consisting of the lighter ($\sigma = 25.6-25.8$) and denser ($\sigma = 26.4-26.6$) varieties of mode water, and to a lesser extent of intermediate waters ($\sigma = 27.2$). If we plot the same Lagrangian estimates binned by salinity classes (Fig. 17b), we observe for intermediate waters a net transport in correspondence of the IA-AAIW salinity class ($S = 34.4$ psu), which results from the lateral mixing of the Indian and Atlantic AAIWs. Both of these figures show that small-scale dynamics strongly influence mode and intermediate water properties by efficiently forming and transforming water masses. These ”in route” transformations affect the water properties of the Indo-Atlantic transport, acting on the interocean fluxes of heat and freshwater and therefore on the AMOC.

7 Summary and Conclusions

The Indo-Atlantic exchange of thermocline and intermediate waters is essential in maintaining the AMOC, by providing the return flow to the North Atlantic and compensating the North Atlantic Deep Water outflow to the Southern Ocean [Gordon et al., 1992; Speich et al., 2007]. This mainly happens through Agulhas rings injected into the Cape Basin, in the south-
Figure 17. Histograms of the differences between the final and initial Lagrangian transports [Sv], binned by density (a) and salinity (b) classes, for the HR simulation (in red) and for the LR (in blue).
easternmost corner of the Atlantic, after detachment from the AC at the AR, thus representing the major cause of current variability in this region [Garzoli et al., 1996].

Several issues are important to assess more accurately how Agulhas rings contribute to inter-ocean fluxes [Lutjeharms et al., 2003]. These naturally include their horizontal and vertical dimensions, as well as their anomalous heat and salt contents soon after having been spawned [Schmid et al., 2003]. In this paper, we analyzed some of these aspects, investigating the geometry of the simulated ACes and their thermohaline structure, as well as the impact that these turbulent features have on the local water masses properties and advection. We have also pointed out that different types of instabilities develop within these rings during their journey in the Cape Basin, where they interact among themselves and with eddies of opposite sign.

Previous numerical studies [Wells et al., 2000; Matano and Beier, 2003; Weijer et al., 2013] have shown that both barotropic and baroclinic processes play a major role as triggering mechanisms of eddies generation in the greater Agulhas Current System. In our work, we have further investigated the relative importance of these two main mechanisms of eddies interactions within the Cape Basin, underlining their role in producing finer scales turbulence. We used two regional numerical simulations, run respectively at mesoscale and submesoscale-resolving resolutions. We firstly discriminated the range of scales and turbulent processes that each of these simulations is able to resolve. Then, by the analysis of specific diagnostics, applied to the eddies detected within our study region, we have quantified the energy contents and transfers at different scales and assessed their effects on the formation and transformation of the local watermasses. The results were here discussed for a summer and a winter ACes, chosen, in each of the two simulations, to represent the mean behavior of the simulated Agulhas rings.

Our main finding consisted in demonstrating a clear vertical separation between the dynamical regimes prevailing in the upper and intermediate depth layers. At the surface and down to the base of the ML, enhanced values of EKE, VBF and frontogenesis are related to the seasonal development of different instabilities: MLIs, symmetric and C-BCIs. MLIs mainly dominate in winter, when the action of the atmospheric forcing is more important and leads to a significant deepening of the ML. Because these instabilities are at a submesoscale exclusively solved by HR, only this simulation captured a correct seasonal cycle of the MLD. The same result holds for symmetric and shear instabilities, triggered by the interaction of mesoscale barotropic instabilities and mainly active, in our study region, during summer, when small meanders and filaments appear around and within mesoscale eddies.
We have also shown that these two seasonal, dynamical regimes are involved, via C-BCIs, in the formation of a local variety of mode waters, ARMW, commonly found in the core of Agulhas rings. C-BCIs are triggered in winter, engendering the subduction of surface waters below the ML where they form thick homogeneous layers of mode waters. Below the thermocline, frontal instabilities seem to develop, at both seasons, due to the interaction between adjacent eddies of opposite signs, leading to deformations of the eddy geometry and likely affecting its 3-D structure and thermohaline content.

For intermediate depths, we have provided evidence of relevant mechanisms of density compensation and lateral stirring of thermohaline fronts, driven by the intense meso- and submesoscale fields. In fact, similarly to the intrusions of the Mediterranean Water Overflow into the intermediate layers of the North Atlantic [Smith and Ferrari, 2009], a vigorous geostrophic eddy field, developed through baroclinic instability of the mean flow, has been documented in the literature within the Cape Basin [Boebel et al., 2003; Matano and Beier, 2003; Treguier et al., 2003]. Here, the mesoscale eddies stretch and twist the intense T-S gradients and produce sharp submesoscale T-S filaments along isopycnals. The eddy generation of submesoscale T-S variance is particularly effective at the depth of AAIWs, where salty and warm Indian AAIW converges and mixes with the fresher and colder Atlantic AAIW variety [Rusciano et al., 2012; Rimaud et al., 2012]. Therefore, our work endorses the assumption of Smith and Ferrari [2009] that in regions characterized by large watermass contrasts, the generation of compensated submesoscale T-S gradients by lateral mesoscale eddy stirring can overcome the generation of T-S variance by vertical turbulence. This hypothesis could be further investigated through the adoption of a more idealized, numerical approach. Here, by taking a S-QG approach, we only explored the possibility that C-BCIs can dynamically couple layers within the ocean interior characterized by marked changes in stratification.

By using Lagrangian diagnostics, we finally showed the impact of resolving smaller-scale processes assumes on the simulated Indo-Atlantic exchange of subsurface watermasses. These transports estimates indicate that only at HR the model can depict the interocean transfer of upper and lower thermocline waters, by capturing the formation and advection of different types of mode waters (ARMW) and the AAIW transformation in its regional varieties. Although more experimental studies are needed to corroborate the generality of the present results, we conclude by reiterating the key role of meso- and submesoscale processes in driving and structuring the advection of subsurface watermasses in the Cape Basin. These water masses materialize the Indo-Atlantic exchange, and thus rule the related heat and salt anomalies pene-
trating into the Atlantic Ocean and ultimately influencing the AMOC. The two configurations, run at different horizontal resolutions in our study, highlight that, in order to correctly repre-
sent the observed transport and water masses properties involved in this exchange, the sim-
ulated scales need to include a large portion of the submesoscale spectrum.
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Figure S1. Seasonal maps and sections of the horizontal velocity \((u^2 + v^2)\) within the HR simulation, correspondent to the energy transfers plots of Figure 6.
Figure S2. Meridionally and temporally averaged profiles of the skweness of vertical velocity (W, [m/d]), for the summer (in red) and the winter (in blue) seasons, within the HR simulation.
5.3 Discussion

In a submesoscale-resolving nested simulation, which correctly captures these finescale processes in the upper layers but also at depth, we were able to address the formation and transformation of the local water masses down to the base of the main thermocline. By contrasting the analysis of this simulation with a mesoscale-resolving one, we investigated how several meso-submesoscale interactions taking place in the Cape Basin are responsible of such water masses variations. In particular, our results amplify the suggestions of Boebel et al. [2003] on the existence of two distinct dynamical regimes influencing the upper-ocean and intermediate depth water masses in the Cape Basin: a predominance of ageostrophic flow in the near-surface, whereas prevailing quasi-gesotrophic dynamics within the AAIWs layer.

5.3.1 Upper layers instabilities

The near-surface, down to the base of the mixed layer, is characterised by the seasonal enhancement in the values of vertical velocity, eddy kinetic energy, vertical buoyancy flux and frontogenetic tendency, related to the presence of submesoscale structures and the development, in summer and winter, of different instabilities. The latter sustain a highly ageostrophic flow, whose energetic, finer scales (Fig. 2 of the submitted manuscript presented in section 5.2 of this chapter) have a direct impact on the formation and advection of the upper layers watermasses. In particular, we provide qualitative evidence that C-BCIs are at play in the Cape Basin and directly related to the winter subduction of a local type of mode waters (ARMW) within the anticyclones detected in the nested simulation. By definition, mode water regions are characterized by the presence of pycnostads, that is, weak upper-ocean stratification ($N^2$) and deep $N^2$ maximal with negative $dN^2/dz$ over the depth range of the pycnostad [Capet et al., 2016]. C-BCIs can thus be important in such regions as the Cape Basin.

Furthermore, we demonstrated that in our study region mixed-layer instabilities mainly occur within Agulhas Rings in winter. During this season, we assist to the restratification of the surface mixed layer by submesoscales, triggering the slumping of lateral buoyancy gradients within mixed layer eddies, as previously shown in other studies [Boccaletti et al., 2007, Capet et al., 2008a, Molemaker et al., 2005]. Observational studies have confirmed that the lateral density gradients associated with this type of eddies reach scales as small
as a localized internal Rossby radius [Hosegood et al., 2006], with typical values of a few kilometers. The latter is an order of magnitude smaller than the previously suggested smallest scales of variability [Ferrari and Rudnick, 2000] and far below the horizontal resolution of mesoscale-resolving numerical models. That is why the analysis of the energy transfers, performed over the Agulhas rings crossing the Cape Basin, showed the occurrence of mixed layer instabilities only in our nested configuration.

![Instantaneous sections of potential vorticity (top) and vertical velocity (bottom), along a summer anticyclone crossing the domain of our nested configuration (AGU12_36_108).](image)

**Figure 5.4:** Instantaneous sections of potential vorticity (top) and vertical velocity (bottom), along a summer anticyclone crossing the domain of our nested configuration (AGU12_36_108).

We also pointed out that in summer, where negative potential vorticity occurs, a net subduction of surface waters is triggered by a flux of PV across the base of the mixed layer, accompanied by enhanced gradients of vertical velocity (Fig. 5.4), in line with previously published work [Brannigan, 2016, Taylor and Ferrari, 2009, Thomas, 2005]. This happens in correspondence of upper-layers filaments where the Richardson number attained values <1, showing symmetric instability. No such advective response develops where positive potential vorticity occurs. In our submesoscale-resolving simulation, we observed negative values of the product of the Ertel PV by the Coriolis parameter (fQ, Fig. 8b of the submitted manuscript presented in section 5.2) within narrow filaments of width O(10 km) surrounding the outer and inner limits of summer anticyclones. Here
symmetric instability drives slantwise convection along isopycnals throughout a stratified but turbulent surface mixed layer (Figs. 8g, h, i and Fig. 9b of the submitted manuscript presented in section 5.2). This result is in agreement with the findings of previous studies [D’Asaro et al., 2011, Taylor and Ferrari, 2010].

Thus, we confirm the hypothesis of previous studies [Drijfhout et al., 2001, Matano and Beier, 2003, You et al., 2003] on the Agulhas Rings being a class of subsurface-intensified eddies able to isolate the T-S properties of newly formed water masses trapped within their cores and advect them across the Cape Basin, as it happens for ARMW. This class of anticyclones corresponds to the nearly zonal belt of subsurface eddies described by Zhang et al. [2017], as located around 30°S and the western tip of the Agulhas Current system and presenting shallower core depths compared to those in the deep convection regions of the North-Atlantic.

In fact, the vertical distribution of PV, in sections traced along our summer anticyclones (example in Fig. 5.4), is not only characterized by a central minimum. It is also marked by a high-low-high structure, consistent with the vertical deformations of isopycnals (i.e. stretching in the middle and squeezing above and below). This three-compartment structure can be related to the vertical distribution of the stratification in the section of dN²/dz along the HR summer ACe (Fig. 9 of the second article), where we saw a minimum of stratification at the core of the eddy and higher values of N² below and above it. This vertical distribution of N² corresponds to the one theoretically expected under lenticular eddies being statically stable [Meunier et al., 2015]. In particular, between the 26 and the 26.5 isopycnals we can locate a minimum of N² over a ring, having a local maximum just below the eddy core, and forming with it a 'hat-like' structure. The latter has been observed under intra-thermocline eddies and Meddies [Hua et al., 2013], where a breaking of the potential vorticity pole takes place due to local instabilities.

In addition to the aforementioned mechanism of C-BCIs, the filamentary structures seen at the base of the mixed layer in the high resolution section of PV and vertical velocity (Fig. 5.4), may have also been created by symmetric instability. This could arise in the subsurface from the interaction of the Agulhas ring with the atmospheric forcing, as in the idealized context investigated by Brannigan [2016]. But since our current surface forcing is very smoothed, we were unable to verify this possibility. An alternative hypothesis is that these filaments have originated due to the straining of tracer fields along isopycnals by
the mesoscale quasi-geostrophic type flow [Smith and Ferrari, 2009]. However, the slope of these filaments is much shallower than the $f/N$ slope predicted by theory, contrary to similar structures observed at intermediate depths.

### 5.3.2 Eddy stirring and mixing at intermediate depth

Deeper in the water column, along the AAIW layer, we indeed observed, within both cyclones and anticyclones detected in the nested simulation, interleaving filaments of temperature and salinity much steeper than the background isopycnals. Their slope is consistent with the theoretically expected $f/N$ scaling of the isotropic forward cascade of tracer variance by submesoscales [Charney, 1971].

Here, the key assumption is that the interior ocean dynamics on scales of 1–500 km can be described by the quasi-geostrophic (QG) approximation. This allows us to explain the structure of the thermohaline anomalies in terms of well-known properties of forced QG turbulence, as underlined by Klein et al. [1998]. At intermediate levels, the simulated mesoscale structures stir the large-scale $T$ and $S$ gradients, leading to forward cascade of $T-S$ variance at submesoscales, whose effects on AAIWs local varieties are completely density-compensated, as shown by Rusciano et al. [2012] and Rimaud et al. [2012]. We thus suggest that in the Cape Basin QG dynamics predominates at intermediate depth.

This clearly appears in the spectral curves of kinetic energy (Fig. 2 of the submitted manuscript presented in section 5.2 of this chapter) and in those of the vertical diffusion coefficients (Fig. 14 of the submitted manuscript presented in section 4.2 of chapter 4). This quasi-geostrophic flow advects salt and temperature gradients within the AAIWs layer, which is thus characterised by large fluctuations in $T-S$ properties compared to the much tighter relationship observed in the upper thermocline (Fig. 13 of the submitted manuscript presented in section 5.2). Due to the local convergence of Indian and Atlantic AAIW varieties, submesoscale filaments, arising along the 27.2 isopycnal (Fig. 5.5), produce compensated $T-S$ fine-structure through the stirring of the mesoscale field. This implies strong mechanisms of homogenization and lateral mixing, as previously documented in the literature [Arhan et al., 2011, Gladyshev et al., 2008, Piola and Georgi, 1982], which drive the ultimate transformation of AAIW into its Indo-Atlantic variety.

We thus demonstrated that in the Cape Basin the enhanced strain rate of the mesoscale dynamics leads to the formation, along the AAIWs level, of narrow filaments and fronts.
Figure 5.5: Salinity snapshots at intermediate depths showing the horizontal (a) and vertical (b) localisation of a submesoscale filament within a cyclone detected in AGU12_36_108.

that arise through cascades of mesoscale energy and tracer variance into the submesoscale range. The mechanisms that could be responsible of halting this forward cascade of T-S variance at the submesoscales, have not been explicitly addressed in this work. One possibility is that the formation of isopycnal T-S gradients is arrested in the horizontal by three-dimensional turbulence as a result of internal wave breaking [Ledwell et al., 1998]; hints of internal waves have been observed to propagate along the 27.2 isopycnal (Fig. 15c of the submitted manuscript presented in section 5.2). However, this scenario would lead to quite small T-S features (O(10m)), that we are currently not able to capture with a vertical resolution of ~ 50 m. The filaments that we resolve at present are O(10km) and higher. The ratio of horizontal-to-vertical scales of the tracer filaments has been shown to be proportional to the ratio of shear over strain [Smith and Ferrari, 2009]. Thus, when the shear is much larger than the strain, the vertical scale of the tracer will be much smaller than its horizontal scale. This explains why the tracer filaments are much thinner in the vertical than in the horizontal (Fig. 5.5), and how the cascade of tracer variance is arrested once the thickness of the filaments becomes of the same order as the scale of the isotropic turbulence characterizing internal wave breaking [Klein et al., 1998].

5.4 Conclusions

The results of this chapter enabled us to complement our picture of the Cape Basin turbulent dynamics, acquiring some insight on the submesoscale component of these processes and on the instabilities originating from its interactions with the mesoscales. Hence, we
believe to have satisfactorily addressed points 1. and 2. of our objectives, regarding the qualitative and quantitative description of the Cape Basin turbulent field, of its characteristic scales and of the energy transfers between them. This evaluation was undertaken at different depths (upper vs intermediate layers), but also at specific locations of the study region. The nested approach allowed us, indeed, to focus our attention on the non-linear interactions between the disparate dynamical scales occurring within the biggest eddies crossing the second child domain of this simulation. The latter was intentionally centered within the Agulhas rings pathway in the South Atlantic, away from the continental slope and prominent topographic features, in accordance with our main interest in the meso-submesoscale interactions. By investigating the marked seasonality of these processes and their associated instabilities within the detected Agulhas rings, we also tackled point 3 of our objectives, concerning the temporal variability of the turbulent field.

However, still much remains to investigate about the globality of the instabilities at play in the Cape Basin and about their triggering mechanisms. Our analysis of the energy transfers between the different dynamical scales indicate that a part of these instabilities, which appear to be related to the mesoscale in an ’eddy-resolving’ simulation, are substantially submesoscale-driven when resolved with a finer computational grid. We thus expect that the application of the nested approach to wider areas than our current domains, including a greater portion of the Agulhas Current System, to shed further light on the role of these meso-submesoscale interactions in the generation and advection of the Agulhas eddies and filaments in the South-Atlantic.

What clearly stems out at present is the importance that these meso-submesoscale non-linear processes have in the Cape Basin for the formation, transformation and transport of the upper and subsurface waters, down to the base of the pycnocline. These findings fully answer points 4. and 5. of our study objectives on the impact of the meso-submesoscale interactions on the regional water masses structure, mixing and advection. In fact, we provided robust evidence that the seasonal occurrence of different types of upper-ocean instabilities trigger the formation and subduction, within Agulhas Rings, of a newly identified type of mode water, that we defined as Agulhas Ring Mode Water (ARMW). In parallel, we showed that intense mesoscale stirring is at play at intermediate depths, generating a forward cascade of tracer variance at submesoscale and driving the AAIWs
lateral mixing in its regional varieties. Since these results regard the dynamics of two subsurface watermasses taking part in the Indo-Atlantic inter-ocean exchange, we show that mesoscale and submesoscale processes play a key role in this interbasin transfer.

Investigating the physical processes that could be responsible to halt the forward cascade of tracer variance in the Cape Basin goes beyond the objectives of our study, therefore it will be left to future research. Furthermore, our present simulations are too limited in resolution to directly characterize the expected 3D isotropization process [Capet et al., 2008c]. However, both frontogenesis in the upper layers and submesoscale filamentogenesis at intermediate depths should provide a route to dissipation. Sorting out the energetic functioning of a regional simulation at higher resolution and exploring its sensitivity vis-à-vis vertical dissipation parameterization and the usage of synoptic scales in the forcing (as a source of inertial oscillations, inertial gravity waves, but also as a way to let frontal processes produce net restratification) open interesting follow-ups to this work.
Chapter 6

Final Conclusions and Perspectives

6.1 General overview

The quantification of inter-ocean leakage from the South Indian to the South Atlantic Ocean is an important measure for the role of the Agulhas system in the global MOC. Thompson et al. [1997], in an inter-comparative study between numerical simulations of the Southern Ocean circulation, run at different resolutions, pointed out that their highest resolution model presented a transfer of heat into the South Atlantic through the Agulhas Retroflection region, which had a major impact on the amount of heat transport in the Atlantic MOC. In their case, decreasing the resolution of the model led to a near extinction of this inter-ocean transfer and consequently to a lower equilibrium temperature in the South Atlantic. That is why the dependence of the strength of the meridional heat transport in the South Atlantic on model resolution is of particular concern in the use of ocean models for climate studies.

Mesoscale and submesoscale structures- such as Agulhas rings, Mozambique eddies, coastal and offshore filaments of temperature and salinity, small vortices, meanders and fronts- have been largely observed and modelled in the Agulhas Current System. To explore the specific influence of these meso-submesoscale variabilities in the Indo-Atlantic exchange, a set of regional numerical simulations, run at increasingly higher resolutions, were designed in this study, focusing on the Cape Basin area. This oceanic region is indeed a key hotspot for investigating such processes and their impact on both water masses transformations and air-sea exchanges. The aims of this work were to resolve a gradually higher portion of the energy spectrum scales and, in doing so, to diagnose their effect on
the structure and dynamics of the local circulation and watermasses.

While great progress has been made in the last two decades in characterizing and analyzing the ocean mesoscale field, our understanding of smaller scale dynamics remains fundamentally incomplete, and the associated practical problem of understanding and predicting lateral eddy fluxes of heat and material properties remains unsolved [Boccaletti et al., 2007]. Numerical simulations indicate that these fluxes are an essential link in the oceans large-scale circulation and have therefore a crucial influence on the ocean role in the Earth climate system [Biastoch et al., 2008, 2009, Durgadoo et al., 2013].

New insights into the dynamics controlling vertical exchanges in the upper ocean have come from high-resolution satellite products and numerical models conducted in large domains over the past decade, since the increase of spatial and temporal resolution naturally leads to the representation of a wider energy spectrum [Soufflet et al., 2016]. Some of these numerical experiments also suggest that vertical exchanges in the upper ocean occurs principally at wavelength scales smaller than 100 km, and that motions at these scales may have a large impact on physical-biological coupling and on the lateral dispersion of natural and anthropogenic tracers [Klein and Lapeyre, 2009, Mahadevan, 2016].

As a result, in the last decade the understanding of oceanic submesoscale dynamics has greatly been improved [Capet et al., 2008a,b,c, Klein et al., 2008, Molemaker et al., 2010, Thomas and Ferrari, 2008] and the ubiquity of upper ocean frontal dynamics is now acknowledged. In addition, more recent studies [Haza et al., 2012, Mensa et al., 2013] indicate that submesoscale motions may have a strong impact on mesoscale variability. Their results point out towards the existence of a much richer variety of dynamical regimes, and associated spectral energy transfer mechanisms and pathways, than were apparent before, through which submesoscale motions are coupled to mesoscale motions.

Nonetheless, evidence for such flows in the real ocean remains limited. This is why one of the intentions of our work was to use a realistic numerical approach to shed more light on these small scale dynamics and their triggering mechanisms in a climatically crucial area as the Cape Basin. Achieving an insight on these processes, that could serve as the basis for reliably predicting their response to a variable ocean state and their evolution in the Earth’s changing climate, is currently one of the key challenges in physical oceanography.
6.2 Main results

We summarise here the most prominent findings of our study by addressing the key questions outlined in Chapter 2 and offering, for each of these objectives, a synthesis of the pertinent results.

In relation to point 1. concerning the quantification of the Cape Basin turbulent field, our work provided a detailed examination of the regional meso and submesoscale dynamics. In Chapter 4 we mainly quantified them in a statistical way through the analysis of eddy-resolving simulations aimed at describing the mesoscale structures. From the latter it emerged that the simulation at $1/24$ with 100 vertical levels, homogeneously distributed, was the most energetic, with more and smaller eddies of both signs detected here than in the lower resolution solutions and in satellite data. However, the results of AGU24_100_H in terms of the Agulhas Rings mean pathway and lifetime are closely comparable to the same estimates from AVISO. The simulations intercomparison also highlighted the importance that an adequate vertical resolution assumes in our model in order to progressively resolve higher baroclinic modes in the vertical, and, in doing so, allows to correctly represent the watermasses structure at the surface and at depth.

In Chapter 5, we then qualified the submesoscale component of the flow, using the output of a finer resolution simulation. Its analysis revealed a recurrent presence in the Cape Basin of small scales features, submesoscale wiggles and fronts, between and within the large mesoscale eddies, with which they continuously interact in the upper layers, but also down to the main pycnocline. Hence, in both the previous chapters, the emerging picture is that of a highly energetic environment, characterised by strongly non-linear processes and exchanges between different dynamical scales.

This partially tackled also the objectives of point 2. on the characteristics of the regional mesoscale and submesoscale processes and their relations, in terms of energetics and scales. To complement this view, we investigated their temporal dependence, revealing that the marked seasonality of the eddy field is actually due to the occurrence of several types of instabilities driven by the meso-submesoscale interactions at different times of the year. These interactions were explored both in the upper and intermediate layers, following the Agulhas Rings passage in the Cape Basin, as reproduced in our highest resolution simulation. Here we also evaluated the effects of their temporal variability on the Mixed Layer Depth and on the thermoaline fluxes, showing that the seasonal vari-
ations of the latter are directly linked to the submesoscales action through mixing and
destratification/restratification mechanisms of the water column.

We were also able to provide a detailed description of some of the distinct instabilities that
characterise the Cape Basin dynamics in relation to the different seasons, addressing the
objectives of point 3. on the local meso-submesoscale instabilities, their variability and
triggering factors. Previous studies [Biastoch and Krauss, 1999] suggested that for the
formation of Agulhas mesoscale structures the barotropic instability mechanism seemed
to be minor, whereas baroclinic instabilities were more likely involved in their generation.
Our results strongly support this hypothesis. In Chapter 4 we showed how the
seasonal cycle of the eddies number was closely related to that of the first Rossby radius
of deformation, indicating baroclinic processes as essential for these eddies generation. In
Chapter 5 we confirmed and further investigated these preliminary findings, examining
the different classes of baroclinic instabilities (mixed-layer, symmetric, Charney type)
originating from the meso-submesoscale interactions.

We found indeed that the upper ocean mainly experiences baroclinic shear instabilities,
with a predominance of mixed-layer instabilities in winter and symmetric instabilities in
summer. We also showed that the type of instability able to reconnect these two fine-scale
regimes is the Charney-baroclinic instability, relating the surface dynamics with that in
the ocean interior. The divergent motions associated to the seasonal development of these
meso-submesoscale instabilities indicated that ageostrophic dynamics prevail in the Cape
Basin upper layers. Conversely, the intermediate depths dynamics were shown to be more
quasi-geostrophic and characterised by a conspicuous filamentogenesis and lateral mixing.
Both these processes are driven by the horizontal stirring of the mesoscale straining field,
leading to a submesoscale cascade of tracer variance and to the formation of isopycnally
compensated T-S fronts.

Given the smoothed forcings used in our simulations and their limited length, we currently
explained the physics behind the generation and evolution of these meso-submesoscale
instabilities through the analysis of local and instantaneous, oceanic mechanisms. But
we do not exclude that more remote factors (both oceanic and atmospheric) could also
affect their variability and the use of a longer numerical integration, in concert with the
adoption of more realistic forcings, would give some insight on these aspects.

In particular, we have focused our attention on the impact that the meso-submesoscale
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processes have on the local watermasses in terms of their formation, spreading and transformation, aiming to answer point 4. of our objectives on the influence of the turbulent scales interactions on the regional waters dynamics. In this respect, the findings of Chapter 4 pointed out that both cyclones and anticyclones convey the same varieties of AAIWs in the Cape Basin and thus equally contribute to their advection in the South-Atlantic. In Chapter 5, we then detailed how their homogenization takes place at intermediate depths. Here the enhanced straining of the mesoscale field isopycnally stirs and mixes the AAIWs T-S properties in its local varieties, giving rise to submesoscales filamentary structures whose slope is much steeper than the background isopycnals.

In the upper layers, the submesoscale-induced frontogenesis triggers the winter subduction of surface waters within Agulhas rings crossing the Cape Basin, where these waters remain isolated, conserving their T-S characteristics, until at least the following summer. This leads to the formation of a new type of mode waters, ARMW, which had been in the last years sampled during oceanographic cruises and by Argo floats, but it had never been modelled before. Hence, promising results can be expected by the use of higher numerical simulations on the investigation of the Cape Basin water masses structure and dynamics. In particular, more dedicated studies on the ARMW fate and advection are advisable in order to better evaluate the amount and role of this water in the ventilation of the Atlantic Ocean thermocline and understand the behaviour of the eddies that convey it.

These different analyses enabled us to show how the non-linear dynamics of the Cape Basin affect the Indo-Atlantic watermasses exchange and transformation, and, in doing so, to provide an answer to the questions of point 5. on the adoptions of specific diagnostics to assess this influence. The use of the eddy detection algorithm for the quantification of the meso- submesoscale field, of the EPV budget for looking at their temporal variability and of the energy conversion metrics for investigating their instabilities, allowed us to actually identify two dynamical regimes (ageostrophic vs quasi-geostrophic) between the upper and intermediate layers of the Cape Basin. In this regard, the analysis of the nested simulation clearly suggests a close interaction between the surface and the interior dynamics for which the contribution of the submesoscales is essential. On one hand, these submesoscales are produced by the horizontal stirring of density anomalies by mesoscale eddies, both in the upper and intermediate layers. In turn, the divergent motions associated with these submesoscales impact the mesoscale eddy dynamics, enhancing the kinetic energy content due to ocean turbulence in simulations at higher resolution.
6.3 Model resolution and energy convergence

Our numerical choice of using both a nested and non-nested configuration was aimed to evaluate how important would be modelling the whole domain of the Agulhas Current System at very high resolution, being this latter option computationally very demanding. In addition, the nesting approach not only allows the study of the influence of external perturbations on Cape Basin dynamics, but also the feedback of local meso-submesoscale processes on the larger-scale circulation, a characteristic that is not feasible with global high-resolution models [Maltrud and McClean, 2005]. Comparison of the inter-ocean exchange in the high-resolution nested simulation with its coarser resolution counterpart (at 1/24°) reveals that the latter significantly over-estimates the amount of water flowing into the Atlantic Ocean, similarly to the other lower resolution simulations reviewed in chapter 4.

We also demonstrated the need to explicitly simulate not only the mesoscale but also the regional submesoscale processes that interest the Cape Basin circulation. The submesoscale field that we achieved to resolve in our highest resolution simulation underlines a marked transition from meso- to submesoscale regimes, although it does not significantly alter the dominant mesoscale flow structures and their lateral material eddy fluxes. It rather adds a new component to the flow with sharp near-surface density fronts and associated submesoscale instabilities and vortices, which in our study were observed both at the upper and intermediate layers. The emergent submesoscale currents are spawned and sustained from the mesoscale eddy field that has its own origin in the instabilities, barotropic and baroclinic, of the Agulhas Current System. The consequences of resolving submesoscale processes are modest for the mean fields, but significant for the kinetic energy budget, the associated tracer fluctuation spectra and their dynamical balances, as documented in previous studies [Capet et al., 2008b,c]. We therefore emphasize the importance of taking into account explicitly these small-scale frontogenesis mechanisms, and the related divergent motions, in order to represent the full non-linear interactions and thus the properties of the oceanic turbulence, that strongly impact the Indo-Atlantic exchange and the water masses formation and transformation. High spatial resolution, consistent in both horizontal and vertical directions is a prerequisite to correctly represent these processes in the Cape Basin, as in any other highly turbulent oceanic region.

In terms of numerical convergence, based on the change in spectrum slopes with numer-
ical resolution, the transition from vigorous mesoscale field to an energetic submesoscale activity seems essentially completed at the highest resolutions simulation we have run (1/108° for the nested solution). Although further resolution increases would theoretically push the dissipation range—where the spectra steepen from their submesoscale range—toward even higher wavenumber (k) [Capet et al., 2008a], we do not expect significant further slope changes. This remark, however, overlooks any additional regime changes that must somehow occur between submesoscale and microscale flows; but these are outside the scope of the present study.

Nevertheless, we need to take into account that dissipation in present submesoscale models remains dominated by numerical constraints rather than physical. In Marchesiello et al. [2011], model convergence at submesoscale is controlled by numerical dissipation, which overpowers submesoscale energy production and transfer. Effective resolution can thus be defined as the dissipation wavelength marking the start of dissipation range, below which model dynamics become unphysical. This dissipation range is a function of the model numerical filters, that make the energy spectrum very sensitive at submesoscale to the orientation of mixing [Soufflet et al., 2016].

It is generally assumed that eddy-resolving models have only small spurious diapycnal mixing (Veronis effect) associated to numerical needs. This argument has been opposed by Roberts and Marshall [1998] and is confirmed by the latest work of Soufflet et al. [2016]. These authors found that the effect of spurious diapycnal mixing is to suppress submesoscale KE injection by draining the supply of APE required to sustain frontal processes. This argues in favour of third-order rotated diffusion schemes such as the RSUP3 [Marchesiello et al., 2009] used in our simulations. Moreover, effective resolution in models using high-order advection/diffusion schemes, as ROMS, follows a linear function of grid spacing: $\sim 7\Delta x$ [Marchesiello et al., 2011]. Thus, lots of cautious was adopted when analysing the output of our nested simulation to make sure that the dissipation obtained in this case was essentially numerical instead of physical.

The model convergence becomes a delicate topic especially when treating turbulent motions in the mixed layer and in the interior layer below, where they can couple to produce eddy fluxes differing from those that would be found without such an interaction [Ramachandran et al., 2014]. According to these authors, mixed layer and subsurface flows in
weakly stratified environments combine to enhance mixed layer restratification. Although the tendency to intensify the interior baroclinic instability with increased resolution may be physical, the smoothed forcing used in our simulations likely amplifies this tendency in a way that is not. Hence, more theoretical and modelling studies on the eddies energy injection in the ocean interior would be advisable to further investigate these aspects.

6.4 Limitations due to boundary conditions, surface forcing and topography

As observed in other upwelling system numerical studies (see for example Marchesiello et al. [2003] for the California Current System and Penven et al. [2001] for the Benguela Current System), in the absence of synoptic and interannual variability in the surface fluxes, ROMS is able to generate an intense mesoscale activity through oceanic instability processes. After a relatively short spin-up of one year, our numerical solutions do not present any significant temporal drift and are representative of the known Cape Basin dynamics, as shown in the validation sections of our model output against observations. Since our configurations do not represent operational simulations, the evaluation of the model skills was carried out by a general comparison of the averaged circulation, the mean baroclinic structure and T-S contents with what has been published in literature and with annual or seasonal climatologies. This comparison proved the various degree of realism of the simulations.

However, our model presents some weaknesses. Firstly, due to limitations in domain size or boundary conditions, it fails to produce the observed position of the Agulhas Retroreflection, impacting the modelled energy content both at the surface (EKE) and in the ocean interior (EAPE). Secondly, a discrepancy persists between the structure of the subsurface thermocline reproduced in our numerical solutions and the one observed by in-situ data. Thirdly, our modelled Agulhas rings show mean trajectories which are slightly shifted more north-westward compared to what retrieved in AVISO data.

The last two points could be related to the large scale structure of the COADS climatology employed for the initial and boundary conditions. But an important role is surely played also by the surface forcing, since Capet et al. [2004] demonstrated that the near shore structure of the wind stress might be preponderant in oceanic regions characterised
by seasonal upwelling. The Cape Basin dynamics are in fact largely influenced by the southern Benguela Current, which is one of the world’s largest upwelling systems. Hence, to address the last two points, it will be necessary to have access to the fine structure of the wind stress in a band of 50 km close to the shore. Indeed, because of its smoothness, the wind is not a significant source of energy in our simulations, except for the mean flow. Thus, we expect more synoptic wind products to allow the reproduction of more realistic, coastal processes, as well as to incite an even greater range of fine scales. The latter are directly affected by the depth of the mixed layer, who mainly depends on the seasonal intensity and variability of the atmospheric forcing [Callies et al., 2015, Mensa et al., 2013].

Another limiting factor for the development of a ‘realistic’ submesoscale field in our present numerical configurations is likely represented by the degree of bathymetry smoothing operated in our model. Gula et al. [2015b] have recently shown in a ROMS high resolution simulation of the Gulf Stream, that substantial vorticity is generated in the turbulent bottom boundary layer, due to the topographic drag along the continental slope and leading to the formation of submesoscale vortices. In sigma-coordinate models, the realism of topography can be considered a compromise between the desired steepness of the terrain and a spurious pressure gradient force generated over very steep slopes [Marchesiello et al., 2009]. To reduce the latter effect, a substantial amount of filtering is required unless the resolution is very high. In our case, even with the 0.8 km resolution of the nested solution, the topography had to be smoothed. Although the relevant details of the topography such as promontories, canyons and seamounts are preserved here, future simulations should consider higher resolutions run with an improved bathymetry.

The sensitivity of the local circulation to the complex regional topography has been indeed tested in preliminary numerical experiments. It has been also widely documented in previous studies [Boebel et al., 2003, Lutjeharms and van Ballegooijen, 1984, Matano and Beier, 2003, Schouten et al., 2002, Speich et al., 2006], linking the variability of the stream to the topographic features. Therefore we presume that the role of the bathymetry, and in particular of the Vema Seamount, would be not simply to steer the flow but to have a broader indirect dynamical influence. Similarly to what observed in other western boundary currents topographically-controlled [Gula et al., 2015], mean-to-eddy and eddy-to-mean energy conversions, induced by the bathymetric gradients, can be expected to alter the path and velocity of the Agulhas turbulent structures crossing the Cape Basin.
6.5 Outlook

The different sections of this manuscript have demonstrated that the answers to the initial scientific questions of our study are far from straightforward. Many issues are still open and await further dedicated observations, modelling and theoretical studies.

The degree to which the Indo-Atlantic inter-ocean exchange is determined by or determines the Atlantic MOC still represents a matter of debate. Global scale, ocean-only model studies [Shriver and Hurlbutt, 1997] suggest that the rate of NADW exchange has a direct impact on the Indonesian Passages throughflow and the Indian to Atlantic Ocean flow. Weijer et al. [1999] and Biastoch et al. [2008] showed that the shape and strength of lateral fluxes prescribed at 30°S directly impact the Atlantic MOC strength. These topics could only be addressed by coupled ocean-atmosphere modeling studies that involve realistic feedbacks between varying inter-ocean exchanges and changing global-scale buoyancy fluxes across the air-sea interface. On a regional scale, a related question is whether varying Agulhas leakage is due to intrinsic ocean-only variability, in which also the interaction with the Antarctic Circumpolar Current may be important, or whether there are coupled modes of varying inter-ocean exchange and associated atmospheric pressure field responses [Biastoch et al., 2009, Durgadoo et al., 2013, Loveday et al., 2014].

Hence, although this dissertation has shed some light on several aspects of the Indo-Atlantic exchange in the Cape Basin, even more new questions seem to have been raised. We will here discuss some of the topics that may become the subject of further research. To begin with, modeling studies are not more than a theoretical exercise if they are not supported by observations. Thus, our first perspectives point towards in-situ measurements of submesoscale fronts, at the surface and at intermediate depths of the Cape Basin, that would corroborate our numerical findings on their occurrence and variability. For example, high resolution, in-situ sampling of thermoaline tracers would provide some observational hints of the filamentogenetic activity shown in our simulations.

Additional venues can be contemplated for the extension/application of this work:

- Integration of a longer numerical solution, of at least 10 years, in conjunction with the use of more realistic surface forcing, in order to explore more in details the temporal dependence observed in the number and mean radius of the modelled eddies. Oceanic inter-annual disturbances, originating from the equatorial regime in the form of Kelvin waves, seem to highly affect the Southern Benguela region [Veitch et al., 2009]. Thus
they are likely to have an impact also on the Cape Basin seasonal dynamics. A dedicated model study could greatly improve our understanding of this interaction process;

- The use of the Lagrangian integration of particles, at higher numerical resolutions than what had previously been done [Doglioli et al., 2006, Rimaud et al., 2012], to quantify, in the horizontal, the lateral mixing and spreading of thermocline and intermediate Cape Basin waters, and, in the vertical, their diapycnal mixing and ventilation;

- The coupling of our highest mesoscale-resolving configuration (AGU24_100_H) with an atmospheric model would better the solution, especially in coastal regions where the wind drop-off is under-estimated in satellite products and results in a cool, coastal bias;

- A submesoscale nesting at higher resolution (≃ 500m) than currently would provide further insight on the large vertical velocities that occur at frontal zones, on the influence of submesoscale processes on the advection of the local watermasses and on the interactions between Agulhas eddies and finer structures. A higher resolution would also enable us to examine the presence, within the AAIWs layer, of interleaving, thermohaline intrusions due to diapycnal mixing, whose vertical scales are usually smaller than 50m;

- Explicitly resolving the details of the vertical mixing processes, presently parametrised with the non-local K-profile (KPP) boundary layer scheme [Large et al., 1994], implemented for both surface and bottom boundary layers, would allow us to thoroughly describe the formation, advection and transformation of the local water masses;

- Idealised and simplified model experiments to set up a process study for investigating the entrainment of water masses within two merging vortices and the possible formation of horizontal fronts due to their fusion, probably leading to the occurrence of shear instabilities along these fronts;

- The results of our simulations have been extensively verified and are therefore ready to be used in biological numerical frameworks, such as biogeochemical and ecosystem models. For instance, by using the configuration of our nested solution, the role of submesoscales in the vertical flux of nutrients and other biological parameters could be quantified and correlated to the distribution of different species within the Cape Basin.
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**Dynamiques océaniques à petite échelle dans le Bassin du Cap et leur impact sur la circulation régionale**

**RESUMÉ**
Nous étudions le rôle des processus océaniques à petite échelle dans la formation et transformation des eaux de surface et intermédiaires qui participent à l'échange Indo-Atlantique à travers le Bassin du Cap. La dynamique de cette région est caractérisée par une forte turbulence et nous montrons l'impact que les structures de méso- ou de sous-méso-échelle, leur interactions dynamiques et leur variabilité saisonnière ont sur les eaux locales de la thermocline. Une série des simulations numériques, allant de ‘eddy-permitting’ à ‘submesoscale resolving’, souligne l'importance d'une résolution verticale adéquate pour bien représenter les propriétés des masses d'eau. Les tourbillons de Aiguilles sont principalement générés par des instabilités baroclines, et sont caractérisés par une saisonnalité, liée aux différentes instabilités dans les couches supérieures. En été, les instabilités symétriques sont plutôt en jeu, tandis qu'en hiver les instabilités de la couche de mélange prédominent. L'instabilité barocline de Charney connecte ces deux régimes de la sous-méso-échelle et joue un rôle majeur dans la formation saisonnière d'un nouveau type d'eaux modales : l'Agulhas Rings Mode Water. Enfin, on montre que tant les cyclones que les anticyclones transportent et mélangent l’Antarctic Intermediate Water, l’étirement de la méso-échelle produisant des filaments et structures thermohalines très fines.


**Small-scale ocean dynamics in the Cape Basin and its impact on the regional circulation**

**ABSTRACT**
This study addresses the role of oceanic small-scale processes in the formation and transformation of subsurface waters that participate in the Indo-Atlantic interocean exchange. We focus on the Cape Basin dynamics, characterized by a highly non-linear turbulence. We provide qualitative and quantitative evidence of the direct impact that meso- and submesoscale structures, their dynamical interactions and their seasonal variability have on the local thermocline and intermediate waters. A sequence of numerical simulations, ranging from ‘eddy-permitting’ to ‘submesoscale resolving’, underlines the importance of an adequate vertical resolution to correctly depict the water masses properties. We point out that Agulhas eddies are mainly generated through baroclinic instabilities and are marked by a clear seasonality. This is linked to the seasonal occurrence of distinct meso-submesoscale instabilities in the upper layers: symmetric instabilities are at play during summer, while mixed-layer instabilities prevail in winter. We also found that Charney baroclinic instability connects these two submesoscale regimes and plays a major role in the seasonal formation of a newly-identified type of mode waters: Agulhas Rings Mode Water. Finally, we show that eddies of both polarity advect, stir and mix Antarctic Intermediate Water, via the mesoscale strain field producing filaments and T-S fine-scale structures.

Our results suggest the existence of two dynamical regimes affecting the upper and intermediate layers of the Cape Basin. Near the surface, the submesoscale-driven frontogenesis and their enhanced energetics lead to a predominance of ageostrophic dynamics. The intermediate depths are, instead, characterised by a quasi-geostrophic regime due to the prevailing mesoscale effects.

**Keywords** : meso- and submesoscale processes, Indo-Atlantic exchange, water masses dynamics.