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Abstract

The 20th century saw the development of particle physics research field, with the fundation
of the famous Standard Model of particle physics. More specifically during the past 70
years numerous particles have been detected and studied. Alongside those discoveries, the
experimental means and detectors has greatly evolved. From the simple Gargamel bubble
chamber, which lay the first brick to the Standard Model theory, to the nowadays complex
detectors such as the LHC.

In the development of newer particles detector, one can distinguish two big categories:
the solid state detectors et the gaseous detectors. The former encompass detectors such
as Cherenkov and scintillator counters while the later make use of gases as detection
medium. The gaseous detectors have also greatly evolved during the past century from the
Geiger-Muller tube to the spark or Pestov chambers, which can cope with the increasing
detection rate of particles accelerator. The Parallel Plate Avalanche Chamber is a similar
gaseous detector but operates in avalanche mode, where the detected signal is produced
by a controlled multiplication of electrons in the gas. The aforementioned detectors were
operated in spark mode, where the detection is made through a spark discharge in the gas.
The avalanche mode allows even greater detection rates at the expense of signal amplitude.

In early 80s a new gaseous detector design began to emerge: the Resistive Plate Cham-
bers. This detector has the particularity to operates in spark or avalanche mode depending
on its design. Operated in avalanche mode, they present an impressing detection rates
at the expense of very small electric signals, requiring dedicated amplification circuitries.
Nowadays the Resistive Plate Chambers are widely used in numerous experiments world-
wide, because of their interesting performances and relatively small price.

Despite their widespread usage, the Resistive Plate Chambers have not been exten-
sively studied from a simulation and modelisation point of view. Simulation of a detector
is an essential tool for its development and construction, as it allows to test a design and
predict the performances one may get.

In this work we focused on the description of the physics phenomenons occuring during
an electronic avalanche inside a Resistive Plate Chambers operated in avalanche mode, in
order to properly modelise and simulate them. We review a detailed model of the ionisation
process, which is the fundamental event in any gaseous particle detector, alongside the
Riegler-Lippmann-Veenhof model for the electronic avalanche. A C++ simulation has been
produced in the context of this work and some results are presented.

Keywords: Resistive Plate Chambers, RPC, simulation, modelisation, ion-
isation
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Résumé

Le siècle dernier a vu le développement de la physique des particules, avec la fondation
du célèbre modèle Standard de la physique des particules. Plus spécifiquement, durant
les 70 dernières années de nombreuses particules ont été détecté et étudié. Parallèlement
à ces découvertes, les moyens experimentaux et les détecteurs ont grandement évolué.
de la simple chambre à bulles de l’expérience Gargamel, qui a posé la première brique
expérimentale du modèle standard, aux détecteurs complexes d’aujourd’hui tel que le
LHC.

Durant le développement de nouveaux détecteurs, nous pouvons distinguer deux grandes
catégories: les détecteurs dits Solid State et les détecteurs gazeux. La première englobe les
détecteurs tels que les Cherenkov ou les scintilateurs tandis que les derniers utilisent un
gaz comme moyen de détection. Les détecteurs gazeux ont aussi grandement évolué durant
le siècle dernier, des tubes Geiger-Muller au chambres à étincelles ou Pestov, qui peuvent
faire face aux taux de détections toujours grandissant des accélérateurs de particules. The
Parallel Plate Avalanche Chamber est un détecteur gazeux similaire mais fonctionne en
mode avalanche, où les signaux électriques sont produits par une multiplication contrôlée
des électrons dans le gaz. Les autres détecteurs sus-mentionnées fonctionnent eux en
mode étincelle, où le signal détectée est produit par une décharge électrique dans le gaz.
Le mode avalanche permets un taux de détection encore supérieur mais au prix de signaux
électriques beaucoup plus faibles.

Au début des années 80 un nouveau type de détecteur gazeux commence à se dévelop-
per, les Resistive Plate Chambers. Ce détecteur présente la particularité de pouvoir fonc-
tionner en mode étincelle ou avalanche, selon le design. Utilisé en mode avalanche, ils
présentent un taux de détection particulièrement intéressant au prix de signaux élec-
triques faibles, nécessitant un circuit d’amplification dédié. De nos jours les Resistive
Plate Chambers sont très largement utilisés dans de nombreuses expériences de physique
des particules, notamment pour leurs performances intéressantes et leur prix contenu.

Malgré leur usage répandu, les Resistive Plate Chambers n’ont pas été beaucoup étudié
d’un point de vue modélisation et simulation. La simulation d’un détecteur est un outil
essentiel pour leur développement et leur fabrication, permettant de tester un design et
calculer les performances que l’on est en droit d’attendre.

Dans les travaux présentés dans ce document nous nous sommes intéressés à la descrip-
tion des différents phénomènes physiques se produisant durant une avalanche électronique
au sein d’un Resistive Plate Chambers fonctionnant en mode avalanche, dans le but de
les modéliser et simuler. Nous décrivons un modèle détaillé pour le processus d’ionisation,
qui est l’évènement fondamental pour tout détecteur gazeux. Nous décrivons aussi un
modèle mis au point par Riegler-Lippmann-Veenhof pour le développement d’avalanche
electronique. Une simulation C++ a été produite dans le contexte de cette étude et quelques
résultats sont présentés.

Mots-clés: Resistive Plate Chambers, RPC, simulation, modélisation, ion-
isation
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Chapter 1

Introduction

The history of modern particle physics is highly marked by the evolution of the means
and techniques to produce, accelerate and detect particles. More specifically, the past 50
years have witnessed a tremendous experimental work which culminates with the Higgs
boson discovery [27, 1] after that numerous experiments have, step-by-step, contributed
to the validation of the Standard Model of particle physics in the fields of the electroweak
interaction on one hand, and strong interaction on the other hand.

In this chapter we will talk and detail some experiments and discoveries in both fields
alongside the experimental techniques development that goes with them.

1.1 Experimental discoveries and tests of the elec-
troweak theory of the Standard Model

The first important step in this uninterrupted quest since then was, without doubt, the
discovery of neutral currents at CERN, in 1973 with the Gargamelle experiment [43], at
a time when the first foundations of electroweak interaction of the Standard Model were
laid (Glashow, Salam and Weinberg in 1967/68). One of the most widespread detection
technique used then was the bubble chamber placed in a magnetic field which allowed to
acquire, with a high granularity, the interactions of particles with target nucleus held in
the chamber. The figure 1.1 shows the experimental setup of the Gargamelle experiment
at CERN. Figure 1.2 exhibits the first track photography of a neutral current interaction
in the Gargamelle bubble chamber.

At that time the production and acceleration of protons through big synchrotron,
such as the Proton Synchrotron (PS) at CERN (see figure 1.3), were perfectly mastered
and used to produce lines of neutrinos and anti-neutrinos which allowed this fundamental
discovery. The discovery of neutral currents lead to the experimental demonstration that
the Fermi model for the neutrino interaction was insufficient.

At the same epoch the most used gaseous detector in particle physics was certainly the
spark chamber. This particular detector is perfectly suited to the use of read-out electron-
ics instead of the old technique of photography on film, just like the streamer chamber or
even the flash chamber (though of different kind). The idea behind this detector was to
provide a lighter alternative than bubble chambers for the tracking of charged particles.
The spark chamber technique, doubtless the most used at that time because of its ease
of construction, was also associated to a fundamental discovery; this time in the field of
particle flavours. A spark chamber is basically, in its most basic form, a stack of con-
ducting plates with a ionising gas in-between. When a charged particle goes through, it
ionises the gas between the plates. Ordinary the ionisation would remain invisible, but if
a high enough voltage is applied between adjacent pair of plates, the liberated electrons
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(a) The bubble chamber inside the magnetic coils. (b) Interior view of the bubble chamber.

Figure 1.1: The Gargamelle bubble chamber at CERN.

(a) Track photography in the Gargamelle chamber of a
neutral current. An anti-neutrino enters from the top
and knocks on an electron.

(b) Feynman diagram of
neutral neutrino-electron
scattering.

Figure 1.2: The first weak neutral-current interaction observation in the Gargamelle
bubble chamber.

multiplies in an exponential way and form a conductive channel between the plates thus
provoking a spark discharge. Figure 1.4 exhibits schematically the operation of a spark
chamber and the development of a spark. The SLAC/LBL experiment with the collision
ring e+e− SPEAR used an internal tracker made of several cylindrical spark chambers in-
side a magnetic field used to bend the particle produced in the final state. They observed
a sudden variation in the total hadronic cross-section above an energy of 3 GeV in the
centre of mass [12]. In the same time, another experimental team at BNL (Berkeley Na-
tional Laboratory) observed a very narrow resonance for the disintegration in pair µ+µ−

at a mass of 3.1 GeV/c2 [11]. This discovery of the charmed quark was fundamental as it
proved experimentally the existence of the second family of fermions that is formed by the
charmed and strange quarks. At a theoretical point of view, this discovery validated the
GIM (Glashow-Illiopoulous-Maiani) mechanism which solved the problem of the suppres-
sion of flavour changing neutral current, with a second complete family of quarks. Some
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Figure 1.3: The Proton Synchrotron (PS) at CERN.

(a) (b) (From [30])

Figure 1.4: Working description of a spark chamber. (a) schematic view of a spark
chamber, scintillators are used to trigger the high tension when a charged particle is
detected. (b) Streamer formation process. (a) the particle has liberated an electron-
ion pair; (b) The electrons multiplies during an avalanche; (c) emission of photons that
produce new electron-ion pair through photo-ionisation; (d) secondary avalanches appear;
(e) the avalanches merge together and further develop into a conductive channel

time later, in 1975, was observed the first sign of a third lepton family at the SPEAR
collision ring with the observation of pair eµ resulting from the disintegration of τ lepton,
whose properties was extensively studied as a test of the Standard Model.

The development of e+e− collision ring of increasing energy and luminosity has made
older techniques of detection obsolete, like the bubble chamber which was capable to detect
only some particles per second and whose analyse was done by hand on photographic films.
With the development of fast electronics and the emergence of computer data analysis,
coupled to the increasing need for detector of various geometries (plane or cylindrical for
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the most part) and of bigger size in order to instrument collisions vertex or spectrometer
on beam target experiences, new detection techniques began to appear as spark chambers
could not cope the increasing interaction rate.

The Multiwire Proportionnal Chambers (MWPC) invented in 1968 [26] allowed many
laboratories, even the modestly small ones, to build extremely efficient equipments that
have then been used on new e+e− colliding rings in the 70s (SPEAR, PEP at SLAC and
DORIS, PETRA at DESY notably, but also DCI at Orsay and ADONE at Frascati) and
on beam experiments, notably at CERN with its new synchrotron SPS but also BNL and
Fermilab. A MWPC is basically a collection of thin and conductive anode wires, parallel
and equally spaced, between two cathode plates as depicted schematically on figure 1.5a.
A negative potential is applied to the cathode plates, with the anode wire being grounded,

b b b b b b b

Cathode plate

Cathode plate

Anode wires

(a) Schematic view of a MWPC (b) Electric equipotential lines around
an anode wire. (From [94])

Figure 1.5: Multi Wire Proportional Chamber.

thus an electric field appears in the chamber following the equipotential lines shown on
figure 1.5b. When charges are liberated after the ionisation of a charged particle, they
will first drift along the equipotential lines until they reach the high field region, in the
vicinity of the wire, where they develop into an avalanche and multiply (due to the 1/r
field, r being the wire radius).

Based on the same principles than the MWPC, new detectors have been developed:
the Drift Chamber and the Time Projection Chamber (TPC). The Drift Chamber (see

b b b b b b b b b bb

Cathode wires Anode wires

scintillator

(a) (b)

Figure 1.6: Drift Chamber and Time Projection Chamber

figure 1.6a) is basically a MWPC but with more distant anode wires, and cathode wires
placed in-between. A cathode and anode wire form together a drift cell. The cathodes
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are positioned in such a way to produce a constant electric field between wires, and a
constant drift velocity so that one may calculate the drift distance (using the timing
provided by scintillators). The Time Projection Chamber (see figure 1.6b) is made of a
central cathode that divides a volume into two identical halves. Field cages are used to
maintain a constant electric field and anode end-caps enclose the volume. The anodes are
usually made of detection pads in order to resolve the radial coordinates, the z-coordinate
is inferred from the drift time.

After the discovery of the J/Ψ particle, and so of the charmed quark, the observation
in 1977 of the quark b, forming the Y resonance in the E288 experiment at Fermilab [45],
opens the hypothesis of the existence of a third quark family (penchant of the third leptons
family discovered by the observation of the τ lepton). At that time, most detectors took
use of the properties of the wire chambers.

Older detection techniques, such as the flash chambers [31] developed during the 1950s
alongside the streamer and spark chambers, were continued to be used in specific instru-
ments which do not need high acquisition rate. This was the case for several tracking
experiments at the beginning of the 90s; like, for example, of the Frejus experiment which
aimed to measure the proton time of life.

At the end of the 70s, several tasks needed to be done in order to validate the elec-
troweak standard model: the validation of the number of families, the explicit observation
of the Z and W bosons and, in fine, of the Higgs boson. The invention of the stochastic
cooling of particle beams allowed the construction of the Spp̄S at CERN and the obser-
vation of the W and Z bosons in 1983, which were out of reach of e+e− collider rings.
Gaseous chambers based on the concept of Charpak et al. were extensively used in the
UA1 and UA2 detectors of the Spp̄S. For instance UA1 was equipped of 6 layers of drift
chambers for the internal tracking, and also of drift chambers for the muons detectors.

(a) Central tracker (b) Muon drift chamber cell

Figure 1.7: UA1 detector. (From [10])

It was with the operation of the LEP in 1989 to further experimentally validate the
hypothesis of the three leptons families. The four experiments (ALEPH, DELPHI, OPAL,
L3) were composed of gaseous detectors as internal trackers, either for the particle impul-
sion measurement (often with the use of TPC) or for the fine tracking close to the beam for
the reconstruction of interaction and disintegration vertex (of beauty and charmed particle
principally). The Higgs boson stayed out of reach but the LEP experiments undertook a
thorough test of the Standard Model. Given the importance of the detection of beauty
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particles for these tests a new generation of detector were developed and used, the silicon
trackers, which offered much better spatial resolution than gaseous detectors.

The quark top was discovered at Fermilab [5, 2], and thus completing the quark fam-
ilies. From then, physicists had to wait the operation of the LHC in order to reach the
energy needed to finish the validation the Standard Model. The Resistive Plate Cham-
bers began to appear quasi-systematically on big detectors as trigger chamber because of
their high reactivity. They exhibit time resolutions such that they can be considered for
Time-Of-Flight particle identification.

1.2 Emergence of the Quantum Chromodynamics
as a theory of the strong interaction

In the treatment of the strong interaction, a perturbative approach to the Field Theory
could not be considered; unlike the weak and electromagnetic interactions whose intensity
allowed it. Although a perturbative approach to the Field Theory is excluded, some
models have been elaborated anyway. For example the Nambu-Jona-Lasinio model where
the pion played the role of force carrier, as a Goldstone boson, acquiring its mass through
chiral symmetry breakdown.

The quark model, constituents of hadrons, was developed by Gell-Mann and Zweig
but was perceived with suspicious because, despite experimental efforts, no particle with
an electric charge of a fraction of the electron’s has been observed. Yet, from the end of
the 1960s, the deep inelastic scattering of electrons on protons has shown, on the SLAC’s
linear accelerator, that electrons behave like they were scattered on punctual target that
are of much smaller dimension than the nucleus and free inside it: this was named the
asymptotic freedom. The electromagnetic form factors satisfied the Callan-Gross relation,
pointing to the fact that the sources of diffusion inside the nucleus was half-spin nature.
Those were called partons, before the validation and acceptance of the quark model.

The Ω− and ∆++ baryons are made of three quarks s and three quarks u respectively,
and thus could not exist in their spin state (because of the Pauli exclusion principle)
without the addition of a new quantum number that is carried by the quarks, which was
later named "colour". This led to the development of Quantum Chromodynamics. It was
demonstrated in 1970 that we may elaborate quark dynamics with the addition of colour
vector bosons, gluons, that also possessed the asymptotic freedom property. However,
in 1974, it was noticed that the disintegration width of the recently discovered J/Ψ was
very small for a hadron. This was something perfectly explainable through the theory of
coloured quarks but not directly understood at that time. Indeed, the coupling of the pair
cc̄ to lighter quarks is done through three gluons, as depicted on figure 1.8. Given this
coupling intensity, typically given by α3

S , the strong disintegration is not so much superior
of the electromagnetic one defined by α. But at the time, the old OZI rule was invoked
in order to explain this small disintegration width. This empirical rule dictates that the
decay modes by strong interaction whose final states do not contain the initial quarks are
heavily suppressed. This rule is perfectly explained by the Quantum Chromodynamics.
In some way the discovery of J/Ψ, in addition to be the revealer of the charm, perfectly
illustrates the colour mechanisms of the Quantum Chromodynamics.

It was with what followed this discovery that we had the clear proofs of the Quantum
Chromodynamics, in particular on e+e− colliders PEP and PETRA. Figure 1.9 shows the
TASSO detector installed at PETRA which played a part in the study of the Quantum
Chromodynamics. The TASSO experiment was the first to observe three-jets events re-
sulting from the fragmentation of quarks but also the radiation of gluons. This allowed to
prove the existence of the gluons with spin 1.
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Figure 1.8: J/Ψ disintegration with three gluons.

Figure 1.9: The TASSO detector, at PETRA. (From [53])

The performance of e+e− colliders allowed to validate the basis of the Quantum Chro-
modynamics without ambiguity, at least in the regime of the asymptotic freedom and
quarks and gluons fragmentation. The heavy ions experiment were awaited to study the
confinement/deconfinement phase transition of quarks and gluons, at RHIC (BNL) and
SPS (CERN) in particular. Today this transition is extensively studied at LHC with the
dedicated ALICE detector, but also with CMS, ATLAS and soon LHCb detectors.

1.3 Development of gaseous detector
In the last chapter we detailed the advancement of modern particle physics; the big dis-
coveries were permitted by progress in the particle detection. Many detectors of different
kind were investigated in the past, but we can distinguish two big families

1. the solid state detectors,

2. the gaseous detectors.

The solid state family encompass detectors such as Cherenkov and scintillator counters.
The use of a gaseous medium as detection volume allows to take advantage of the high
mobility of electrons, in order to eventually detect single electron (with an adapted am-
plification circuitry).

Maybe one the oldest gaseous detector is the basic ionisation chamber. A free-air
ionisation chamber, which use the atmosphere as detection volume, was built in 1937 by
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Herb Parker at th Swedish Hospital in Seattle to measure the exposure rate in an x-ray
beam. Nowadays free-air ionisation chamber are mainly used in domestic smoke detector,
they detect the subtle changes in ionic flow due to the passage of smoke. Since then,
gaseous detector were actively studied and developed to be used in particle experiments,
as we described in the previous chapter.

At first the detection technique were based on the reconstruction of emulsion tracks
produced by a charged particle in a bubble or cloud chamber from photographic film. The
development of amplification circuitry has permit to evolve to detection and acquisition
system based on electric signal, which was first used on spark and streamer chambers. The
wire based detectors, such as the Geiger-Muller tube that appeared at the end of the 1920s,
even though easy and cheap to produce, could not cope with the time resolution of solid
state detectors. This is because of the 1/r field that limits the amplification volume to the
vicinity of the wire, and all electron needs to drift to this region before any amplification
and signal induction may occur, as it is shown on figure 1.10.

Figure 1.10: Electric field generated by a conducting wire.

The spark counter overcome this time resolution limitation by using parallel plates
with a strong and uniform field in between produced by the application of a strong voltage
on the electrodes, introduced by Keuffel in 1948 [59]. The operation principle is shown
on figure 1.4. The passage of a charged particle ionises the gas freeing electrons, which
immediately triggers a Townsend avalanche due to the high and uniform electric field. This
avalanche grows until a streamer appears, due to photons contributing to the avalanche
growth, and create a conducting channel between the electrodes. The electrodes are
discharged through the stream producing a spark. The spark counter offered a time
resolution of around 1 ns, far better that any Geiger-Muller tube used at that time (around
100 ns). However they are limited to an area of a few cm2, because otherwise the discharge
spark would carry enough energy to deteriorate the electrode plates. Furthermore the rate
detection capability is limited by a dead time due to the recharge of the electrodes.

In the early 1970s was developed the Pestov chamber [86]. It is based on the same
design as the spark counter but with the conductive anode replaced by a high resistivity
glass, as depicted by figure 1.11. The high resistivity glass keeps contained the spark
discharge around the avalanche and the drop on the high tension is only local, thus the
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Metal cathode

Pestov glass anode

gas gap (100 microns)

Figure 1.11: Basic layout of a Pestov spark chamber.

rest of the volume remains sensible to the passage of charged particle. However it limits
the charge produced by a spark discharge and, coupled to a small gap of around 100 µm,
needs a very high tension typically about 500 kV cm−1. Moreover the gas needs to be
over-pressurised to 12 bar, ensuring a sufficient primary ionisation density to account for
good detection efficiency.

Whereas the spark and pestov chamber were operated in streamer mode, the Parallel
Plate Avalanche Chamber (PPAC) [25] are used in avalanche mode: the apparition of
streamer and spark discharges are unwanted and suppressed. It consist in the same basic
layout, where two planar electrodes encompass a gas gap ranging from 0.5 to 2 mm. It
yields a very good rate capability of several MHz/cm2 and a time resolution of some
hundreds of picoseconds. However it outputs very small signals, of ∼ 100 fC typically,
and the amplification circuitry has to be designed accordingly to account for the weak
signal/noise ratio.

1.4 Description and simulation of Resistive Plate
Chambers

The Resistive Plate Chamber (RPC) were introduced in 1981 [92]. It is similar to a spark
chamber or a PPAC, consisting in two parallel electrode plates which, however, are made
of a high resistivity (Bakelite or glass typically). A high tension is applied between the
plates. In the same manner than the Pestov counter, the high resistivity contains the
drop of the electric field locally in the zone of ionisation and leave the rest of the volume
sensible to the passage of other charge particles. The figure 1.12 is a sketch of the first
RPC prototype.

When a charged particle goes through the gas gap of a RPC, it will ionises the molecules
and create electron-ion pairs. The liberated electrons will drift towards the anode under
the influence of the electric field and gain energy while doing so. Once the electron has more
energy than the ionisation potential of the gas molecules, it has a high probability to create
new electron-ions pair that will also drift and provoke further ionisation. Then the number
of electrons augments in an exponential way and a Townsend avalanche develops. The
principle is depicted on figure 1.13b. As the electrodes are made of a resistive material the
read-out signal is not made of the avalanche electrons, but it is induced by the movement
of the charges in the gas gap on detection strips or pads.

Depending on the detector characteristics and parameters, such as the applied electric
field, the gas gap width or the gaseous mixture, a RPC can be operated on streamer or
avalanche mode.

9



Figure 1.12: Sketch a the first RPC prototype. (From [92])

(a) (b)

Figure 1.13: (a)Principle of operation of RPC. (b) Schematic development of a Townsend
avalanche.

Streamer mode
A operation of a RPC in streamer is similar to a spark chamber

1. the ionisation of a particle create electron-ion pairs

2. the electrons drift and multiply into a Townsend avalanche

3. at some point, if the gas multiplication gain is high enough, new avalanches are
started from electron-ion pair created by photons through photo-ionisation and con-
tribute to the total avalanche formation.

4. a conductive channel may form between the two electrodes, through which they are
locally discharged.

In streamer mode the output signals are quite large (from 0.1 to 1 nC) and thus simple
or even none amplification circuitry is needed. But, as in spark and Pestov chambers, the
detection rate capability is lowered to ∼ 200 Hz/cm2.

Avalanche mode
In avalanche mode the transition to streamer is unwanted. The contribution of photons
to the avalanche, that triggers the transition, can be suppressed by adding small amount
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of an UV quencher gas and traces of an electronegative gas [21]. They absorb the created
photons in the avalanche and prevent the latter to multiply and develop too much.

Doing so allow the detectors to reach rate capabilities of several kHz/cm2. However
the output signals are drastically lowered, from 0.1 to 5 pC typically. Thus the need for
good amplification electronics with low noise.

Because of their good rate capability, RPC in avalanche mode are used at LHC on
the ATLAS and CMS detectors. A continuation of this design, the multigap RPC, is also
used on the ALICE detector [24].

RPCs in avalanche mode are made of gas gap ranging from 0.1 to several millimeters,
with an operating voltage typically from 40 to 70 kV cm−1. The resistive electrodes are
typically in the order of some millimeters in width with a volume resistivity from 1010 to
1012 Ω cm depending on the material.

1.5 Simulation and modelisation of RPC
The RPCs are now widely used on numerous High Energy Physics experiments, as track-
ing and timing detectors. As of today, numerous simulations for RPCs are described in
the literature. Those models rely on mathematical distributions (such as the Polya distri-
bution, described later in this document in chapter3) that fit nicely several macroscopic
values, such as the output electric signals or charge spectra. However some of these mod-
els’ parameters lack physical interpretation and thus need ad-hoc parametrisation. So in
the hope to simulate a detector, one needs experimental data in order to fine-tune the
model.

Using this approach, one may extrapolate the working behavior of an already-built
detector based on its actual experimental data. However one could not simulate a specific
detector design and its performances without building it.

In this work, we have studied the modelisation and the simulation of Resistive Plate
Chambers operated in avalanche mode, on a macroscopic and microscopic scale, in the
goal to develop a full, fast and multi-thread C++ simulation code.

We will first detail the physics behind the ionisation of a gaseous mixture by the
passage of a charged particle. Then we will talk about a model for avalanche development
and propagation in gases. We will also detail the basic working operation of Pseudo
Random Number Generators which are the very heart of any Monte-Carlo simulations,
although too often overlooked. Finally we’ll describe the implementation of the model in
a simulation program and results, but also limitations, that it yields.

The produced simulation source code is publicly available and hosted on Github [36]:
https://github.com/vincentFrancais/RPCSim
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Chapter 2

Primary ionisation in gas

In this section we will discuss about the theories and models for the primary ionisation
in a medium, with a focus on gases. We do not go into details for the theories and the
derivation of the equation as it is not the purpose of this work.

2.1 Introduction
When a charged particle goes trough a gas, it undergoes a series of stochastic interactions
with atoms and molecules, transferring a part of its energy. In this context we are mostly
interested by the inelastic diffusion, and most specifically ionisation. This exchanged en-
ergy is then dissipated by the creation of an ion-electron pair and the emission of photons;
those photons and electrons can then ionise other atoms and so on. The multiplication
of ion-electron pairs stops when the energy of the emitted particles becomes smaller than
the ionisation potential of the considered atom. This initial ionisation, induced by the
passage of a charged particle, is of crucial importance for the study of RPC detectors as
it determines many characteristics of the avalanche and signals.

The Bethe formula for the mean energy loss by excitation
and ionisation
The energy lost by a charged particle traversing a medium has been investigated by Bethe
in the 1930s [15]. For a heavy particle of massM � me, the Bethe formula gives the mean
integrated energy loss by the particle through excitation and ionisation processes [85]〈

−dE
dx

〉
= Kz2Z

A

1
β2

(
1
2 ln 2mec

2β2γ2Tmax
I2 − β2 − δ(βγ)

)
(2.1)

where

K - a constant defined by K = 4πNAr
2
emec

2,
re - the classical electron radius re = 1

4πε0 ·
e2

mec2
,

e - the electron elementary charge,
me - the electron mass,
NA - the Avogadro’s number,
z - the charge of the incident particle,

Z,A - the atomic number and atomic mass of the absorbing medium,
ε0 - the dielectric constant in vacuum,
β - the velocity of the particle β = v/c,
c - the speed of light,
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γ - the Lorentz factor γ =
(
1− β2)−1/2,

Tmax - the maximum energy transfer in a single collision,
I - the mean excitation energy of the absorbing medium,
δ - the density effect correction.

One can notice, as intuitively expected, that eq. 2.1 is directly proportional to the density
of electrons in the medium, through the factor NA × Z/A.

In the non-relativistic case, the main dependence in the charged particle speed is in the
factor 1/β2. So in this case the mean energy loss strongly increases as shown in figure 2.2.
As a naive interpretation of this effect, we can interpret that electric field of the particle
stay for a longer period in the near vicinity of an atom and thus increasing the probability
electromagnetic interactions.

The maximum energy transfer in a single collision is defined by [85]

Tmax = 2me p
2

M2 + 2γ meM +m2
e

, (2.2)

with p the momentum of the particle.
The mean excitation energy I is characteristic of the absorbing medium. Its knowledge

is the main non-trivial input of the Bethe formula. It was, in particularly, investigated by
Bloch in the year 1933

I = (10 eV)× Z. (2.3)

That’s why eq. 2.1 is often referred as Bethe-Bloch. Others phenomenological formulations
for the mean excitation energy I has been proposed in the past. For instance, it can be
approximated by the following equation [41]

I = 19.2 eV for Z = 1, I ∼ 16Z0.9 eV for Z > 1. (2.4)

In practice, those values are now obtained from experimental measurements and are refer-
enced in publicly available tables [84]. Figure 2.1 shows the experimental mean excitation
energy I as a function of Z, along with the parametrisation of eqs. 2.3 and 2.4. The Bloch
approximation may only be considered for large Z but still doesn’t account for the large
fluctuations of I. The Shwartz expression parametrises the general shape of I/Z but also
deviates quite sensibly from experimental values because of fluctuations.

Eq. 2.1 is only valid for heavy particle. For electron colliding with atomic electrons
the equation has to be modified. The main reason is the incident and target particles
are of equal mass, therefore one can no longer distinguish between the primary and sec-
ondary electron after the collision (see [85, 41]). Also the small mass of electrons induce
important loss through radiative processes instead which dominate completely the ionisa-
tion processes. Figure 2.2 shows the mean energy loss for different incident particles and
numerous mediums.

Relativistic rise and density effect
For relativistic particles (βγ & 4), the transverse electric field associated to the moving
charged particle increases due to the Lorentz factor ET → γET . Thus the interaction
cross-section extends as well and the distant collisions contribution to the energy loss
(eq. 2.1) increases as ln βγ [85].

Because of the higher electric field the absorbing medium becomes polarized, shielding
the electric field far from particle path thus cutting off the long range interactions. This
is the so called density effect which, as the name suggest, is greater for dense absorber
mediums as the density of atomic electrons is higher. This effect is taken into account in
eq. 2.1 by the density correction term δ(βγ).
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Figure 2.1: Mean excitation energy I for elements referred by their atomic number Z.
The curve labeled NIST data are experimental values from [84], the curves labeled as
Bloch and Shwartz are for eqs. 2.3 and 2.4 respectively.

At high energy, which is our usual study case in this work, this correction term tends
to the well know formula

δ(βγ)→ ln(h̄ωp/I) + ln(βγ)− 1/2, h̄ωp =

√
ne2

meε0
. (2.5)

Where h̄ωp is the plasma energy of electron in the given medium, with n the electron
density.

Stochastic fluctuations of energy loss
As stated before the Bethe formula describes the mean energy loss in a medium. In a
detector, measurements are done via the total energy loss ∆E over a medium of thickness
∆x with

∆E =
N∑
n=1

δEn (2.6)

with N the total number of collision and δEn the energy loss at the nth collision. Both
the total number of collisions N and local energy loss are stochastic variables. The energy
loss during a collision δE follows a Landau distribution [64], see figure 2.3. This Landau
distribution exhibits that the most probable value is quite different than the mean value,
mainly due to large fluctuations at high energy loss.

Total energy loss
Figure 2.4 shows the total energy loss for muon in copper absorber. The part of the
plot labeled Bethe corresponds to the energy loss given by the Bethe formula eq. 2.1,
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Figure 2.2: Mean energy loss for different incident particle and numerous mediums
(from [85]).

0 20 40 60 80 100

Energy loss δE (arbitrary)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

Most probable value

< δE >

Figure 2.3: Arbitrary Landau distribution for energy loss. The most probable value and
the mean value for energy loss are indicated.
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Figure 2.4: The total energy loss for muon traversing copper absorber (from [85]). The
vertical bands delimit the different regime for the energy loss.

both curves shows the energy loss with and without the density correction term δ. The
right hand part of the plot corresponds to the energy loss by radiative processes (mainly
Bremsstrahlung). The critical energy Ec corresponds to the point where the ionisation
and excitation loss is equal to the radiative loss

− dE
dx (Ec)

∣∣∣∣
ionisation

= − dE
dx (Ec)

∣∣∣∣
radiative

. (2.7)

For electrons and positons, it can be approximated through this parametrisation [41]

Ec = 610MeV
Z + 1.24 for solids,

Ec = 710MeV
Z + 0.92 for gases.

(2.8)

The left hand part of figure 2.4 corresponds to loss for low energy, where we have to
consider that the atomic electrons are not stationary (shell corrections).

2.2 The Photo-Absorption Ionisation model (PAI)
In order to simulate the signal of a RPC we need precise knowledge of the initial ionisation.
As the Bethe formula gives only the mean energy loss we need more precise models that
gives the distribution of individual ionisations at a microscopic level along the track of the
incident particle.

It is now commonly supposed that the rate of ionisation from a fast charged particle
traversing a gas depends on two things [66, 40, 8, 97]:

• the cross-section of ionisation of the gas atoms by real photons. Indeed the inter-
actions of the incident charged particle with the atoms is of electromagnetic nature
and thus mediated by quasi-real photons.

• the dielectric constant, which describes the electromagnetic behaviour of the medium.
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The model used in most simulation to compute the initial ionisation in a gas by a charged
particle is called the Photo-Absorption Ionisation (PAI) model, first developed by Allison
and Cobb [8] in 1980. It gives the cross-section of the energy transfers from the particle
to the gas.

We can describe this model by a simplified approach with classical electrodynamics.
We won’t detail all the calculation steps nor the derivation of all the equations as it involves
a lot of complex algebra not relevant here.

We consider a dielectric and non-magnetic medium with permittivity ε. When a
charged particle goes through this medium with velocity ~βc, it locally polarises the atoms
and thus produces an electric field. This electric field ~D = ε~E with the associated charge
density ρ = eδ(~r − ~βct) and current density ~J = ~βcρ describes electromagnetically the
movement of the fast charged particle in the medium.

Working in SI units, the Maxwell’s equations in this medium may be written as

~∇ · ~H = 0 ~∇× ~D = −∂
~B
∂t

(2.9a)

~∇× ~H = ~J + ∂ ~D
∂t

, ~∇ · ~D = ρ. (2.9b)

This electric field is associated to the charge density and current describing the passage
of a charged particle

ρ = eδ(~r − ~βct); ~J = ~βcρ. (2.10)

In the Coulomb gauge the vector and scalar potentials are defined through

~E = −~∇φ− ∂ ~A

∂t
; ~H = ~∇× ~A; ~∇ · ~A = 0. (2.11)

Using Fourier transforms, we now have an expression for the potentials and thus for the
electric field [8]

φ(~k, ω) = 1
4πε0

· 2e
εk2 δ(ω − ~k · ~βc), (2.12a)

~A(~k, ω) = 1
4πε0

· 2e
c2
ω~k/k2 − ~βc

εω2/c2 − k2 δ(ω − ~k · ~βc), (2.12b)

~E(~r, t) = 1
(2π)2

∫∫ [
iω ~A(~k, ω)− ikφ(~k, ω)

]
exp
{
i
(
~k · ~r − ωt

)}
d3k dω (2.13)

The energy loss by the moving particle is the work done by the Lorentz force ~F = e~E
exerted on the particle itself (with ~F being in the opposite direction of the velocity ~βc) [65]〈

dE
dx

〉
= e~E(~βct, t) ·

~β∣∣∣~β∣∣∣ . (2.14)

Using the expression for the electric field eq. 2.13, we obtain

〈
dE
dx

〉
= 1

4πε0

e2i

2π2β

∫∫  ω
c2

ω~k·~β
k2 − β2c
εω2

c2 − k2
−
~k · ~β
k2ε

δ(ω − ~k · ~βc)ei(~k~βc−ω) d3k dω . (2.15)

The complex dielectric constant is defined by ε = ε1 + iε2 where ε1 and ε2 describe the
polarisation and absorptive properties of the medium. Figure 2.5 shows the evolution of
the real and imaginary part of ε as the function of the photon energy. Combining positive
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Figure 2.5: The complex dielectric constant ε = ε1 + iε2 as a function of the photon
energy for Argon (from [7]). The upper graph represents the absorptive part ε2 expressed
as photon range and the bottom one shows ε1 − 1 with ε1 being the polarisation part.

and negative frequencies, eq. 2.15 becomes (details of the full derivation are in [8])

〈
dE
dx

〉
= − 1

4πε0

2e2

πβ2

∫ ∞
0

dω
∫

dk
[
ωk
(
β2 − ω2/k2c2)Im( 1

εω − k2c2

)
− ω

kc2
Im
(

1
ε

)]
.

(2.16)
The only unknown parameter in eq. 2.16 is the complex permittivity ε, and more

specifically the absorptive part ε2. This quantity is conveniently expressed in terms of the
generalised oscillator strength density f(k, ω)

ε2(k, ω) = 2π2Ne2

mc
f(k, ω), (2.17)

where N is the atom density. This function f(k, ω) dω represents the fraction of electrons
coupling to the field with frequencies between ω and ω+ dω for a given wave number k [8,
52]. It can be expressed as a function of the photo-absorption cross-section σγ(ω), which is
a measurable quantity. So the absorptive part of the complex permittivity can be written
as

ε2(k, ω) = Nc

ω

[
σγ(ω)H

(
ω − h̄k2

2m

)
+ δ

(
ω − h̄k2

2m

)∫ ω

0
σγ(ω′) dω′

]
, (2.18)

with H(x) the Heaviside function. The first and second terms of eq. 2.18 represent respec-
tively the resonance and quasi-free part of the oscillator strength. The polarisation and
absorptive part of ε are related by the Kramers-Kroning relation [8, 55]

ε1 = 1 + 2
π
P
∫ ∞

0

x ε2(x)
x2 − ω2 dx . (2.19)
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Injecting eq 2.18 in eq. 2.16 we obtain an expression for the energy loss [97, 8, 9]〈
dE
dx

〉
= 1

4πε0

e2

β2c2π

∫ ∞
0

[
Ncσγ(ω) ln

[(
1− β2ε1

)2 + β4ε2
2

]−1/2

+ω
(
β2 − ε1

|ε|2

)
arg(1− β2ε∗) +Ncσγ(ω) ln 2mec

2β2

h̄ω

+ 1
ω

∫ ω

0
σγ(ω) dω

]
dω .

(2.20)

We now interpret the energy loss semi-classically in terms of discrete collisions with
energy transfer E = h̄ω [8, 7].〈

dE
dx

〉
= −

∫ ∞
0

NE
dσ
dE h̄dω (2.21)

with N the number of atoms per unit of volume and dσ
dE the differential cross-section of

the energy transfer from the particle to the medium. Equalling with eq. 2.20, we get an
expression for the differential cross-section

dσ
dE = α

β2π

σγ(E)
E

ln

 1√
(1− β2ε1)2 + β4ε2

2

+ 1
Nh̄c

(
β2 − ε1

|ε|2

)
arg(1− β2ε∗)

+ σγ(E)
E

ln 2mec
2β2

E
+ 1
E2

∫ E

0
σγ(E1) dE1

)
.

(2.22)

With α = e2/4πε0h̄c is the fine structure constant. Eq. 2.22 is composed of four distinct
terms:

• If we re-express β′ = v/u = β
√
ε and γ′ = (1 − β′2)1/2 = (1 − β2ε)1/2 with the

velocity of light in the medium u(ω) = c/
√
ε, we can recognize in the first term

(with ε2 = 0) the factor ln
(
γ′2
)
responsible for the relativistic rise and saturation

of the cross-section [8, 7].

• The second term in eq. 2.22 refers to the Cherenkov radiation [66, 8]:

N

(
dσ
dE

)
Č

= α

h̄c

(
1− ε1

β2|ε|2

)
= α

h̄c
sin2 θČ. (2.23)

• The third term comes from the resonance at energy transfer E.

• The fourth term is the Rutherford scattering concerning the quasi-free atomic elec-
trons at energy transfer E. As σγ falls approximatively as E−2.5 and because of the
Thomas-Reiche-Kuhn sum rule [8, 97]∫ ∞

0
σγ(E) dE = 2παZ

me
(2.24)

this term converges to pure Rutherford scattering 1/E2. In case of hard collisions
the other terms vanishes and the cross-section is only driven by the Rutherford
term [97]. This is the main process of production of δ-electrons. They are energetic
and heavily scattered electrons, who may induce ionisation on their own. They are
responsible for the tails in the probability of the number of electrons freed from the
ionisation of a fast charged particle.
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One could notice that the Cherenkov term does not depend on σγ . This is expected
since Cherenkov radiations are produced by the whole medium rather than individual
atoms.

In order to use eq. 2.22, we only need to know the photo-absorption cross-section of
the considered medium. Such experimental data are now available for a large panel of
media, and mostly centralised in database of the HEED simulation program [97].

Figure 2.6: An example calculation with the PAI model for Argon as a function of the
energy transfer. The upper graph is the experimental photo-absorption cross-section σγ ,
the bottom one is the PAI cross-section in the case β = 1. The upper unshaded curve is
the contribution of the first two terms of eq. 2.22, the shaded term is from the third term
and the lower unshaded part represent the Rutherford scattering. (From [8], part of figure
6.)

Figure 2.6 shows an example calculation of the PAI model in Argon gas as a func-
tion of the energy. The contribution of the K, L and M shells are clearly visible on the
photo-absorption cross-section plot. The bottom part of the figure represents dσ/dE from
eq. 2.22 in the limit case β = 1. For this plot, from bottom to top, the areas under the
curve represents the Rutherford Scattering, the third term in eq. 2.22 (resonance term)
and the first two terms. We can clearly see that the Rutherford scattering produces a
background under the other parts that grows with energy transfer E.

At the practical application of this model for the description of the signals from gaseous
detectors one usually assumes that the amount of ionisation created after each energy
transfer is approximately proportional to the transferred energy with some fluctuations.
So in the end the ionisation distribution, ie the number of electron-ion pairs produced n,
by an energy deposit ∆ is given by

∆ = niW (2.25)

with W the mean work per pair production. This value depends only on the medium
(density, composition ...) and the nature of the incident particle [54]. For example, in
Argon W = 26.4 eV for 5.30 MeV α-particle, meaning we’ll have a cluster containing
ni > 1 electron-ion pair for an energy transfer ∆ > 26.4 eV.

It is also interesting to note that W is greater than the ionisation potential I. This
means that for argon an average of W − I = 10.6 eV is dissipated in various processes at
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the ionisation threshold.

2.3 Secondary particles and the Photo-Absorption
Ionisation with Relaxation model (PAIR)

The PAI model has been widely used for many calculations about primary ionisation
in gaseous detectors. It also has been implemented in Monte-Carlo simulation framework
(such as GEANT3, GEANT4, Garfield ...). But this model is not sufficient if one is interested
in the simulation of the detailed emission of secondary particles, as it only gives the energy
transfer.

Secondary particles
The energy of the emitted secondary particles will depend on the atomic shell that have
absorbed the transferred energy (or at least a part of it). If one assumes that the interaction
is undergone by a single atomic electron rather than the whole atom itself, the ejected
photo-electron carries an energy equals to the transferred energy minus the binding energy
of the corresponding atomic shell.

This leaves the atom in an excited state, with one or more vacancies in its electronic
shells. Those vacancies can be filled either by the emission of fluorescence photon or
by relaxation Auger electrons. Those photons and electrons are considered as secondary
particles and can lead to additional excitations or ionisations in the gas.

The Photo-Absorption Ionisation with Relaxation model
The cross-section for the transferred energy E described by the PAI model in eq. 2.22
gives only the probability for an incident particle to interact with the whole atom rather
than a single atomic electron. So in order to modelise the emission of secondary particles
eq. 2.22 has to be modified.

Smirnov [97] has introduced such a modification in the PAI model. If we keep the
assumption that the transferred energy is absorbed by single atomic shells, eq. 2.22 has
to be reinterpreted to take this into account. This model is called the Photo-Absorption
Ionisation with Relaxation model (PAIR), in reference to the original PAI.

As eq. 2.22 depends on the photo-absorption cross-section of the whole atom, this term
is modified to take into account absorption by atomic shells. It is reinterpreted by a sum
of partial cross-sections, each corresponding to a particular shell [97]

σγ(E)→ f(na)σγ(E,na, ns) (2.26)

where na and ns denote respectively the corresponding atom and shell. f(na) is the
fraction of the atom of a given species na in the gas with the straightforward condition

∑
na

f(na) = 1 . (2.27)

According to [97] the cross-section of the energy transfer from the particle to a particular
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shell of an atom, above ionisation threshold, is given by

dσ(E,na, ns)
dE = α

β2π

f(na)σγi(E,na, ns)
E

ln

 2me c
2 β2

E
√

(1− β2ε1)2 + β4ε2
2


+H(E − Imin)f(na)σγi(E,na, ns)

σ̄γ(E)
1

Nh̄c

(
β2 − ε1

|ε|2

)
arg(1− β2ε∗)

+H(E − I(na))R(E)×
∫ E

0
f(na)σγ(E1, na, ns) dE1

)
(2.28)

where H(x) is the Heaviside function. There are several key differences with the original
PAI equation. The first and third terms from eq. 2.22 have been merged into one and
only the ionisation part of the photo-absorption cross-section, noted σγi is taken into
account. Concerning the second term in eq. 2.22 related to Cerenkov radiation, it does
not depend on σγ as it is a result of the whole media rather than specific atoms. As eq. 2.28
treats only ionisation, this term is neglected below the minimum ionisation threshold of
the medium Imin. Above ionisation threshold this term can no longer be interpreted as
Cerenkov radiation and becomes numerically small (yet doesn’t completely vanish); so it
is distributed uniformly among the shells, where σ̄γ is the mean photo-absorption cross
section

σ̄γ =
∑
na,ns

f(na)σγ(E,na, ns) . (2.29)

Concerning the Rutherford term, the 1/E2 has been reinterpreted in a more precise form
as it is only an approximation [97, 99, 17]

R(E) = 1
E2

(
1− β2E

Emax

)
,

Emax = 2 Tmax
(1− β2)

(2.30)

with Tmax eq. 2.2. This term also depends on the total photo-absorption cross-section σγ
(not the ionisation part) in order to retrieve the correct asymptotic behavior [97].

This model has been implemented in the HEED simulation program and is part of the
simulation framework GARFIELD [38].

With the PAIR model one can modelise the absorption of the interaction energy by
atomic shells, thus providing the means to compute the relaxation cascade of an atom
left in an excited state because of the vacancies in its atomic shells. Most of the time the
relaxation happens through emission of Auger electrons, as the probability of fluorescence
is usually small [97]. If we consider a photo-ionisation in the K shell, the relaxation process
follows such pattern [41]:

• If we consider the photo-ionisation occurred in the K shell (with binding energy
EBK ), the hole in this shell is then filled by an electron of the L shell (with binding
energy EBL). The excitation energy EBK − EBL is transfered to an electron of the
L shell and if EBK − EBL > EBL this electron is knocked out of the electron with
an energy EBK − 2EBL .

• The two vacancies left in the L shell are then filled by the same process from the M
shell, with the emission of two Auger electrons carrying an energy EBL − 2EBM .

In the HEED simulation program the vacancy in any given shell is filled by an electron
from the next shell with an Auger electron emitted from that next shell. Then the two
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vacancies left in the next shell are filled by the outermost shell with another two Auger
electron emitted [97].

Figure 2.7 shows the photo-absorption cross-section, as parametrised in the HEED
database, for Argon, Neon, Helium and Xenon. For the Argon (fig. 2.7a) one clearly
sees the rise of the cross-section on K, L and M shells (as expected we get the same be-
haviour than figure 2.6). Helium has only its first shell populated so one cannot distinguish
any specific rise on its cross-section on figure 2.7c. Same idea for Neon as it doesn’t have
a M shell, on figure 2.7b there is only the rise due to the L shell. For Xenon, figure 2.7d,
it becomes harder to distinguish the contributions from the individual shells. Figure 2.8
presents the photo-absorption cross-section for two gaseous mixtures commonly found in
RPC. In this case it is also hard to tell the contribution from individual shells. One can
remark that the cross-sections are very similar for the two compounds, the subtle vari-
ances between the two curves arise from the difference in proportion of C2H2F4 as it is
the ionising gas of the mixtures, ie the gas which has the lowest ionisation potential.
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Figure 2.7: Photo-absorption cross-section for some noble gases. Plotted with the HEED
database.

The Jesse-Sadauskis effect
When small amounts of some other gases are added to an original mixture, there may be
an increase in the amount of ionisation produced by the passage of a charged particle of
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Figure 2.8: Photo-absorption cross-section for two gaseous mixtures commonly used in
RPC. Plotted with the HEED database.

given energy. There is a correlation between the increase of ionisation and the ionisation
potential and quantity of the foreign species. This phenomena is called the Jesse-Sadauskis
effect [54, 57].

Simply put, the ionisation potential of a given gas is reduced when traces of a specie
with a lower ionisation potential is present, as shown by figure 2.9. Then the excitation of
one atom can give rise to ionisation of another atom with a smaller ionisation potential.
This is only an over-simplification of the phenomena as one can see on figure 2.10, where a
negative Jesse-Sadauskis effect is observed when Neon is added to Helium withWHe = 45.2
eV and WNe = 39.3 eV.

Figure 2.9: Relative ionisation as a function of impurities concentration (from [54]).

As one can remark in eq. 2.28 we do not take into account the contribution to the cross-
section below the ionisation threshold, but excitation will still have an impact indirectly as
it has an influence on the complex dielectric constant calculation. This is an approximation
since the Jesse-Sadauskis effect can produce excitation-induced ionisation.
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Figure 2.10: Evolution of the mean work per pair production for Helium with different
impurities in various proportion as a function of gas pressure (1 torr = 133 Pa) (from [54]).

2.4 Primary ionisation distribution
Figure 2.11 shows the distribution of energy loss and the number of electrons produced
by the passage of a 5 GeV/c muon in 0.12 cm of Argon, Helium and an RPC mixture
C2H2F4/i-C4H10/SF6 96.7%/3%/0.3%. As one could expect from the Bethe formula
(eq. 2.1) both histograms follow a Landau distribution in the three cases.

Due to their electronic structure the range of energy loss in Argon is very restrained
(2 and 0.15 KeV respectively), as well as the distribution of the number of electrons
produced. As helium atoms have their only shell fully populated, the probability for an
energy transfer from the incident particle is quite small (see figure 2.11b), and when it
occurs the energy lost is small. Therefore the distribution of electron produced in Helium
is particularly narrow and most of the time no electrons are freed.

The RPC mixture (C2H2F4/i-C4H10/SF6 96.7%/3%/0.3%) presents a much wider
range of energy loss and therefore bigger probability for electron production, with a most
probable value around 17.
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Figure 2.11: Distribution of the energy loss and the number of electrons produced by
the passage of a 5 GeV/c muon in argon, helium and a mixture composed of C2H2F4/i-
C4H10/SF6 96.7%/3%/0.3%. Computed with HEED.
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Chapter 3

Electronic avalanches in gases

3.1 Choice of gaseous mixture
The gaseous mixture is one of the most vital part of an RPC as it influences many key
characteristics; so it has to be chosen accordingly to usage. The mixture will have a strong
impact on the primary ionisation, the amount of energy lost by a charged particle when
it crosses the detector (see chapter 2). It will also impact the avalanche development and
propagation that will be discussed further in this chapter.

Usually a gaseous mixture is composed of 3 gases, each one having its purpose:

1. an ionising gas, typically ∼ 95% for RPCs. This is usually a gas with a low ionisation
potential to produce electrons;

2. a UV quencher gas, typically ∼ 4% for RPCs. It is used to absorb photons, in order
to avoid the development of secondary avalanches started by photon and so avoiding
false-positives;

3. an electron quencher gas, typically ∼ 1% for RPCs. It is added in very small
quantity to contain the avalanche and prevent it to spread and develop too much in
order to suppress streamers and sparks.

A RPC gaseous mixture will vary on its composition depending on the target rate capa-
bility or the background noise tolerance. Nowadays one of the most common mixture used
in High Energy Physics detectors is composed of Tetrafluoroethane (also denominated as
forane R134a) C2H2F4 as ionising gas, iso-butane i-C4H10 as photon quencher and Sul-
phur hexafluoride SF6 as electron quencher. It is the mixture used by the single-gap muon
trigger system at CMS, ATLAS and ALICE at LHC, in the proportion 95.2%/4.5%/0.3%,
94.7%/5%/0.3% and 89.7%/10%/0.3% respectively [29, 28].

The use of F-based gas will become limited or even banned in the near future by
demand of new European regulations for environment protection. The impact of such
gases on the greenhouse effect is quantified by the Global Warmth Potential (GWP),
normalised to the effect of CO2 (GWP= 1). The European Community has prohibited
the production and use of gas mixtures with GWP > 150. The C2H2F4 and SF6 gases
expose a GWP of 1430 and 29800 respectively and have to be replaced. Tetrafluoropropene
(HFO) is currently investigated to replace those gases as it presents a GWP of 4. However
it currently cannot be used as the sole replacement in already active RPC as it cannot reach
the same efficiency and quenching capacity than forane and SF6 [14, 13, 63]. Furthermore
the lack of study of HFO in the frame of High Energy Physics detectors and its non-
existence in simulation program database such as Magboltz or HEED make the modelisation
of RPC using this particular gas, as of today, impossible.
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In this thesis we have been working mainly with the mixture used by the sDHCAL
prototype of the CALICE collaboration [20] composed of forane, CO2 (which is a common
alternative to isobutane) and SF6 in the proportion 93%/5%/2%. Otherwise indicated,
this will be the default gaseous mixture used for our results.

3.2 Cluster distribution
As a first step in simulating a gaseous detector, one has to know the amount of ionisation
deposited in the gas by the incident particle. The various processes occurring during an
ionisation event have been discussed in chapter 2. We use the HEED simulation software [98]
to modelise the primary ionisation produce by the passage of a charged particle through
the detector.

By moving through the gas, a charged particle will provoke ionisation along its track.
At each ionisation event we will have the production of electron clusters containing one
or more electrons, depending on the amount of energy lost by the particle during the
interaction (see eq. 2.28). So the amount of primary ionisation deposited in the detector
can be characterized by the cluster density, ie the number of clusters produced by unit of
length, and the probability distribution of the number of electrons per cluster.
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Figure 3.1: The cluster density for different gases, produced by the passage of muons.

Figure 3.1 presents the cluster density for different gases and gaseous mixtures pro-
duced by incident muons. As it is expected the curves exhibit the same behaviour as the
energy loss given by the Bethe formula (see figure 2.2). In average a minimum ionising
muon will produce 75 clusters per centimetre in commonly used RPC mixture. The fig-
ure 3.2 shows the probability distribution of the number of electrons freed by the passage
of a muon with p = 5 GeV/c in 0.12 cm of several gases. As one can remark, most of the
time there is only one electron produced (around 95% probability in helium and argon,
and around 80% for both RPC mixtures). Except in helium, all distributions present small
bumps which are directly related to the resonances due to the electronic structure of atoms
in the photo-absorption cross-sections (see figures 2.7 and 2.8). As the photo-absorption
cross-section of helium is smooth, so is its distribution.
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Figure 3.2: Distribution of the number of electrons produced by the passage of a 5
GeV/c muon in 0.12 cm of argon, helium and two RPC mixtures. Values are computed
with HEED.

To summarise, the passage of a 5 GeV/c muon in 0.12 cm of a commonly used RPC
gaseous mixture will produce on average about 8.5 clusters containing between 1 and 2
electrons, so an average total between 10 and 25 electrons freed in the gas.

3.3 Electronic avalanche development and propa-
gation

In this section we will discuss the model used for the avalanche development and its
propagation in a RPC.

3.3.1 Electron multiplication and attachment
Each electron freed by the passage of a charged particle will drift under the influence of
the electric field and multiply by interacting with gas molecules, leading to an electronic
avalanche that will grow until it has reached the RPC’s anode. For each electron there is
a probability to multiply and a probability to get attached to a gas molecule. If we make
the assumption that the ionisation probability is independent of the history of previous
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collisions, the avalanche can be characterised by the Townsend coefficient α and attach-
ment coefficient η. These two parameters represent in some way the mean free path for
ionisation and attachment. Figure 3.3 shows the evolution of both coefficients with the
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Figure 3.3: Townsend and attachment coefficients for two RPC mixtures, for T = 296.15
K and P = 1013 mBar, computed with Magboltz [16].

electric field. If we consider one electron, the probability that it multiplies is simply αdz,
and the probability that it gets attached is ηdz. This can be generalised to any number
of electrons, as shown in eq. 3.1.

n = 1→ n = 2 αdz n = 1→ n = 0 ηdz
n = 2→ n = 3 2αdz n = 2→ n = 1 2ηdz
n = 3→ n = 4 3αdz n = 3→ n = 2 3ηdz

...
n→ n+ 1 nαdz n→ n− 1 nηdz

(3.1)

So if we consider an avalanche containing n electrons at position z, then the probability
that it contains n+1 electrons at z+dz is nα dz. With the same arguments, the probability
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that one electron gets attached is nη dz. Then the average number of electrons n̄ and
positive ions p̄ are given by the relations [76, 90]

dn̄
dz = (α− η) n̄, (3.2)

dp̄
dz = αn̄. (3.3)

With the initial conditions n̄(0) = 1 and p̄(0) = 0 those equations yield

n̄ (z) = e(α−η)z, (3.4)

p̄ (z) = α

α− η

(
e(α−η)z − 1

)
. (3.5)

Then the average number of negative ions is p̄− n̄ due to the total charge conservation in
the process.

Now that we have an expression for the average number of electrons produced by an
incident particle, we need the statistical distribution for the expected number of electrons.
Different models for the stochastic nature of avalanche multiplication have been proposed
and studied in the past 60 years.

The Furry model

A simple model has been used in the 50’s where no attachment was considered. It is
actually derived from a model proposed in 1937 by Furry to study the fluctuation of the
size of electromagnetic cascades from cosmic-rays in lead (γ → ee, e → γe processes),
which shares the same mathematical structure of a Townsend avalanche (e→ ee) [37]. In
this model we consider that the probability for an electron traversing the distance dt to
multiply into two electrons is simply dt = α dz.

With this assumption we can write the differential equations for the probabilities to
have 1, 2, · · · , n electrons at position t

d
dtP (1, t) = −P (1, t),
d
dtP (2, t) = −2P (2, t) + P (1, t),

...
d
dtP (n, t) = −nP (n, t) + (n− 1)P (n− 1, t).

(3.6)

The first equation means that between t and t + dt the probability of having still one
electron has diminished by dt times the initial probability P (1, t). With the same idea
for the second, we have a diminution of the probability with a factor 2 because there is
2 electrons that can initiate an avalanche on distance dt but also we can get 2 electrons
from 1 hence the positive contribution of P (1, t). The n-th order can be inferred from the
pattern described by the previous equations.

Using the boundary conditions P (1, 0) = 1 and P (n, 0) = 0 for n > 1 and by successive
integration we have

P (1, t) = e−t; P (2, t) = e−t(1− e−t); · · · ; (3.7)

and with mathematical induction we get

P (n, t) = e−t(1− e−t)n−1. (3.8)
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Replacing t by αz eq. 3.8 becomes

P (n, z) = n̄−1(1− n̄−1)n−1, (3.9)

with n̄ = eαz the average number of electrons when no attachment is considered. In the
case n̄� 1 eq. 3.9 can be approximated to

P (n, z) = n̄−1e−
n
n̄ (3.10)
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Figure 3.4: Probability for an electron to multiply to n electrons according to the Furry
model (eq. 3.9), for δz = 2.4 µm

The Furry formulation indicates that the probability to have an avalanche of size n
decreases exponentially and that the fluctuations of n around the average n̄ are important.
The most probable value is n = 1 at a given distance dz. This is shown on figure 3.4. This
is not an intuitive result but becomes clear from the schematic description of figure 3.5.
For this simplified case we set dz = 1. Then for any electron the probability to multiply is
α and the probability of no multiplication is 1− α. Thus, after 4 steps and starting with
one electron, we have

P (n = 4) = α3,

P (n = 3) = 3α2(1− α),
P (n = 2) = 3α(1− α)2,

P (n = 1) = (1− α)3.

(3.11)

If we take an infinitesimal distance drifted between two steps δz, then the probability for
ionisation is small so that we can neglect the successive powers of α. Eq. 3.11 simplifies
to

P (n = 4) ∼ 0,
P (n = 3) ∼ 0,
P (n = 2) = 3α,
P (n = 1) = 1− 3α.

(3.12)
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Figure 3.5: Schematic representation of an electron multiplication according to the Furry
model. We simplified the process by taking dz = 1 so dt = α.

And the most probable value is for n = 1. This makes sense because if the most probable
value was for n > 1 then the avalanche growth would be tremendous and the number of
electrons quickly would explode.

It is also important to notice that we consider that each electron has the same proba-
bility to ionise while traversing the distance dz, and that this probability is independent
of the path travelled from the previous ionizing collision. This last assumption leads to
the condition that distance s = Ui/E, the minimum distance for an electron in an electric
field E to gain enough energy for ionising the molecule with an ionising potential Ui, has
to be small before the mean free path for ionisation x0 = 1/α [39].

The Polya distribution

During the avalanche, the number of charge may become important enough to disturb the
locally multiplication mechanisms. This is not taken into account in the Furry model. An-
other model for avalanche multiplication uses a Polya distribution (negative binomial dis-
tribution). In this model the probability of ionisation depends on the size of the avalanche
itself, thus taking into account the perturbation of the multiplication processes. The
Townsend coefficient is simply redefined as [32]

α(n, z) = α(z)
(

1 + θ

n

)
, n > 0 (3.13)

where θ is an empirical parameter. Then the probability to have an avalanche of size n at
position z is

P (n, z) = (1 + θ)
n̄

1
θ!

(
(1 + θ)n

n̄

)θ
e−

(1+θ)n
n̄ (3.14)

The limit case θ → 0 leads to the Furry distribution eq. 3.10.
It was pointed out that the dependence of the size of the avalanche in the probability

of ionisation lacks physical interpretation [77, 90]. Eq. 3.14 doesn’t take into account
attachment processes, just as the Furry model eq. 3.9. Also the presence of empirical
parameter that needs to be fine-tuned to existing data is incompatible with our objective of
a full RPC simulation, relying on only physical mechanisms and not on ad-hoc parameters.
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The Riegler-Lippmann-Veenhof model

In this work we use another model described by Riegler, Lippmann and Veenhof [77, 90]
which is a continuation of the model of avalanche in electro-negative gases developed by
Legler [76]. This is an expansion of the Furry model where we consider the attachment
process.

In this model the probability P (n, z) for an avalanche started by one electron to contain
n electrons after the propagation on the distance z is defined through

P (n, z) = P (n− 1, z) (n− 1)αdz (1− (n− 1) ηdz)
+ P (n, z) (1− nαdz) (1− nηdz)
+ P (n, z)nα dz nη dz
+ P (n+ 1, z) (1− (n+ 1)αdz) (n+ 1) ηdz.

(3.15)

This equation gives the possibilities to have n electrons at z+ dz. The first line represents
the probability there is n−1 electrons, one multiplies and none gets attached. The second
line gives the probability there is n electrons at z, none multiplies and none gets attached.
It is the same case for the third line where one electron multiplies and another one gets
attached. Finally the fourth line is the probability to have n + 1 electrons at z and one
gets attached and none multiplies. From there the differential probability can be derived,
and limiting at the first order of dz we have

dP (n, z)
dz = −P (n, z)n (α+ η) + P (n− 1, z) (n− 1)α+ P (n+ 1, z) (n+ 1) η. (3.16)

One can recognise in eq. 3.16 the differential equations of the Furry model (eq. 3.6) if we
put η = 0 and define dt = α dz.

From eq. 3.16 we can derive the general formulation for the probability for an avalanche
of size n at position z [90, 76]

P (n, z) =

 k n̄(z)−1
n̄(z)−k , n = 0

n̄(z)
(

1−k
n̄(z)−k

)2 (
n̄(z)−1
n̄(z)−k

)n−1
, n > 0

(3.17)

where n̄(z) is still from eq. 3.4, k = η
α and its variance is

σ2(z) =
(

1 + k

1− k

)
n̄(z) (n̄(z)− 1) . (3.18)

In the case α = η or α = 0 distribution from eq. 3.17 becomes undefined [77, 90].
These two cases are important when we consider the space-charge effects. For α = η the
probability distribution becomes

P (n, z) =
{ αz

1+αz , n = 0
1

(1+αz)2

(
αz

1+αz

)n−1
, n > 0

(3.19)

and its variance is
σ2(z) = 2αz. (3.20)

For α = 0 the probability distribution becomes

P (n, z) =
{

1− e−ηz, n = 0
e−ηz, n = 1 (3.21)

and its variance is
σ2(z) = e−2ηz (eηz − 1) . (3.22)
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In this case the probability for n > 1 is null as α = 0, ie the probability for ionisation is
null.

From eqs. 3.17, 3.19 and 3.21 we can generate random numbers to simulate the mul-
tiplication and attachment of electrons. To generate a random number from eq. 3.17 we
use

n =

 0, s < k n̄(z)−1
n̄(z)−k

1 + ln
(

(n̄(z)−k)(1−s)
n̄(z)(1−k)

)
1

ln
(

1− 1−k
n̄(z)−k

) , s > k n̄(z)−1
n̄(z)−k

α, η > 0 (3.23)

where s is a random number in the interval [0, 1). In the same way, to generate a random
number from eq. 3.19 we use

n =
{

0, s < αx
1+αx

1 + ln [(1− s) (1 + αx)] 1
ln( αx

1+αx) , s > αx
1+αx

α = η. (3.24)

And to generate a random number from eq. 3.21 we use

n =
{

0, s < e(−ηx)

1, s > e(−ηx) α = 0. (3.25)

3.3.2 Electron diffusion and drift
The energy distribution of a free electron cloud in a gas follows a Maxwell-Boltzmann
distribution with a mean defined by the thermal energy of the cloud

〈E〉 = 3
2kT (3.26)

with k the Boltzmann constant and T the temperature of the gas in Kelvin. The diffusion
that undergoes a free electron in a gas is due to random collisions with the gas molecules.
If the gas is not influenced by an electric field, then the diffusion is isotropic and follows
a Gaussian distribution. An initial point-like electron cloud at ~r0 will follows, at time t,
the density distribution [77]

ϕ(~r, t) = 1(√
2πσ(t)

)3 exp
(
−(~r − ~r0)2

2σ2(t)

)
. (3.27)

The sigma of this distribution is defined by

σ2 = 2Dt (3.28)

with D being the mass diffusivity in m2/s (SI units).
When a constant electric field is applied to the gas, the electron cloud undergoes a

constant drift motion in addition to the thermal diffusion. When there is no magnetic
field, as it is the usually case in RPCs, the motion direction follows the electric field lines.
From a microscopic point of view an electron will move under the influence of the electric
field and collide with gas molecules. Between two collisions this electron drifts on the
distance δz and gains a kinetic energy T = e0 | ~E| δz, with e0 being the electron charge
and | ~E| the intensity of the electric field. After the collision, the electron is slowed down
and some of its energy is lost. In the same way, the electron will gain energy until the
next collision, then will be slowed down again and so on. On a macroscopic scale, one
will observe an electron moving with a constant velocity vD, which is the velocity of the
electron averaged over a large number of collisions, which depends on E/p. This quantity
represents the electric field reduced by the gas pressure, it is a usual parameter to describe
RPC characteristics. Figure 3.6 shows the evolution of the drift velocity in two RPC
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Figure 3.6: Electron drift velocity in two RPC gaseous mixtures and pure C2H2F4. The
temperature of the gas is T = 296.15 K and the pressure P = 760 Torr.

mixtures with the electric field. Those values are computed with Magboltz 9.01 [16]. This
is a typical regime for drift velocity in RPCs, but this is not an universal behaviour for
gaseous detectors. For instance in drift chamber, on work in region vD is almost constant
with respect to E.

As the presence of an electric field implies the addition of a constant drift motion to
the thermal diffusion, the diffusion becomes anisotropic. We can separate it in two distinct
terms, a longitudinal term and a transverse term. We can assume a rotational symmetry
around the electric field axis for the electron cloud, and using cylindrical coordinates we
obtain from eq. 3.27 [77]

ϕ(r, z, t) = 1√
2πσLσ2

T

exp
(
−(z − z0)2

2σ2
L

− (r − r0)2

2σ2
T

)
. (3.29)

One can remark an additional factor 2π in the normalisation part of eq. 3.29. It comes from
the integration over φ because of the rotational symmetry. σL,T denotes the longitudinal
and transverse parts of the variance and is defined (from eq. 3.28)

σ2
L,T = DL,T t. (3.30)

Assuming a constant drift velocity we can introduce a new diffusion coefficient DL,T [77].
So with vD = l/t eq. 3.30 becomes σ2

L,T = 2DL,T l/vD = D2
L,T l with DL,T =

√
2DL,T /vD

in
√

m. Using this and separating eq 3.29 in two specific parts, we have

ϕL(z, t) = 1√
2πlDL

exp
(
−(z − z0)2

2D2
Ll

)
, (3.31a)

ϕT (r, t) = 1
D2
T l

exp
(
−(r − r0)2

2D2
T l

)
. (3.31b)

Both equations define the density distribution of an electron cloud in the longitudinal and
transverse plane (parallel and perpendicular to the electric field lines, respectively) due
to the diffusion of electrons with the gas molecules. Figure 3.7 is a plot of the diffusion
coefficients as a function of the electric field, computed with Magboltz 9.01.

36



0 20000 40000 60000 80000 100000 120000

Electric field [V.cm−1]

0.005

0.006

0.007

0.008

0.009

0.010

0.011

D
L

[√
cm

]

C2H2F4/CO2/SF6 93%/5%/2%

C2H2F4 100%

(a) Longitudinal diffusion coefficient

0 20000 40000 60000 80000 100000 120000

Electric field [V.cm−1]

0.004

0.006

0.008

0.010

0.012

D
T

[√
cm

]

C2H2F4/CO2/SF6 93%/5%/2%

C2H2F4 100%

(b) Transverse diffusion coefficient

Figure 3.7: Longitudinal and transverse diffusion coefficients for C2H2F4 93%/5%/2%
and pure isobutane C2H2F4. The pressure is P = 760 Torr and the temperature T =
296.15 K

3.4 Influence of an avalanche on the electric field

Each charged particle induces its own electric field. When the electron density inside
the detector becomes high enough, it influences the electric field applied between the
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plates, as it is illustrated by figure 3.8. This is the so called space charge effect. As a
consequence, the Townsend and attachment coefficients, but also the drift velocity and
the diffusion coefficients, are not uniform in the gas gap and this affects the development
of the avalanche.

Figure 3.8: Schematic view of an electronic avalanche during its propagation. The field
at the tip and bottom of the avalanche are stronger whereas the field at its core is reduced.
(From [78])

In order to get an estimation of such an effect on the total electric field, we can make
the rough approximation that all the charges lay in a sphere of radius rd. Using the Gauss
theorem, the electric field of this sphere is

E = e0 ne
4π ε0 r2

d

r = rd, (3.32a)

E = e0 ne
4π ε0 r2 r > rd. (3.32b)

Taking ne = 106 for the number of electrons and rd = 0.1 mm, we have E = 1.5 kV/cm
on the sphere’s surface. This represents about 3% of a typical RPC electric field, and
in a typical RPC mixture this yields a ∼ 14% change in the Townsend and attachment
coefficients [77].

In order to accurately take into account the space charge effect, we need to compute
the contribution to the total electric field from each charge in the gas.

3.4.1 Electric potential of a free point charge
In this section we will discuss an analytic solution for the electric potential produced by a
point charge in a three layer geometry, like an RPC. We won’t detail the derivation itself
as it is not relevant in this study. The full derivation can be found in [46].

We consider the RPC as an infinite plane capacitor, made of three homogeneous par-
allel dielectric layers. The figure 3.9 presents the geometry of the capacitor. The point
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Figure 3.9: Geometry of the three layers capacitor. The point charge Q is present at
position (x′, y′, z′). (From [47])

of observation is located at (x, y, z) and the point charge is located at position (x′, y′, z′).
The first and third layers in figure 3.9 correspond to the resistive plates of a RPC. The
second layer represents the gas gap located at g ≤ z ≤ 0, where g is the gap width.
The dielectric permittivity of each layer is defined by εi = ε0 εri , where εri is the relative
dielectric constant of layer i and ε0 is the vacuum dielectric constant. Using cylindrical
coordinates, the distance R between the point of observation located at ~r and the point
charge located at ~r ′ is defined by

R2 = |~r − ~r ′|2= (x− x′)2 + (y − y′)2 + (z − z′)2

= r2 − 2rr′ cos
(
φ− φ′

)
+ r′2 + (z − z′)2

= P 2 + (z − z′)2.

(3.33)

The potential of a point charge located in the second layer, i.e. the gas gap of a RPC,
with g ≤ z ≤ 0 follows [47, 46]

Φ
(
r, φ, z, r′, φ′, z′

)
= Q

4πε0

 1√
P 2 + (z − z′)2

− ε1 − ε2

(ε1 + ε2)
√
P 2 + (z + z′)2

− ε3 − ε2

(ε3 + ε2)
√
P 2 + (2g − z − z′)2

+ 1
(ε1 + ε2) (ε2 + ε3)

∫ ∞
0

dκJ0 (κP ) R (κ, z, z′)
D (κ)

]
.

(3.34)
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J0 is the Bessel function of order 0. The functions R (κ, z, z′) and D (κ) are given by

R
(
κ, z, z′

)
= (ε1 + ε2)2 (ε2 + ε3)2

[
eκ(−2p−2q+z−z′) + eκ(−2p−2q−z+z′)

]
− (ε1 + ε2)2 (ε2 − ε3)2 eκ(−4g−2q+z+z′)

− 4ε1ε2 (ε2 + ε3)2 eκ(−2q−z−z′)

− (ε1 − ε2)2 (ε2 + ε3)2 eκ(−2p−z−z′)

−
(
ε2

1 − ε2
2
)

(ε2 − ε3)2 eκ(−4g+z+z′)

+
(
ε2

1 − ε2
2
)

(ε2 + ε3)2
[
eκ(−2p−2q−z−z′) + eκ(−2p+z−z′) + eκ(−2p−z+z′)

]
− 4

(
ε2

1 − ε2
2
)
ε2ε3e

κ(−2p−2q+z+z′)

− 4 (ε1 + ε2)2 ε2ε3e
κ(−2p+z+z′)

+ (ε1 − ε2)2 (ε2
2 − ε2

3
)
eκ(−2g−z−z′)

+ 4ε1ε2
(
ε2

2 − ε2
3
)
eκ(−2g−2p−2q−z−z′)

+ (ε1 + ε2)2 (ε2
2 − ε2

3
) [
−eκ(−2g−2q+z−z′) − eκ(−2g−2p−z+z′) + eκ(−2g−2p−2q+z+z′)

]
+
(
ε2

1 − ε2
2
) (
ε2

2 − ε2
3
) [
eκ(−2g−2q−z−z′) − eκ(−2g+z−z′) − eκ(−2g−z+z′) + eκ(−2g−2p+z+z′)

]
,

(3.35)

and

D (κ) = (ε1 + ε2) (ε2 + ε3)
(

1− e−2κ(p+q)
)

− (ε1 − ε2) (ε2 + ε3)
(
e−2κp − e−2κq)

− (ε1 + ε2) (ε2 − ε3)
(
e−2κ(p−g) − e−2κ(q+g)

)
+ (ε1 − ε2) (ε2 − ε3)

(
e−2κg − e−2κ(p+q−g)

)
.

(3.36)

Eq. 3.34 is only valid for a point charge in the second layer described in figure 3.9 (ie
the gas gap). It doesn’t hold for a point charge in the first or third layer (ie the resistive
plates), the potential in these cases is described in [46]. Figure 3.11 shows an example of
the potential of a charge located in two different positions in the plane r = φ = 0 and
figure 3.10 is a 3d plot for a charge.

Eq. 3.34 is composed of four terms, one is the source charge and two are the mirror
charges. The derivation of the solution, in [46], implies the Green function associated to
the boundary conditions. The mirror charges are the geometrical solutions and are located
outside the volume of interest [55]. The interaction of the electric field from the mirror
charges and the source charge is analogous to the effect of the boundary conditions on
the source electric field. In our case this is the gas gap and so the mirror charges are
placed in the anode and cathode. The first term is the potential of a simple point charge
(source charge) situated at (r′, φ′, z′), the second and third terms describe the potential
of the mirror charges respectively at (r′, φ′,−z′) and (r′, φ′, 2g − z′). The fourth term
is numerically small. Its aim is to find back the correct asymptotic behaviour of the
potential [46]. Figure 3.12 is a plot of the four terms.
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Figure 3.10: Potential of free charge at (r′ = 0, φ′ = 0, z′ = 4 mm), in the plane φ = 0.
With g = 0.12 cm, p = 0.19 cm, q = 0.11 cm, ε3 = ε1 = 7 and ε2 = ε0.

3.4.2 Electric field of a free point charge

With the potential from eq. 3.34 we can now derive the expression for the electric field

Er(r, φ, z, r′, φ′, z′) = −∂Φ
∂r

(
r, φ, z, r′, φ′, z′

)
, (3.37a)

Eφ(r, φ, z, r′, φ′, z′) = −1
r

∂Φ
∂φ

(
r, φ, z, r′, φ′, z′

)
, (3.37b)

Ez(r, φ, z, r′, φ′, z′) = −∂Φ
∂z

(
r, φ, z, r′, φ′, z′

)
. (3.37c)

Figure 3.14 is a 3d plot of z-component of the electric field and figure 3.13 shows the
field from a free charge at different positions. From figure 3.12 one can remark that the
integral term is about one order of magnitude smaller than the other terms in the potential
formula (eq 3.34). When we get closer to a resistive layer, the near mirror charge term
becomes important and the far one has a smaller impact. It is more visible on figure 3.15.
It is apparent in the case of a free charge and both mirror charges that neglecting the
correction term causes the field to deviate up to 85%, especially close to the cathode.
So in order to save-up computation time one can neglect, according to figure 3.15, the
correction term and the mirror charge term at z = −z′ [77]. In this case the field can be
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Figure 3.11: Potential of free charge at (r′ = 0, φ′ = 0, z′ = 4 mm) and (r′ = 0, φ′ = 0,
z′ = 6 mm), from eq 3.34, in the plane r = φ = 0. With g = 0.12 cm, p = 0.19 cm,
q = 0.11 cm, ε3 = ε1 = 7 and ε2 = ε0.

analytically derived and we obtain

Er(r, φ, z, r′, φ′, z′) ≈
Q

4πε2

[
r − r′ cos(φ− φ′)
(P 2 + (z − z′)2)

3
2

+
(
ε2 − ε3
ε2 + ε3

)
r − r′ cos(φ− φ′)

(P 2 + (2g − z − z′)2)
3
2

]
,

(3.38a)

Eφ(r, φ, z, r′, φ′, z′) ≈ Q

4πε2

[
r′ sin(φ− φ′)

(P 2 + (z − z′)2)
3
2

+
(
ε2 − ε3
ε2 + ε3

)
r′ sin(φ− φ′)

(P 2 + (2g − z − z′)2)
3
2

]
,

(3.38b)

Ez(r, φ, z, r′, φ′, z′) ≈
Q

4πε2

[
z − z′

(P 2 + (z − z′)2)
3
2
−
(
ε2 − ε3
ε2 + ε3

)
2g − z − z′

(P 2 + (2g − z − z′)2)
3
2

]
.

(3.38c)

3.5 Signal induction
The electrons produced in an avalanche won’t be directly collected by the electrodes as
they will be absorbed by the resistive anode upstream. It is only the movement of charges
inside the detector that will induce a current on the read-out electrodes. In order to
compute the induced charges one usually uses the Ramo’s theorem [88]. This theorem
gives the induced current on an electrode by a moving charge between conductors

i(t) = Q

Vw
~Ew(~x(t)) ~̇x(t), (3.39)

with ~Ew(~x(t)) being the electric field in the detector at position ~x(t) when the given
electrode is put to the voltage Vw and the others grounded, also called the electrostatic
weighting field.
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Figure 3.12: Plot of the four terms of eq. 3.34, for a free charge located at two positions:
z′ = 0.4 and z′ = 0.6 mm, in the plane r = φ = 0. With g = 0.12 cm, p = 0.19 cm,
q = 0.11 cm, ε3 = ε1 = 7 and ε2 = ε0. (a) The potential of a free charge. (b) The potential
produced by the mirror charge at −z′. (c) The potential of the mirror charge at 2g − z′.
(d) The correction term.

Eq. 3.39 is valid only when we assume perfectly conducting electrodes surrounded by
insulating materials, in which case electric fields are instantaneous. Considering a detector
including resistive materials, such as RPCs, time-dependent fields will arise and the Ramo
theorem won’t be applicable any more. We use a modified version of Ramo’s equation,
generalised to the presence of materials with finite resistivity and conductivity [89]

i(t) = Q

Vw

∫ t

0
~Ew(~x(t′), t− t′) ~̇x(t′) dt′ . (3.40)

3.5.1 Weighting field
Now one needs the corresponding expression for the detector electrostatic weighting field
~Ew(~x(t), t). It mainly depends on the geometry and the dielectric properties of the detec-
tor.

We consider the simple case of a single-gap geometry described by figure 3.16. A
voltage Vw is applied between the electrodes, which then contain a surface charge density
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Figure 3.15: Difference between the full expression of the electric field and a simplified
form where certain terms have been omitted (the s in Ezs stands for simplified), for
different charge positions.

ρ. Using the Gauss theorem on three layers, labelled 1, 2 and 3 on the figure, we get the
expression for electric fields

E1 = ρ

ε1
, E2 = ρ

ε2
, E3 = ρ

ε3
. (3.41)
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The electrodes are put to voltage Vw, so we can write

Vw =
∫
d1

E1 dr +
∫
d2

E2 dr +
∫
d3

E3 dr = ρ

(
d1
ε1

+ d2
ε2

+ d3
ε3

)
(3.42)

We are interested by the weighting field, ie the field in the gas gap when the electrodes
are put to voltage Vw, so Ew = E2. Usually the relative dielectric constant of gases used
in RPC mixtures is close to 1, so ε2 ≈ ε0. From eq. 3.41 and 3.42, we have the expression
for the electrostatic weighting field in the most generic case of a single-gap RPC. The
time-dependant weighting field is then given by (see annexe and [89])

Ew
Vw

= ε1ε3
d1ε0ε3 + d2ε1ε3 + d3ε0ε1

δ(t), (3.43)

with δ is the Dirac distribution. In the case of resistive electrodes made of the same
material we have ε1 = ε3 = ε0εr with εr the relative dielectric constant of the electrode.
Then the expression for the weighting field simplifies to

Ew
Vw

= εr
d1 + d3 + d2εr

δ(t). (3.44)

Injecting in eq. 3.40 we find the expression for the induced current

i(t) = Q~̇x(t) εr
d1 + d3 + d2εr

. (3.45)
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3.6 Effect of plates roughness on the electric field
The surface quality of the resistive plates has a non-negligible influence on the detector
characteristics, especially the surface roughness. A plate made of Bakelite with a mat finish
presents a surface roughness superior of about 6 orders of magnitude than a plate with
glossy finish, which induces a swift and steady decrease in the detection efficiency [18].
Applying a thin silicone coating on mat-finished plate gives results similar to a glossy-
finished plate.

Numerical simulations have been conducted by Jash et al. [56] to further investigate the
effect of surface roughness. It has been found that the electric field gets heavily perturbed
in the near vicinity of plates presenting a large surface roughness. It can deviate from
−20% up to 60% from its regular value. Though the modelisation of the roughness has
been done in a simple way, this highlights that a strong field effect may appear in the close
vicinity of resistive plates, cutting-off the electron multiplication process.

3.7 Streamer formation
When the gain becomes high enough, the avalanche may evolve into a streamer or con-
tribute to its formation with some delay [96, 61]. The streamer formation is a photonic
process, as UV-photons start to contribute to the multiplication and propagation of an
avalanche. A streamer can further develop into a spark discharge under some extreme
conditions, such as a very high flow of charges, but those are very unlikely to happen in a
RPC due to the high resistivity of the plates.

The streamer formation is a complex process but it usually involves remnants UV-
photons from a precursor avalanche. Those photons may interact with the anode and
cathode and generate knock-out electrons which will produce multiple avalanches that
will merge into a streamer [77], see figure 3.18. Also a very high number of primaries
(inducing a high rate of cluster production) could provoke a streamer formation without
the need of an avalanche precursor.

The apparition of streamer is an undesired effect in RPCs in avalanche mode, as it
drastically reduces the RPC rate capability. Moreover the RPC’s read-out electronics and
amplification circuitry are designed for avalanche currents which are much lower than of
streamers.

Streamer formation is not simulated, as it would involve the modelisation of photo-
ionisation processes during avalanche. In a very simple and crude way, we can consider
that an avalanche evolves into a streamer if its gain exceeds e20 ∼ 4.85 × 108 [4, 22].
Though this a simplification, which depends on numerous parameters such as the gas
mixture, it can give a rough approximation on the streamer probability during an event.
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(a) Contour map of the electric field in the vicinity of a plate presenting
asperities

(b) Profile of the z-component of electric field along the cathode presenting
asperities

Figure 3.17: Simulation of the electric field in tha gas gap of a RPC, when perturbed
by the asperities present in the cathode (from [56]).
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Figure 3.18: Signal from an 2 mm-wide RPC at different operating voltage, operated
with C2H2F4. (a) 9.4 kV, typical avalanche signal. (b) 9.6 kV a streamer appears after a
time delay of 38 ns. (c) 10.2 kV The delay becomes shorter. (d) 11.4 kV the avalanche and
streamer merged and becomes indistinguishable, also a second streamer signal is present.
(From [22])
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Chapter 4

Pseudo-Random number
generation

The heart of any Monte-Carlo simulation lies within its random number generator. As it
uses the stochastic nature of a physic phenomena; such a simulation needs a great number
of random numbers, namely a sequence of independent and identically distributed variables
(i.i.d.). But another key aspect of any scientific simulation is the reproducibility. In its
broader sense, scientific reproducibility means that anyone may reproduce "the result from
a given method, possibly with different techniques and approaches" [48]. In the case of
scientific simulation one often refers to reproducibility as repeatability, i.e. the capacity to
replicate the result given the same input data and algorithms. The repeatability is a very
important aspect of any scientific simulation since it is key of validation by peer review.
It is also very important when it comes to debugging.

In a naive attempt one would want to use a truly random generator for Monte-Carlo
simulation, such as the /dev/random of UNIX systems or an external device. But by doing
so, one will break away the reproducibility criteria of its simulation. Also these devices
can not cope with the high output rate of random numbers needed by current simulations.

That’s why the generation of random numbers is done through the use of determin-
istic algorithms to produce a sequence of random numbers. Such generators are called
Pseudo-Random Number Generators (PRNGs). The task of such RNG is to produce a
sequence of independent and identically distributed (i.i.d.) random variables uniformly
distributed over a specific set U , usually the unit interval (0, 1) denoted U(0, 1). As they
are generated through a deterministic algorithm, such sequences are not truly random
but appear random enough to a certain point, i.e. provide good statistical properties of
randomness.

There exists another category of random number generators called Quasi-Random
Generator (QRNG). As PRNGs, they use a deterministic algorithm to produce random
sequence whose purpose is not to look random (at least not as much as with a PRNG) but
to be more evenly distributed on its interval of generation (most of the time it’s U(0, 1)).
This kind of generator are mainly used for Monte-Carlo integration [83, 62] and won’t be
discussed in this thesis.

4.1 Definition of Pseudo-Random Number Gen-
erator

Formally a generator is a mathematical structure, defined from 5 mathematical objects
G = (S, s0,U , f, g) [62, 71],
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- S is a finite set of states (as instance R,Z are infinite mathematical sets),

- s0 ∈ S is the initial state, also often referred as seed,

- U the set of output symbols ( usually it is U(0, 1) for Monte-Carlo applications ),

- f a transition function (the function to modify the internal state of the generator),

- g the output function.

The initial state can be either deterministic or randomly generated according to a given
probability distribution over S. The state of the generator evolves as sn = f(sn−1), n > 0,
and it outputs un = g(sn) at step n. Figure 4.1 exposes schematically the operation of a
PRNG.

Figure 4.1: Schematic organisation of a PRNG.

Since S is a finite set, there exists two integers l ≥ 0 and 0 < j < |S| such as sl+j = sj
and so ui+j = uj ∀ i ≥ l. The smallest j for which this is true is called the period
ρ of the generator. In the case of a generator whose states are represented with b bits
ρ ≤ |S|≤ 2b [75]. In the hope of a well designed RNG typically l = 0 and ρ nears 2b.

4.2 Main families of RNGs for MC simulation
Most RNGs used for simulation are expressed by linear recurrences modulo m over its set,
either for m = 2, which means the algebra operations are in the finite field F2

1, or for
larger value of m. In the most general form, m is a primer integer and S = Fmk . In the
case k = 1, S is the finite field with m elements ∈ Zm = {0, 1, 2, · · · ,m − 1} [62]. k is
called the order of recurrence.

We take the general transition and output functions defined by f : Fmk → Fm and
g : Fm → U . Then we define xn = f(sn) and the output is given by un = g(xn). The
sequence {xn} is called the linear recurrence sequence.

Typically, a generator is designed by the definition of k, m, U and the general output
and transition functions [62]. In what follows we will briefly describe some family of
generator, that include the most widely used PRNGs in Monte-Carlo simulations.

1The finite field Fm is the field, i.e. an algebraical structure encompassing a set S of numbers
and algebraic operations acting on S, of congruential operations modulo m. Two numbers a, b are
congruential modulo m if a = b mod m (Gauss notation)
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4.2.1 Linear Congruential Generator
A Linear Congruential Generator (LCG) is defined by the following. We set k = 1 and

xn = a xn−1 mod m, (4.1a)

un = xn
m
. (4.1b)

a ∈ Z∗m = {1, 2, · · · ,m− 1} is the set of elements of Fm minus the null element. Its period
is ρ = m− 1.

This kind of generator has been widely used over the past 30 years. The rand()
function of the UNIX’s glibc is an LCG with m = 231, yielding a period of 231 − 1 ∼
2, 14×109. It is now considered obsolete and should not be used in Monte Carlo simulation
because of its small period and inner structure (see section 4.4.1) [68, 50]. On modern
CPU, the range of this RNG can be exhausted in a matter of minutes (even seconds on
fastest CPUs).

4.2.2 Multiple Recursive Generator
The Multiple Recursive Generator (MRG) family is defined in its matrix form as

Xn = A Xn−1 mod m. (4.2)

The k× k matrix A, of elements ai ∈ Zm, defines simple operations on blocks of bits such
as AND, OR, exclusive-OR ... With Xn = (xn,0, · · · , xn,k−1)T.

The matrix A is defined so that we can rewrite eq. 4.2 in a more classic form [75, 69]

xn = (a1 xn−1 + · · ·+ akxn−k) mod m, (4.3a)

un = xn
m
. (4.3b)

The state of the generator is defined by the vector sn = (xn, · · · , xn+k−1) ∈ Zkm. This
generator has a period of ρ = mk − 1. When we take k = 1 we find back the LCG
generator.

The MRG32k3a [72, 67] is an example of MRG generator. It is in fact a combination of
two small MRGs of order of recurrence k = 3, with m1 = 232− 209 and m2 = 232− 22853.
Because m is not prime, the generator doesn’t reach the maximal period, which would be
ρ = (mk

1 − 1)(mk
2 − 1), but is ρ = (mk

1 − 1)(mk
2 − 1)/2 ≈ 2191. This combination technique

allows the design of fast RNGs with small states (low impact on memory consumption)
and a period reasonably enough for most simulation cases.

4.2.3 Linear Feedback Shift Register Generator
A Linear Feedback Shift Register Generator (LFSR) is a special case of eq. 4.2 with m = 2
and an output function of the form

un =
L∑
j=1

xns+j−1 2−j . (4.4)

The state of the generator sn = (Xn, · · · ,Xn+k−1) is a (L × k)-dimensional vector. The
integer s > 0 is called the shift length and L ≤ k is an integer. In practice L is the size of
a machine-word (L = 32 or L = 64 typically) so that each Xn occupies the memory of a
machine-word to improve efficiency.

52



One particular sub-family of this kind of generator is the Twisted Linear Feedback
Shift Register [80], which reaches the maximum period possible of ρ = 2kL − 1. Its most
famous and used implementation is the so-called Mersenne-Twister [82] MT19937 which
has a period of 219937 − 1.

4.3 Jump-ahead and sequence splitting
From the matrix form formulation of an MRG (eq. 4.2), one can compute the state Xn+ν
from Xn for any integer ν > 0 with

Xn+ν = (Aν mod m) Xn mod m, (4.5)

where the matrix (Aν mod m) can be precomputed. This method is called jump-ahead
and is very handy in the process of splitting a random sequence in many streams and
substreams [74, 75].

To split a cycle in several streams and substreams, we choose two positive integers v
and w and we define z = v + w. The cycle is first divided into adjacent streams of length
Z = 2z. Then each stream is cut into V = 2v substreams of length W = 2w. In order to
advance (jump-ahead) to the state at the beginning of next streams or substreams, the
matrix (Aν mod m) needs to be computed only once for ν = Z and ν = W .

The RngStreams package [74] implements the generator MRG32k3a with sequence split-
ting and jump-ahead. It is capable of producing 264 streams that are divided into V = 251

substreams of length W = 276 for a stream length of Z = 2127. It is a generator perfectly
adapted for simulation in parallel environment. Figure 4.2 exposes a schematic view of

Figure 4.2: Schematic view of the internal organisation of RngStreams. (from [74])

the sequence splitting implemented in RngStreams.
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4.4 Quality criteria of PRNGs
There is a wide number of generators available out there. Some of them are bad, some are
good, other unadapted for specific cases ... In general, a generator should satisfy a certain
number of criteria to be considered in a Monte-Carlo simulation [62, 44]

Period length A generator has to provide a period sufficiently large so that it
is not exhausted by any simulation system. A simulation should only consume a small
fraction of the generator period. Nowadays one can directly ban the classical LCG as it
provides only some several billions of numbers.

Uniformity and unpredictability A generator should output a sequence that
behaves like a realisation of i.i.d over the set U . Hence a sequence should be uniformly
distributed over U and unpredictable (one could not guess un+1 from (u0, · · · , un)). But
since the sequence is deterministic and periodic, we know in advance it is not truly random
and there will always be a statistical test to fail the generator (in more or less time).

But in Monte-Carlo simulation, the requirements for a generator are not as high and
important as in cryptography for instance. In general we ask that generators pass a battery
of statistical tests, adapted to the application, so that we can consider that the sequence
it yields looks enough like an i.i.d.

Efficiency A generator should yield random numbers at a high output rate; typi-
cally a simulation needs several billions, of random numbers. A generator should be able
to output such a large quantity of random numbers in an acceptable small time, with an
impact on the simulation performance as small as possible.

Repeatability and portability A generator should always output the same se-
quence given a specific initial state. It is an important criteria for scientific simulations,
for error checking and resolution. Also a generator implementation should not depend on
specific machine architecture. In other words, a generator should give the same numbers
no matter the hardware on which it is executed.

4.4.1 Lattice structure and figures of merit
Any generator has its inner structure, more or less hidden. As we have described only
generators with linear algorithms, those present a linear inner structure. The structures
begin to appear for very large sample, in the order of magnitude of the generator’s period.
Figure 4.3 show the successive outputs of a LCG generator, where each tuple (u2n, u2n+1)
represents a point. For n = 100, points look randomly distributed. For n = 500 regularities
begin to arise and become clearly visible for n = 1000. For n = 5000 we can see a linear
lattice structure, where each point lie in parallel hyper-planes. Figure 4.4 exhibits the same
behaviour but in a 3-dimensional cube, each point represents the tuple (u3n, u3n+1, u3n+2).
We used a LCG with the parameters a = 1103515245 and m = 221. Since m is not prime,
the period of this generator cannot reach its maximum value of ρ = m−1 [62]. We poorly
set the parameters on purpose to highlight the inner structure in small CPU-time.

More generally, for a given dimension d > 0 we define the vector v0,d = (u0, ..., ud−1).
If the initial state s0 has been set randomly over S, then the vector v0,d should be ap-
proximately uniformly distributed over the unit hyper-cube (0, 1)d. We define the set Ψd

composed of the d-dimensional vectors: Ψd = {v0,d = (u0, ..., ud−1)}. The purpose of
a PRNG is to output values ui that mimic an i.i.d behaviour (namely to be uniformly
distributed and independent). Since a generator has only a finite set of states, the vector
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Figure 4.3: Successive outputs of a LCG generator, where each point represents the
tuple (u2n, u2n+1), for different number of points.

v0,d can only be uniformly distributed over the set Ψd. So we want Ψd to cover as much as
and the most evenly possible the unit hyper-cube (0, 1)d. A larger Ψd should cover it more
evenly, but this also means a larger S and so a greater memory consumption and overhead
to compute the output sequence. This is a major drawback for parallel environment with
many streams and/or substreams. It is also important to note that a bigger set of states
does not necessarily make a generator a good one [68].

We have seen earlier that linear RNGs exhibit a lattice structure where the output
vectors lie in parallel hyper-planes (see figures 4.3 and 4.4). We call the distance between
the hyper-planes dd, and a smaller dd means that Ψd is more uniformly distributed over
the hyper-cube. Measuring this distance is called the spectral test [70]. It is a figure of
merit to assess the quality of a generator by studying its mathematical structure.

There exists other figures of merit used to evaluate theoretically the quality of a gen-
erator, such as the discrepancy, but we won’t detail them in this thesis.
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Figure 4.4: Successive outputs of a LCG generator on 3-dimensions, where each point is
the tuple (u3n, u3n+1, u3n+2), for 2500 points.

4.4.2 Statistical testing
After a generator has been designed and its structure analysed, one can evaluate how
it performs through statistical tests. We consider the RNG as a black-box and we test
it against the null-hypothesis H0 that "the output of the generator is a realisation of a
sequence of i.i.d random variable over the set U(0, 1)". Basically one knows this is a wrong
assumption, as the sequence from a generator is deterministic and periodic, but we want
to know to which extent this is false.

The fact that a generator passes those tests doesn’t mean anything but only that
those tests failed to measure a noticeable deviation from an i.i.d sequence in a reasonable
amount of time. Even if no statistical tests can prove that a generator is foolproof, they
can improve our confidence in it.

There exists a wide variety of available tests. The TestU01 software [73] offers the
most extensive collection of statistical tests currently available for RNGs. It presents
three famous batteries of tests called smallCrush, Crush and BigCrush. A generator that
passes those are referred as Crush-resistant. This is an efficient way to determine if a
RNG is suited for a particular Monte-Carlo simulation. However a generator deemed as
not Crush-resistant is not necessarily inappropriate. For instance, the Mersenne-Twister
MT19973 fails some Crush tests but is still perfectly safe for most simulation cases. It
is implemented as the default RNG in the ROOT framework [19], commonly used in High
Energy Physics.

4.5 PRNG in parallel environment
Nowadays parallel systems are widely available and used, with multi-core and many-core
CPU architecture and GP-GPUs ( General-Purpose Graphics Processing Units). They
present an increasing number of processing elements (PEs) that can operate in parallel.
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With this new programming paradigm for Monte-Carlo simulations, arise new problemat-
ics for the implementation and use of RNGs [58]:

– a generator should produce sequences for any number of PEs ,

– each parallel sequence should be independent and without correlation,

– there should be no cross-talk between RNG assigned to PEs.

There are many techniques to produce parallel stochastic streams from a given PRNG,
either from an unique sequence to be divided into substreams or by feeding carefully chosen
parameters to a generator to produce multiple independent sequences.

Central server - This approach consists in using a central server on which an
unique generator is running and provides on-demand pseudo-random numbers to the PEs.
This is maybe the easiest way to provide random numbers to parallel workers but it has
major drawbacks. The results of a simulation won’t be reproducible using this technique
because of scheduling policies (the random numbers won’t be distributed to the same
PEs from a run to another). Furthermore a bottleneck may appear if too many PEs
need to be fed. In the end, this approach is not recommended for parallel Monte-Carlo
simulations [50].

Sequence splitting - This method consists in partitioning the sequence of a gen-
erator into several non-overlapping and contiguous blocks of equal size. From a stochastic
sequence {ui} we’ll get the j-th subsequence of lengthm {uk+(j−1)m} with k = 0, · · · ,m−1.
The parameters of the sequence has to be carefully chosen in order to create long-enough
substreams for the considered simulation, but also to avoid correlations between sub-
streams [34, 50].

Jump-ahead algorithms are an important part for any generator implementing se-
quence splitting, in order to advance the state at the beginning of the next substream.
Section 4.3 describes the basics of jump-ahead and figure 4.2 shows schematically the
sequence splitting parametrised in RngStreams.

Random spacing - This method builds n streams from an unique generator by ini-
tialising it with n random initial states. The random states are usually generated through
another generator. There is a risk of streams overlapping coming from bad initialisation
because of two random states being too close to each other. The overlapping probability
for n streams of length L with a generator of period P is n(n− 1)L/P [50].

If we consider n = 100 PEs running in parallel a simulation consuming L = 1012 ran-
dom numbers, n(n− 1)L ≈ 1016. So for the overlapping probability to become negligible,
we need a generator with a period far greater than P = 1016 ∼ 253. For this reason it is
not recommended to use any LCGs generator, whose period is usually of the order of 260,
with random spacing for parallel Monte-Carlo simulation.

Leapfrog - This method builds up a random stream from an initial sequence by
distributing random numbers in turn to each PEs, in the same manner as cards are dealt
to players. Each PE has an unique identifier i, and they’ll build their own stream Yi from
the generator’s sequence X where {Yi = Xi, Xi+N , · · · , Xi+kN} with N being the numbers
of PEs. For a generator’s period P , the length of each allocated stream will be P/N .

This method has to be used with care. As in sequence-splitting, correlations may arise
between streams and the leap interval (ie the numbers of PEs) has an influence on the
randomness quality [44, 50].
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One should give extra care to parametrisation of the number of PEs. If the number of
workers is changed, from one run to another the random numbers won’t be allocated to
the same PE, thus breaking away the repeatability.

Parametrisation - With this method, one doesn’t create several streams from an
original sequence. Instead one builds as many instances of a given PRNG but with different
parametrisation. Each instance shares the same generator (ie the same mathematical
structure and generation mechanism) but an unique parameter set is embedded into its
internal structure. Thus one will get as many independent PRNGs as needed.

The Dynamic Creator (DC) of the Mersenne-Twister family [81] uses this method to
build parametrised generators, from a given unique identifier. The created generators are
said to be highly independent although no mathematical proof can establish this [50].

This method, and particularly the DC algorithm, is an efficient way to produce parallel
stochastic streams without breaking away the repeatability.

58





Chapter 5

Monte-Carlo simulation of
electronic avalanches in RPC

Nowadays Monte-Carlo simulation has become an essential tool to understand and study
the behaviour of a detector. When designing a specific detector in High Energy Physics, a
detailed and precise modelisation of the physics processes is an important tool to optimise
the detector parameters, such as gas mixture, electric field intensity, plates material and
so on in the case of RPCs.

In this chapter we will detail the Monte-Carlo simulation of electronic avalanches in
RPCs, from the description and modelisation of the main physical processes detailed in
chapter 3. The propagation of the electrons is simulated in one dimension along the z-axis
(as defined in figure 3.9), which is divided into several steps. The contribution of the space
charge to the z-component of the electric field is dynamically computed at each step. The
values of the gas parameters (Townsend and attachments coefficients, ...) are re-evaluated
at each position and time-step. We refer to this model as 1.5D because the propagation of
the avalanche is in one dimension and we assume that at each position the electrons are
contained in a radial distribution depending on the transverse diffusion coefficient.

It is a C++ simulation, exploiting some features of the C++11 standard, with multi-
thread support. It needs some input parameters computed by MAGBOLTZ and HEED soft-
ware [98, 16], both being interfaced in the Garfield++ framework [38]. Apart from this,
the simulation doesn’t need any other 3rd party library. It was designed in the hope to be
fast and easily portable, so that anyone wishing to use and modify it could do so without
too much difficulties. It is available at a public repository [36].

5.1 Implementation of the model
To simulate the development of an avalanche in an RPC we first need the amount of
ionisation deposited in the gas by the passage of a charged particle, i.e. the position
and number of electrons liberated. We use the HEED simulation program that yields the
number and position of ionisation cluster produced by the passage of a charged particle
in a gaseous mixture (see figures 3.1 and 3.2 of section 3.2).

From the amount of primary ionisation we can now proceed to the avalanche propa-
gation computation, which is characterised by the probability distributions from eqs. 3.17
3.19 and 3.21 depending on the value of α and η. It is simulated by drawing a random
number from eqs. 3.23 3.24 and 3.25. To give an example of the procedure, let’s consider
that the gas gap is divided into N steps of δz and assuming n0 electrons at position z = 0.
Each of the n0 electrons have a probability to multiply, which is modelised by drawing
a random number from eq. 3.23 3.24 or 3.25 for each one of them. In the end we will
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have n1 electrons at the position z = δz. Then those n1 electrons will multiply in the
exact same manner, and we’ll have n2 electrons at the position z = 2δz. This procedure
is iterated until all the electrons have reach the anode.

However this procedure is very slow when the number of electrons to multiply becomes
important, because of heavy CPU-time functions (principally in eq. 3.23). In this case we
can make use of the Central Limit Theorem, which dictates that the summation of a large
number n of independent and identically distributed random variables from a probability
distribution of mean µ and variance σ converges to a normal distribution defined with

µCLT = nµ, σCLT =
√
nσ, n� 1. (5.1)

In our case n is the number of electrons at position z, µ = n̄(z) and σ is from eqs. 3.18, 3.20
or 3.22. Figure 5.1 exhibits the difference in the number of electrons given by the full
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Figure 5.1: Difference in the number of electrons produced by the full procedure, de-
scribed in section 5.1, and the central limit theorem.

procedure and with the central limit theorem. From about n = 104 the difference becomes
negligible. In the simulation, we switch to the central limit theorem when the number of
electrons exceeds n = 1.5 × 104. With this method the multiplication procedure is quite
fast.

Figure 5.2 shows the evolution of three different avalanches started by a single electron
at z = 0, the average number of electrons n̄ (eq. 3.4) is also plotted. Large fluctuations
appear during the first step of an avalanche, that greatly influence its evolution. Very
quickly the avalanches behave like a growing exponential, just like the expression for the
average number of electrons.

The simulation is organised as follow.

1. The gas gap, of width g, is divided into a fixed number of steps δz = g/N . This
corresponds to time steps of δt = δz/v0, with v0 = vD(E0) which is the drift velocity
at the initial electric field E0.

2. Primary ionisation by a charged particle with momentum p is computed with HEED.
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Figure 5.2: Simulation of three different avalanches, started by a single electron at x = 0,
over a gas gap of 0.12 cm with α = 190 cm−1 and η = 64 cm−1. The analytic formulation
of the average number of electron n̄(x) is also plotted.

3. From the values returned by HEED, primary clusters are distributed into their re-
spective bins and populated by their number of electrons

4. The space charge field ESC(z) is evaluated, using the transverse diffusion coefficient
to approximate the radial distribution, and the electric field is dynamically computed
with E(z) = E0 + ESC(z), E0 being the applied electric field (see section 5.3).

5. The transport parameters, the Townsend and attachment coefficients α(E(z)) and
η(E(z)), the drift velocity vD(E(z)) and the diffusion coefficients DL,T (E(z)) are
computed at each detector step.

6. The electrons multiply according to eqs 3.23 3.24 3.25, depending on the value of
α(z) and η(z), and propagated to the next bin.

7. The longitudinal diffusion is computed (see section 5.2)

8. The current and charges induced on the anode by the movement of the electrons
are computed using eqs 3.44 and 3.45 (see section 5.5).

9. Steps 4 to 8 are repeated until all the electrons have reached the anode or have been
attached.

In the next sections we will detail some of the processes involved during the computa-
tion of an avalanche.

5.2 Diffusion
In section 3.3.2 we talked about the anisotropic diffusion undergone by an electron cloud
in a gas under the influence of an electric field. It is due to collisions with gas molecules
and can be described by two distinct expressions, one for the longitudinal diffusion and
the other for the transverse one.
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5.2.1 Longitudinal diffusion
If an electron cluster drifts from the position z to z + δz, each electron has a probability
to drift to another position different from z+ δz. The diffusion is assumed to be gaussian
and the probability distribution is given by eq. 3.31a

ϕL(z, δz) = 1√
2π δz DL

exp
(
− z2

2D2
L δz

)
. (5.2)

To compute the new z-coordinate of an electron drifting from z to z + δz, meaning
that it has drifted a total distance l = δz, we draw a random number from a gaussian
defined with (z0 = 0)

µ = z + δz , σL = DL

√
δz . (5.3)

Since each electron has a probability to be diffused forward and backward, the growth
of the avalanche is influenced. An electron that has been diffused backward will drift on a
greater distance and will multiply further. On the contrary, an electron diffused forward
will drift on a smaller distance and won’t multiply as much. Figure 5.3 shows the same
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Figure 5.3: Charge distribution of an avalanche at t = 3.95 ns and t = 7.90 ns. On (c)
and (d) the longitudinal diffusion is computed. On (a) and (b) it is switched off.
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avalanche at two different times with and without longitudinal diffusion. We can see the
impact of such diffusion on the development of the avalanche. It is clearly visible between
figures 5.3a and 5.3c, they exhibit the influence of the backward diffusion that makes the
avalanche to grow for a much longer time. On figure 5.3a the farthest cluster is almost at
the anode whereas on figure 5.3c the farthest cluster extends to about 0.10 cm.

In a more general manner, following the arguments proposed in [77], we consider two
avalanches that travel the distances z + δz and z − δz. From eq. 3.4, on average, these
avalanches will produce n(z, δz) = eα(z+δz) + eα(z−δz) electrons. Then we consider two
avalanches that travel the distance z, on average they will produce n(z) = eαz+eαz = 2eαz.
We compare both expressions

n(z, δz)
n(z) = eα(z+δz) + eα(z−δz)

2eαz = cosh(α δz). (5.4)

Figure 5.4 shows a plot for the cosh function with α = 1. For any α, δz > 0, which is
always the case during a Townsend avalanche when we consider longitudinal diffusion,
we have n(z,δz)

n(z) > 1. So in the end the longitudinal diffusion increases the production of
electron during an avalanche.
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Figure 5.4: Plot of eq. 5.4 for α = 1.

5.2.2 Transverse diffusion
The electron cluster is also subject to the transverse diffusion, perpendicular to the direc-
tion of the electric field. Since the propagation of the charges is only in 1 dimension we
cannot directly compute the radial displacement of the electron cluster. However it can
be approximated by computing the radial charge distribution.

The diffusion has been described in section 3.3.2. We assume the electron cluster has
a rotational symmetry and the transverse charge distribution is only influenced by the
transverse diffusion. The radial charge distribution will be given by eq. 3.31b

ϕT (r, l) = 1
D2
T l

exp
(
− r2

2D2
T l

)
. (5.5)
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In this case l is the total distance drifted by the electron during the avalanche. The
more an electron has drifted the more it has been diffused radially and so the variance of
eq. 3.31b σ2 = D2

T l increases. We set r0 = 0 since we consider the avalanche to develop
centred around the z-axis.

5.3 Space charge influence on the electric field
At a certain point during an avalanche, the space charge density in the detector becomes
high enough to actually influences the applied electric field. To take into account this
phenomena, we have to compute the contribution of all the charges present in the detector
from eqs 3.37 and 3.34. The avalanche are propagated only along the z-axis, so only the
z-component of the electric field is needed.

The point of observation is defined by (r, φ, z) and the position of the charge by
(r′, φ′, z′). Since the simulation is only carried on the z-axis and we consider the electron
distribution has a rotational symmetry we can simplify the computation of the potential
to (r = 0, φ = 0, z) and (r′, φ′, z). Then the electric field of a charge radially distributed
according to eq. 5.5 Ez(r = 0, φ = 0, z, l, z′) = Ez(z, l, z′) is given by [77]

Ez(z, l, z′) =
∫ ∞

0
ϕT (r′, l(z′))Ez

(
r = 0, φ = 0, z, r′, φ′, z′

)
r′dr′. (5.6)

The z-component of the electric field is given by eq 3.37c

Ez(r = 0, φ = 0, z, r′, φ′, z′) = −∂Φ
∂z

(
r = 0, φ = 0, z, r′, φ′, z′

)
. (5.7)

The space charge field ESCz(z) resulting from all the charges present in the detector
is computed by integrating eq. 5.6 over the gas gap length

ESCz(z) =
∫ g

0
q(z′)Ez(z, l, z′) dz′ , (5.8)

with q(z′) the number of charges present at position z′.
However, dynamically computing the space charge field at all steps is very time con-

suming (many numerical integrations have to be carried out which is quite slow). As it
was suggested in [77], in order to speed-up the simulation we pre-compute an interpola-
tion table of Ez(z, l, z′) for a specific number of values n for (z, l, z′). This table is loaded
into memory before the avalanche simulation and actual values are given by interpolation.
This interpolation table depends on some detector parameters which are the transverse
diffusion coefficient, the gap length, the number of simulation steps, the resistive layers’
permittivity and width. It needs to be re-computed only when one of those parameters is
modified. Figure 5.5 shows the influence of the interpolation table size n on the precision.
For n = 30 the differences are quite noticeable, whereas for n = 100 the differences are
only visible for small values of l and almost negligible for n = 140.

This method allows to take into account, in an approximate way, the transverse dis-
persion of the electrons and their influence over the electric field without the need of
a 2-dimensional propagation algorithm. However because we use a pre-computed inter-
polation table for the values of Ez(z, l, z′), we use the value of the transverse diffusion
coefficient at the initial electric field DT = DT (E0). This is equivalent to assume that
DT is constant during the simulation while in fact it will vary with the electric field (fig-
ure 3.7b). The figure 5.6 presents the difference between the electric field of a gaussian
charge distribution with different variances σ, for a difference of 20% and 40%. In the first
case there is a 30% difference in the electric field, it increases to 47% in the second case.
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Figure 5.5: Values of E(z, l, z′) from eq. 5.6 and from interpolation for different table
size n. We set z = z′ = 0.08 cm. (b) is a zoom on the region l ∈ [0, 0.04]cm.
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Figure 5.6: Difference between the electric field of three different gaussian charge dis-
tributions. The first distribution has a variance 20% higher than the reference and the
second 30% higher. The distribution are centred on z′ = 0.08 cm in a 0.12 cm gas gap.

It is also interesting to note that when a strong space charge effect is present, which is
usually the case in the final stages of an avalanche, the repulsion due to the Coulomb force
becomes important and may influence the diffusion, both longitudinal and transverse. It
can reach a point where the influence of the Coulomb force may be stronger than the
successive elastic collisions and, in this scenario, we may no longer consider the charge
distribution by a gaussian.

So, in the end, our computation of the radial charge density might be overestimated.
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5.3.1 Influence of the space charges on the avalanche devel-
opment

As the space charges have an influence on the applied electric field, they also modify
the value of the transport parameters. When the charge density in the gas gap becomes
sufficiently important, the external electric field is modified enough to lower the global
multiplication gain, when η(E) and α(E) respectively increases and decreases.

Figure 5.7 shows two different avalanches in a 0.12 mm gap, divided in 200 steps,
started by a single electron placed in the 20-th bin. In 5.7a the space charge field is not
computed and the avalanche growth further than in 5.7b, where the space charge is taken
into account. The electric field distortion by the space charge leads to a saturation in the
electron multiplication. This appears around time step 300 on figure 5.7b, whereas in 5.7a
the avalanche continues to grow until around time step 380 where the first electrons have
reached the anode. We deliberately chose a low electric field so that the gain won’t be
too important in order to compute the avalanche without space charge effect in reasonable
time, but high enough to see the impact of the space charges on the avalanche development.
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Figure 5.7: Two distinct avalanches from a single electron in the 20-th bin. The 0.12 cm
is divided in 200 steps and with an applied electric field of 54 kV/cm. (a) The space charge
is not taken into account. (b) The space charge field is computed.

Figure 5.8 shows the charge distribution of an avalanche, along the electric field, in
the detector at different time and illustrates the influence of the space charges during the
development.

5.8a The charged particle (muon with momentum p = 5 GeV) has ionised the gas and
28 free charges are distributed along the gap over different clusters. Some clusters
have more electrons than others, mostly due to δ-electrons that ionise further (see
section 2.2).

5.8b The clusters have grown and some have already reached the anode. Locally the
charge density is important enough and begins to disturb the applied electric field.

5.8c At this stage the electric field is heavily modified by the space charges and has an
important impact on the charge multiplication. Around position z = 0.10 cm the
electric field is very high and the multiplication is also quite important but extremely
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localised. Whereas behind this position the field is lowered and so is the electron
multiplication.

5.8d At the end of the avalanche, when no electron is present in the gas gap, the electric
field is still quite perturbed. It is due to the negative and positive ion distributions,
mostly concentrated in the vicinity of the anode, and the electrons present in the
resistive anode that are yet to be relaxed (see 5.4).

0.00 0.02 0.04 0.06 0.08 0.10 0.12

Position [cm]

0.0e+00

1.0e+00

2.0e+00

3.0e+00

4.0e+00

5.0e+00

6.0e+00

7.0e+00

8.0e+00

N
u

m
b

er
s

of
ch

ar
ge

s

Elec.

Pos. ion

Neg. ion

0

20

40

60

80

100

E
[k

V
/c

m
]

(a) timestep 0 (t = 0 ns)

0.00 0.02 0.04 0.06 0.08 0.10 0.12

Position [cm]

0.0e+00

5.0e+03

1.0e+04

1.5e+04

2.0e+04

2.5e+04

3.0e+04

3.5e+04

N
u

m
b

er
s

of
ch

ar
ge

s

Elec.

Pos. ion

Neg. ion

0

20

40

60

80

100

E
[k

V
/c

m
]

(b) timestep 399 (t = 7.94 ns)

0.00 0.02 0.04 0.06 0.08 0.10 0.12

Position [cm]

0.0e+00

2.0e+05

4.0e+05

6.0e+05

8.0e+05

1.0e+06

1.2e+06

1.4e+06

1.6e+06

N
u

m
b

er
s

of
ch

ar
ge

s

Elec.

Pos. ion

Neg. ion

0

20

40

60

80

100

E
[k

V
/c

m
]

(c) timestep 449 (t = 1.09 ns)

0.00 0.02 0.04 0.06 0.08 0.10 0.12

Position [cm]

0.0e+00

5.0e+05

1.0e+06

1.5e+06

2.0e+06

2.5e+06

3.0e+06

N
u

m
b

er
s

of
ch

ar
ge

s

Elec.

Pos. ion

Neg. ion

0

20

40

60

80

100

E
[k

V
/c

m
]

(d) timestep 1205 (t = 23.9 ns)

Figure 5.8: Electrons and ions distribution in the gas gap during an avalanche, at
different timesteps, with the electric field. The gap width is 0.12 cm divided in 500 steps,
the anode and cathode are respectively 0.07 and 0.11 cm wide with εr = 7. The external
electric field is 55.5 kV/cm

An avalanche depicts a droplet-like shape, as shown on the figure 5.9. The electrons
are located at the head of the droplet whereas the ions form the tail due to their much
smaller drift velocity. The electrons located at the tip and the tail of the distribution are
subject to an higher electric field than the applied one. The rise of the field at the tip is
caused by the space charge of electrons, whereas at the tail it is due to the ions.
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Figure 5.9: Droplet-like shape of an avalanche. The ions are left behind the fast moving
electrons. The photography is from a cloud chamber. (From [93])

5.4 Relaxation of electrons in resistive layer
When electrons reach the resistive anode, they do not directly disappear and have an
influence on the electric field inside the detector during a certain time. If we consider a
charge Q0 at the surface of a resistive material, the charge will evolve as

Q(t) = Q0 e
−t/τ . (5.9)

The time constant τ is the electron relaxation time in the resistive material and is defined
as [23]

τ = ρ ε0εr, (5.10)

with ρ the electric resistivity and ε = ε0εr the dielectric permittivity of the resistive
material.

A typical glass has a resistivity of ρ = 1012 Ω cm and a dielectric constant around
εr = 7, leading to a relaxation time τ ≈ 620 ms. The resistivity of Bakelite is about ρ =
1011 Ω cm with a dielectric constant around ε = 5, yielding a relaxation time τ ≈ 44 ms.
It is several orders of magnitude larger than a typical avalanche time, about 10 to 20 ns.

This difference in timing leads to an accumulation of charges at the surface of the
resistive anode. Those electrons have an influence on the electric field, especially in the
vicinity of the anode. In order to compute the electric field resulting of electrons on the
anode we use eq. 5.6 E(z, l, z′ = g). The electrons are still transversely distributed over a
gaussian whose variance is linked to l, the total distance drifted by the electrons from the
point of origin of the primary cluster to the anode.

5.5 Induced currents and charges
As they move in the electric field, the drifting electrons induce a current on the RPC
electrodes (see section 3.5). Because of their small drift velocity, the negative and positive
ions induce a much smaller signal than the electrons (see figure 3.6) and we neglect their
contributions to the induced current.
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In order to compute the induced currents and charges, we use eq. 3.40 with the expres-
sion of the weighting field associated to the detector’s geometry. We consider a single-gap
geometry described by figure 3.16, where the resistive layers are made of the same material
and thus share the same dielectric constant. In this case we use eq. 3.45

I(t) = Q(t) v(t) Ew
Vw

, (5.11)

where Q(t) is the number of charges in the detector at time t and v the drift velocity. Ew
Vw

represents the weighting field associated to the detector, which is a constant for a given
geometry. In this case it is expressed by (see eq. 3.44)

Ew
Vw

= εr
d1 + d3 + d2εr

. (5.12)

In eq. 5.12 we have carried out the time integration of eq. 3.40, which only applies on
the delta function of eq. 3.44. T0hus the time-independent expression for the weighing of
eq. 5.12.

Assuming there is Ni(t) electrons in the detector bin i at time t. They drift with a
velocity vi(Ei(t)), Ei being the electric field in bin i. Then the induced current in bin i at
time t is

Ii(t) = Ni(t) e0 vi(Ei(t))
Ew
Vw

. (5.13)

The induced charge qi is linked to the induced signal Ii through

qi(t) = Ii(t) δt = Ni(t) e0 δz
Ew
Vw

, (5.14)

where δt is the simulation time step and δz the detector step size. In order to have the
total signal and charge induced at time t we sum eqs. 5.13 and 5.14 over the detector bins

I(t) =
N∑
i=1

Ni(t) e0 vi(Ei(t))
Ew
Vw

, (5.15a)

q(t) =
N∑
i=1

Ni(t) e0 δz
Ew
Vw

. (5.15b)

The figure 5.10 exhibits the development of the induced signal over time.

5.6 Pseudo-random number generation and re-
peatability

As we have described in chapter 4, in any Monte-Carlo program it is vital to have a sound
and efficient PRNG. We have decided to use well tested and documented generators:

• the classic Mersenne-Twister MT19937 [82],

• the SIMD-oriented version of the Mersenne-Twister SFMT [91],

• the RngStreams package which implements the MRG32k3a generator [74].
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Figure 5.10: Signal induced on the electrode during an avalanche. The gap is 0.12 cm
wide, the cathode and anode are 0.11 cm and 0.07 cm wide with a dielectric permittivity
εr = 7. The applied tension is 57.5 kV cm−1.

We also need to create independent and non-overlapping stochastic sequences for parallel
avalanches simulation. To do so we use different techniques adapted to the generator. With
MT19937 we make use of the Dynamic Creator algorithm [81] to produce parametrised
streams. We use a jump-ahead algorithm [42] with SFMT to produce independent streams of
sufficient length. And concerning RngStreams, it has its own sequence-splitting methods.

The RngStreams should definitely be the default generator in parallel environment for
its ease of use. However it introduces some overhead when computing the output numbers
and advancing the internal state, thus it may not be the best choice performance-wise.
For this reason we have decided to use solely the Mersenne-Twister MT19937 generator
with Dynamic Creator. It offers the best performance and can easily create independent
streams, from the avalanche simulation identifier for instance.

In the simulation, each stochastic physical process has its own random sequence. For
example the electron multiplication method has its own parametrised generator which
will yield random numbers only used in the electron multiplication computation. This is
a necessary step to ensure the repeatability of the simulation results in a parallel environ-
ment [49].

We have tested the simulation on three different setups

• Intel i5-3230M running Ubuntu 15.04 64 bits, with GCC 4.9.2 and ICC 17.0.1

• Intel E5-4620 running CentOS 7.2.1511 64 bits, with GCC 4.8.5

• Intel E5-2698v3 running Scientific Linux 6.8 64 bits, with GCC 4.4.7 (CERN’s lxplus
machine)

To ensure the repeatability of the simulation, we compute the same avalanche (same
geometry, same initial seed for Garfield and for our Mersenne-Twister) two times on
each setup and compared the induced charges over time. In all cases we got the same
results, i.e. the computed induced charge at each time step was the same on each run and
on each setup. From these tests, we can conclude that the simulation is repeatable under
different OS, compiler and hardware.
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We use generators that have been thoroughly tested and are deemed repeatable and
also portable. However repeatability issues may arise when using compiler and program of
different architecture (for instance using a 64-bits generator with a 32-bits compiler) [33].

i5-3230M E5-4620 E5-2698v3
gcc icc

DCMT 8.321 s 9.235 s 14.600 s 13.282 s
MT19937 7.032 s 6.262 s 8.4641 s 6.779 s

SFMT 1.248 s 1.713 s 2.747 s 2.383 s
RngStreams 27.803 s 30.240 s 39.302 s 37.935 s

Table 5.1: Time in seconds to generate 109 random numbers with the different generators.

Table 5.1 presents the performance of the different generators on the three setups. It
was measured with the computing time needed to generate 109 random numbers. The
MRG32k3a of RngStreams is the slowest of all, by about 3 to 4 times slower than DCMT, as
we explained. Also one can remark a small overhead with DCMT compared to the classic
MT19937 due to the parametrisation. The fastest is clearly SFMT but is harder to implement
in a parallel environment. In our case we make use of the jump-ahead algorithm [42] to
distribute a sequence of 1020 to each thread. This sequence is then split, with the same
algorithm, in several sequence of sufficient length for the different stochastic processes. It
is important to note that this jump-ahead introduces some overhead while advancing the
detector state. Though it should not have a too big impact on the performance (several
milliseconds for a jump of 1020 random numbers) [79].

5.7 Organisation of the simulation
Concerning the simulation itself, we decided to develop it using object-oriented C++ for
performance. We tried to use as little as possible the C++11 standard in order to run
the simulation on clusters with old version of gcc (we tested down to gcc 4.3.3 but not
below).

Concerning the organisation of the code, we separated it in two big classes:

• All that is shared by the avalanches and relevant to the detector itself is handled
by the class TDetector. This includes generating and reading gas tables from
Magboltz, setting up the detector geometry and applied electric field, reading and
computing Ē(z, l, z′) tables ...

• The avalanche itself is handled by TAvalanche1D class, which gets a pointer to the
TDetector instance. The TDetector instance is shared between all avalanches in
order to optimise memory consumption. This class handles the avalanche itself:
multiplication, propagation, diffusion, space charge effects ...

Once the detector instance is created and parametrised, the avalanches to simulate are
distributed onto the several threads to use. To do that we used the ThreadFactory, which
is part of the HPCSim framework [95, 48] and uses POSIX Threads standard. It takes into
account the number of threads available on a system and seamlessly distribute the events
to simulate on them.
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The simulation runs on Nt + 1 threads, with one thread reserved to be the master
thread. Its purpose is to spawn the worker threads and distribute the avalanches to com-
pute, and to retrieve the results of finished avalanches and write them in an asynchronous
way to a binary file.

The detector and simulation parameters are filled in an xml configuration file, which is
parsed as an argument to the program. This file contains the geometry parameters (gap,
anode and cathode width, plate permittivity, detection threshold), the gas informations
(mixture compounds and percentage, temperature and pressure) and the simulation pa-
rameters such as the number of events to simulate, the number of thread to use and the
random number generator seeds.

During the computations of Ē(z, l, z′) we need to numerically evaluate semi-improper
integrals (see section 5.3). At first we used the integration routines of Gnu Scientific
Library which implements the QUADPACK methods [87] (Gauss-Konrod quadrature). How-
ever it sometimes had trouble converging. So we switched to a direct C++ implementation
of the Gauss-Legendre quadrature. It tends to be slower than the GSL but more robust in
terms of convergence in our case.

Concerning the generation of standard normal random variables, we didn’t want to
rely on the TRandom classes of the ROOT framework. We directly implemented the same
method [51], modified to accept any kind of PRNG.

The figure 5.11 shows the simulation profile, made using gprof. We can see that the
computation of longitudinal diffusion is the most time-consuming, as individual electrons
are relocated in the detector grid. The other time-consuming function is the interpo-
lation from the Ē(z, l, z′) table (though much less than the longitudinal diffusion). We
used a simple and classic three dimensional interpolation method, so there is room for
optimisations.

The figure 5.12 displays a class diagram of the program, highlighting the general layout
of the code. Some helper classes as well as private attributes and methods are not displayed
in order to improve visibility.
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Figure 5.11: Profile of the simulation program obtained with gprof.
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Figure 5.12: Class diagram of the simulation. Some helper classes and private attributes
are not displayed.
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Chapter 6

Results obtained with the
simulation

In this chapter we first talk about expressions, that are derived in [90], used to compute
analytically some RPC characteristics. Then we detail some results we obtained with the
1.5-dimensional simulation program, that has been described in chapter 5 using the model
detailed in chapter 3.

6.1 Expected values from analytic expressions
We can calculate several expected detection parameters from analytic formulas. We con-
sider the electron clusters exponentially distributed in the gas gap [90], thus the probability
to find a cluster between x and x+ dx is

P (x) = 1
λ

exp
(
−x
λ

)
. (6.1)

λ is the average distance between clusters and λ = 1
n̄cl

, n̄cl being the average number of
clusters per unit of length (see figure 3.1). As we assumed the clusters are exponentially
distributed in the gas gap, then the distribution of number of clusters is poissonian

P (n) = 1
n!

( g
λ

)n
exp
(
− g
λ

)
, (6.2)

where g is the gas gap length.
From these assumptions we can express the maximum efficiency reachable, by sup-

posing that all the clusters produced are detected (that is impossible in practice, as it
would involve an infinite gap length or a 0 Coulomb detection threshold). From eq. 6.2
the maximum efficiency is

εmax = 1− exp
(
− g
λ

)
, (6.3)

where exp
(
− g
λ

)
is the probability to have no clusters in the gas gap P (n = 0).

On average a single electron at the position x in the gas gap will induce a charge on
the electrode given by

Q̄ind(x) = Ew
Vw

e0
α− η

e(α−η)(g−x) − 1. (6.4)

Considering a detection threshold Qt, the condition for a detected event is Q̄ind(x) > Qthr,
this gives a condition on the position of generation of the electron x < xt [3]

xt = g − 1
α− η

ln
(

1 + 1
Ew
Vw

α− η
e0

Qthr

)
. (6.5)
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The probability that the first cluster do not get attached and crosses the threshold is

P1 =
(

1− η

α

)∫ xt

0

1
λ

exp
(
−x
λ

)
dx , (6.6)

then the probability that the first cluster is attached but not the second and above the
threshold is

P2 =
∫ xt1

0

∫ xt2

0

η

α

1
λ

exp
(
−x1
λ

)
×
(

1− η

α

) 1
λ

exp
(
−xt2 − x1

λ

)
dx1 dxt2 . (6.7)

Continuing the series to the nth cluster we get the actual efficiency of a given RPC [90]

ε =
∞∑
n=1

Pn = 1− e−(1− η
α) gλ

[
1 + 1

Ew
Vw

α− η
e0

Qthr

] 1
αλ

. (6.8)

For this expression no space-charge effect is taken into account, that means that the value
of η and α are constant. Also no diffusion is considered. Qthr represents the detection
threshold in Coulombs. In the case of an infinity gap length or a zero detection threshold,
we find back the maximum efficiency eq. 6.3 as expected.

The induced signal of a RPC follows

I(t) = Ae(α−η)vt (6.9)

with A the signal amplitude. Setting up a detection threshold Athr, this leads to an
expression for the threshold crossing time

t(A) = 1
(α− η)vd

ln
(
Athr
A

)
. (6.10)

The distribution of threshold crossing time has the property that a shift in threshold
correspond to a shift in time, meaning that the shape of the distribution is not influenced
by the threshold [90]. From this distribution we have an expression for the time resolution
of an RPC

σt = 1.28
(α− η)vd

. (6.11)

Again no space-charge effect nor diffusion is accounted.
Figure 6.1 shows the maximum efficiency for different gap widths as a function of the

muon momentum. As expected the curve has the shape of the Bethe formula, since the
maximum efficiency is directly linked to the cluster density (see figure 3.1) n̄cl = 1/λ.
The figure 6.2 exhibits the maximum efficiency as a function of the gap width for Argon
and the CALICE sDHCAL mixture. As the Argon is less ionising the Forane (the cluster
density is respectively 32.54 and 89.39 clusters per centimetre), it needs a wider gap to
produce clusters.

gas g [cm] q [cm] p− g [cm] εr HV [kV/cm] ε (εmax) σt [ns]

C2H2F4/CO2/SF6 0.12 0.11 0.07 7 57.5 97.6(99.9) 0.49

Table 6.1: Analytic performance for the CALICE sDHCAL RPC geometry.

Table 6.1 lists the CALICE sDHCAL RPC geometrical parameters along with the
analytical performances.
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Figure 6.1: The maximum efficiency (eq.6.3) as a function of the muon momentum, for
different gap widths, in pure Argon and in the CALICE sDHCAL mixture.
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Figure 6.2: Maximum efficiency as a function of the gas gap width, for 5 GeV/c muon,
in pure Argon and in the CALICE sDHCAL mixture.

6.2 Detection efficiency
Figure 6.3 shows the simulated efficiency for a CALICE sDHCAL RPC with 5 GeV/c
muons. The gas gap is 0.12 cm and filled with a mixture of C2H2F4/SF6/CO2 in the
proportion 93/2/5% at temperature T = 20 ◦C and pressure p = 760 Torr (1 atm), the
Bakelite anode and cathode width is respectively 0.07 cm and 0.11 cm with a dielectric
permittivity εr = 7. The detection threshold is set to 0.1 pC. The analytic expression
from eq. 6.8 is also plotted. The analytic formulation follows quite well the simulated
results, though it underestimates the efficiency at the beginning of the plateau around
54 kV cm−1. Using eq. 6.3, the theoretical maximum efficiency reachable is εmax = 99.99%,
with n̄cl = 91.85 cm−1.

The uncertainties are purely of statistical nature (Poissonian) in order to account
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Figure 6.3: Simulated efficiency for a CALICE sDHCAL RPC with 5 GeV/c muons.
The temperature is 293.15 K and the pressure is 760 Torr. The curve labeled Analytic
represents eq. 6.8.

the poor statistics available towards high electric field, due to simulation instability (see
section 6.2.1).

At the operation high tension of 57.5 kV cm−1 we obtain an efficiency of 99.06±1.19%,
this is in good agreement with the experimental efficiency of around 96% measured during
test beams [20]. The simulation gives only the intrinsic efficiency as the read-out electronics
are not modelised, so it is expected to get a higher efficiency than the measurements.

Figure 6.4 shows the evolution of the efficiency with the detection threshold for two
different applied electric fields. As expected, when the threshold augments the small
avalanches that originated far from the cathode are not detected because they cannot
develop enough before reaching the anode. It is as if the effective gas gap length was
reduced. Using eq. 6.3 we can calculate the effective gap length for a given threshold.
Figure 6.5 shows the effective gap length with the same RPC geometry, an electric field of
57.5 kV cm−1 and an average number of cluster n̄cl = 89.37 cm−1. At a detection threshold
of 0.1 pC the effective gap length is only a little less than 45%. This would mean that any
cluster produced farther than 0.54 mm of the cathode in this 1.2 mm gap would not be
detected.

6.2.1 Simulation efficiency
One may notice the fluctuations when the efficiency plateau is reached. This comes from
the fact that the simulation becomes less efficient at high fields, meaning that an avalanche
computation may not be carried out to its end thus limiting the available statistic. The
simulation tends to become unstable towards high applied voltage, when an exploding
electric field may appear in the detector (very high and localised) leading to an important
electron multiplication and thus an extremely long computing time. When such a behavior
is detected, the simulation of the current avalanche is aborted.

Figure 6.6 shows the simulation efficiency, i.e. the ratio of the number of simulations
carried out without error over the total number of avalanches simulated, as a function of
the applied external electric field. The simulation exhibits an efficiency of almost 100%
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Figure 6.5: Effective gap length. We used the CALICE geometry, with an electric field
of 57.5 kV cm−1 and 5 GeV/c muons.

at fields inferior to 56 kV cm−1 and then a quick and steady decrease, towards efficiencies
below 10% from 60 kV. At the operation voltage of 57.5 kV cm−1 we have a simulation
efficiency around 73%.

6.3 Threshold Crossing Time
We define the threshold crossing time as the time when the induced charge becomes
superior to the detection threshold. The distribution of the threshold crossing time gives
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Figure 6.6: Simulation efficiency for the CALICE sDHCAL geometry.

the intrinsic time resolution of a RPC, i.e. the time resolution when no amplification or
read-out electronics is taken into account.

Figures 6.7 show the distribution of the threshold crossing time for four different
applied electric field, in a CALICE sDHCAL RPC with a detection threshold of 0.1 pC. A
Gaussian is fitted to the distributions. As expected, the mean crossing time shifts towards
smaller values when the applied electric field augments. A higher electric field means a
higher electron multiplication gain and drift velocity, and thus the induced charge reaches
the detection threshold faster.

One may notice that the distributions are not truly Gaussian, as they exhibit tails from
either side. This can be explained by the fact that the primary ionisation, and thus the
number of freed electrons in the gas gap, follows a Landau distribution with pronounced
tails as it is depicted on figure 2.11.

The threshold crossing time is correlated to the initial number of electrons in the
detector. A higher number of electrons implies an induced signal rising faster. This
correlation is shown on figure 6.8. The exponential comes from the fact that the signal
is proportional to the number of electrons present in the gap, which grows like n0e

(α−η)z

where n0 is the number of initial electrons.
The figure 6.9 shows the threshold crossing time as a function of the position of gener-

ation of the leading cluster. We define the leading cluster as the closest one to the anode.
No correlation is visible, as expected, since all avalanches behave on average like a growing
exponential. To be detected, an avalanche needs only one cluster far enough of the anode
in order to induce a detectable signal.

6.4 Correlation between the charge and the thresh-
old crossing time

The figure 6.10 exhibits the correlation between the intrinsic timing and the induced charge
of a RPC. The vertical dashed line at the leftest part of the figure indicates the detection
threshold of 0.1 pC, behind this line no avalanche can be detected and thus delimits the
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Figure 6.7: Distributions of the threshold crossing times. We used the CALICE sDHCAL
geometry and gas, the simulation was set to 500 steps and a detection threshold of 0.1 pC.

distribution.
The bottom part of the figure describes the avalanches that presented a fast induced

signal development. But it is hard to distinguish a clear correlation. From figure 5.2 we
know that the first stages of an avalanche determine its evolution and thus the time at
which the threshold is crossed. The avalanches in this part of the plot may have been
subject to an important initial electron multiplication. As we explained on section 6.3,
the timing is correlated to the number of initial electrons: an avalanche with more initial
electrons will crossed the detection threshold faster. The position of the leading cluster has
an influence on the induced charge, as shown on figure 6.11b. A leading cluster generated
close to the cathode will avalanche on a longer distance and thus induce a higher signal.
However the number of initial electrons doesn’t greatly influence the induced signal (see
figure 6.11a), as the space charge effect kicks in.

On the upper part of the plot a clear correlation is visible between the intrinsic timing
and the induced charge. In this part, the highest induced charges correspond to a leading
cluster deposited close to the cathode with a high number of primary electrons or has
undergone a quick multiplication in its early stage. By contrast, the avalanches with a
slow induced signal development show a small induced charge. In this case one may picture
a leading cluster close to the anode with a small number of primary electrons or a small
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time. The simulation was set to 500 steps with a detection threshold of 0.1 pC and an
electric field of 56 kV cm−1. We used the CALICE sDHCAL geometry.
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Figure 6.9: Threshold crossing time as a function of the position of generation of the
leading cluster. The simulation was set to 500 steps with a detection threshold of 0.1 pC
and an electric field of 56 kV cm−1. We used the CALICE sDHCAL geometry.

early multiplication.
To further investigate this, the figure 6.12 shows the correlation of induced charge to

the threshold crossing time for avalanche started by 1 electron, either at a random position
or at the cathode. The avalanche that started at the cathode with a single electron exhibit
the same behaviour than the avalanches that form the upper part of figure 6.11. So the
fluctuations in the early development of an avalanche have a greater influence than the
number of primary electrons on the intrinsic timing.
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Figure 6.10: Correlation of the induced charge to the threshold crossing time. The
detection threshold is 0.1 pC.
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Figure 6.11: Correlation of the number of electrons and position of leading cluster to
the induced charge. The dashed vertical line represent the detection threshold.

6.5 Charge spectra
In this section we present the charge spectra obtained with our 1.5-D simulation. There
are actually two kind of signal that are delivered by the RPC readout electrodes:

- the induced signal (also named fast signal) is, as described before, the signal induced
by the movement of the electrons in the gap;

- the total signal is the charge induced by the slow moving ions.

Both signals appear on readout electrode on a different time scale, as shown on figure 6.13.
In this model we have considered the ions stationary thus we cannot compute the value
of the total signal charge. However by considering the charge of the positive ions left in
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Figure 6.12: Correlation of the induced charge to the threshold crossing time in the case
of avalanches started by one electrode, either at the cathode or at a random position in
the gap. The detection threshold is 0.1 pC.

Figure 6.13: Typical signal detected on the readout electrodes of a RPC. The two
different time scale represent the fast and total signal. (From [60]).

the gap at the end of the avalanche (i.e. when there are no electrons in the gap) we can
get an insight of the induced charge on the cathode, and thus of the total signal.

Figure 6.14 and 6.15 show the accumulated induced and total charge spectra at three
applied electric field (58, 56 and 54 kV cm−1), for the CALICE sDHCAL geometry and
gas. The simulation was set to 500 steps and a detection threshold at 0.1 pC. The
following lists the mean induced and total charge, taking into account the non-detected
events whose charge was inferior to the detection threshold:

• 54 kV cm−1 - 〈Qind〉 = 1.02 pC 〈Qtot〉 = 7.48 pC,

• 56 kV cm−1 - 〈Qind〉 = 2.74 pC 〈Qtot〉 = 31.3 pC,

• 58 kV cm−1 - 〈Qind〉 = 3.63 pC 〈Qtot〉 = 71.9 pC.
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Figure 6.14: Induced charge spectra for the CALICE sDHCAL geometry.
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Figure 6.15: Total charge spectra for the CALICE sDHCAL geometry.

We find results that seem to be in agreement with experimental measurements, from [21,
6] for example.
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6.6 Manifestation of the space charge on the sig-
nal development

The figure 6.16 exhibits the development of the induced signal on the anode over time for
the same avalanche, with and without space charge effects, with an applied electric field of
56 kV cm−1. At the detection threshold of 0.1 pC the space charge effects already influence
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Figure 6.16: Development of the induced signal over time, with and without the space
charge effects computed. We simulated the CALICE sDHCAL geometry on 500 steps at
56 kV cm−1. The dotted line represents the detection threshold of 0.1 pC.

the avalanche electron production and thus the induced signal development. The detection
time is shifted towards higher values with space charge effect as the multiplication gain
gets, on average, lowered.

The figure 6.17 presents the distribution of the threshold crossing time without the
space charge effects, at 56 kV cm−1 and a detection threshold 0.1 pC. Compared to fig-
ure 6.7c, we do find that a mean crossing time shifted but we also have a slight increase
of the standard deviation in the case of no space charge effects.

6.7 Intrinsic time resolution
The figure 6.18 shows the intrinsic time resolution of the CALICE sDHCAL RPC as a
function of the applied electric field. The simulation is set to 500 steps with a detection
threshold of 0.1 pC, at pressure 760 Torr and temperature 273.15 K. The time resolution
is taken as the standard deviation of the distribution of the threshold crossing time (see
figure 6.7). The analytical formulation eq. 6.11 is also plotted. We can see that the
analytic expression doesn’t match the simulated result. It underestimates the timings for
electric field below the efficiency plateau and overestimates above. This may be explained
by the fact that eq. 6.11 doesn’t account the space charge effect nor the diffusion.

The time resolution obtained with this kind of RPC design is around 0.50 ns [49]
at the operation of 57.5 kV cm−1, and our simulation gives a value around 0.30 ns. The
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Figure 6.17: Distribution of the threshold crossing time without the space charge effects,
at 56 kV cm−1. The detection threshold is 0.1 pC.
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Figure 6.18: Simulated time resolution with the CALICE sDHCAL geometry. The
simulation is set to 500 steps with a detection threshold of 0.1 pC, at pressure 760 Torr
and temperature 273.15 K.

difference may be explained by the fact we measure the intrinsic time resolution, without
any read-out and amplification electronics.
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6.8 Streamer probability
We detailed the process of streamer formation on section 3.7. A streamer may appear as
a consequence of two phenomenon:

• The remaining photons of a precursor avalanche may interact with the anode and
cathode, generating knock-out electrons. Those electrons multiplies into an avalanche
and merge together to form a streamer.

• The avalanche itself may evolve into a streamer under some conditions. The electron
density and the space charge may reach a critical value where photons start to
contributes to the avalanche by creating electron-ion pairs through photo-ionisation.

In the case a streamer reaches both the anode and cathode, a conductive channel is formed
and provoke a spark discharge in the gas gap which is contained due to the high resistivity
of the electrodes. Although rare in RPC operated in avalanche mode, a spark is an
undesired effect as it reduces the rate capability but also may damage the read-out and
amplification circuitry.

The streamer formation involves photonic processes that are note modelised in our
simulation, thus we do not have access to the actual value of streamer occurrence. However
we can consider an avalanche as evolved into a streamer if the number of electrons reaches
e20 ∼ 4.85× 108 [4, 22], thus giving a rough insight of the streamer probability.
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Figure 6.19: Simulated streamer probability with the CALICE sDHCAL geometry. The
simulation is set to 500 steps with a detection threshold of 0.1 pC, at pressure 760 Torr
and temperature 273.15 K.

The figure 6.19 shows the streamer probability in a CALICE sDHCAL RPC as a
function of the applied electric field. Under 56 kV cm−1 the streamer probability is almost
null, as the multiplication gain and space charge effects are not important enough. From
this point the probability quickly rises. At the operating voltage of 57.5 kV cm−1 the
probability is around 17%. At 61 kV cm−1 the streamer probability is over 61%.
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6.9 Limits of the model and the simulation
We would like to point out the limitation of the model we used as well as the simulation
towards high field.

• First of all, the simulation becomes heavily unstable because of the important num-
ber of electrons to modelise at high electric field (above around 59 kV cm−1, see
figure 6.6). This drastically limits the statistic we can accumulate on reasonable
time.

• Secondly, in the Legler model, we make the assumption that the ionisation probability
is independent of the history of previous collisions [90]. Considering Ui the ionisation
potential and E the electric field, an electron has to travel s = Ui/E to gain enough
energy to ionise. The previous cited assumption is equivalent to the condition that
s has to be small compared to the ionisation mean free path: s � 1/α. This
assumption does not hold any more at high fields, when s is comparable to 1/α and
the avalanche multiplication.

So in the end, when we tend toward high fields, the facts that the assumption behind
the Legler model doesn’t hold and the non-inclusion of the avalanche-to-streamer phe-
nomenons (as it requires the knowledge of various photonic cross-sections and the inclusion
of photo-ionisation models) make this simulation rather inadequate to the modelisation
of RPC in avalanche mode. However, towards high fields, it is important to note that the
RPC may not be operated in avalanche mode any more as we enter the streamer regime.

We would like to point out another limitation. Towards high electric fields the values
given by Magboltz come with non-negligible uncertainties as measurements of α, η, drift
velocity or diffusion coefficients are not available (see for example [35]).
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Chapter 7

Conclusion

We have presented the fundamental physical processes underlying the ionisation of a gas
by the passage of a charged particle, along with the development and propagation of an
electronic avalanche in a Resistive Plate Chambers.

We have used a model first developed by Legler and continued by Rigler, Lippmann and
Veenhof for the multiplication and propagation of electrons inside a Townsend avalanche.
In this model the electric field is dynamically computed, with the contribution from all the
charge carrier in the gas gap, thus modifying the avalanche dynamics. This is the so-called
space charge effect. It turns out that these effects are essentials in the modelisation of
avalanches inside RPC, as they account for a saturation in the multiplication processes at
a certain point which is needed to find coherent induced signals.

With the developed simulation program, we computed several detection characteristics
of a CALICE sDHCAL RPC. Although we did not modelise any amplification or read-
out electronics, we have found coherent results in terms of detection efficiency and time
resolution.

However the simulation tends to be unstable towards high electric field, because of the
tremendous number of dynamically propagated electrons. In this regime, non-negligible
uncertainties may arise from the values yielded by Magboltz as experimental measure-
ments are unavailable. Moreover, when considering high fields, our simulation becomes
unadapted as the assumptions behind the Legler model doesn’t hold any more in addition
to the non-inclusion of avalanche to streamer transition phenomena, which involves gas
photo-ionisation modelisation.

A multi-thread simulation program of RPC has been developed during this thesis,
implementing the Rigler-Lippmann-Veenhof model in the 1.5 dimension version. This al-
lows to compute detection characteristics, such as induced signals spectra, efficiency or
time resolution, with coherent results. In this model, the electrons are radially distributed
following a Gaussian depending on the transverse diffusion coefficient of the gas. When
computing the space charge field we only consider the centre of the Gaussian at r = 0,
where the electron density is the highest. This leads to an overestimation of the satura-
tion of electron multiplication in the space charge regime, compared to a 2 dimensional
simulation [77].

A 2D model gives more precise result but on a different computation time scale. An
avalanche with the 1.5D model takes some minutes, depending on the CPU and the simu-
lation parameters, whereas a 2D avalanche computation would take around a day. In order
to speed-up the simulation with this model one may consider the many-cores computer ar-
chitecture, such as the Intel Xeon Phi, to compute a great number of avalanche in parallel.
In this model, the propagation of electrons following the electric field lines takes the most
time. In order to speed-up this process one may consider the vector nature of GPUs and
use OpenCl or CUDA libraries. This could also give a non-negligible speed-up concerning
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random number generation, but one has to be extra careful about reproducibility in this
case.

Concerning the gaseous mixture, which is the heart of a RPC, we rely on gas definitions
of the HEED and Magboltz software. As new directives from the European Union will ban
the use of high Global Warmth Potential gases in the near future, such as C2H2F4 and SF6,
new gaseous mixtures are actively investigated for RPC use. However those alternative
gases are not common in High Energy Physics experiment and gas definitions are not yet
available in Magboltz, thus making the simulation of RPC with such gases impossible at
the time.
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Appendix A

Induced current in presence of
resistive materials

Induced signal on a grounded electrode by a moving charge Q can be computed by use
of Ramo’s theorem (see eq. 3.39) assuming perfectly conducting electrodes surrounded by
insulating materials, in which case electric fields are instantaneous. Considering a detector
including resistive materials, time-dependent fields will arise and the Ramo theorem won’t
be applicable any more.

The derivation of the induced signal and charges is done in [89]. In this appendix we
merely detail the calculus steps.

Maxwell’s equations for medium with permittivity ε(~x, t) and conductivity σ(~x, t) are
as follow

~∇ ~D = ρ, ~∇ ~B = 0, (A.1)
~∇∧ ~E = −∂ ~B

∂t ,
~∇∧ ~H = ~je + σ ~E + ∂ ~D

∂t . (A.2)

with ~D = ε ~E, ~B = µ ~H. ~je represents an external current generated by an external moving
charge ~∇~je = −∂ρe

∂t , and σ ~E arises from surface charges (conductors). We assume a weak
conductivity, therefore

~∇∧ ~E = −∂
~B

∂t
= 0 ⇒ ~E = −~∇Φ

Taking the divergence of the second relation in eq. A.2 we have

~∇
[
~∇∧ ~H

]
= −∂ρe

∂t
− ~∇

[
σ~∇
]

Φ− ~∇
[
ε~∇
] ∂Φ
∂t
,

0 = ∂ρe
∂t

+ ~∇
[
σ~∇
]

Φ + ~∇
[
ε~∇
] ∂Φ
∂t
. (A.3)

In order to take into account the time-dependence of ε and σ we use the Laplace transform

L [Φ (~x, t)] = Φ̄ (~x, s) , L
[
∂Φ (~x, t)

∂t

]
= sΦ̄ (~x, s) ,

and so on. Eq. A.3 then becomes

−sρ̄e (~x, s) = ~∇
[
σ (~x, s) ~∇

]
Φ̄ (~x, s) + ~∇

[
ε (~x, s) ~∇

]
sΦ̄ (~x, s) ,

−ρ̄e (~x, s) = ~∇
[(
ε (~x, s) + 1

s
σ (~x, s)

)
~∇
]

Φ̄ (~x, s) ,

− ρ̄e (~x, s) = ~∇
[
ξ (~x, s) ~∇

]
Φ̄ (~x, s) , V̄i(s) = Φ̄(~x, s)|~x=Si , (A.4)
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with ξ (~x, s) = ε (~x, s) + 1
sσ (~x, s) and where Vi is the voltage on the i-th electrode. We

use a modified Green’s theorem [89]∫
V

{
ψ(~x)~∇

[
f(~x)~∇

]
φ(~x)− φ(~x)~∇

[
f(~x)~∇

]
ψ(~x)

}
d3x =

∫
S

{
ψ(~x)f(~x)∂φ(~x)

∂~n
− φ(~x)f(~x)∂ψ(~x)

∂~n

}
dA

(A.5)
where surface S enclose the volume V . We replace φ(~x) by Φ̄(~x, s), f(~x) by ξ(~x, s) and
ψ can still be arbitrary chosen. We it as the potential if we remove the charge Ψ̄ and we
have

~∇
[
ξ(~x, s)~∇

]
Ψ̄(~x, s) = 0, v̄i(s) = Ψ̄(~x, s)|~x=Si .

We replace in eq. A.5 where the volume V is enclosed by the surface of the electrodes
S =

∑
Si∫

V

{
Ψ̄(~x, s)~∇

[
ξ(~x, s)~∇

]
Φ̄(~s, s)

}
d3x =

∫
S

[
Ψ̄(~x, s)ξ(~x, s)∂Φ̄(~x, s)

∂~n
− Φ̄(~x, s)ξ(~x, s)∂Ψ̄(~x, s)

∂~n

]
dA

(A.6)
The charges on electrodes surface and the current are defined by

Qi(s) =
∫
Si

ε(~x, s)∂Φ̄(~x, s)
∂~n

d ~A

Ii(s) =
∫
Si

σ(~x, s)∂Φ̄(~x, s)
∂~n

d ~A . (A.7)

We assume the electrodes grounded, so Vi(t) = 0 and the time-dependent charge density
induces currents flowing between electrodes and ground IGi (t) satisfying

dQi(t)
dt

+ Ii(t) = IGi (t) → sQ̄i(s) + Īi(s) = ĪGi (s). (A.8)

Combining eqs. A.6, A.7 and A.8 we obtain

−
∫
V
sΨ̄(~x, s)ρ̄(~x, s) d3x =

∑
i

v̄i(s)ĪGi (s). (A.9)

By defining Ψ by applying a voltage pulse v1(t) = v0δt → v̄1(s) = v0 on electrode 1 and
leaving the others grounded we get the relation for induced current on the electrode

−
∫
V
sΨ̄(~x, s)ρ̄(~x, s) d3x = v0Ī

G
1 (s),

and switching back to the time domain using the inverse Laplace transform we get

v0I
G
1 (t) = −

∫
V

∫ t

0
Ψ(~x, t− t′)∂ρ(~x, t− t′)

∂t′
d3x dt′ . (A.10)

If the medium conductivity σ is null the time dependence of Ψ translates into Ψ(~x, t) =
Ψ(~x)δ(t), and we have

v0I
G
1 (t) = −

∫
V

∫ t

0
Ψ(~x)δ(t− t′)∂ρ(~x, t− t′)

∂t′
d3x dt′ ,

v0I
G
1 (t) = −

∫
V

Ψ(~x)∂ρ(~x, t′)
∂t

d3x ,

IG1 (t) = − 1
v0

∫
V

~EΨ(~x)~je(~x, t) d3x . (A.11)
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with ~EΨ(~x) = −~∇Ψ(~x) and ~∇~je(~x, t) = −∂ρe(~x,t)
∂t . One can see Ramo’s theorem in eq. A.11.

In gaseous detectors the charge creation happens through ionisation, so a created
electron is always accompanied by an ion and they both move in opposite directions. The
charge density then becomes

ρ(~x, t) = QΘ(t)
{
δ3 [~x− ~x1(t)]− δ3 [~x− ~x2(t)]

}
(A.12)

with ~x1(0) = ~x2(0). Using this charge density with eq. A.10 we get

IG1 (t) = 1
v0

∫ t

0

∫
V

Ψ(~x′, t− t′) ∂
∂t′

(
QΘ(t′)

{
δ3
[
~x′ − ~x′1(t′)

]
− δ3

[
~x′ − ~x′2(t′)

]})
d3x′ dt′ ,

IG1 (t) = Q

v0

∫ t

0

∫
V

Ψ(~x′, t− t′)∂Θ(t′)
∂t′

(
δ3
[
~x′ − ~x′1(t′)

]
− δ3

[
~x′ − ~x′2(t′)

])
d3x′ dt′

+Q

v0

∫ t

0

∫
V

Ψ(~x′, t− t′)Θ(t′) ∂
∂t′

(
δ3
[
~x′ − ~x′1(t′)

]
− δ3

[
~x′ − ~x′2(t′)

])
d3x′ dt′ .

As ∂Θ(t′)/∂t′ = δt′ the first half of the equation becomes

Q

v0

∫
V

Ψ(~x′, t)
(
δ3
[
~x′ − ~x′1(0)

]
− δ3

[
~x′ − ~x′2(0)

])
d3x′ = 0.

Using the property ∂
∂t = ∂

∂~x1(t) ·
d~x1(t)
dt , the relation for IG1 (t) reads as

IG1 (t) = Q

v0

∫ t

0

∫
V

Ψ(~x′, t− t′) ∂

∂~x1(t′)
(
δ3 [~x′ − ~x1(t′)

])
ẋ1(t′) d3x′ dt′

−Q
v0

∫ t

0

∫
V

Ψ(~x′, t− t′) ∂

∂~x2(t′)
(
δ3 [~x′ − ~x2(t′)

])
ẋ2(t′) d3x′ dt′ .

Using the properties of the Dirac δ distribution we have

IG1 (t) = Q

v0

∫ t

0

∫
V

Ψ(~x′, t− t′) ∂

∂~x1(t′)
(
δ3 [~x′ − ~x1(t′)

])
ẋ1(t′) d3x′ dt′

+Q

v0

∫ t

0

∫
V

Ψ(~x′, t− t′) ∂

∂~x2(t′)
(
δ3 [~x′ − ~x2(t′)

])
ẋ2(t′) d3x′ dt′ .

Distributional derivative of the Dirac’s delta gives δ′[ϕ] = −δ[ϕ′] where ϕ is a test function,

IG1 (t) = −Q
v0

∫ t

0

∂

∂~x1(t′)

∫
V

Ψ(~x′, t− t′)
(
δ3 [~x′ − ~x1(t′)

])
ẋ1(t′) d3x′ dt′

−Q
v0

∫ t

0

∂

∂~x2(t′)

∫
V

Ψ(~x′, t− t′)
(
δ3 [~x′ − ~x2(t′)

])
ẋ2(t′) d3x′ dt′ ,

IG1 (t) = −Q
v0

∫ t

0

∂

∂~x1(t′)Ψ(~x1(t′), t− t′)ẋ1(t′) dt′ − Q

v0

∫ t

0

∂

∂~x2(t′)Ψ(~x2(t′), t− t′)ẋ2(t′) dt′ .

With ~EΨ = −~∇Ψ we obtain the relation for the current induced by a moving charge
composed of an electron and an ion. The induced signal is only due to the motion of the
charges:

IG1 (t) = Q

v0

∫ t

0
EΨ(~x1(t′), t− t′)ẋ1(t′) dt′ + Q

v0

∫ t

0
EΨ(~x2(t′), t− t′)ẋ2(t′) dt′ . (A.13)

In gaseous detectors, the ions move very slowly in the gas: their drift velocity is
negligible before that of electrons. In fact, the induced signals on RPC electrodes develop
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on two time-scale: first the fast ions induce charges on the electrodes (called the fast
signal), then the ions will induce a signal on the cathode which develop much slower
(called the total signal). So from eq A.13 the signals induced by an electron (fast) and an
ion (total) moving in the gas are given by

Ifast(t) = Qe
v0

∫ t
0 EΨ(~xe(t′), t− t′)ẋe(t′) dt′ , (A.14)

Itot(t) = Q
v0

∫ t
0 EΨ(~xi(t′), t− t′)ẋi(t′) dt′ . (A.15)
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