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Résumé

Comment la morphogenèse embryonnaire peut-elle être conservée malgré une divergence importante des séquences codantes et non-codantes ? Pour répondre à cette question, nous avons travaillé sur le développement précoce d’ascidies divergentes, *Phallusia mammillata* et *Ciona intestinalis*. Ces espèces partagent une morphogenèse pratiquement identique et des lignages cellulaires stéréotypés. Or, leurs génomes sont tellement divergents que leurs séquences ne peuvent pas être alignées.


Pour étudier comment ces gènes ont conservé leur régulation malgré une divergence non-codante importante, nous avons collaboré avec l’équipe Gomez-Skarmeta pour cartographier, par ATAC-seq, la chromatine ouverte dans les deux espèces pour identifier les régions régulatrices actives à l’échelle du génome. 35 sur les 39 séquences ouvertes avoisinant les gènes de l’endoderme ont été trouvé active avant le stade larval, par électroporation. La plupart des séquences testées ont conservé leur activité dans les deux espèces malgré la divergence de séquence. Nous avons alors identifié des sites de fixations pour facteurs de transcription potentiels se trouvant dans les enhancers pour l’endoderme pour identifier les régulateurs dans *Phallusia* et *Ciona*.

Nos résultats suggèrent des changements assez importants de l’ordre des sites de fixations sans pour autant avoir de changement dans l’architecture dans les réseaux de gènes régulateurs ; ceci explique la conservation qualitative de l’expression des gènes entre ces ascidies divergentes. En outre, nous avons trouvé que les shadow enhancers sont plus répandus qu’anticipé.
Abstract

How can embryonic morphogenesis be evolutionarily conserved in spite of extensive divergence in coding and non-coding genome sequences? To address this question, we worked on the early development of two very divergent ascidians, Phallusia mammillata and Ciona intestinalis. These species share an almost identical early morphogenesis and stereotyped cell lineages. Remarkably, however, their genomes are divergent to the extent that their non-coding sequences cannot be aligned and gene order has not been conserved.

We focus our attention on the behaviour of endoderm precursors throughout two important evolutionarily conserved developmental processes: initial fate specification and early gastrulation. We first compared by in situ hybridisation the transcriptional expression of orthologous regulatory genes in Phallusia and in Ciona. We found that the endodermal expression of 8 regulatory genes known to be involved in these developmental processes is qualitatively conserved between the two species.

To study how these genes conserved their regulation in spite of extensive non-coding sequence divergence, we collaborated with the Gomez-Skarmeta lab to map, by ATAC-seq, open chromatin regions in both species to identify active regulatory regions genomewide. Three quarters of the 39 open chromatin regions for endodermal genes behaved as active regulatory sequences by the larval stage, when tested by electroporation in embryos. Many of the tested sequences had conserved cis-regulatory activity in both species in spite of sequence divergence. We have identified putative transcription factor binding sites in endodermal enhancers in both species to identify conserved upstream regulators shared between Phallusia and Ciona.

Taken together our results suggest that extensive transcription factor binding site turn over, without radical change in GRNs architecture, may explain the qualitative conservation of gene expression patterns between highly divergent ascidian genomes. Furthermore, we found that shadow enhancers are much more prevalent than initially anticipated.

Taken together our results suggest that extensive transcription factor binding site turn over, without radical change in GRNs architecture, may explain the qualitative conservation of gene expression patterns between highly divergent ascidian genomes. Furthermore, we found that shadow enhancers are much more prevalent than initially anticipated.
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# EVOLUTION OF THE CIS-REGULATORY ARCHITECTURE BETWEEN EMBRYOS OF THE DIVERGENT PHALLUSIA MAMMILLATA AND CIONA INTESTINALIS ASCIDIANS

## ABSTRACT

The objective of this study is to explore the evolutionary relationships between the cis-regulatory architectures of the endoderm in Phallusia mammillata and Ciona intestinalis, two species belonging to the class Asciidiacea. By analyzing and interpreting the expression patterns of specific genes, we aim to reveal the divergence in regulatory mechanisms and their implications for understanding the evolutionary history of these organisms. The study employs advanced genomics tools and comparative analysis to dissect the regulatory elements and their activities, providing insights into the evolutionary forces acting on these regulatory architectures.
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I. Gene regulation

Our bodies are made of cells of many different shapes, sizes, and functions. In spite of this diversity, they all share (with a few rare exceptions) the same set of genes, encoded into the sequence of a very long polymer, DNA (Deoxyribonucleic Acid). How can cells containing an identical DNA content (the genome) differ so much has long been puzzling. It is now understood that what differs inside these cells are the proteins that are synthesised from the genes encoded in DNA. For instance, a red blood cell will be full of the globin protein that carries oxygen, a muscle cells will be enriched in proteins that will allow it to contract, while a neurone will harbour many proteins that transmit electric impulsions.

In his famous 1970 paper “Central Dogma of Molecular Biology”, Francis Crick stated that the most common route to producing protein is not directly from the DNA (Crick, 1970). Indeed, DNA is copied into an intermediate messenger molecule: RNA (Figure 1A); this process is called transcription. The first studies into transcription found that different cell types produced different amounts of RNA from their identical copies of DNA (Britten and Davidson, 1969). This process is called gene regulation. Although RNA maturation, its translation into protein, subsequent modifications of these proteins, and the control of their degradation all contribute towards a cell’s phenotype, the initial production of RNA from DNA is the first direct read-out of the genome. In this work, we will therefore be focusing on gene regulation.

1. Regulation of transcription

The production of RNA from a gene can be broken down into three main steps all driven by specific sets of proteins: initiation, elongation and termination. Initiation starts with the binding to the DNA of the pre-initiation complex (PIC) composed of general transcription factors that recruit the enzyme that copies DNA into RNA, the RNA polymerase, at the beginning of the gene (Figure 1B). Then, during the elongation step,
the polymerase progresses along the gene, reading the DNA, to produce a single-stranded RNA molecule. Once the polymerase reaches a specific signal at the end of the gene, it dislodges from the DNA, releasing a fully transcribed new transcript in the nucleus.

Figure 1. Schematics of transcription. A) Francis Crick's “Central Dogma of Molecular Biology” as of 1970 (Crick, 1970). B) A representation of the initiation of transcription showing the pre-initiation complex (PIC) assembled at the beginning (transcription start site, or TSS) of the gene in orange. The PIC is recruited by other classes of regulatory DNA elements, called "enhancers" found either proximally or distally in yellow, bound by specific proteins, called transcription factors (TFs) represented by stars and hexagons, and interacting with the PIC.

In Humans, only 1.22% of the genome encodes protein sequences. The vast majority of the genome is therefore considered "non-coding". For many years, non-coding sequences were not thought to be important and were even referred to as "junk DNA" (Comings, 1972). Between 25% (Graur, 2017) and 80% (ENCODE Project Consortium, 2012) of these non-coding sequences are, however, under the pressure of natural selection or are associated to a biochemical function respectively. They are therefore believed to be necessary for the survival of the species.

Although some sequences controlling transcription are within coding regions (Barthel and Liu, 2008; Lang et al., 2005), the vast majority are thought to be buried within non-coding sequences. In nearly all cases, these sequences are found to be on the same chromosome as the gene they control (scientists in this field say they are "in cis"), frequently within a few thousand bases of its transcription start site (TSS), though some cis-regulatory sequences can be millions of bases away from the gene (de Kok et al., 1996; Miele and Dekker, 2008; Rebeiz et al., 2009). I will discuss the two main types of cis-regulatory sequences: promoters and enhancers. Promoters define the site of recruitment of the PreInitiation Complex, while enhancers are located further away and communicate with the promoter to activate transcription.

2. Promoters
The promoter of a gene is located around the site of transcription initiation. It is estimated that there are about 70,000 promoters in the Human genome (Dunham et al.,
suggesting that many genes have more than one promoter. The first promoters where identified in the mid-1970s in bacteria, which are devoid of nuclei, and just a few years later in eukaryotes, in which genomic DNA is generally larger and always encased in a nucleus (Dhar et al., 1974; Gannon et al., 1979; Pribnow, 1975). The first eukaryotic regulatory sequence to ever be identified contained a so-called TATA box, known at the time as the Goldberg-Hogness box (M.L. Goldberg, PhD thesis, Stanford, 1979). Only around 24% of characterized Human promoters, however, contain a TATA box (Yang et al., 2007). This motif is preferentially found in promoters controlling tissue specific expression, and is associated to the presence of a unique strong TSS (Haberle and Lenhard, 2016). Some of the remaining core promoters harbor a combination of other motifs, including Initiator (Inr), Downstream Promoter Element (DPE), TFIIB recognition element (BRE), Downstream Core Element (DCE), Motif Ten Element (MTE) or TCT motif, but many include none of these elements (Figure 2) (Haberle and Lenhard, 2016).

Some features of promoters also appear to be species specific. For instance, around 70% of vertebrate promoters are located within CG-rich regions, called CpG islands (Deaton and Bird, 2011), a class of genomic region which does not exist in many invertebrates. Computationally identifying promoters on a global scale solely based on their sequence remains highly inefficient. Fortunately, other signatures exist that facilitate the experimental identification of promoters at the genome scale. First, promoters overlap with TSS, which can be experimentally mapped with 1bp resolution by sequencing RNAs. Two classes of TSS were identified. Some promoters drive transcription from "sharp" TSS precisely-positioned to the single base pair, while others drive transcription from "broad" or "dispersed" promoters, equally using multiple TSSs distributed across up to 100 bases (Carninci et al., 2006). Sharp promoters are preferentially associated with TATA boxes and drive the expression of tissue specific or regulatory genes. Broad promoters are associated to CpG islands in vertebrates and mostly control housekeeping ubiquitously expressed genes (Haberle and Lenhard, 2016).

Second, DNA in the nucleus is not naked. It is wrapped around specific proteins called histones, forming what is called chromatin. The histones can be modified after their synthesis, and these modifications affect the compaction of chromatin and the
accessibility of DNA to transcription factors or the PIC. Trimethylation (the addition of three methyl groups) of lysine 4 in histone H3 (H3K4me3) (Heintzman et al., 2007) is found in nearly 75% of human promoters, independently of the expression level of the corresponding gene (Guenther et al., 2007). This latter property came as a surprise and contributed to the realisation that expression of most genes is controlled at the level of transcription elongation rather than transcription initiation, as previously thought, and that RNA Polymerase II is frequently recruited but paused on the promoters of many genes prior to their activation (Adelman and Lis, 2012; Kwak and Lis, 2013). Not all promoters are, however, marked by H3K4me3, the promoters of regulatory genes often lacking this canonical pattern (Pérez-Lluch et al., 2015).

3. Enhancers and Transcription factors
Francis Crick once commented that following a new scientific discovery, it becomes difficult, if not impossible, to imagine in one's mind how things had been previously perceived. This is particularly true with regards to the discovery of enhancers by Sandro Rusconi from Schaffner's lab in 1980. This discovery revolutionised our interpretation of development. It is no longer possible to imagine the complexities of development without knowing about cis-regulatory sequences and their responsibility in orchestrating gene expression so precisely throughout. Funnily enough, Rusconi has not always been seen as such a revolutionary discovery. When the existence of enhancers was first introduced at a conference in Berlin in the summer of 1980, few people seemed interested in the “enhancing” effects of the DNA sequence in SV40, to Schaffner's great disappointment (Schaffner, 2015).

It has been estimated that there are hundreds of thousands of enhancers in the mammalian genome, therefore, roughly 10 enhancers for every gene (Birney, 2012; Shen et al., 2012). Why are there so many enhancers and what is their importance in development?

i. Defining enhancers and transcription factors
Enhancer sequences have been defined as cis-regulatory elements that enhance the transcription of a gene (Blackwood and Kadonaga, 1998). Enhancers function as binding platforms for transcription factors (TFs), and contain specific transcription factor binding sites (TFBSs) (Aza-Blanc et al., 1997). TFs are the dynamic component of the enhancer activity. They bind enhancers (and sometimes promoters) in a sequence-specific manner and interact with a variety of cofactors including general transcription machinery proteins. They can either act as activators of transcription, or as repressors, depending on the specific TF but also on the cellular context (Stampfel et al., 2015).

Despite the large number of different TFs - ranging from around 300 in E/coli to over 2000 in humans - the large majority of eukaryotic TFs belong to only around 30 structural families based on the amino acid sequence and 3D architecture of their DNA binding domain (Wingender et al., 2013). TFs have a modular architecture and contain one or more DNA-binding domains and one or more protein interaction domains; the first allows them to bind to TFBSs (around 5-12bps) and the latter to other transcriptional regulators.
The presence on the enhancer of TFs that will either activate or inhibit its activity defines the expression pattern of the gene. Combinations of different activators and repressors can create very specific expression patterns as observed, for instance, in the 2nd band of embryonic expression of the *Drosophila even-skipped* gene, which is controlled by the transcriptional activators Hunchback and Bicoid but also by the short-range transcriptional repressors Giant and Krüppel (Gray and Levine, 1996).

Finally, the definition of an enhancer as stated above was perhaps a bit too restrictive. Enhancers are not the only regulatory sequences to recruit TFs; the proximal promoter just 200bp from the TSS can also act as an enhancer by binding TFs (Ohler and Wassarman, 2010). Additionally, an enhancer can act as a promoter by recruiting RNA Polymerase II to transcribe itself. These enhancer transcripts are known as eRNA, which are thought to help stabilise TF binding and gene transcription (Lai and Shiekhattar, 2014; Lam et al., 2014). This class of enhancers can be identified simply by short RNA-seq.

**ii. Enhancer location**

On average, a promoter is regulated by 5 enhancers and an enhancer controls two promoters in mammals (Arensbergen et al., 2014). The distance between an enhancer and the promoter(s) of the gene it activates is very variable, ranging in the large vertebrate genomes from a few tens of nucleotides to millions of bases (Lettice et al., 2002). The distance of the enhancer from its target gene can vary quite drastically. Often enhancers are located just upstream or downstream of the gene or even within the intronic regions; however, there are some cases where enhancers can be found much further away. Such examples include an enhancer regulating *cut* in drosophila which was found 80kb upstream of its promoter (Jack et al., 1991) or even an enhancer regulating *Shh* in mouse found 1Mb away within the intron of another gene no less (Lettice et al., 2003). On average, enhancers are located around 100kb from their target promoters in mammals (Jin et al., 2013). In rare cases, enhancers have even been found to be located on a different chromosome to their target gene, in which case their activity is defined as *trans*-regulatory (Gohl et al., 2008).

Enhancers are believed to act by interacting with their cognate promoter and several models have been put forward to permit this interaction, including looping (Krivega and Dean, 2012; Zhang et al., 2013). Some enhancers act hundreds of kilobases away from their target genes, and do not activate genes that are often located between them and their target (Zhang et al., 2013). The enhancer-promoter interaction network, which varies with cell types, is substantially more complex than estimated before chromatin conformation capture techniques were developed (Arensbergen et al., 2014). The main principles defining the range of action of a given enhancer and its specificity for its target promoters remain, however, poorly understood; though we know that it may involve specific interactions between enhancer-bound TFs and promoter-bound proteins, insulator elements and proteins such as cohesin which contribute to large-scale nuclear chromatin architecture and the definition of so-called topologically-associated domains (TADs) within which enhancer-promoter are facilitated (Arensbergen et al., 2014). Finally, it should be pointed out that the distinction between core promoters and enhancers may not be as clear cut as we initially thought: some
promoters bind transcription factors and some can even act as long range enhancers (Catarino et al., 2017).

4. Techniques for mapping regulatory activity
There has been an explosion of techniques to identify regulatory elements. The tools range from understanding the 3D conformations of chromatin to the binding of TFs on enhancers. These tools can help elucidate the regulatory behaviours that unfold within a cell or an organism (Figure 3).

i. Genomewide identification of enhancers
Enhancer sequences can be characterised by their local chromatin structure. A local enrichment of certain histone modifications such as mono-methylation of lysine 4 on histone 3 (H3K4me1) and acetylation of lysine 27 again on histone 3 (H3K27ac) (Bulger and Groudine, 2011) is a frequent hallmark of enhancer activity. ChIP-seq for specific histone modifications, including H3K27Ac and H3K4me1, has allowed the large-scale identification of hundreds of thousands of mammalian promoters and enhancers. Additionally, enhancers are often found in open chromatin regions; this will be discussed later on (Shlyueva et al., 2014).

Techniques to map open chromatin regions at the genome scale have proven invaluable to identifying regulatory regions. DNA compaction and opening is due to nucleosomes. Nucleosomes are 147bps of DNA sequence wrapped around a histone octamer that creates the building blocks for compacted DNA known as heterochromatin. In this situation, genes are inactive. When the nucleosomes are more dispersed due to nucleosome remodelling enzymes and the binding of proteins to the DNA (TF, PIC and RNA Pol II) (Struhl and Segal, 2013), the chromatin becomes open, known as euchromatin, which is associated with active sequences and genes.

![Figure 3. Combining several tools to elucidate regulatory logic: identifying TFBS, by PBM or SELEX, within enhancers than have been mapped, by ChIP-seq and ATAC-seq, could help understand gene interactions (adapted from Inukai et al. 2017).](image)

The combination of tools identifying TFBSs such as SELEX and identifying regulatory regions such as ATAC-seq can be used to build the regulatory landscapes of the genes of interest (Figure 3) and through this help decipher the networks of regulation between each of these genes. Functional chromatin regions have been mapped genomewide such as in the ENCODE projects (Encyclopedia of DNA Elements) in humans, mouseENCODE in mouse and modENCODE in drosophila and worm (ENCODE Project Consortium, 2012; Shen et al., 2012). Several approaches focus on localising regulatory sequences by
identifying nucleosomes or open chromatin by ATAC-seq, DNase-seq and FAIRE-seq and histone modifications by ChIP-seq.

ii. 3D regulation
The chromatin 3D architecture is also a popular topic of interest with regards to gene expression as the physical properties bringing together the enhancer and the promoter, for example, are to be considered. The looping model is vastly promoted, demonstrating how an enhancer can act from a distance (Kleinjan and van Heyningen, 2005).

Techniques such 5C or Hi-C map physical interactions by capturing the 3D chromatin conformation (or the landscape of enhancer-promoter interactions) genome-wide. These sorts of techniques have revealed the existence of multi-layers of 3D conformation involved in gene regulation (Phillips-Cremins, 2014). The looping interactions are organised into megabase-scale TADs (Topology Associated Domains) covering 90% of the genome which then organise themselves into specific sub-territories (Dixon et al., 2012). These structures are thought to bring genes that are co-expressed closer together to create what is known as transcription factories in precise areas of the nucleus (Gibcus and Dekker, 2013).

iii. Enhancer activity
There are many techniques that allow the identification of active enhancers. A classical example is by using a reporter construct by cloning the enhancer in front of a reporter gene (GFP or LacZ encoding β-galactosidase), which is then inserted in vivo into the organism. The spatiotemporal expression of the reporter gene can be visualised by microscopy. It is also possible to quantify the enhancer activity by enhancer-FACS-seq (eFS or enhancer Fluorescent Activated Cell Sorting-sequencing) which sorts the cells by their fluorescence (Gisselbrecht et al., 2013); alternatively, a barcode can be added to the transcribed region followed by mRNA sequencing to quantify the level of enhancer activity (Farley et al., 2015; Kheradpour et al., 2013; Nam and Davidson, 2012).

These quantitative techniques cannot give a spatial profile of enhancer activity. The idea behind these techniques is very similar to STARR-seq (Self-Transcribing Active Regulatory Region Sequencing), which is to map active enhancers genome-wide by hooking large number of candidate enhancers to diagnostic or bar-coded transcribed sequences, which upon RNA-seq reveal which candidate enhancer is active. Surprisingly, Arnold et al. found that a third of the identified enhancers are normally not active in those cells (Arnold et al., 2013), possibly because STARR-seq subtracts them from the influence of a silencing local chromatin environment at their endogenous locus.

iv. Identifying TFBSs
Several in vivo and in vitro methods have been developed to elucidate the binding sequences of each TF (see review Levo and Segal, 2014). In vitro techniques often work by revealing protein binding to short DNA sequences such as EMSA, PBM and SELEX. Electrophoretic Mobility Shift Assay (EMSA) views this interaction one TF at a time by gel migration to analyse the number of bound TFs. SELEX (Systematic Evolution of Ligands by EXponential enrichments), however, can be used when nothing is known about the TF sequence affinity. Bound sequences are selected by pull down and then amplified by PCR followed by sequencing to collect binding affinities of a large number
of TFs at once. *In vivo* techniques use immunoprecipitation of chromatin fragments such as ChIP-on-chip or more recently ChIP-seq, which immunoprecipitates the DNA fragment bound in vivo by a given TF. *In vivo* and *in vitro* binding specificities have in general been found to give similar results (Orenstein and Shamir, 2014).

There are several ways to quantitatively represent the DNA-binding specificity of a TF, including position weight matrices or a logo sequence. DNA-binding specificity data generated across different organisms have been regrouped in databases such as Jaspar (Mathelier et al., 2016). This work highlights that binding site specificity is greatly conserved during evolution so that data from any metazoan species can frequently be used to find sites within distant metazoans (Nitta et al., 2015). However, there are some exceptions as TF binding specificity has been known to be subject to adaptive change (Lynch and Wagner, 2008; McKeown et al., 2014; Sayou et al., 2014). This extensive atlas is a great tool to identify TFBSs within known enhancers; this has been done at a larger scale in drosophila using thermodynamic models (Segal et al., 2008). Inversely, using these tools to look for clusters of TFBSs has also successfully been used to find enhancers (Khoueiry et al., 2010; Markstein et al., 2002; Roure et al., 2014).

### 5. The significance of regulatory sequences

The advancement of technology is helping to improve our understanding of regulation. Here, I will focus on discussing what is known about enhancers and TFBSs.

#### i. Enhancer syntax

Each enhancer has several binding sites for different TFs and the combination of these TFBSs will determine the activity of the enhancer (Arnone and Davidson, 1997). There are three proposed models for enhancer information processing: the “enhanceosome”, the “flexible billboard” and the “TF collective”; all vary in TFBS organisation and flexibility (Arnosti and Kulkarni, 2005; Junion et al., 2012). In the enhanceosome, a strict layout and organisation of the TFBSs is imperative for the correct cooperation of all of the bound TFs to act in unison as a single regulatory unit (Panne, 2008; Panne et al., 2007). The constraint to maintain the same order of TFBS could explain why regulatory sequences are often more conserved than other non-coding regions across divergent species such as human and mouse (Harmston et al., 2013). However, this enhancer model does not coincide with what is most commonly observed. In many homologous enhancers found in distantly related species, TFBSs seem to change positions within the same region, known as TFBS turnover. This has been demonstrated in the enhancers of *even skipped* across the *Drosophila* family (Figure 4) (Hare et al., 2008). The “flexible billboard” model proposes that enhancers do not need to conserve TFBS order to maintain the same activity.

In truth, these first two models could represent the two ends of the enhancer logic spectrum. Eileen Furlong’s lab proposed the TF collective model that depends on protein-DNA and protein-protein binding to coordinate TF binding to the enhancer. This model also allows for a flexible order of TFBSs (Junion et al., 2012).

Papatsenko and Levine argue that the extent to which an enhancer sequence is constrained is related to the TF concentrations; if the concentrations are low, the
sequence is more constrained and vice versa (Papatsenko and Levine, 2007). Not all enhancers, however, have conserved their activity. In fact, thousands of mammalian enhancers are highly evolvable due to the positive selection of certain genes (Villar et al., 2015).

**Figure 4. Enhancer logic.** A) A representation of the “enhanceosome” vs the “flexible billboard” (Arnosti and Kulkarni, 2005). B) TFBS turnover in the enhancers driving even skipped across Drosophila.

**ii. TFs and their binding sites**

Enhancers are made up of a cluster of several TFBSs for several different TFs (He et al., 2011). The many experimental tools mentioned above have revealed the implications of these clusters of TFBSs within evolution. For instance, in some cases, TFBSs and more specifically their binding affinities were found to be very important to control expression. Binding sites within *Drosophila* and ascidians were found to be sub-optimum to increase specificity of the expression territories (Crocker et al., 2015; Farley et al., 2015). Through time, the shuffling of position of TFBSs, known as turnover, has also been found whilst maintaining the same enhancer activity (Khoueiry et al., 2017; Rebeiz et al., ///).

The importance of each of the TFBSs within an enhancer is linked to the activity of the TFs. The first TFs to bind to the enhancer are in charge of opening the chromatin by removing the nucleosomes; these are known as pioneering factors (Zaret and Carroll, 2011). Additionally, certain TFs prefer to act together, as partners, to bind to neighbouring sites perhaps to better respond in a specific manner to a signal that is itself less specific (Inukai et al., 2017; Mullen et al., 2011; Trompouki et al., 2011). However, not all TFBSs are necessarily needed for normal development and can be functionally redundant. In the case of the 800bp enhancer driving expression of the 2nd even-skipped band, 300bp can be deleted without consequences in normal conditions even though this sequence contains functional TFBSs. These additional BSs act as a buffer to maintain robustness of gene expression to varying environmental conditions (Ludwig et al., 2011).
iii. Exception to the rule

A gene that is repeatedly expressed throughout development is thought to have several different enhancers controlling it at different times; each enhancer is seen as a module that is limited to regulate expression in a specific tissue at a specific time (Arnone and Davidson, 1997), much like the example of even skipped seen earlier. However, this does not suffice to explain the high number of regulatory sequences. Analyses of regulatory landscapes have repeatedly revealed the presence of enhancers with overlapping or redundant activity. These functional redundancies have been suggested to increase robustness to genetic or environmental variations (see review Lagha et al., 2012). This has been demonstrated by the deletion of the redundant enhancer, also known as a shadow enhancer driving shavenbaby, which at optimal temperature has no detrimental effect, but at sub-optimal temperatures causes developmental defects in the tricomes (Frankel et al., 2010). Many of these redundant enhancers were initially found around developmental genes using “enhancer traps”, a tool that inserts a promoter and a reporter gene into the genome to detect enhancers and their activity (Kikuta et al., 2007), and later by Chromatin immunoprecipitation (Perry et al., 2009).

Dating back as far as King and Wilson’s work showing that humans and chimpanzees proteins are practically identical, it has been known that gene expression plays a major role in evolution and morphology (King and Wilson, 1975). Many researchers, such as Carroll, have argued the contribution of regulatory evolution to morphological diversity (Carroll, 2008). The regulatory landscapes and the characteristic modularity of enhancers have allowed these cis-regulatory sequences to be responsible for morphology evolution; this has been identified for instance by QTL (quantitative trait loci) (Maurano et al., 2012). However, gene expression is not always finely tuned for a specific developmental process. This can be seen during mouse limb development, Lunapark is controlled by the same regulatory landscape as HoxD (Spitz et al., 2003) despite the fact that it is not essential for this process.

II. GRNs drive development

So far, transcription and regulation of gene expression have been discussed at the cellular level. While it is now known that gene expression drives development and morphogenesis, how can an activity regulated at the level of individual cells coordinate the development of an entire multicellular organism?

Animal development is driven by a defined genetic toolkit responsible for the specific spatial and temporal formation of each feature of the animal body. A rather small fraction of genes in any given animal make up this toolkit responsible for the patterning and formation of the body through gene expression. These genes are part of one of two groups: transcription factors that control the expression of genes in individual developing cells, and signalling pathways components that control interactions between cells.
1. Evolutionary developmental biology

Early embryologists found that regions of the early embryo were predestined to form a certain tissue or body part. This led to the realisation that there must be factors responsible for their formation well in advance.

i. The Spemann Organiser: cell-cell signalling organises the surrounding tissues

Even before the first genes orchestrating development had been characterised, early embryologists tried to comprehend development starting with how the organisation of the early body plan into the different germ layers (endoderm, ectoderm and mesoderm) and body parts is put in place. This framework proved useful as a starting point for how the organisation of body parts changes throughout development.

In 1924, Hilde Mangold, working with Hans Spemann, transplanted a tiny region located on the dorsal side of the early embryo of a pigmented salamander newt, the lip of the blastopore, to the ventral side of an albino newt embryo of the same age. The transplantation led to the formation of a Siamese-twin structure (Figure 5A). This structure was mostly constituted of unpigmented host cells, revealing that the graft had instructed them to change their original ventral fate to a more dorsal one. This was the first demonstration of an organiser: a tissue or region that has an effect on the fate of the surrounding tissues. Structures homologous to the Spemann organiser have since been found in many other organisms: other amphibians, including Xenopus (Figure 1B), fish, birds, mammals (Beddington, 1994) and even the invertebrate chordate Branchiostoma lanceolatum (Le Petillon et al., 2017). Transplantation between Xenopus and chick revealed that the organiser signal(s) were intelligible between species (Kintner and Dodd, 1991). The organiser is now considered to be a feature originating at the onset of chordate evolution and now shared by most chordates although not ascidians.

Figure 5. Mangold and Spemann’s transplant experiment brought to light the Spemann organiser. A) A schematic of the transplantation in the salamander newt (Carroll et al., 2001). B) The Spemann organiser seen in Xenopus (De Robertis, 2006). C) Schematic showing the morphogen gradient decreasing further from the Spemann organiser.
One explanation for the long-range inductive effect of the Spemann organiser was that it is a source of inducing molecules, or morphogens, whose concentration within a cell or tissue will vary and to which neighbouring cells will respond. These morphogens are interpreted based on the gradient of their concentration that decreases gradually in cells further from the organiser cells (Figure 5C). These different concentrations will induce the different fates of the surrounding cells.

Following the discovery of organisers and morphogens in the first half of the 20th century, further understanding came many years later with the discovery of the genes whose products were found to act as morphogens. These genes were finally recognised as the genetic toolkit of development (Carroll et al., 2001).

**ii. The toolkit driving morphogenesis**

The first hurdle to studying embryonic development and morphogenesis was identifying which genes drive these processes and how these genes are coordinated from the single egg up to the adult stage composed of several different tissues.

Of the thousands of genes that make up animal genomes, most are either housekeeping genes (involved in essential cellular functions shared by all or most cells of the body) or genes encoding proteins, which confer their specialised, one also says differentiated, functions to particular adult or larval cells or tissues. However, the genes that make up the developmental toolkit are a different set of genes whose role is to determine the body plan and the development of each separate feature or body part by coordinating patterning events. These are mainly TFs and genes involved in signalling pathways. The most fruitful early approach to isolating genes and pathways involved in normal development was by naturally occurring random genetic mutations affecting adult morphology. These viable abnormal organisms were kept for further analysis creating a collection of organisms with different phenotypes. And so began the pioneering work in insects where systematic screens discovered genes involved in development.

This was then achieved by creating random mutations in toolkit genes was through mutagens (chemical or radiation). The most notable work was done in *Drosophila melanogaster* and earned Christiane Nüsslein-Volhard and Eric Wieschaus the Nobel prize in 1995 for their work published in 1980 (Figure 6A). These genetic catastrophes were kept for intensive screens to decipher which genes were responsible for many developmental features (Wieschaus and NV 2016), such as ey gene part of the Pax6 gene family (Figure 6B). This work and many of its kind brought to light homeobox (Hox) genes crucial for body plan shared across many species (Figure 6C).

The subsequent cloning of these genes revealed three major surprises: 1) these genes encode transcription factors and signalling genes. 2) They defined new families of genes, such as the homeobox family, rather than unique genes. 3) Most surprisingly, these genes were not unique to insects but were also found in vertebrates. In fact, many of these genes, such as the Hox genes, have conserved their functions in flies and mammals (Duboule and Dollé, 1989; Graham et al., 1989). The discovery that Hox genes were conserved, between mammals and drosophila no less, was an incredible moment in the
history of developmental biology. There is a much larger signature of unity of developmental processes among metazoa than anticipated.

Figure 6. The discovery of developmental genes through the analysis of induced or naturally-occurring Drosophila mutants. A) Eric Wieschaus and Christiane Nüsslein-Volhard’s work made the front cover of Nature in 1980. B) Wild type Drosophila eye (a) compared to the ey Drosophila eyeless mutant. C) A schematic of the Hox genes responsible for the different body parts in Drosophila and mouse (Carroll et al., 2001).

Comparing species and the conservation of developmental genes making the same body plans was a first step towards understanding morphogenesis. This was mainly based on descriptive work. Genome sequencing at the turn of the millennium brought comparative genomics to understand the evolution of the genetic toolkit in development. Studying the individual genomes revealed characteristics such as gene number, gene order, gene duplications, repeated sequences and cis-regulatory sequences. Gene duplication and the accumulation of sequence change revealed that this could lead to a functionally divergent gene. This opens the door to many interesting questions: was genome duplication, and therefore the expansion of the toolkit, necessary for the emergence and evolution of morphological complexities? Or are there other possible processes that can lead to morphological diversity?

2. Introduction to gene regulatory networks: the organisers of development

The expansion of the toolkit may indeed be a source of morphological diversity. However the answer is not so simple. It was previously mentioned that many of the toolkit genes are shared across species; the difference, therefore, lies in how this toolkit is actually used and deployed. We must first focus on understanding how the toolkit is
used in the development in one species to then understand how it can be tweaked in another.

i. Defining gene regulatory networks
A rather incredible biological phenomenon is development: complex organisms composed of multiple tissues and body parts arise from a single cell, the fertilized egg. This cell must contain not only all of the genetic information necessary for the process to unfold, but also the initial conditions that will initiate the developmental program. The genetic information is contained within the DNA, the initial conditions are maternally deposited factors and the developmental program is driven by the networks of the developmental toolkit genes. How can the same genetic information be interpreted differentially across cells and tissues to give different gene expression (Ben-Tabou de-Leon and Davidson, 2007)?

This expression is orchestrated by the regulatory apparatus, which is made up of two parts. The first is the regulatory genes; TFs that bind DNA to activate or repress gene expression and signalling pathways that carry out inter- and intracellular communications. The set of active TFs within the nucleus is defined as its regulatory state. The second is the cis-regulatory regions; these are part of the regulatory genome, which includes regulatory genes. The regulatory genome is the same for each cell of the organism (Figure 7A).

Figure 7. The different components of the transcriptional regulatory genome (Aa) An individual cis-regulatory element with a cluster of two types of binding sites in red and blue. (Ab) A regulatory gene in green with 3 exons (a to c) surrounded by 6 regulatory elements in pink (1 to 6). (Ac) A map of a simple gene regulatory network where by gene A in blue activates B in green by activating the cis-regulatory element of B, leading to B activating C and so on. (B) Schematic representation of the sea urchin GRNs driving endomesoderm development up until 30hpf (Ben-Tabou de-Leon and Davidson, 2007).

The regulatory state of the cells will also define the regulatory state that their progeny will assume. The cells will go through a series of regulatory states; the previous regulatory state will activate the cis-regulatory regions of the next set of genes. This is
the process of specification; the cells acquire an identity that is transferred to their progeny. This passing-on of information through the inter-regulating regulatory genes and their cis-regulatory regions forms the regulatory networks. These gene regulatory networks, GRNs for short, are the underlying drivers of the developmental program; and therefore to understand development or the evolution of development, we need to build a map of the GRNs (Ben-Tabou de-Leon and Davidson, 2007).

ii. Deciphering the developmental GRNs
Elucidating the GRNs demands a combination of extensive small- and large-scale experimental data. The first step is to identify candidate regulatory genes, which can be done by genome sequencing and annotation. Next, the regulatory states of the cells or tissue need to be defined by temporal and spatial expression data. Because of the cellular heterogeneity of developing embryos, this was until recently mostly performed by whole mount in situ hybridisation (ISH), a technique that could gradually be superseded by single-cell RNA sequencing approaches (Yuan et al., 2017). Finally, the connection between genes needs to be elucidated. This has very often been done by labour-intensive TF perturbation experiments, such as the work done in *Ciona* (Imai et al., 2004, 2006). The most efficient way to definitely confirm the direct regulatory link between two genes is by cis-regulatory analysis and mutation.

One of the most well known developmental GRNs drives endomesoderm differentiation and specification in the sea urchin embryo up to the onset of gastrulation about 30 hours post-fertilization under standard laboratory conditions (Figure 7B). From works like this, it is possible to extract general rules of GRNs. The structure and function of different GRNs seem very diverse, however, they all share a set of general features: 1) the activation or repression of each cis-regulatory region necessitates a specific combination of TFs; one TF is not sufficient. Therefore, the same TFs can be used in various combinations to define several different specification events. 2) The networks can be broken down into “subcircuits”, which each have their own developmental task. 3) If the regulatory states need to persist for specification, these are maintained by positive feedback loops. If a boundary needs to be defined, this is done by repressing an alternative fate. If a subcircuit needs only to be transiently active, this can be controlled by a negative-feedback loop (Ben-Tabou de-Leon and Davidson, 2007; Peter and Davidson, 2011a, 2011b).

iii. Developmental evolution and GRNs
Once a well-defined map of the GRNs is built, it is possible to understand the molecular mechanisms driving development. To have a detailed map is already challenging, however, to study the evolution of developmental GRNs, it is necessary to have the detailed GRNs of at least two species. To distinguish the direction of evolutionary change, then the GRNs of three or more species are needed. Furthermore, to efficiently compare CRM evolution, the organisms must be divergent enough to have clear genotypic differences but close enough to be able to identify homologous CRMs. (Davidson and de-Leon 2007)

How to create biological diversity has been at the centre of evolutionary biology for over 150 years. Simplistically, this takes place in two steps: firstly by introducing variability
(Olson-Manning et al., 2012) that secondly, over time, by random genetic drift or selection will be fixed in the population. The accumulation of these genotypic alterations gives access to different evolutionary paths.

Many different mutations within the coding part of DNA or within non-coding cis-regulatory regions can have an impact on the GRNs and on development; examples are discussed below. To understand the reasons for the genetic changes, the evolutionary paths have to be mapped to then understand the mechanisms that led to these changes. Changes can be more or less important, ranging from point mutations to insertions or deletions. Eric Davidson argues that the impact of these mutations depends also on the position of the affected gene within the GRNs. Changes within these GRNs can have an effect on development but also on evolution.

3. Regulatory evolution as a tool to drive and change morphogenesis

How can GRN evolution create morphological diversity? Do we find that there is a preferred route to creating this diversity (Prudhomme 2009, Halfon 2017)?

i. The simplest changes are in differentiation gene batteries

The simplest change to implement is on a gene on the periphery of the GRNs: the differentiation gene batteries (Figure 8A). The activity of these genes is at the terminal point of the developmental process and they give little feedback to the internal GRNs (Erwin and Davidson, 2009).

![Diagram of GRN evolution](image)

Figure 8. A) Representation of the position of differentiation gene batteries in the GRNs. B) Mutations in the protein coding sequences of genes, Oca2 and Mcr1, and in the cis-regulatory sequence of yellow all affecting pigmentation (adapted from Gaunt and Paul, 2012; Gompel and Prudhomme, 2009).

There are two possible ways to affect these periphery genes; a first is by a mutation within the coding region that will affect protein function. A feature that has commonly been changed across species is pigmentation. There are many genes that can affect pigmentation but very often, changes are found within a same set of genes (Gompel and Prud’homme, 2009). Two such genes are Oca2 gene (involved in the production of
melanin) in the Mexican cavefish *Astyanax mexicanus* (Protas et al., 2006) and in humans (Oetting et al., 2005) and the Mc1r gene (a receptor that controls the type of melanin produced) across many species (Hoekstra and Nachman, 2003; Mundy, 2005; Steiner et al., 2009) (Figure 8B). What is particularly interesting with these examples is that gene size has also played an important role in their repeated evolution. Indeed, a longer coding sequence can increase the chance of mutations that could lead to a functional change (see review Gompel and Prud'homme, 2009).

A second way to affect a differentiation gene battery is by changing its expression pattern (Erwin and Davidson, 2009). An example is *yellow* in *Drosophila*, which is an enzyme necessary for the melanin pigment; *Drosophila biarmipes* has a wing spot that *Drosophila melanogaster* is lacking (Figure 8B). *D. biarmipes* has actually gained binding sites for repressor Engrailed within its cis-regulatory sequence (Gompel et al., 2005; Wittkopp et al., 2002).

**ii. Regulatory genes driving differentiation gene batteries**

To change the expression of a differentiation battery gene, a change can occur in the expression pattern of a regulatory gene that drives it (Figure 9A). An example is the case in *Drosophila sechellia*, which lost the dorsal bands of trichome (Figure 9B); the gene responsible is TF *ovo*, also known as *shavenbaby*, that interprets patterning genes and then drives structural genes. The position of this gene within the GRN accounts for its repeated evolution across species (Stern and Orgogozo, 2008, 2009). The loss of expression of *ovo* in *D. sechellia* is due to a series of multiple nucleotide substitutions in five of its cis-regulatory regions, each substitution contributing weakly to the phenotype (Frankel et al., 2010).
iii. Cis-regulatory evolution is favoured for genes positioned internally in the GRNS
Sean Carroll proposes that mutations in cis-regulatory sequences are more likely to be selected by evolution than mutations in coding sequences. This is especially true for genes that are found in the internal linkages of developmental GRNs. Due to their position, they affect many tissues; these genes are pleiotropic (Erwin and Davidson, 2009). Because of their pleiotropic nature, and the modular nature of enhancers, a mutation in a cis-regulatory sequence will only affect the gene’s function in a specific territory, thereby decreasing the chance of lethal or strongly deleterious effects (Carroll, 2008). For example, the vertebrate Pitx1 transcription factor is required for hindlimb and craniofacial development, and its inactivation in the mouse is lethal (Lanctôt et al., 1999; Marcil et al., 2003; Szeto et al., 1999). Yet, mutations in the Pitx1 locus is causal in several cases of adaptive reduction of the pelvic fin (the equivalent of tetrapod hindlimbs) in freshwater stickleback fish (Figure 10). In all cases, the mutations are found in a cis-regulatory module driving specific expression of Pitx1 in the pelvic fin precursors (Shapiro et al., 2004). Interestingly, the mutated enhancer is located next to a site of lagging during DNA replication making this region more prone to DNA breakage (data presented by David Kingsley).

Changes in the coding regions of a gene will have a more immediate phenotypic effect. They can also occur more easily than cis-regulatory changes that need a collection of mutations to have an effect (Landry et al., 2007), however, cis-regulatory changes will be retained over time more readily due to the fitness cost of changes in the coding gene (Otto, 2004).

![Figure 10. Images of Pitx1 expression in the stickleback fish: (a,c and d) show expression in the mouth and pelvic bone and (b, e and f) show expression only in the mouth due to the loss of the enhancer driving Pitx1 expression in the pelvic bone (adapted from Shapiro et al., 2006).](image)

iv. Same morphology, different network: convergence and DSD
Of the examples previous mentioned that affect morphology, a few involved genes controlling pigmentation, such as Mcr1 and Oca2. In fact, there are over 100 genes
controlling skin or fur colour (Bennett and Lamoreux, 2003). This high number of genes contributing to a same phenotype increases the chance that a change in any of these genes will produce the same phenotype. Indeed, skin colour is great example of how several different evolutionary changes can arrive at the same result separately; this is known as convergence.

There also exist cases where change in the GRNs has not changed the outcome; this is known as developmental systems drift (DSD) or phenogenetic drift (True and Haag, 2001). Literature about GRN evolution usually disregards DSD despite the fact that it is a particularly interesting form of GRN evolution. An example of DSD can be found in the development of mosquito *Aedes aegypti* nervous system that appears identical to that in *Drosophila* but *A. aegypti* has co-opted the GRN driving ventral midline development in *Drosophila* and shifted it to later embryonic development without any apparent differences in overall nervous system morphologies (Suryamohan et al., 2016). Further CRM analysis is necessary to understand the mechanisms to this GRN co-option (Halfon, 2017).

4. Theories behind GRN evolution

An accumulation of information on regulatory evolution has allowed evolutionary biologists to develop several, sometimes conflicting, theories about the control of morphological change by GRNs. Below, some of these mechanisms to circumvent the complex structure of GRNs to still produce diversity are discussed.

i. Is the structure of GRNs defining the rate of their evolution?

The development of animal body plan is driven by GRNs; therefore, evolutionary changes affecting the body plan generally originate from changes in the GRNs as exemplified for dog morphologies (Parker et al., 2009; Sutter et al., 2007). Eric Davidson and Douglas Erwin proposed 10 years ago that GRNs do not evolve homogeneously. Rather, they are made up of several layers of structures differing in their ability to change in the course of evolution. At the start of the GRNs, the networks are responsible for the tissue specification; next, they organise pattern formation for morphological structures. At the very end of the networks, there are the differentiation gene batteries that confer their differentiated features to the tissue or body part (Erwin and Davidson, 2009). These layers are represented in a schematic (Figure 11). This theory proposes why there has been so little change in body plans since the early Cambrian period yet on-going occurrences of novel features characterising speciation (Davidson and Erwin, 2006; Erwin and Davidson, 2009).

Davidson describes the hierarchical levels of the GRNs as follows: the complex and therefore evolutionarily inflexible “kernels” that control body parts (mostly transcription factors), small “plug-ins” that reoccur in many of the developmental processes (mostly involved in signalling), input/output switches “I/O” that function as switches turning on or off a certain sub-network and finally the differentiation gene batteries at the end of the networks. The function of the kernels and the “plug-ins” is purely regulatory. Differentiation gene batteries are found at the periphery of the GRNs as they are the final product of the networks. These differentiation gene batteries are amenable to evolution and allow “renovation” (Erwin and Davidson, 2009).
At the core of developmental GRNs, kernels are proposed by Davidson to be so complex in their architecture that they are unable to change. Davidson and Erwin argue that all of the TFs in combination are required for the cis-regulatory elements to be functional and therefore if one of the genes of the kernel is not expressed, then it has a lethal phenotype. This recursive wiring and their role in controlling body plan prohibit kernels from change. They propose that the structure of GRNs means that once body parts defined, they cannot be changed.

“Plug-ins” are also conserved as they are involved in many earlier processes. These are for example signal transduction systems such as Wnt and Notch signalling (Artavanis-Tsakonas et al., 1995; Cadigan and Nusse, 1997). Although these networks are conserved, their uses may not be; they can be involved in patterning activity of small circuits in a myriad of different regions of the organism (Davidson and Erwin, 2006).

Since the Cambrian period, changes in animal development are dependent on the 3 classes of GRNs which each have different consequences and different rates of evolution. Therefore, Davidson and Erwin argue that microevolution based on neutral mutation at a single base or gene duplications that occur in a temporally stable manner cannot satisfactorily explain animal developmental evolution. However, this would mean that in networks so unchangeable, the only part of the GRNs that are evolvable would be at the periphery (Davidson and Erwin, 2006).

**ii. The role of neutral mutations in evolution**

The "kernel" hypothesis, which posits that robustness leads to evolutionary stasis, is challenged by the work of Andreas Wagner, who argues instead that robustness can actually promote evolution.
Robustness of a system is defined as its resistance, without negative or positive effect on its fitness, to perturbations induced by mutations or environmental changes. The more robust a system is, the more phenotypically neutral mutations it can accumulate. Robustness to mutations of environmental changes thus buffers the phenotypic effect of these changes, and so should intuitively hinder the evolvability of the system. However, these new mutations also give access to novel regions of the genotypic space, that is, to novel and potentially non-neutral mutations. Here ensues Andreas Wagner’s conundrum: does robustness promote or hinder evolvability (Wagner, 2005, 2012)? On one hand, neutral mutations cannot be selected for through natural selection. However, on the other hand, even though this neutral mutation will not affect the main functions of the organism, it will, however, lay the foundations for future innovations.

The theory of neutral genetic change, first introduced by Kimura in 1968, confronted the general opinion at the time that no mutation was neutral. It was thought that due to large population sizes in mammals, for example, if a neutral mutation were to occur, it would not be able to stick and would therefore be lost. Kimura noted, however, that there were several works showing surprisingly high rates of mutations such as in haemoglobin amino acid sequences across mammals. He insisted that neutral mutations are a common occurrence and concluded that genetic drift is a valid evolutionary mechanism (Kimura, 1968).

Neutral mutations are actually abundant in robust systems however they do not remain neutral. It is the accumulation of neutral mutations that promotes evolvability: these mutations allow the species to explore a larger domain of genotypic space (Ciliberti et al., 2007; Wagner, 2005). A collection of neutral mutations could perhaps contribute to changing the architecture of an enhancer. First mutations could remain neutral at the phenotypic level or even at the GRN level if one TFBS out of many is created or lost. Potentially, this additional TFBS could lead to a slight increase in enhancer activity or gene expression level. However, the additional site could have an insignificant effect on CRM activity. A novel, neutral TFBS site could come to use if another TFBS for the same TF is lost through mutations: this would result in TFBS turnover.

A neutral mutation could be neutral for one aspect of development whilst leading to a slight change in phenotype in another (A Wagner 2005). In this case, the change has had a pleiotropic effect, which, through compensation, could promote further change.

iii. Pleiotropy drives evolution

It was discussed above that cis-regulatory mutations were preferred in evolution because they are less pleiotropic than genes (Otto, 2004). However, Pavlicev and Wagner argue that mutations in pleiotropic genes may still be selected during evolution. In their paper, they proposed the Selection-Pleiotropy-Compensation model based on universal pleiotropy that states that most genes affect different characteristics. The model proposes that if there is a fixed mutation in a pleiotropic gene due to its positive effects on fitness outweighing the negatives, then a second compensatory change will be selected to compensate for the negative effects (Pavlicev and Wagner, 2012). Perhaps the adaptation and compensation mechanisms contribute to the complexity of the network, which in time, could lead to the formation of kernels.
In the case of divergence in homologous body parts, such as limbs in humans and bats (Young and Hallgrimsson, 2005; Young et al., 2010), diverged from ancestrally shared developmental programs. In such cases, as a rule, the more divergent the feature is, the less pleiotropic it becomes. Young et al. propose that decreased pleiotropy is achieved through increased inhibition (Young et al., 2015). This feature seems to be what Davidson and Erwin called the “plug-ins” (Erwin and Davidson, 2009). Although they argued that plug-ins are not amenable to change, their pleiotropic nature could leave them vulnerable to adaptive compensation and could make them a source of change.

III. Ascidians as a model organism

Compensation at the molecular level can be seen quite extensively in regulatory sequences, manifested by TFBS turnover (He et al., 2011). Ascidians are particularly fascinating model organisms to study this evolutionary phenomenon. Despite their fast evolving genomes, they have conserved an almost identical development with stereotyped cell lineages.

1. An introduction to ascidian history

Ascidians have a long history in biology due to their unique appearance making their phylogeny long debated until recently.

i. Ascidian phylogeny

Ascidians, also known as sea squirts, are marine invertebrate chordates that can be found in both shallow and deep waters around the world. These sessile animals fix themselves to a surface, such as a rock, and filter seawater for plankton through their two siphons. The origin of their name is Greek “askidion” meaning a little wineskin with two holes reflects their appearance. Their body is covered by a cellulose tunic, from which the subphylum Tunicata gets its name; tunicates are the only animals to be able to synthesise cellulose.

Originally, Linnaeus classified ascidians as mollusks in 1789, due to their soft bodies; however, in 1816 Lamarck doubted this classification because their body organisations were too specific. Later in 1886, the Russian embryologist Kowalevsky noted that the tadpole-like ascidian and amphioxus larvae had a central notochord (Figure 12A) and merged these two taxa into a new group, the protochordates, which he placed between vertebrates and invertebrates, thinking at the time that he had bridged the evolutionary gap (Kowalevsky, 1886).
Following genome sequencing of *Ciona intestinalis* (Dehal et al., 2002a), molecular phylogeny approaches revealed the tunicates’ position as a sister group of vertebrates in 2006 (Figure 12B) (Delsuc et al., 2006). Ascidians are part of the class Asciidiacea, subphylum Tunicata and phylum Chordata. Although the precise phylogenetic relations within tunicates are not fully elucidated, they are split between three groups: thalacians, ascidians and larvaceans (Lemaire, 2011). Ascidians however may not constitute a monophyletic group (Tsagkogeorga et al., 2009).

Ascidians include both solitary species, which reproduce sexually only, and colonial species, which reproduce both sexually and by budding. The most studied solitary ascidian is *Ciona intestinalis* which was recently shown to form a complex of two species at least (Pennati et al., 2015). The most widely used of the two is now named *Ciona robusta*, based on Hoshinoa and Tokioka’s 1967 morphology description (Hoshino and Tokioka, 1967) and the other, which can be found throughout the Northern Atlantic including around the coasts of France and has retained the name *Ciona intestinalis*.

**ii. Genome features**

The *Ciona robusta* genome was the first ascidian genome to be sequenced, in 2002. Its genome is highly polymorphic and compacted; it has a size of 160Mb of which 117Mb is euchromatic. Within these 117Mb, 15,250 protein-coding genes were predicted meaning that there is one gene/7.7kb on average, which is just slightly higher than *Drosophila* at one gene/8.9kb. A similar density is found in the *Ciona savignyi* genome (Small et al., 2007). The *Ciona robusta* genome is particularly AT rich (65%) compared to the human genome (45%) (Denoeud et al., 2010). Furthermore, ascidians mostly have single copy genes, in contrast to the many paralogs found in vertebrates (Dehal et al., 2002b).
Within *Ciona species*, the genomes have undergone multiple rearrangement; the syntheny is limited to sections under 1Mb in length between *Ciona robusta* and *Ciona savignyi* (Hill et al., 2008). Furthermore, *Ciona robusta* and *Ciona savignyi* have a high genomic diversity: 1-2% and 3-5% polymorphism respectively (Abdul-Wajid et al., 2014). This polymorphism can facilitate micro-evolutionary studies.

2. Ascidian development

The ascidian development is quite remarkable. Its rapid development, small cell number and stereotyped cell lineages make them excellent model organisms.

   i. Stereotyped embryogenesis

   The first known experimental work on ascidian embryos was by Chabry in 1887 on *Ascidiella aspersa*; in part of his work, Chabry destroyed half of the embryo at the 2-cell stage and witnessed that the embryo developed into a half-larva, rather than a dwarf larva. In 1905, Edwin Conklin first described the invariant ascidian cell lineages and the segregation of a coloured posterior vegetal cytoplasmic region of the egg, the yellow crescent, into larval muscle suggesting that the precise inheritance during cell division of localized maternal factors governs cell differentiation. This was confirmed for the muscle lineage in 1973 by Whittaker in cleavage-arrested embryos, but shown to be inaccurate for most cell fates, whose development, as in vertebrates, relies on cell-cell communication.

   An adult solitary ascidian has two openings: an oral siphon that acts as the mouth and an outcurrent atrial siphon. Ascidians are hermaphrodites; their reproduction happens at sunrise at which time they release their gametes into the sea. In the lab, the eggs and sperm are collected by dissection. These produce rapidly developing stereotypic embryogenesis, bilaterally symmetric cleavages (Figure 13). Enclosed in a chorion, *Ciona robusta* eggs are roughly 140μm in diameter. Even before fertilisation, the egg has already defined the animal and vegetal pole. After fertilisation, the cytoplasm is reorganised to localise the maternal factors (Sardet et al., 2007). The embryo then undergoes a series of stereotyped divisions that are very well conserved. For example, distantly related *Ciona* and *Phallusia* have an almost identical development.

   At 18°C, gastrulation starts at 5hpf when the embryo only counts 112 cells; this is followed by neurulation. A tailbud is formed to eventually produce a tadpole-like larva at 18hpf. The ascidian tadpole has distinct tissues (including epidermis, endoderm, notochord, muscle, mesenchyme and central and peripheral nervous system) even though it is only roughly 2600 cells. The larva will swim around until it fixed to a surface; it will go through metamorphosis into a sessile juvenile which starts feeding.

   Thanks to the invariant cleavage pattern of ascidian embryos, individual embryonic cells can each be individually named and found across embryos. The nomenclature adopted, \{a,b, A, B\}.p.q (e.g. A4.1, b5.2 or B6.7) is based on Conklin’s scheme (Conklin, 1905). Letters “a” and “b” denote the progeny of the anterior and posterior animal cells at the 8-cell stage respectively, while “A” and “B” are the progeny of the anterior and posterior
vegetal cells. The first number, \( p \), is the rank of the somatic cell cycle since fertilization (e.g. 5 for a 16-cell stage embryo) and the second number, \( q \), is a personal cell identifier within the lineage: cell \( q \) will upon division give rise to daughters \( 2q \) and \( 2q-1 \), the latter being closest to the vegetal pole. Systematic tracking of the larval progeny of early pregastrula blastomeres (Nishida, 1987) revealed that by 112-cell stage, almost all cells will contribute to a single tissue, a remarkably early fate restriction.

Figure 13. Ciona cell lineages up to 112-cell stage and tissues fates in the ascidian embryo; it is bilateral so only one half of the embryo has been represented (Satoh, 2014).

A rich palette of molecular techniques have been adapted to ascidians such as: \textit{in situ} hybridisation (Christiaen et al., 2009a), treatment with pharmaceutical inhibitors, microinjection of morpholinos antisense oligonucleotides (Satou et al., 2001a), CRISPR-Cas9-mediated knock out (Christiaen et al., 2009b, 2009c; Stolfi et al., 2014; Treen et al., 2014) and, the most popular, electroporation of expression constructs into fertilized
eggs (Corbo et al., 1997). These techniques combined with a rapid, stereotyped development and low cell number, have turned ascidians into a great model system to study GRNs and morphogenesis with a cellular level of resolution. Several reviews summarize the work of the ascidian community in this field (Hudson, 2016; Kubo et al., 2009; Lemaire, 2009), we will focus here on what is known about the formation and function ascidian embryonic endoderm.

ii. Ascidian endoderm

From the first stages of ascidian embryogenesis, the endoderm is a central tissue. It drives tissue fate specification by signalling neighbouring cells to adopt mesodermal. In parallel, it undergoes dynamic cell shape changes which drive its invagination during the first phase of gastrulation. The endodermal tissue is a particularly easy tissue to work on in the earlier stages as the cells are large and maintain a central position. Furthermore, leading up to the initiation of gastrulation, the endodermal precursors undergo few rounds of cell division meaning that at the onset of gastrulation there are only 10 endodermal precursors.

The endodermal cell lineages have been well characterised; originating mainly from the A- and B-line but also in part from the cells descending from b8.17 and perhaps B7.6 (Figure 14A). As early as the 32-cell stage, the vegetal A6.1 and B6.1 cell pairs are already restricted to the endodermal cell fate (Figure 14B); by the 64-cell stage, anterior vegetal cell pairs A7.1, A7.2, A7.5 and posterior vegetal cell pairs B7.1 and B7.2 are restricted to the endodermal fate. In the Japanese solitary ascidian Halocynthia roretzi, these 10 endodermal cells will divide only 5 or 6 times before the larval stage to give about 500 cells in total (Hirano and Nishida, 2000). It is likely that the endoderm includes a similar number of cells in Ciona. During metamorphosis, these endodermal cells develop into digestive organs including the oesophagus, stomach, intestine, branchial sac and endostyle.
Figure 14. Ascidian endoderm throughout development. A) Major A- and B-line endodermal cell lineages up to 112-cell stage. B) Schematics of Phallusia mammillata from 16-cell stage up to hatching larva. The naming at the larval stage represents where the cells at these locations originate from. Dark green is A-line endoderm, light green is B-line endoderm. The cells named on the schematic will contribute to the endoderm (adapted from Satoh, 2014).

3. Endoderm GRNs
Historically, the best-examined tissue in ascidians has been the notochord. It is a defining feature of chordates and therefore decoding the GRNs that drive its development in ascidians could be a stepping-stone towards elucidating notochord evolution within chordates or even chordate evolution. The endoderm, however, is a particularly exciting tissue; in a few short hours, it is responsible not only for coordinating the body plan by inducing the mesodermal tissue but also for driving the first major morphogenetic event, gastrulation.

i. Building ascidian GRNs
Recent advances in identifying regulatory genes involved in developmental processes have gone a long way for building GRNs in ascidians. Constructing the GRNs can help elucidate how genes coordinate the development of the ascidian body plan. Ascidians are excellent models for studying GRNs at the cellular level. They have few cells, tissue fate specification occurs very early in development and they have few regulatory genes
(Imai 2006). The Satou lab has already done extensive work on the Ciona GRNs; this work is provided on their Ghost database (Satou et al., 2005).

To start deciphering the ascidian GRNs, it was first necessary to have a precise detail of wild type gene expression at stages close together. A lot of this work was performed in Ciona robusta by Imai, in Satou’s lab at the time. Ciona robusta has about 318 transcription factor genes and 110 genes encoding major signalling molecules all together; based on WISH assays, there are only 53 TF genes and 23 SPM genes zygotically expressed between 16 cell-stage and early gastrula stage (Imai et al., 2006).

The Ghost database incorporates expression data and gene regulatory information to build Ciona GRNs at the cellular level from egg up to mid tailbud (Figure 15A) (Satou et al., 2005). The information provided is based on expression data from wild type embryos and knockdown experiments in Ciona robusta and Ciona savignyi heavily based on the 2006 work of Imai et al. but also 28 other papers. Last updated in 2014, these networks incorporate information at the cellular level about 112 regulatory genes. The genes have been represented in alphabetical order with the backdrop of the whole embryo summary. The endodermal GRNs can be navigated more easily when they are represented in order of developmental stages (Figure 15B).

The Ghost GRNs provide a highly informative view of the regulatory activity of studied Ciona genes; however, this representation lacks the perspective to judge the direct impact of the GRNs on fate specification or morphogenesis. By integrating knockdown phenotype information to the representation of the networks, it would be possible to begin to grasp the importance of certain networks driving specific Ciona developmental processes.

Figure 15. Endodermal GRNs A) Summary of the GRNs in the whole endoderm from egg up to mid tailbud with a backdrop of the summary of the whole embryo GRNs (Satou et al., 2005). B) Ghost Ciona endodermal GRNs up to early gastrula (adapted from Ghost GRNs).

ii. Endodermal cell fate specification events
Maternal β-catenin is known to be the initiator of the specification of endodermal fate in many metazoans, including ascidians. Early experiments in Halocynthia roretzi involving egg cytoplasm transplantation showed that maternal factors located in the vegetal
cortical cytoplasm are responsible for the autonomous differentiation of endoderm cells (Nishida, 1996). Mis-expressed or constitutively active β-catenin causes mis- or over-expression of the endodermal marker alkaline phosphatase (Figure 16A) (Imai et al., 2000). Alkaline phosphatase (AP) is located in the endoderm at the larval stage in *Ciona* and *Halocynthia* although it does not seem to be expressed in *Phallusia*.

The nuclear accumulation of maternal β-catenin in the mesendodermal cells is the first step towards cell fate specification. Although maternal β-catenin is uniformly distributed throughout the cytoplasm in the first stages of embryo development, it is found in the nucleus mainly in the vegetal hemisphere, from the 16-cell stage onwards. Once nucleated, β-catenin acts with TCF to activate the first zygotically expressed genes, some of which are involved in transcription and signalling. These include FoxA, FoxD and Fgf9/16/20, which start the cascade of expression of genes driving the first specification events in the mesendoderm cells (Hudson et al., 2016), such as Lhx3/4, necessary for the induction of the endoderm fate, and Nkx2-1, that contributes to the endodermal fate (Ristoratore et al., 1999; Satou et al., 2001). FoxD has been found to act as both an activator and a repressor; it promotes endomesodermal fates but also inhibits ectodermal fate in the vegetal hemisphere. RNA-seq at the 32- and 64-cell stages in FoxD morpholino *Ciona* embryos that FoxD activates Zic-r.b and Lhx3/4 (Tokuhiro et al., 2017).

There are distinct mechanisms that define the endoderm and mesoderm fates in ascidians. A first is the activation of β-catenin yet again, at the 32-cell stage, but this time only in the endoderm progenitor cells. If this 2nd wave of β-catenin activation is suppressed, for instance by microinjection of dominant negative TCF (TCFΔC) into an endodermal cell, endoderm genes such as Lhx3/4 and Nkx2-1 are suppressed and the mesoderm marker gene Zic-r.b is expressed instead (Figure 16B). This series of binary β-catenin decisions has been termed ON-OFF for mesoderm and ON-ON for the endoderm (Hudson et al., 2013).
Figure 16. The early drivers of the endodermal fate. A) Histochemical staining of AP endoderm marker in Ciona savignyi larvae; (A) Embryo injected with LacZ mRNA and (A') embryo injected with Cs-β-catenin mRNA. B) In situ hybridisation images of Ciona intestinalis embryos injected with TCFΔC in the A4.1 cell at the 8-cell stage compared to embryos injected in the A5.1 cell at the 16-cell stage. The green dotted circle highlights the daughter cells of the injected cell; the red arrow should be the mesodermal cell and blue should be an endodermal cell (Hudson et al., 2013). C) The endoderm regulatory network in Halocynthia roretzi (Adapted from Takatori et al., 2010).

Lhx3/4 is sufficient to suppress the mesodermal fate and the Zic-r.b, expressed in the mesoderm, suppresses the endodermal fate. In Halocynthia, The segregation of the two cell fates is due to asymmetrical migration of Not mRNA to the mesodermal region before cell division (Figure 16C). Therefore, β-catenin alone gives rise to the endoderm whereas β-catenin and Not gives mesoderm (Takatori et al., 2010). This segregation of cell fates coordinated by Not is specific to Halocynthia, which is a great example of developmental systems drift of a regulatory mechanism in early ascidian development (Hudson et al., 2013).

This opens the question: how conserved are these early endodermal GRNs?

**iii. Morphogenetic events driven by the endoderm: gastrulation**

Gastrulation is an important morphogenetic step in animal development during which the germ layers of the blastula are rearranged to form the gastrula. The endodermal and mesodermal cells move inwards by invagination as the ectoderm spreads towards the vegetal pole, eventually enveloping the two other germ layers.
In ascidians, gastrulation is a two-step process driven by invagination of the endoderm beginning from the 64-cell stage. The first step is apical-constriction of the 10 endodermal cells following the contractility of the apical actomyosin cytoskeletal network. The first step leads to the endodermal cells adopting a wedge-like shape necessary to complete invagination (Figure 17A). During the second step, tight apices are maintained as apico-basal shortening occurs (Sherrard et al., 2010).

Figure 17. Gastrulation event in Ciona and Phallusia. A) The two-step model of ascidian invagination showing a cross section of an embryo from 64 cell-stage to early gastrula. The endodermal cells are in yellow, step 1 in purple showing the 1P-myosin enrichment in red and the 2P-myosin in blue. Step 2 is in light blue (adapted from Sherrard et al., 2010). B) Regulatory genes driving gastrulation (Based on personal communication, UM Fiúza).

Unpublished data in Phallusia mammillata and Ciona robusta from the Lemaire and Yasuo labs have elucidated part of regulatory networks that are involved in apico-basal shortening, the second step of the invagination process (personal communication, UM Fiúza). Through morpholino knockdown experiments of Eph1 signalling and over-expression of a dominant negative Nodal receptor or pharmacological inhibition of Nodal signalling, the basolateral relocalisation of the myosin was inhibited. Furthermore, knockdown of nodal signalling decreases expression of Eph1 indicating that nodal is one of the upstream regulators of Eph1 (Figure 17B). Interestingly, although blocking Rho kinase, Nodal or Eph inhibit gastrulation, this did not alter the expression of both early and late endoderm cell fate markers. Thus the regulatory networks controlling endodermal cell fate specification and gastrulation are in part uncoupled, unlike in vertebrates (Schier and Talbot, 2005; personal communication, UM Fiúza).
4. Regulation in ascidians
So far, we have established that a lot is already known about the early endodermal development in ascidians. However, many of these regulatory interactions still need to be qualified as direct or indirect. One way to confirm the link between the genes is to study the enhancers, and its TFBSs, driving the gene expression in the endoderm.

i. Ascidian regulation: known regulatory sequences
The first ascidian regulatory sequences were discovered in the 90s; the first in *Halocynthia roretzi* driving MA4 expression in the muscle, tested by microinjection (Hikosaka et al., 1994). Corbo et al. put in place electroporation in ascidians and found a minimal enhancer driving Brachyury (Corbo et al., 1997). This new technique in ascidians opened the gates to a quicker way to test many regulatory sequences.

Several methods have been used to find these regulatory sequences in ascidians:
- A common method has been to clone 3kb upstream of the TSS and to successively reduce this sequence by a series of deletions (Corbo et al., 1997) (Figure 18A).
- Some studies randomly chose sequences; this had a low success rate. Harafuji et al. cloned sequences roughly 1,7kb on average, 11 enhancers were found out of 138 tested sequences (Harafuji et al., 2002). Using this method, Keys et al. had similar success and found 22 enhancers out of 222 tested fragments (Keys et al., 2005).
- Another method is based on conservation of non-coding sequences between distantly related species, such as *Ciona robusta* and *Ciona savignyi*. This was done for *Pitx* (Christiaen et al., 2005). Msxb enhancer is also well conserved across *Ciona* despite changes in the TFBSs (Figure 18B). Interestingly, the latter sequence has maintained the same qualitative activity across species (Roure et al., 2014) which coincides with the flexible billboard model.
- They can also be found by looking for clusters of binding sites for co-expressed TFs (Haeussler et al., 2010).

These different techniques can be combined to yield a higher chance of finding a regulatory sequence.
Most ascidian enhancers have been located within 1,5kb of the TSS. Known minimal ascidian enhancers are less than 200 bp long, much shorter than in other organisms. The best-studied ascidian enhancer is the a-element which is only 55bp. Furthermore, most ascidian enhancers have been found to be very close to the TSS, however in Drosophila, some have even been found 40kb from the TSS (Kvon et al., 2014), or even further (Ghavi-Helm et al., 2014). These differences in characteristics between the two taxa cannot be explained by genome compactness alone, as the two taxa are very similar in this respect.

ii. Studying endodermal GRNs more in depth

The work presented in this manuscript set out to study how *Ciona intestinalis* and *Phallusia mammallata* have conserved their morphology during early embryogenesis despite extensive coding and non-coding sequence divergence. We decided to focus on the endodermal tissue from the 16-cell up to the 112-cell stage, during which time the endoderm precursor cells undergo two important evolutionarily conserved developmental processes: initial fate specification and early gastrulation.

![Diagram of gene interactions](image)

*Figure 19. Ciona gene interactions. A) A schematic of what is currently known about the endodermal GRNs. B) A table showing increased or decreased gene expression levels in morpholino embryos compared to wild type expression levels at early gastrula stage, measured by Q-PCR (adapted from Imai et al., 2006).*

Most of the work in *Ciona* that helped build the endodermal GRNs was based on extensive qualitative and quantitative expression data in morpholino experiments (Figure 19A). These experiments, however, do not suffice to determine direct interactions within the networks; for example, nodal knockdown seems to have no quantitative effect on Eph1 expression even though it is a direct regulator (Figure 19B).
We first compared by *in situ* hybridisation the transcriptional expression of orthologous regulatory genes in *Phallusia* and in *Ciona*. We then performed ATAC-seq in collaboration with the Jose Luis Gomez-Skarmeta lab in both *Ciona* and *Phallusia* to map chromatin accessibility through time in order to identify active enhancers. Once the endodermal enhancers were found, we aimed to identify TFBSs within the enhancers driving the expression of the genes in both species.
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Abstract

How can embryonic morphogenesis be evolutionarily conserved in spite of extensive divergence in coding and non-coding genome sequences? To address this question, we worked on the early development of two ascidians who diverged several hundred million years ago, *Phallusia mammillata* and *Ciona intestinalis*. These species share almost identical early morphogenesis and stereotyped cell lineages. Remarkably, however, their genomes are divergent to the extent that their non-coding sequences cannot be aligned and gene order has not been conserved. We focused our attention on the evolution of the gene regulatory networks driving the fate specification and invagination of pre-gastrula endodermal precursors. We first show by *in situ* hybridisation that the endodermal expression of these genes is qualitatively conserved between *Phallusia* and in *Ciona*.
To study how these genes conserved their regulation in spite of extensive non-coding sequence divergence, we mapped using ATAC-seq the chromatin accessibility landscapes in both species to identify active regulatory regions. 32 of the 36 chromatin-accessible regions for our set of endodermal genes behaved as active regulatory sequences when tested by embryo electroporation, 17 of these regions acted during the pregastrula stages. These sequences include examples of pleiotropic enhancers and shadow enhancers, suggesting that in spite of the compactness of its genome and its peculiar stereotyped mode of development, *Phallusia* uses similar regulatory principles as other metazoans. 17 of the tested sequences had conserved cis-regulatory activity in both species in spite of sequence divergence. We have identified putative transcription factor binding sites in endodermal enhancers in both species to identify conserved upstream regulators shared between *Phallusia* and *Ciona*.

Taken together our results suggest that extensive transcription factor binding site turn over, without pervasive change in GRNs architecture, may explain the qualitative conservation of gene expression patterns between highly divergent ascidian genomes.

I. Introduction

Development and morphogenesis are precisely orchestrated by complex Gene Regulatory Networks. These networks combine transcription factors, and the cis-regulatory sequences to which they bind to control gene expression. Morphological change during evolution is frequently caused by variations in the transcriptional programme, and in particular in cis-regulatory sequences (1). The converse is, however, not always true and there are many examples of divergent gene regulatory networks producing very similar phenotypic outputs, a scenario referred to as developmental systems drift or DSD (2). Examples of DSD include vulva specification in nematodes (3) and heart morphogenesis in ascidians (4). Our understanding of the complex relationships between genotype and phenotype currently remains too fragmentary to predict the phenotypic outcome of a regulatory mutation.

Ascidians are marine invertebrate chordates belonging to the vertebrate sister group, the tunicates (5). Like vertebrates, their embryos develop through a tadpole larval stage. Unlike vertebrates, however, ascidian embryonic development is highly stereotyped, and proceeds with invariant cell lineages. Each cell can be individually named and found across all embryos of a given species and the number, names and location of its progeny is also precisely defined. Strikingly, even distantly related species, which diverged more than 300 million years ago share very similar or identical cell lineages. This provides a rigorous framework to compare, with cellular resolution, the developmental programmes across species. Paradoxically, ascidian genomes are highly divergent (4, 6, 7). Both coding and non-coding sequences evolve rapidly within the group, gene orders are frequently scrambled along chromosomes, and even highly conserved gene clusters, such as the Hox cluster, are exploded (8). Ascidians thus constitute a very interesting taxon to study DSD.
Cis-regulatory sequences are DNA segments, which act as binding platforms for transcription factors, and control the expression of genes. These sequences are so divergent between distant ascidian species that homologous sequences can generally not be aligned anymore (4, 9, 10). In some cases, highly divergent regulatory sequences have retained the ability to respond to the same transcription factor combination (9, 10), the accumulation of cis-regulatory mutations thus leaving the GRN architecture intact. In other cases, however, a functional cis-regulatory sequence from one species can become "unintelligible" to another species (4, 11). The conservation of the function of cis-regulatory sequences has been assayed in too few cases to estimate the relative frequency of conservation vs divergence of cis-regulatory activity. The relative contributions of local TF binding site turn over versus more global GRN rewiring between ascidian species remains unknown.

In this study, we focused our attention on eight key nodes of the early Ciona mesendodermal GRN, driving two important evolutionary-conserved developmental processes: initial mesendoderm fate specification and the onset of endoderm invagination during gastrulation. We first systematically compared the expression of these eight genes between two distant phlebobranch species, Phallusia mammillata and Ciona intestinalis. We then used ATAC-seq (12) to identify accessible chromatin regions in the vicinity of these genes in both species and show that these sequences include the main cis-regulatory sequences driving their endodermal expression. We finally compared the activity of these sequences between species. These analyses brought to light a surprising level of conservation of chromatin features and cis-regulatory logic between these species despite extreme sequence divergence.

II. Results

1. Regulatory states in Ciona and Phallusia through time

We first investigated the level of conservation of orthologous regulatory gene expression patterns in early Ciona and Phallusia endodermal precursors up to the 112-cells stage by which point the endoderm tissue fate has been determined and gastrulation is initiated. Ciona expression profiles of most transcription factors and signalling molecules have been extensively characterised by in situ hybridization (13, 14). We mined the ANISEED database (6), that catalogues expression data from published work, to define a set of regulatory genes expressed zygotically throughout all endoderm precursor cells for at least one of the following stages: 16-, 32-, 64- or 112-cell stages, and therefore likely to have a pan-endodermal role. This set of 15 genes includes 9 transcription factors genes and 6 genes involved in signalling, whose Phallusia mammillata orthologs were retrieved in ANISEED, and individually validated. 14 Ciona genes had an unambiguous 1-to-1 ortholog in Phallusia mammillata (FoxAa, Nodal, Nkx2-1, Lhx3/4, Otx, Tolloid, SoxB1, Lefty, FGF9/16/20, Hes-b, ADMP, Eph1, Zf(C3H), Elk). FoxD has undergone a very recent duplication in Ciona robusta. The
paralogs are highly similar (96% identity at the nucleotide level) and difficult to
distinguish by molecular approaches. They correspond to a unique *P. mammillata* gene.

Next, we determined the pregastrula spatial and temporal expression patterns of the
*Phallusia* regulatory genes by *in situ* hybridization and compared them to their
individual *Ciona* orthologs at the equivalent stages (Supp. Figure S1A), as illustrated for
*FoxAa* in Figure 1A. All 15 *Ciona* and *Phallusia* orthologous pairs were found to share
expression within endodermal precursor cells at one or more stages in development
(Supp. Figure S1B). Conservation of expression was overall high, yet varied between
perfect cell-to-cell conservation of the expression pattern to significant divergence in up
to 50% of cells (Figure 1B). Cases of divergence may reflect evolutionary change, but
could also reflect either slight differences in the stages studied in *Ciona* and *Phallusia*
or slight experimental variation, the *Ciona* and *Phallusia* patterns originating from distinct
laboratories.

The regulatory state of a territory is defined as the combination of regulatory genes
expressed in the territory. To explore the conservation of the endodermal regulatory
states at successive stages between *Ciona* and *Phallusia*, we designed a stage-by-stage
regulatory state similarity score (see methods) and applied it to each cell. Figure 1C
illustrates that pan-endodermal regulatory states are overall very well conserved, and
that the genes studied are sufficient to define an unambiguous endodermal identity.

This qualitative description of expression patterns was complemented by the semi-
quantitative comparison of the level and dynamics of expression of these genes in staged
RNA-seq experiments carried out on whole embryos of both species (Brozovic et al.,
submitted) (Supp. Fig. S2). Expression dynamics was overall conserved for *Lhx3*, *FoxA*,
*Ttf1*, *SoxB1*, and *Zf(c3h)*, while other genes showed heterochronies of activation
between the two species, which were unlikely to be due to experimental error as the
exact same stages were collected. Normalized expression values could also differ
between the two species.

Overall, we conclude that early endodermal regulatory states are qualitatively well
conserved between *Ciona* and *Phallusia*, suggesting the conservation of ancestral
phleobranchian endodermal regulatory states in spite of extensive genomic sequence
divergence. The precise kinetics and level of expression of individual regulatory genes
may, however, vary between species.

### 2. Chromatin features at regulatory regions

Two main scenarios have been put forward to explain the evolutionary conservation of
regulatory states. The first scenario proposes a global conservation of GRN architecture,
defined by the regulatory links established between transcription factors and the *cis-
regulatory* sequences they bind to. This scenario predicts that the combination of
transcription factors binding to each *cis*-regulatory sequence operating within the
network should be conserved. By contrast the second scenario proposes that extensive
neutral evolution of these GRN is also compatible with regulatory state conservation (15). In this scenario, one expects that combinations of transcription factors binding to orthologous cis-regulatory sequences may be specific to each species. To discriminate between these two models, we set out to identify and compare the activity of the cis-regulatory sequences driving the expression of our set of Phallusia endodermal genes.

An open chromatin state is a prerequisite for the accessibility of most cis-regulatory regions to transcription factors (Ramachandran and Henikoff 2016). We first established ATAC-seq (12) to map open chromatin regions on whole Ciona embryos at the 64- and 112-cell stages. As expected, most of the open chromatin regions were located in regions of high sequence conservation between Ciona robusta and Ciona savignyi (Fig. 2A). Previously characterized Ciona cis-regulatory sequences active before the onset of gastrulation overlapped with open chromatin regions, as exemplified by the analysis of the Ciona Otx, brachyury and snail loci (Figure 2A and Supp. Figure S3). We next compared the chromatin accessibility landscapes in embryos in which most cells have been converted to endoderm (not shown) by pharmacological inhibition of GSK3 with the CHIR99021 inhibitor from the 8-cell stage. Although the effect was moderate, GSK3 inhibition increased the accessibility of known endoderm enhancers, and decreased that of ectodermal enhancers (Supp. Fig. S4). Finally, we did not detect major differences between the 64- and 112-cell chromatin landscapes. Thus, is Ciona open chromatin regions detected by ATAC-seq are enriched in cis-regulatory regions and chromatin accessibility is insufficient to predict the spatio-temporal pattern of expression of neighboring genes.

These initial results in Ciona encouraged us to build an ATAC-seq resource for Phallusia mammillata. We performed ATAC-seq in Phallusia mammillata whole wild-type embryos at the 16-, 32-, 64- and 112-cell stages. The sequence of most open chromatin regions was highly conserved between Phallusia mammillata and Phallusia fumigata (Figure 2B). As in Ciona, treatment of embryos with the pharmacological GSK3-inhibitor CHIR99021 from the 8-cell stage (4µM) only had a modest impact on chromatin accessibility landscapes (Figure 2B, compare 64-cell WT and GSK3 inhib; Supp. Figure S5). Finally, chromatin became accessible ahead of the onset of expression of the genes studied and were overall very similar at the 4 stages analysed, even in the vicinity of genes showing dynamic zygotic expression (e.g. TTF1, Figure S5). Using MACS2, we extracted 38500 statistically significant peaks of accessible chromatin in WT 64-cell embryos. Peaks had an average length of 180bp, compatible with the estimated size of ascidian enhancers. They covered a total of 6.9 Mb of coding and non coding sequences or 3% of the Phallusia genome draft. Peaks were on all scaffolds, with an average distance between peaks of 1.7kb (Supp. Fig. S6).

3. Enhancer screen in Phallusia

We next used the Phallusia mammillata ATAC-seq data to search for the regulatory sequences driving the endodermal expression of our set of 10 Phallusia mammillata endodermal regulatory genes.
We considered that enhancer boundaries corresponded to the boundaries of the peaks of accessible chromatin and scanned up to 6kb of non-coding sequences upstream of the gene transcription start site, plus the intronic regions. This identified 24 single-peak candidate cis-regulatory regions ranging from 220bp to 600bp, plus 12 multi-peak regions. Each of these regions was placed upstream of the stable NLS-LacZ reporter gene, with or without a minimal promoter, and electroporated into either Phallusia or Ciona fertilized eggs (16). We first assayed reporter gene activity at the larval stage: because of the stability of the LacZ protein and the rapidity of ascidian development, LacZ activity detected at the larval stage summarises the activity of the construct during all embryonic stages (Figure 2C).

Of the 36 non-coding open chromatin regions that were tested for regulatory activity at the larval stage, 32 were found to have spatially-restricted cis-regulatory activity, including 23 distal enhancers and 8 proximal elements combining enhancer and promoter activity (Figure 2D). This high success rate suggests that most peaks of open chromatin detected during ascidian embryogenesis encode autonomous cis-regulatory activity that can be detected out of its endogenous context in reporter assays. On average, there is at least 1 enhancer per kb in the non-coding regions upstream of the genes tested.

To identify the early endodermal cis-regulatory regions active prior to the onset of gastrulation, we reanalyzed at the gastrula stage the activity of sequences scoring positive at the larval stage (Figure 2D and Supp. Figure S5). This identified 17 early cis-regulatory sequences, 8 of which were active in the endoderm. All sequences with early onset of activity were in proximal position, within under 1kb of the TSS. Interestingly, the chromatin of the loci that were inactive before the 112-cell stage was open many stages ahead of their activation, strengthening the notion that chromatin accessibility is not sufficient for cis-regulatory activity.

4. Pleiotropic enhancers and shadow enhancements

Enhancer pleiotropy, the reuse of cis-regulatory loci at different times and in different tissues, has been observed in Drosophila and has been proposed to play an important role in the evolution of regulatory landscapes during the emergence of evolutionary novelties (17, 18). One of our enhancers, the FGF9/16/20-Pm05 enhancer was active at the 112-cell stage in A-line posterior neural territories. By the larval stage, however, LacZ activity is primarily detected in the endoderm, notochord and muscle (Figure 3A). Ascidians thus also appear to make use of pleiotropic enhancers and the prevalence of such activities will be interesting to assess in the future.

Studies in Drosophila and vertebrates suggest that the expression of regulatory genes is often driven by apparently redundant (or shadow) enhancers (19), which have been proposed to increase the robustness of the developmental program to genetic and environmental variations (20, 21). Ascidians are among the most polymorphic metazoan (22) and live in environments strongly affected by variations in temperature or salinity. Several shadow enhancers have previously been identified in Ciona (9, 23). We found 3
pairs of partially redundant enhancers driving the early expression in Eph1, Otx and Fgf9/16/20 (Figures 3B, C); the fact that at least 6 of our 17 early enhancers act redundantly at early stages suggests that shadow enhancers may be a frequent feature of the cis-regulatory logic of ascidian regulatory genes.

These 3 pairs of shadow enhancers share few structural characteristics. The Eph1 enhancers are separated by two exons of Eph1, as one of the enhancers is located intronically; the Otx enhancers are separated by another early enhancer and the third pair of shadow enhancers, driving Fgf9/16/20 expression, are next to one another within just 1220bp. The Eph1 shadow enhancers both drive expression in the endoderm; Eph1Pm02 additionally driving expression in the notochord whereas Eph1Pm03 is active in B7.5 and B7.7 that will give rise to the mesenchyme, the TVCs and muscle. The Otx shadow enhancers have overlapping activity in B7.5, B7.7, B8.15 and B8.7 that will mostly produce muscle; OtxPm05 additionally drives expression in the B-line endoderm, B7.1 and B7.2, along with A8.7 and A8.8 that will give rise to the nervous system. The Fgf9/16/20 shadow enhancers both drive expression in A8.7, A8.8, A8.15 and A8.16 that will give rise to the nervous system and muscle, however, only Fgf9/16/20 has additional activity in B8.7 and B8.8 muscle cells.

5. Conservation of enhancer location and activity between Ciona and Phallusia.

Finally, we tested the conservation of the cis-regulatory logic between Phallusia and Ciona. We first compared the chromatin accessibility landscapes around orthologous genes between the two species. Orthologous genes often seem to share very similar open chromatin regions at the same distance from the gene (Figure 4). For example, there are three accessible regions just upstream of the Otx gene in Ciona, contained within the sequences A, B and C, (Figure 4A) that look very similar to the three regions upstream of Otx in Phallusia, within equivalent regions A, B and C (Figure 4B). We next wanted to compare the activity of these Ciona sequences to the equivalent Phallusia enhancers.

The three early Otx enhancers with the same open chromatin patterns seem to have a very similar activity as in Ciona driving early expression in several vegetal cells (Figure 4). Therefore, we tested the orthologous region in Ciona to those found in Phallusia upstream of Lhx3/4. The Lhx3/4 enhancer from both species drives expression in the majority of the vegetal cells, including the endoderm, reproducing the 32-cell stage expression of Lhx3/4. The equivalent regions in the two species were found to have the same qualitative activity and therefore behave as orthologous enhancers.

Orthologous Ciona and Phallusia enhancer sequences between cannot be aligned. To investigate whether the cis-regulatory logic of Phallusia sequences could be understood by Ciona and vice versa despite sequence divergence we tested 17 Phallusia regulatory sequences in Ciona. 14 of these 17 sequences were found to have the same activity in both species (Figure S6). The regulatory sequences found to drive early endoderm expression were also found to have conserved cis-activity such as in Lhx3/4 (Figure 5A).
We wanted to find the upstream regulators of the enhancers driving early endodermal expression. Seeing as the trans- and cis-logic seems to have been conserved, we looked for the same binding sites within the orthologous Lhx3/4 Ciona and Phallusia enhancers. Due to the fact that Phallusia and Ciona are unalignable, we aligned them to more closely related species, Phallusia mammillata to Phallusia fumigata and Ciona robusta to Ciona savignyi. We then searched for putative binding sites that are conserved within the genera and whose position has mostly been conserved also. We decided to focus on the TFBSs for genes known that regulate many early vegetal genes: Tcf, Ets and Fox (Figure 5B). The orthologous Lhx3/4 enhancers share binding sites for these TFs, however, with significant TFBS turnover.

III. Discussion

Ascidians have notoriously fast evolving genomes; Phallusia and Ciona have very divergent genomes to the point that only their coding regions are alignable. Despite their remarkable resemblance throughout early embryogenesis, Ciona and Phallusia have considerably different expression levels in orthologous genes. Previous work found that they have equally different gene expression profiles between 50% of orthologous genes across time (personal communication J. Piette). We wanted to see to what extent the gene expression of regulatory genes was qualitatively divergent at the cellular level. Similarly to other ascidian work, we found that their expression patterns at the cellular level were very similar, however, we did find slight differences. The gene expression levels in whole embryo did not necessarily reflect these differences.

Therefore, we wanted to know if the GRNs driving their expression would also be different seeing as their non-coding regions are unalignable. We decided to focus on the GRNs driving the endodermal fate differentiation and gastrulation. We investigated the regulatory sequences driving the expression of these genes and found that they share some remarkable characteristics. As anticipated, the enhancers are more conserved than other non-coding regions. A particularly striking feature was that many of the late enhancers were actually open many hours before the onset of their activity. Chromatin accessibility is not sufficient to determine that an enhancer is currently active because many of the enhancers in this study were open much earlier than their onset of activity. Lineage determining transcription factor availability may be the limiting factors, the chromatin landscape acting as a "canalizer" for the binding of these factors.

Several enhancer characteristics are shared not only across ascidians but also across species. The earliest enhancers in Phallusia and Ciona were found closest to the promoter; this had been seen in Drosophila (24).

We found a high number of enhancers around the genes located quite densely upstream of the gene they are activating. This number is even more surprising enhancers can have a pleiotropic activity, used several times throughout early development in different tissues. Although we found an enhancer with pleiotropic activity, this high number of
enhancers could be due to shadow enhancers. Shadow enhancers, also known as redundant enhancers, are rather prevalent in Drosophila and can play different role in regulating expression (25). They were more frequent than expected and than what was previously seen in ascidians. Very few shadow enhancers are known in ascidians (Matsumoto 2008?, Irvine 2011?, Farley 2016). We found a third of the early enhancers are shadow enhancers. Shadow enhancers have been associated with robustness of expression, more commonly in genes involved in development.

The regulatory landscapes across ascidians seem rather well conserved. This demonstrates microsynteny because there has been a loss of gene synteny different between these species. A more marked different was found within the enhancers themselves which seem to have undergone extensive/considerable TF shuffling. This suggests that changes within ascidian sequences are due to micro- rather than macro-evolution. Further work on ascidian shadow enhancers would be interesting to see if they promote robustness for spatial and temporal expression only and if expression levels fluctuate because this is not under selective pressure.

IV. Material and methods

Animal origin and embryo manipulation
Phallusia mammillata and Ciona intestinalis (previously Ciona intestinalis type B) were provided by the Centre de Ressources Biologiques Marines in Roscoff. Ciona intestinalis dechorionation was done in either fertilised or unfertilised eggs as previously described and Phallusia mammillata unfertilised eggs were dechorionated in 0.4% trypsin in ASW with gentle shaking for 2 hours. All live experiments were performed with these dechorionated embryos. Embryos were, where indicated, treated with 4 µM of CHIR99021 from the 8-cell stage.

Gene models (names, unique gene IDs and genome assembly)
In situ hybridisation
Wholemount in situ hybridisation was performed as previously described for both *Ciona robusta* and *Phallusia mammillata* (26). Dig-labelled probes for *Phallusia mammillata* were synthesised from the following cDNAs: Otx (AHC0AAA196YH07 or AHC0AAA223YP12), *Lefty* (AHC0AAA31YI04), *Nhx2-1* (AHC0AAA32YD05 or AHC0AAA267YK08), *Tolloid* (AHC0AAA14YA03), *Fgf9/16/20* (AHC0AAA33YA03 or AHC0AAA22YD05), *Nodal* (AHC0AAA149YE05). The *Eph1* probe was generated by PCR from cDNA (a kind gift from Dr. UM Fiuza).

ATAC-seq assays, sequence preprocessing, alignment and peak calling
ATAC-seq assays were carried out essentially as described (12) starting with 50-70 thousand embryonic cells. The embryos were not dissociated prior to nucleus extraction. Sequencing was done an an Illumina HiSeq2500 (BGI) and around 20 million sequence reads obtained per sample. Illumina adapters were trimmed by cutadapt, alignment was done with bowtie2, (very-sensitive parameter). Only a minority of sequences aligned to the nuclear genome (*Ciona* ~30%; *Phallusia* ~17%). Significant Peaks were extracted with MACS2 with the following parameters: gsize=187138625 (genome size = genome mappable size excluding repeated sequences) --nomodel --shift -94 --extsize 188. SEquences were submitted to the Short Read Archive (project number XXXX)

Gateway and electroporation of the regulatory sequences
Constructs to test the activity of the regulatory sequences from both species were generated by Gateway cloning into a destination vector including the FoxAa promoter from *Ciona robusta*, which drives expression throughout the vegetal cells from the 16-cell stage. The primers for the FoxA promoter and each of the non-coding sequences can be found in SUPP. The genomic DNA used to amplify by PCR the genomic fragments for *Ciona robusta* was a kind gift from Dr. Nietta Spagnuolo (Naples). *Phallusia mammillata* genomic DNA was extracted from Roscoff animals.

Electroporation was done as previously described (27), with a single pulse of 16ms at 50V for *Ciona intestinalis* and two pulses of 10ms at 40V for *Phallusia mammillata*. X-gal staining was performed as previously described (27).

*in silico* TFBS predictions
Putative transcription factor binding sites were chosen within enhancers that were aligned to a closely related species and if the binding site was well conserved. *Phallusia mammillata* regulatory sequences were aligned to *Phallusia fumigata* and *Ciona robusta* sequences to *Ciona savignyi* using BLASTn. The conserved putative binding sites within *Phallusia* or *Ciona* genera were searched for using ConTra v1 (28). Only binding sites found in all four species were considered for further testing. The sequences with mutated sites were ordered from GeneArt (ThermoFisher).
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Figure 1: Conservation of regulatory states between *Ciona intestinalis* and *Phallusia mammillata*. A) Example of perfectly conserved expression patterns at the 16-, 32-, 64- and 112-cell stage of *Ciona* and *Phallusia* orthologs: the FoxA-a situation. B) Quantification of the conservation of expression patterns of the studied genes in each developmental stage. The values indicated by colors the fraction of cells at each stage for which the expression status (on/off) differs between the two species. C) Conservation of the endodermal regulatory states between *Ciona* and *Phallusia*. Left half of each embryo schema: The colors indicate for each cell at each stage the score of conservation between regulatory states defined by the indicated genes: \( \frac{2 \times (\# \text{ genes with conserved expression}) + (\# \text{ genes expressed in a single species})}{2 \times (\# \text{ total genes})} \). This score reflects both the ancestral origin of extant regulatory states, and the divergence of these regulatory states in non endodermal territories. Tissue fates are indicated on the right half of each embryo schema.
Figure 2: ATAC-seq efficiently identifies cis-regulatory sequences in Ciona and Phallusia. A) Ciona chromatin accessibility landscape at the Otx locus. From top to bottom. First track (green): local sequence conservation between Ciona robusta and Ciona savignyi. Second track (Orange): ATAC-seq pattern at the 112-cell stage in whole wildtype embryos. Third track: position of the Otx exons. Bottom track: location of the genomic constructs tested by electroporation, with their pattern of activity (adapted from Bertrand et al, 2003). B) Phallusia chromatin accessibility map at consecutive developmental stages around the FoxAa gene. Top: 220kb view centered on the FoxAa locus revealing a higher density of FoxAa peak in the vicinity of FoxAa. Bottom panel: zoomed view of the FoxAa locus. From top to bottom: first track, FoxAa single-exon model; second track(orange), ATAC-seq landscape in whole wild-type embryos at the 16-, 32-, 64-, 112-cell, late gastrula and late neurula stages, and in CHIR-treated embryos at the 64-cell stages; third track, position of the three tested candidate regulatory regions. ATAC-seq values are not precisely normalized between stages. C) patterns of reporter gene activity at the hatching larval and 112-cell stages following electroporation of the indicated construct. D) Position of active constructs with respect to the TSS. Y-axis: # of active sequences. X-axis: distance to TSS and gene body.
**Figure 3: Pleiotropic and shadow enhancers.** A) Pleiotropy of the FGF9/16/20 pm5 enhancer (see Figure S5). Top panels: detected activity in the nerve cord lineages at the 112-cell stage. Bottom panels: detected activity in the nerve cord, notochord and muscle lineages at the larval stages. B) Fraction of shadow enhancers identified among the early (gastrula) enhancers. C) The 6 shadow enhancers identified, with their expression patterns at the early gastrula stage. Top panels: left Eph1; center Otx; right FGF9/16/20. The FGF9/16/20 Pm04 enhancer has so far only been tested in *Ciona intestinalis*. Bottom panels: schematic representation of the activity of the 6 enhancers. The left half corresponds to the more distal enhancer (violet), the right half to the more proximal one. Light blue: shared activity, violet: distal enhancer-specific activity, orange: proximal enhancer-specific activity.
Figure 4: Similarity of the chromatin accessibility landscapes at the Otx locus in Ciona and Phallusia. A) Ciona landscape, showing ATAC-seq landscape, tested regulatory regions and their pattern of reporter gene activity at the early gastrula stage. B) Phallusia landscape, with tested regulatory regions and their pattern of reporter gene activity at the early gastrula stage.
Figure 5: Conserved regulatory syntax of the *Ciona* and *Phallusia* early endodermal enhancers of the *Lhx3/4* gene. XXXX
**SUPPLEMENTARY FIGURE**

**Figure S1**: Qualitative expression profiles of 15 endodermal regulatory genes up to the gastrula stage. A) Representative pictures of the expression profiles of the genes at the 4 stages. B) Summary table of the pregastrula expression profiles of 15 endodermal regulatory genes in *Ciona* and *Phallusia*. For each gene in the left column (blue: transcription factors, black: signalling molecule) the table indicates for each cell up to the 112-cell stage (top row, in bold endoderm precursors) its expression in both species (light blue), in *Ciona intestinalis* only (yellow) and in *Phallusia mammillata* only (red). Expression for each gene is encoded in two rows: the top row presents the *Phallusia* expression, the bottom row the *Ciona* expression. Genes are organized in three blocks: top, identical expression; middle very similar expression; bottom, more divergent expression.
Figure S2: Semi quantitative expression patterns by RNA-seq of endodermal genes in whole embryos during development. Expression was determined by RNA-seq at the same 7 stages in *Phallusia mammillata* and *Ciona intestinalis*. Y-axis: FPKM values, X-axis: developmental stages (64: 64-cell stage; EG: early gastrula, stage 11; MG, mid-gastrula stage 12; MN: mid neurula, stage 15; MTb: mid tailbud, stage 21; HL: Hatching larvae stage 26. Red: *Phallusia mammillata*. Black: *Ciona intestinalis* sequences, aligned onto the *Ciona robusta* genome. Dotted line: average of the two replica.

Figure S3: ATAC-seq profiles at the *Brachyury* and *Snail* loci. Chromatin accessibility (orange) is compared to the position of active cis-regulatory sequences. Note that Brachyury sequences C and B both drive expression in the notochord, though their precise timing of onset of expression is unknown.
Figure S4: Chromatin accessibility landscapes at 4 *Ciona intestinalis* loci: Reproducibility, stability and effect of GSK3 inhibition. The figure compares ATAC-seq signals to ChIP-seq data for the promoter mark H3K4me3, to sequence conservation between *Ciona robusta* and *Ciona savignyi*, and to the position of known endodermal (pink) and ectodermal (light blue) *Ciona* enhancers.
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Figure S5: Summary of the chromatin accessibility landscape, tested candidate cis-regulatory regions and their activity at the *Phallusia mammillata* loci of the 10 genes studied. A) FoxAa; B) FoxD; C) FGF9/16/20; D) Nodal; E) Otx; F) Lhx3/4; G) TTF1; H) Eph1; I) Tolloid; Each panel shows from top to bottom: *Phallusia mammillata/fumigata* sequence conservation; *Phallusia* gene model or RNA-seq if the model is inaccurate; ATAC seq profiles at successive stages; regions tested for *cis*-regulatory activity with their activity.
<table>
<thead>
<tr>
<th>Gene name</th>
<th>ANISEED Reg Seq name</th>
<th>in P. mamm</th>
<th>in C. robu</th>
</tr>
</thead>
<tbody>
<tr>
<td>FoxA</td>
<td>FoxAPm01</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>FoxAPm02</td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>FoxAPm03</td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td>FoxD</td>
<td>FoxDPm01</td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
</tr>
<tr>
<td>Fgf9/16/20</td>
<td>FgfPm03pBra</td>
<td><img src="image9.png" alt="Image" /></td>
<td><img src="image10.png" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>FgfPm04</td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td>nodal</td>
<td>nodalPm01</td>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>nodalPm03</td>
<td><img src="image15.png" alt="Image" /></td>
<td><img src="image16.png" alt="Image" /></td>
</tr>
<tr>
<td>Otx</td>
<td>OtxPm01</td>
<td><img src="image17.png" alt="Image" /></td>
<td><img src="image18.png" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>OtxPm04</td>
<td><img src="image19.png" alt="Image" /></td>
<td><img src="image20.png" alt="Image" /></td>
</tr>
<tr>
<td>Lhx3</td>
<td>Lhx3Pm01</td>
<td><img src="image21.png" alt="Image" /></td>
<td><img src="image22.png" alt="Image" /></td>
</tr>
<tr>
<td>Eph1</td>
<td>Eph1Pm02</td>
<td><img src="image23.png" alt="Image" /></td>
<td><img src="image24.png" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>Eph1Pm03</td>
<td><img src="image25.png" alt="Image" /></td>
<td><img src="image26.png" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>Eph1Pm05</td>
<td><img src="image27.png" alt="Image" /></td>
<td><img src="image28.png" alt="Image" /></td>
</tr>
<tr>
<td>TTF1</td>
<td>TTF1Pm01</td>
<td><img src="image29.png" alt="Image" /></td>
<td><img src="image30.png" alt="Image" /></td>
</tr>
<tr>
<td>Tolloid</td>
<td>TolloidPm02</td>
<td><img src="image31.png" alt="Image" /></td>
<td><img src="image32.png" alt="Image" /></td>
</tr>
<tr>
<td>Neurogenin</td>
<td>NeurogeninPm08</td>
<td><img src="image33.png" alt="Image" /></td>
<td><img src="image34.png" alt="Image" /></td>
</tr>
</tbody>
</table>

Figure S6: Distribution of ATAC-seq peaks length and inter-peak distances.
I. Analysing and interpreting WT expression patterns

Previous work done in the lab, by Jacques Piette and Christelle Dantec, comparing *Ciona intestinalis* and *Phallusia mammillata* whole embryo RNA temporal expression levels found that there seemed to be significant differences in expression between these two species. Following from this work, the starting point of my project was to compare qualitative expression patterns at the cellular level in *Phallusia mammillata* to the known *Ciona intestinalis* expression patterns at several stages leading up to gastrulation.

1. The limitations of fixed samples

The major problem was comparing the *Phallusia* expression patterns to the published *Ciona* expression data. First of all, these data have not been generated by the same person. Therefore, the experiments have not been carried out in the exact same way, for example with regards to the staining time.

Secondly, an issue is comparing the expression at the equivalent times in development. Expression in ascidians can be very dynamic; RNA expression can be very different in the cells between the beginning and the end of the same developmental stage. Different works may decide to focus on just one time point within a stage as the reference stage. What I have done is try to regroup all of the expression within a stage into the same stage. This may not have been kept into account for the *Ciona* work.

Due to these different variables between expression data, the profiles may not have necessarily been interpreted in the same manner. Therefore, differences in expression data between the animals are either due to differences in experiments, in interpretation of the data, in slightly different developmental timings or they could be actual differences in expression between the two species.
2. **Active transcription: nascent RNA**
For my project, to determine the GRNs, I needed to follow gene expression for two reasons. Firstly, I wanted to know specifically in which cells the TFs and signalling molecules were available to activate downstream genes. Secondly, I wanted to know exactly at what stage these genes were activated. When the mother cell had already expressed the gene in question, it is not necessarily possible to determine if the gene is still active in the daughter cells because the RNA is often still present.

To bypass this question, it would have been possible to perform ISH specifically for nascent RNA. Detecting nascent RNA by designing the probes to bind to the intron before it has been spliced out would show if the gene is still under transcription and therefore still being regulated. We considered this doing these experiments, however, we thought that the signal would be so weak that it was not worth doing the experiments. This is not the most interesting information to generate; quantifying the expression would have been more fruitful.

3. **Quantitative expression profiles**
Although the colourimetric ISH results are easily interpretable, they are purely qualitative and are not as sensitive as other techniques. With regards to quantitative data, we considered two possibilities: single-molecule FISH (smFISH) (Femino et al., 1998) and RNA-sequencing either in whole embryo at each of the stages of interest for the early GRNs. Ideally, single cell RNA-seq would elucidate expression levels genome-wide, however, this method would be quite laborious at each developmental stage. Despite this, the advantages would be quite considerable by deep sequencing. This could potentially inform us when RNA levels are very low, perhaps too low to be detected by other techniques.

Studying expression levels variability within and between species is particularly interesting to analyse the robustness of expression levels. The whole-embryo RNA-seq that was performed in the lab already showed differences between *Phallusia* and *Ciona* and even within a species for certain genes. It would be very interesting to analyse what are the parameters contributing to the variability in expression levels (for example, differences in the cis-regulatory sequences such as number of TFBSs or the effect of spacer sequences). What has caused these differences in expression levels? Are expression levels even important for ascidian development?

II. **A different, more classical, approach to the endoderm GRNs**
The bulk of my project was more oriented towards descriptive work based on GRNs that had already been studied in *Ciona*. It would have been interesting to add a more functional aspect to my work by expanding the GRNs driving the endodermal fate.

1. **Classical approach**
As described in the introduction of this thesis, Lhx3/4 and Nkx2-1 TFs are known to be involved in endodermal fate determination. It would have been interesting to identify the genes immediately downstream in the regulatory cascade. One approach could have
been to compare expression between wild type and morpholino embryos or mRNA-injected embryos for Lhx3/4 and Nkx2-1.

Lhx3/4 MO embryos completely inhibit endodermal development; however, in Nkx2-1 MO, the endoderm is only down regulated. This could mean that downstream genes involved in endodermal fate would potentially have the same profile: completely down regulated in Lhx3/4 MO and only partly down regulated in Nkx2-1 MO embryos. The combination of RNA-seq data of these 3 conditions could provide the possibility of making a list of candidate genes to further analyse. Although, a more reliable tool to knock-out gene expression could also be to remove or inactivate a gene by CRISPR; recent works using CRISPR to disable a gene that had previously been found to have a certain function by other techniques have found that the older techniques did not tell the whole story (Ledford).

2. New take on a classical idea
A newer, more exciting tool for this analysis work would be to target gene expression in a cell or tissue-specific manner by CRISPR. Following the enhancer screen in this project, a next step would be to remove or partially remove an enhancer driving gene expression in a specific tissue. Preliminary analysis of the enhancer activities found that most of the enhancers seem to be used only once during early embryogenesis. Targeting these modular-style enhancers would mean that we could determine the importance of a gene in a specific tissue without necessarily disrupting the development of the rest of the embryo.

III. Gene regulation and chromatin topology: interpreting the ATAC-seq data
The collaborative ATAC-seq work with José Luis Gomez-Skarmeta’s lab was a turning point in my project. It was not only a great experience to work side by side with Marta Silvia Magri but also the ATAC-seq actual brought a wealth of information about nucleosome positioning and regulation in ascidians.

The ATAC-seq data revealed an unanticipated behaviour of ascidian chromatin through time. It was expected that only currently-active regulatory sequences would be open and that re-positioning of nucleosomes would be specific to enhancer activity. We expected to be able to identify regulatory sequences actively driving transcription by their absence of nucleosomes. However, almost all of the 36 enhancers that we found are located in an open region from the 16 cell-stage until mid neurula. This raised many questions regarding the function of chromatin topology and its effect on gene expression. Why are these regulatory regions open far in advance of gene activation? Why are there so many open regulatory sequences?

1. Do maternal factors control chromatin opening of most enhancers genome wide?
Of the genes studied, almost all of the regulatory sequences that were open at 16 cell-stage remain open until the mid neurula stage. In many cases, these regulatory
sequences are active much later in development; this raises the question: what is causing these regions to be open?

This could potentially be due to the initial binding of pioneer TFs by as early as the 16-cell stage. Maternal β-catenin/Tcf is known to be an important driver of vegetal expression to establish, along with Gata.a and Zic-r.a, the first zygotic expression patterns. Many of the accessible chromatin regions in Ciona are enriched for Tcf binding (e.g. Otx Figure 20A), even before gene expression has initiated (e.g. Nkx2-1 Figure 20B). What is remarkable is that the maternal TFs are bound many stages before the activation and expression of the genes.

The onset of zygotic gene expression is thought to be around the 8- to 16-cell stage. TF FoxA-a is thought to be one of the first zygotically expressed genes; FoxA gene is a known pioneer TF in mouse embryonic endoderm and is responsible for nucleosome displacement (Gualdi et al., 1996; Iwafuchi-Doi et al., 2016). This could mean that by the
16-cell stage, zygotic factors may already be binding to the DNA. In this case, the open chromatin at 16-cell stage represents regions that are bound by both maternal and zygotic factors. To appreciate the extent of genes that are partially activated by maternal factors, we would need to perform ATAC-seq at 8cs as well. It could also be interesting to perform ATAC-seq in β-catenin inhibited embryos in the earlier stages.

2. Do these enhancers work alone?
As previously mentioned, we had not anticipated finding so many open regions that are open throughout early development. Finding that shadow enhancers are more common in ascidians than expected does not fully explain the extent of open regions. What is the purpose of having so many open regulatory regions at the same time, from the start of development?

One possibility that was proposed in the previous section is that transcription factor availability is perhaps the main limiting factor for activating gene expression. However, perhaps enhancer competition is also a limiting factor or, on the contrary, several enhancers work together at a time to drive expression. My project has not addressed these questions. Further tests would have to be performed to observe the effect of removing each enhancer. Testing individual enhancers does not necessarily represent the true WT activity – it just represents the potential activity of the enhancer.

IV. Transcription factor binding sites and their effect on expression levels
TFBS turnover seems to be a common feature in orthologous enhancers of Ciona and Phallusia yet these enhancers maintain the same qualitative activity when studied by cross-species transgenesis. What remains unknown, however, is the extent to which these enhancers contribute to the different expression levels seen between these two species. Are expression level differences only due to unequal maternal factors? Or does the efficiency of the enhancers play a role too?

Further identification of the functional TFBSs by mutating them one by one would be necessary to confirm their role in the activation of the enhancer. Next, an analysis of their number and their affinity, compared between Ciona and Phallusia, could elucidate if there is a difference in efficiency between the homologous enhancers.

V. Shadow enhancers
Enhancer structure, such as TFBSs and spacer sequences, is not the only cis-regulatory feature controlling expression levels. It has also been shown that shadow enhancers controlling the expression of a gene within the same tissues or cells can also help control temporal or spatial expression robustness to genetic or environmental variability. However, there seem to be many different interpretations of what a shadow enhancer is. We first need to define a shadow enhancer.
1. Defining shadow enhancers
Eileen Furlong’s lab defines them as “two enhancers that drive similar patterns of expression and in which deletion of one did not cause any obvious aberrant phenotypes” (Cannavò et al., 2016). This definition imposes several conditions. For the expression patterns to be just overlapping rather than completely identical, the pair of shadow enhancers would not necessarily share the same TFBSs. This principle was not the main focus when identifying the ascidian shadow enhancer for Brachyury that was identified based on the conservation of TFBSs between the pair of enhancers. Furthermore, in this paper, the timing of enhancer activity was ignored as a feature of shadow enhancers as they were both tested at mid tailbud stage even though initial Brachyury expression is at 64-cell stage, 7 hours earlier (Farley et al., 2016). As Brachyury is expressed for a long period of time throughout early embryogenesis in the notochord, it is not impossible to consider that different enhancers could take over the gene regulation at a different time point.

This raises the question of timing: do enhancers need to be active at the same time to be considered shadow enhancers? Or would it suffice that the enhancer is just has the potential to be active at the same time? Take for example enhancer competition driving snail in Drosophila that helps finely tune expression patterns and levels (Dunipace et al., 2011). To fulfil this function, neither shadow enhancer is redundant and therefore has an evolutionary purpose. Perhaps we should distinguish these different types of shadow enhancers and refer to a pair of enhancers with overlapping activity as distributed enhancers instead, as proposed by Scott Barolo (Barolo, 2012).

2. Evolution of shadow enhancer sequences
There are two schools of thought regarding shadow enhancers and evolution; a first that they promote evolvability due to the redundant nature of their activity (Cande et al., 2009; Hadzhiev et al., 2007; Hong et al., 2008; Paixão and Azevedo, 2010). This redundancy could be a source of evolutionary innovation by producing novel expression patterns. In this frame of mind, shadow enhancers would be rapidly evolving. A second is that, on the contrary, their function is far from redundant and they have a selective advantage making them even more conserved than other enhancers (Cannavò et al., 2016).

The collection of enhancers from this project and previous works within Phallusia and Ciona could allow further studies into enhancer sequence divergence. I would have been curious to compare the rate of evolution of enhancers to shadow enhancers within a genus and then compare the rate of evolution of orthologous enhancers between Ciona and Phallusia. This would firstly see if very fast evolving ascidians have more conserved shadow enhancers and secondly if orthologous enhancers are under the same selective pressures.

3. Selective advantage of shadow enhancers
If shadow enhancers are better conserved than other enhancers, this means that they bear a selective advantage. To test the role of shadow enhancers, I would have liked to test the phenotypic effect of removing one of the pair of shadow enhancers. There are three aspects that could be tested:
- Spatial expression precision: Do shadow enhancers promote precision of the expression pattern? By genome editing to remove one shadow enhancer, we could test if gene expression is affected. If the shadow enhancers maintain expression precision, removing one could cause expression to be lost in some cells or even just a slight loss in precision, which could be seen for instance by unilateral expression in certain cells.

- Temporal expression precision: There are actually two questions that we can tackle regarding timing. Firstly, do shadow enhancers increase responsiveness to activate a gene rapidly? Secondly, does the earliest enhancer need to be neighbouring the promoter to open the promoter? The first question would have to be addressed using shadow enhancers that do not neighbour the promoter. For the second, there are two pairs of shadow enhancers found during this project, regulating Otx and Eph1 genes, whereby one of the shadow enhancers is next to the promoter. Removing each enhancer, one at a time, by genome editing would be interesting to see how each shadow enhancers and their positions around the promoter can affect expression.

- Robustness to different conditions: Finally, one exciting experiment would be to test the importance of shadow enhancers in conserving development in response to variable environmental conditions. The shadow enhancers driving endodermal Eph1 expression could both be involved in gastrulation. If removing one of these enhancers still gave a viable embryo, it would be interesting to follow the effects of different temperatures on the gastrulation event.
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