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Merci
‘Twas brillig, and the slithy toves
Did gyre and gimble in the wabe:
All mimsy were the borogoves,
And the mome raths outgrabe.

“Beware the Jabberwock, my son!
The jaws that bite, the claws that catch!
Beware the Jubjub bird, and shun
The frumious Bandersnatch!”

He took his vorpal sword in hand:
Long time the manxome foe he sought –
So rested he by the Tumtum tree,
And stood awhile in thought.

And, as in uffish thought he stood,
The Jabberwock, with eyes of flame,
Came whiffling through the tulgey wood,
And burred as it came!

One, two! One, two! And through and
through
The vorpal blade went snicker-snack!
He left it dead, and with its head
He went galumphing back.

“And, has thou slain the Jabberwock?
Come to my arms, my beamish boy!
O frabjous day! Callooh! Callay!”
He chortled in his joy.

‘Twas brillig, and the slithy toves
Did gyre and gimble in the wabe;
All mimsy were the borogoves,
And the mome raths outgrabe.

Jabberwocky by Lewis Carroll,
Through the Looking-Glass and What Alice Found There, 1872
Table 1 – *List of the acronyms later used in the manuscript*  

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AABW</td>
<td>AntArctic Bottom Water</td>
</tr>
<tr>
<td>ACC</td>
<td>Antarctic Circumpolar Current</td>
</tr>
<tr>
<td>CFL</td>
<td>Courant–Friedrichs–Lewy</td>
</tr>
<tr>
<td>E-P</td>
<td>Eliassen-Palm</td>
</tr>
<tr>
<td>IDW</td>
<td>Indian Deep Water</td>
</tr>
<tr>
<td>ILW</td>
<td>Internal Lee Wave</td>
</tr>
<tr>
<td>IO</td>
<td>Inertial oscillation</td>
</tr>
<tr>
<td>NADW</td>
<td>North Atlantic Deep Water</td>
</tr>
<tr>
<td>PDW</td>
<td>Pacific Deep Water</td>
</tr>
<tr>
<td>QG</td>
<td>Quasi-Geostrophic</td>
</tr>
<tr>
<td>RBE</td>
<td>Radiation Balance Equations</td>
</tr>
<tr>
<td>RIT</td>
<td>Resonant Interaction Theory</td>
</tr>
<tr>
<td>SOFine</td>
<td>Southern Ocean FINEstructure</td>
</tr>
<tr>
<td>TEM</td>
<td>Transformed Eulerian Mean</td>
</tr>
<tr>
<td>TKE</td>
<td>Turbulent Kinetic Energy</td>
</tr>
<tr>
<td>VMP</td>
<td>Vertical Microstructure Profiler</td>
</tr>
<tr>
<td>WOCE</td>
<td>World Ocean Circulation Experiment</td>
</tr>
</tbody>
</table>
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Introduction

Why study the ocean?

Systematic environmental monitoring has become widespread over the last decades, both for short term risk and weather forecasts and for long term climate monitoring. On daily time scales and as a first approximation, the ocean can be considered as a thermostat, a reservoir of heat and humidity, undergoing small or no changes. On the other hand, larger time scales have raised great interest, be it for understanding the history or the projections of the Earth climate, on time scales of hundreds of years or more (IPCC 2014). Evolution on such time scales is called climate, as opposition to the small time scale weather.

On climatic time scales, the role of the oceans is key. Their high heat capacity and the meridional transport of waters (the overturning circulation) make them reservoirs of heat and fundamental actors in redistributing heat from the equator to the poles. Through air-sea exchanges, the ocean are also key in studying transport and evolution of water, gases and mater. For instance, recent studies suggest that if the surface temperature is currently at a standstill although the anthropogenic CO$_2$ emissions have continued to rise, it might be due to the oceans absorbing more heat than previously (Chen and Tung 2014). Other concerns relate, for instance, to the acidification of the oceans due to carbon uptake.

Thus understanding the ocean behavior and the overturning circulation is an essential step to building correct representations and models of the global climate. Most studies focus on the ocean surface and its interaction with the atmosphere, as well as the downwelling of the water masses, building knowledge about the balance between intake and uptake of heat and matter by the ocean.
The return of the water masses to the surface is an equally important topic, and is the focus of many a study.

**The overturning circulation**

The global ocean is made of four major basins: the Atlantic ocean, the Indian ocean, the Pacific ocean and the Antarctic ocean. These four interconnected basins have complex interplays, and to study the transport of heat from the equatorial surface to the poles and the ocean interior oceanographers attempt to describe the large scale features of the ocean currents, the overturning circulation.

**The meridional circulation and uniform mixing**

In the last century, the North Atlantic was thought to be the main driver of the ocean circulation. North Atlantic Deep Water (NADW) would form through the interaction with the atmosphere at high latitudes. The NADW, pushed by this downwelling, would then coat the stably stratified ocean (the lightest waters sitting on top of the densest waters). Finally uniform mixing would blend together the dense, bottom waters with lighter waters lying on top, leading to a gradual upwelling of the water masses and their return to the warm, surface open ocean waters. This dynamic is quasi-two dimensional, which lead to considering the overturning circulation in the North-South axis under the name of meridional circulation.

Figure 1 is a schematic of this representation.

Munk (1966) expressed the above description by stating that a uniform mixing over the ocean would be balanced by uniform upwelling through the following advection/diffusion relation:

\[ w \frac{\partial \rho}{\partial z} = K_v \frac{\partial^2 \rho}{\partial z^2} \]  

where \( \rho \) is density, \( K_v \) is the uniform mixing and the vertical coordinate \( z \) has its origin at the bottom and increases upwards. Munk (1966) calculated that to
sustain the thermohaline circulation, a uniform mixing across surfaces of the same density (isopycnals) of roughly $10^{-4}$ m$^2$.s$^{-1}$ was required. Note that we here refer to mixing in the interior of the ocean and omit surface mixing. Most mixing in the ocean occurs in the upper layer in contact with the atmosphere and cryosphere, but it refers to completely different mechanisms and will not further be discussed in this manuscript.

From energy sources to mixing estimates

To corroborate or disprove this estimate, field measurements were needed for comparison. Since widely measuring cross-density (or diapycnal) mixing with in-situ instruments was unfeasible, a proxy was needed. Thus, Osborn (1980) related the amount of diapycnal mixing to the rate of turbulent kinetic energy dissipation through:

$$K_v N^2 = \frac{R_f}{1 - R_f} \mathcal{E}$$  \hspace{1cm} (2)

where $R_f$ is the mixing efficiency, commonly taken at $1/6$ (details of this calculation can be found in the first chapter of this manuscript).

Turbulent kinetic energy comes from various sources, and is related to motions of scale of one kilometer or less. These motions, once generated, can have an eventful life, may undergo propagation, and finally dissipate. Directly esti-
mating the global dissipation rates of energy is extremely tricky, but the processes by which energy is injected at these scales are better known.

At these scales, the most important sources of turbulent kinetic energy lie in the internal wave field. Internal waves are oscillatory motions due to the restoring forces created by the planetary rotation and the local stratification of the fluid. They coat the entire ocean, propagate, interact together, with other classes of motion and with the interfaces, and eventually dissipate. Although investigating the final dissipation of the wave field is quite tricky and still the object of many speculations, the mechanisms and locations of the wave emission is now relatively well known (Ferrari and Wunsch 2009). At the bottom of the ocean, the sources of internal waves principally rely on the interaction of sub-inertial fluid motions with topography, and can be divided into two main candidates:

- **The internal tide**: the tide, generated by the gravitational attraction of the moon and the sun, is a horizontal oscillatory motion of relatively slow time scale (about 12 hours). When this vertically homogeneous motion flows above a mountainous area, internal waves of the same frequency as the tide are emitted, also called the internal tide, that amount to about 1 TW of converted power (Ferrari and Wunsch 2009).

- **The internal lee waves**: when a deep reaching, constant current flows over a mountain range, the water displacement can also emit internal waves, that are stationary with respect to the topography. The power available in the internal lee wave field is about 0.2 TW (Nikurashin and Ferrari 2011).

A question remains about the fate of the energy in geostrophic eddies, that has to be dissipated somewhere in the ocean.

Levels of mixing thus estimated and observed are extremely patchy and of greatly varying amplitude (mostly $10^{-6}$ m$^2$.s$^{-1}$, with peaks at $10^{-3}$ m$^2$.s$^{-1}$) (Polzin et al. 1997). What was even more unsettling was that the integrated diapycnal mixing estimate was much smaller than that predicted by Munk (1966). This lead to the search of what was called the *missing mixing*. 
Is there a really missing mixing? The evolution of the representation of the meridional circulation

However, these concepts fell at the turn of the century, and the development of a large scale mapping of the ocean state: the World Ocean Circulation Experiment (WOCE). This global ocean survey revealed that about 60% of the NADW upwells in the Southern ocean in the Antarctic Circumpolar Current (ACC). Moreover, this upwelling is mainly due to the strong divergent winds at the surface, roughly around 60°S (the Antarctic divergence). After upwelling, the waters would experience important transformations through intense exchange with the atmosphere, then take one of two branches. They would either flow back North, into the Indian, Pacific or Atlantic ocean, before once again undergoing downwelling and finally upwell North of the Antarctic divergence, in a cycle often called the great ocean conveyor belt. The other path goes South of the Antarctic divergence towards the Antarctic continent, where extremely dense waters would form, downwell at the Antarctic margin and coat the very bottom of the ocean. These very dense, deep waters called the Antarctic bottom waters (AABW) would then upwell through both Ekman pumping and local mixing, and emerge South of the Antarctic divergence. This representation revealed that the upper cell upwelling is adiabatic, the lightening of the NADW being accomplished by surface fluxes, whereas only the lower cell requires interior mixing to be sustained. Figure 2 explains the ocean circulation as represented in these days.

This change in understanding the leading upwelling mechanism lowered the amount of mixing required to consume dense water masses formed at high latitudes to levels observed in field studies (Webb and Sugino-hara 2001). The levels of mixing observed did not evolve much, but the amount of mixing needed over the ocean was substantially lowered: the missing mixing paradox was solved (Munk and Wunsch 1998). However, to further deepen our climate representation and models taking the interconnected basins into account is essential. We
therefore need to further understand and represent the details in the horizontal and vertical distribution of the diapycnal mixing.

**A three dimensional description**

In the last few years it has become apparent that the three dimensional structure of the ocean circulation was key to understanding the mechanisms at play. As depicted above, the Southern Ocean keeps a fundamental role in the upwelling of interior waters, as well as the link between the three other major oceans. However, the two independent overturning cells are now obsolete, as it has become clear that waters from the fours basins are deeply interwoven. Let us follow the story of a fictional fluid parcel originating in the North Atlantic. Although this representation is inexact in many ways, it provides a scenario somewhat easier to understand.
At first, through air-sea exchanges and cooling, the parcel densifies and downwells with the NADW. It travels along this dense layer all the way to the Southern Ocean and adiabatically upwells in relatively dense waters in the same way as depicted above. Through surface exchanges with the atmosphere and the cryosphere the parcel becomes denser again and downwells along the continental shelf. As it flows down, mixing with ambient waters and non-linearities in the equation of state\(^1\) increase density yet again (this phenomenon is called cabelling). The extremely dense parcel is part of the AABW, flows around the Antarctic continent and eventually northwards. As it circulates, through the Pacific Ocean for instance, it undergoes diapycnal mixing with overlying waters and becomes slightly lighter. The parcel then comes back south, in the form of Circumpolar Deep Waters (CDW), a water mass lighter than the AABW. It later flows back north, in the Indian Ocean for instance, and undergoes some more mixing and becomes lighter, for example when it flows through the Indonesian Throughflow, a shallow, narrow area with very intense mixing. This roundabout through the Antarctic, Pacific and Indian oceans can occur a few times before the parcel becomes light enough to upwell near the surface, and be further lightened by near-surface processes. The parcel is then exported through the PDW and Indian Deep Waters (IDW), in relatively light waters. Finally the NADW, the PDW and the IDW join together to form the subtropical and tropical upper ocean waters, and after crossing the warm water sphere the water parcel returns to the North Atlantic.

Figure 3 is a sketch of this later representation.

Of the two cells described above, the water mass transformations occurring in the upper diabatic cell are fairly well understood, whereas constraining the progressive lightening of the dense AABW waters through successive cycles still proves a challenge. One of the current major open questions regarding our understanding of the global ocean circulation concerns AABW consumption

\(^1\) The equation of state is the relation between density, salinity, potential temperature and pressure
(Lavergne et al. submitted), and thus the amplitude, horizontal distribution and vertical structure of diapycnal mixing and diffusion at these depths. Lavergne et al. (submitted) express the above description by stating that the transformation rate $T$ of the AABW of a given density $\rho$ is related to the cross-isopycnal (i.e. diapycnal) mixing $K_v$ through:

$$T(\rho) = \int \int g \frac{d}{dz} \left( K_v \frac{\partial \rho}{\partial z} \right) dS$$

where $S$ is the surface of the isopycnal considered, $g$ is the gravity acceleration, $N$ the Brunt Vaisala frequency, $\rho$ is density $^2$ as a function of space and the vertical coordinate $z$ has its origin at the bottom and increases upwards. For more clarity we omitted here the geothermal heating, that operate on the bottom-most layer of the AABW. Lavergne et al. (submitted) found that depending on the details of the horizontal distribution and vertical structure of $K_v$ the amount of AABW consumption could vary of up to an order of magnitude.

![Diagram of the three basin circulation](image)

**Figure 3** – The three basin circulation as viewed in the early 2010s, adapted from Talley et al. (2011).

---

2. For clarity, we confuse density with the neutral density
Role of internal lee waves

As we have seen in the previous section, the horizontal distribution and vertical structure of the diapycnal mixing, and through Eq. 1.3b turbulent kinetic energy dissipation rate, is more important than their integrated value. Indeed, mixing processes are key in the transformation of the AABW. The two main sources of mixing occur through the interaction of different ingredients, and occur in different places. Through the interaction of the barotropic tide and bottom topography, internal tides are mostly generated along the great ridges North of 50-60°S. Internal lee waves, on the other hand, require deep reaching jets above rough topography, which are mostly found along the Antarctic Circumpolar Current (ACC) South of 50-60°S (Ferrari and Wunsch 2009).

The AABW, during their journey northward, will therefore first encounter internal lee wave generation and dissipation before that of internal tides, giving the former waves a very special role. To date, little is known of internal lee wave (ILW) propagation and dissipation, all the more so concerning diapycnal mixing in the interior.

Energy pathways of internal lee waves

Although it is still lacking, knowledge of the energy pathways of ILW has grown in recent years. Polzin et al. (1997) observed large amplitude of diapycnal mixing in mountainous areas with strong deep reaching currents and suggested it was due to the presence of an intense internal lee wave field. The internal lee wave generation mechanisms at play and estimations of the energy they carry lead to further studies (Scott et al. 2011, Wright et al. 2014, Nikurashin and Ferrari 2011). Other studies were interested in the propagation and final dissipation of the waves through diverse interaction mechanisms, such as wave-mean flow interactions through critical layers for instance (Booker and Bretherton 1967). More recently, Nikurashin and Ferrari (2010) suggested from numerical simulations that a degenerate case of internal wave (the inertial oscillations,
or IO) could be key factors in the energy pathways and dissipation of internal lee waves.

Despite these numerous studies, the energy pathways of internal lee waves remain very intricate, and an accurate representation of the energy emission, transfers and dissipation is still missing. For instance, the energy conversion rate into internal lee waves is subject to much debate (Waterman et al. 2014, Wright et al. 2014), and several mechanisms that appear to be important are often lacking in interaction representations (such as the IOs suggested by Nikurashin and Ferrari (2010) or momentum deposition from breaking internal waves to the mean flow). As such, understanding and representing the dissipated energy responsible for diapycnal mixing seems complex and might require considering a number of energy pathways at once. This can only be achieved when the nature of these energy pathways is known, before tackling their implications on diapycnal mixing.

Outline of this manuscript

In this manuscript, we propose to investigate the energy pathways taken by internal lee waves in the deep ocean and describe the implications of this evolution on turbulent kinetic energy dissipation. As seen above, doing so raises quite a few questions, from the observations available from the real ocean, to the sources of the energy pathways, and the role of inertial oscillations and turbulent kinetic energy dissipation in these pathways. These questions can be organized into four different topics:

- To investigate TKE dissipation, the foremost step is to gather field measures of the energy dissipation rates in the ocean. Several techniques can be used, mainly depending on the spatial scale of interest. These techniques are differently done, rely on various hypotheses and different ranges of validity. This raises the questions of how estimates of TKE dissipation are gathered, and under which conditions can these estimates be inferred.
• The energy pathways in the ocean are intricate and complex, start from various sources and take different routes. There exist several major energy reservoirs available, which are not equivalent regarding to their impact on the ocean currents. Regarding the case of AABW consumption, there may exist an energy source and process particularly relevant for investigating the energy pathways. One may wonder what processes and energy reservoirs should be taken into account to shed light on AABW consumption.

• It has been suggested in previous studies that inertial oscillations might be key to understanding the energy pathways of internal lee waves. The kinetics of this interaction are of great interest, and could inform on the conditions when these two wave motions can interact. The specific role of the inertial oscillations in the energetic route of the lee waves deserves due consideration. This points to the need of investigating and quantifying the role of inertial oscillations in the energy pathways of the internal lee waves.

• Of the processes thought to impact on internal waves, some are fundamentally dependent on energy dissipation, some are not. Non-linear effects could be sufficient for creating strong interactions in the flow and for conditioning internal waves to ulterior energy dissipation. The respective roles of dissipative and non-dissipative interactions in the energy pathways must be clarified in order to fully understand the nature of the mechanisms at play.

We will attempt to answer these questions by allying literature reviews, numerical simulations and theoretical computations. Through these three aspects we aim at joining together as much as possible the three main ways of studying the ocean: field campaigns, computing and black-boarding.

• In chapter 1 we will investigate the existing approaches and methods of inferring diapycnal mixing. These evaluations are called parameterizations since they make use of diverse assumptions, depending on the available
data. We will review parameterizations of different scales, from the millimeter level to global estimates.

• In chapter 2 the simulations used to ground and evaluate the theory will be described. Two dimensional simulations were used for the rapidity of their calculation and for comparison with previous works. All the simulations are non-hydrostatic, meaning they permit the existence of full vertical pressure gradients, and the full resolution of internal waves.

• Chapter 3 describes an extension of the dissipative asymptotic theory of Nikurashin and Ferrari (2010) in the vertical direction. From so doing we will attempt to describe the temporal numerical evolution of inertial oscillations and TKE dissipation, as well as their vertical structure.

• In chapter 4 we will make use of a different non-linear theory that does not fundamentally rely on energy dissipation: the Resonant Interaction Theory (RIT). The RIT will be used to investigate the rate of growth of the inertial oscillations in the light of the numerical simulations. The comparison of two separate theories for the same phenomenon will shed light on the mechanisms at play in the energy pathway.

• Chapter 5 is a discussion on the implications of the two dimensional hypothesis and how to free the calculations from any unphysical dynamics. We will then attempt to build a three dimensional setting that would permit to fully explore the full panel of mechanisms present in the ocean. We will show that the Transformed-Eulerian Mean (TEM) framework may be an appropriate tool for finely investigating wave-mean flow interactions.
As discussed in introduction, the three dimensional distribution of diapycnal mixing is fundamental in setting the global overturning circulation. However, gathering information on diapycnal mixing rates in the ocean can prove to be tricky. This chapter describes the existing ways to estimate diapycnal mixing rates. We will present the assumptions made in each case, and attempt to have a critical view of which physical aspects are missing.

1.1 From Turbulent Kinetic Energy dissipation rates to diapycnal mixing: energy conservation

Insight can be gathered by writing basic energy conservation equations. Stating that the production rate of turbulent kinetic energy results from its creation by the turbulent buoyancy fluxes, its destruction through dissipation, and assuming that the medium is statistically steady, one gets (Osborn 1980):

\[ \mathcal{P} \simeq -\rho \mathcal{E} + B, \]

where \( \mathcal{P} \) is the rate of production of turbulent kinetic energy, \( \mathcal{E} \) is the rate of dissipation of turbulent kinetic energy, and \( B \sim \rho_0 N^2 K_p \) is the rate of work against gravity done by turbulent buoyancy fluxes.

Let us assume that the turbulent buoyancy fluxes vary in fixed proportions with the turbulent production:

\[ B = R_f \mathcal{P} \]
where $R_f$ is a flux Richardson number. It then follows that:

$$P = \frac{\rho}{R_f - 1} E, \quad \text{and}$$

$$K_v = \frac{R_f E}{1 - R_f N^2}$$

This equation directly relates the diapycnal mixing with the turbulent kinetic energy dissipation rate and the local stratification. Since turbulent kinetic energy dissipation rate is much easier to measure than diapycnal mixing, oceanographers largely use this equation, a corner stone for most recent diapycnal mixing research. However, although straightforward to gather, direct measurements of the TKE dissipation rate are still very sparse, especially in the Southern Ocean were rough weather and ice cover hinder field campaigns.

There are several ways to tackle the lack of knowledge of turbulent kinetic energy dissipation rates, depending on the (vertical) scale considered. One can directly measure $E$ on centimeter scale (hereafter noted micro-scales) through microstructure casts. Fieldwork can also be done by inferring TKE dissipation rate from scales of tens to hundreds of meters (hereafter noted fine-scales) through finescale parameterizations. Another way of getting insight on the diapycnal mixing distribution can be achieved through numerical models, and the numerical estimate of turbulent kinetic energy dissipation from precise knowledge of the topography and the flow characteristics. Finally, a yet more global approach that somewhat gets further from measuring diapycnal mixing, is to make an early estimate of $K_P$ so as to be able to gather information on the response of the ocean to variations in the mixing distribution.

These four approaches will be described in the following chapter.

### 1.2 Micro-structure: a local measure

A seemingly basic step towards understanding the energetics of the ocean’s interior is to measure in situ energetic variables. This requires deploying instruments such as Vertical Microstructure Profilers (VMP, Carter and Imberger 1986)
in the ocean interior, and tracking the flow characteristics on small scales. The field of interest for this study is the turbulent kinetic energy dissipation rate, a primary proxy towards diapycnal mixing rates (Eq. 1.3b).

Turbulent kinetic energy dissipation occurs on scales of centimeters (micro-scales). This makes measuring TKE dissipation rates quite a technical challenge, for several reasons. Since differences measured on centimeter scales are bound to have a large uncertainty compared to the absolute signal, the accuracy of the measures is critical to obtain precise data. Moreover, measuring micro-scales requires probes arranged as dipoles, each pole being distant from the other by about a centimeter. These probes are delicate and onerous. Finally, as movements of the ship would transmit motions to the instrument and disrupt the local measure and local dissipation rate, the profiler is required to be detached from the ship, free falling towards the bottom. A free falling device must be very finely tuned. If it comes back up too early, all the bottom dissipation would not be measured. But if it sinks too deep, it might touch the ocean floor, which would lead to the complete loss of the instrument. All of this contributes to difficult technical issues, high instrument cost and the need of large specific knowledge for its operation.

As such, micro-structure measurements are very accurate and provide great and insightful knowledge, however they are very sparse and do not cover the very bottom of the ocean, which is the main limitation in their applicability.

1.3 The fine-scale parameterization: inferring mixing from shear and stress

Since directly measuring TKE dissipation rate is so tricky, progress was made to infer less reliable dissipation rates from more easily obtained data. Most ocean datasets contain information on velocity and density structure on scales of tens to hundreds of meters (hereafter called fine-scales, Polzin et al. 2014). The aim of fine-scale parameterizations was to estimate rates of turbulent kinetic
energy dissipation from such datasets. They use density and/or velocity profiles obtained from standard CTD and ADCP measurements, far more extensive, easy to obtain and of resolution of tens to hundreds of meters. Since the leading order of the ocean’s interior energy field is attributed to internal waves (Ferrari and Wunsch 2009), the fine-scale parameterizations make use of the wave properties (shear and strain) to infer the turbulent kinetic energy dissipation rate. The use of such parameterizations has greatly increased over the recent years, and although the results are extremely sensitive (to the scheme used as well as to the way the data is handled) and approximative (up to an order of magnitude different from the micro-structure data), some great insight into the turbulent kinetic energy dissipation rate was achieved.

The fine-scale parameterization considers that the rate of turbulent production $\mathcal{P}$ in the internal wave field is determined by the spectral energy transport in the vertical wave-number domain $F(m)$ (integrated over frequencies). Although a diversity of studies parameterise $\mathcal{P}$ depending on the fields available (Polzin 2004, Olbers and Eden 2013), we will focus on the study by Polzin (2004) for simplicity.

Through combining heuristic arguments and dimensional parameters, Polzin (2004) arrive at

$$\int F(m, \omega) d\omega \xrightarrow{m \to \infty} \mathcal{P}, \quad (1.4)$$

the rate of turbulent production arises from the total energy transport.

Finally, using ray tracing theory, these authors find an analytic expression for the energy transport:

$$F(m, \omega) \simeq 2A m^4 N^{-1} \phi(\omega) E(m, \omega) E_k(m) \quad (1.5)$$

where $\phi(\omega) = \frac{|k_h|}{m} = \sqrt{(\omega^2 - f^2)/(N^2 - \omega^2)}$ is the tangent of the angle of the internal waves’ wavenumber to the vertical, $A = 0.20$ is a non-dimensional constant, and $E_k$ and $E$ are the kinetic and total energy, respectively.

In the absence of detailed energy spectrum datasets, it is easier to use the
ratio of horizontal kinetic and potential energy, or shear to strain ratio:

\[ R_\omega = \frac{E_k}{E_p} \]  

(1.6)

The lack of resolution in the spectral energy transport can further be made for by estimating the average energy density by reference to the Garret-Munk shear spectrum:

\[ \hat{E} = \frac{\frac{1}{m_2-m_1} \int_{m_1}^{m_2} 2m'^2E_k(m')dm'}{\frac{1}{m_c} \int_{m_c}^{m_2} 2m'^2E_{GM}(m')dm'} \]  

(1.7)

where \( m_1 \) and \( m_2 \) are the boundaries of the energy spectrum considered, and \( m_c \) is a high wavenumber representing a transition into wave breaking phenomena, that is not precisely defined but can nonetheless be expressed through different equalities (Polzin et al. 2014). The use of a non-dimensionalized energy density is useful in narrowing down measure errors by using a reference spectrum, heretaken as the Garret-Munk shear spectrum. However, issues of bias can become problematic as the spectrum departs significantly from that of the Garret-Munk prescription.

More calculations, approximations and physical arguments lead to the Radiation Balance Equation (RBE, Polzin et al. 2014):

\[ \mathcal{P} = \mathcal{P}_0 \int_0^{N\cosh^{-1}(N/f)} \frac{N^2\cosh^{-1}(N/f)}{N_0^2\cosh^{-1}(N_0/f)} \hat{E}^3(R_\omega + 1) \sqrt{\frac{2}{4R_\omega - 1}} \]  

(1.8)

where \( \mathcal{P}_0 = 8 \times 10^{-10} \text{ W.kg}^{-1} \).

Throughout the calculations needed to obtain the final dissipation estimate, many assumptions were made, and have to be kept in mind:

- The finescale parameterizations are best employed at intermediate vertical scales.
- Small vertical scales \((m > m_c)\) are here considered to be part of wave breaking, and as such define a limit to the spectral interval studied.
- Large vertical scales can also become problematic, with the growing effects of wave-mean interactions, and possibly other interactions not taken into account by the parameterization.
• A central condition is that the downward spectral energy propagation is set by wave-wave interactions. This condition is broken by any process that shortcuts the energy cascade, such as wave scattering, wave reflection, or resonant interactions (such as the Parametric Subharmonic Instability).

To top it off, many technical issues arise when dealing with in situ data, such as the definition of the cutoff wavenumber $m_c$, the definition of bottom stratification or the coarseness of the energy spectrum.

This parameterization, although it uses many assumptions, seems to perform rather well when compared with micro-structure datasets, although the dissipation is systematically overestimated (Waterman et al. 2012).

1.4 Ocean recipes: from topography and stratification to mixing estimates

We have seen that fine-scale parameterizations can provide turbulent kinetic energy dissipation rates from shear and strain ratios, using ray tracing theory. In short, knowing the velocity and buoyancy profile, as well as the energy spectrum, is enough to apply the fine-scale parameterization.

Current knowledge could allow one to predict the energy spectrum in the fluid column from information on the flow and the topography. Assembling both theories would enable one to predict the one-dimensional profile of the turbulent kinetic energy dissipation rate from precise knowledge of bottom topography and flow characteristics.

As discussed in the introduction, increasing interest has been taken in internal lee waves, especially in the Southern Ocean. Unfortunately, ocean recipes have been derived for internal tide dissipation (Polzin 2009), but have yet to be published for internal lee wave dissipation (work in progress, also by K. Polzin). We will here focus on the published internal tide problem, and add comments on how the internal lee wave problem can be adapted to it.

Such theories, named ocean recipes, have the advantage that they only re-
require external variables of the problem, such as a buoyancy profile, a topographic spectrum and either geostrophic velocity profile (in the case of internal lee wave) or barotropic tide (in the case of internal tides). These variables have the advantage that they are nearly all available outputs of ocean models (apart from the ill-known topographic spectrum), and are readily available.

1.4.1 Getting the bottom energy conversion

As just said, the major step towards obtaining the energy dissipation rate is to compute the energy spectrum, before the fine-scale parameterizations can take over. To compute the energy spectrum, the energy sources and their spectral distribution have to be considered. Several energy sources for internal waves are available, and can mainly be divided into wind generation at the surface and generation by interaction with topography (at the bottom). The ocean recipes described here focus on the bottom generation. Polzin (2009) further asserts that additional energy sources would easily be taken into account in the recipe.

Internal tides

Polzin (2009) uses a quasi-linear spectral model of internal tide generation based on Bell (1975):

\[
E_{\text{flux}}(k, l, z = 0, t) = \sum_n E_n^{\text{flux}}(k, l, \omega_n, z = 0, t)
\]

\[
E_n^{\text{flux}}(k, l, \omega_n, z = 0, t) = \frac{\omega_n}{2\pi} \left[ (N^2 - \omega_n^2) (\omega_n^2 - f^2) \right]^{1/2} [k^2 + l^2]^{-1/2}
\]

\[
\times H(k, l) J_n^2\left( \frac{[k^2 U_0^2 + l^2 V_0^2] / \omega_1^2}{\omega_n^2} \right)^{1/2}
\]

where \( E_{\text{flux}} \) is the horizontal wavenumber-frequency spectrum for the vertical energy flux, \( J_n \) is a Bessel function of the first kind of order \( n \) and \( H(k, l) \) is the topographic spectrum. \( \omega_1 \) is the fundamental frequency of the barotropic tide, \( U_0 \) and \( V_0 \) are its amplitudes. \( \omega_n = n\omega_1 \) is the frequency of the \( n \)-th harmonic, where \( n \) is an integer such that \( f^2 < \omega_n^2 < N^2 \).
The topographic spectrum $H(k, l)$ is generally not detailed enough for practical calculations, but it can be fitted on theoretical estimations. Abyssal hills created by volcanism and faulting at mid-ocean ridge crests are a major source of sea floor roughness of horizontal scale 1-10 km. Considering the generation process of such topography, Goff and Jordan (1988) characterized abyssal hills as:

$$H(k, l) = \frac{4\pi \nu h_0^2}{l_0 k_0^2 \left( \frac{k_0^2}{l_0^2} + \frac{l_0^2}{k_0^2} + 1 \right)^{(\nu+1)}}$$

where $k_0$, $l_0$ are roll-off wavenumbers, $h_0$ is the rms height, and $\nu$ is a non-dimensional parameter. Thus, after fitting the basin topography on Eq. 1.12, one gets the horizontal wavenumber-frequency spectrum energy flux generated at the bottom as a function of tidal properties for all harmonics.

**Internal lee waves**

The bottom energy emission for internal waves is comparable to that associated with internal tides, the difference being that $\omega_n = n\omega_1 - k \vec{u}$, and $\omega_1$ is the frequency of the oscillatory flow, and can be either $M_2$ or $f$.

Note that this computation relies on two-dimensional, linear dynamics, which are thought to greatly misestimate the bottom energy conversion (Nikurashin et al. 2014, Wright et al. 2014)

### 1.4.2 The nonlinear propagation model

As seen in the previous section, there are various ways of predicting the evolution of the internal wave spectrum knowing the ambient buoyancy and velocity profiles. Combining the energy spectrum of the waves generated at the bottom with a nonlinear propagation model (such the RBE used by Polzin 2004 or other ray-tracing theories as in Olbers and Eden 2013), it becomes possible to calculate the one-dimensional profile of internal wave energy dissipation in the water column (Polzin 2009). From this, using Eq. 1.3b, one gets diapycnal mixing estimates through the water depth.
To our knowledge, only two field campaigns have taken interest in the internal lee wave driven mixing in the Southern Ocean (Naveira Garabato 2009, Sheen et al. 2013). A collaboration with S. Waterman, A. Brearley and A. Naveira-Garabatto (NOC Southampton) was developed to compare energy dissipation rates inferred from an Ocean recipe to micro- and fine-structures captured during the SOFine cruise. An internal lee wave ocean recipe still under work was implemented and compared to VMP measurements, but remaining uncertainties (in the calculation of the bottom geostrophic velocity or stratification for instance) currently prevent concrete conclusions. This work is still in progress will not be presented in this document.

1.4.3 Caveats

Although such recipes are extremely promising for predicting buoyancy fluxes and diapycnal mixing both in field estimations and model parameterization, several limitations prevent their systematic use for now.

Let us first be reminded that the calculations are made in terms of buoyancy fluxes. Getting to diapycnal diffusivity requires further approximations that may bring errors in the final estimate.

The recipe consists in a one-dimensional (vertical) calculation, done on what can be considered as a grid cell, and does not consider any lateral fluxes. This can be a considerable drawback in high resolution cases where a lot of energy can propagate from one cell to another.

The bathymetry representation misses a lot of ocean topographic features, such as offset fractures or mud waves for instance. This can lead to an underestimate of the low vertical wavenumber internal wave field, and subsequently the energy flux. Polzin (2009) estimate the mismatch to be of order 20-40%.

Furthermore, setting the parameters of the bathymetry spectrum requires high resolution datasets, which are generally lacking.

Finally, a lot of processes are not taken into account in current recipes (the
same as those ignored in the fine-scale parameterizations, plus the waves not taken into account by the generation process). This could make the recipes useful only in specific cases, or for process oriented studies.

1.5 Towards global estimates

Despite the lack of knowledge on the three-dimensional distribution of diapycnal mixing, its representation in ocean models is the object of high concern (Ito and Marshall 2008, Jayne 2009, Marshall and Naveira Garabato 2008, Melet et al. 2013; 2014, Waterhouse et al. 2014). We will here sum up the main approaches that have been proposed to get a global pattern of the turbulent kinetic energy dissipation rate and diapycnal mixing. We will focus on bottom mixing, and will not address phenomena occurring in the upper ocean.

1.5.1 Getting a global coverage of TKE dissipation

As explained above, the diapycnal mixing is most commonly inferred from the turbulent kinetic energy dissipation rate. Moreover, the global distribution of TKE dissipation rate is generally represented as depending solely on its horizontal location. That is, the amplitude of the TKE dissipation rate is set at a given longitude and latitude, whereas its vertical distribution obeys the same scaling whatever the horizontal location (St. Laurent et al. 2002, Melet et al. 2013, Saenko et al. 2012):

$$\mathcal{E} = \frac{qE(x, y)F(z)}{\rho}$$

(1.13)

where $E(x, y)$ is the energy flux into internal waves, $q$ is the fraction of this energy flux that is assumed to be dissipated in the water column and $F(z)$ describes the vertical structure of TKE dissipation.

Such a parameterization is poorly constrained and lacks most of the physics going on, but it has the advantage of being easily implemented into ocean models.
**Horizontal variability: $E(x,y)$**

The horizontal distribution of internal wave emission can take several components into account, depending upon the processes studied. We saw in the previous section how the bottom emitted waves (the internal tide or the internal lee waves) can be computed from bathymetry estimates. These are the main contributors to the internal wave field in the ocean, and do not take into account long range wave propagation or wave scattering. These energy source estimates are based on weakly non-linear, two-dimensional computations. A three-dimensional, fully turbulent computation is needed to fully represent the bottom energy conversion from the geostrophic flow into internal lee waves. Finally, large scale fields such as the bottom geostrophic velocity, bottom stratification or precise datasets such as the topographic spectrum are largely unknown and are responsible for large uncertainty in the final TKE dissipation rate estimated.

**Vertical profile: $F(z)$**

We saw in the previous section how precise, process based vertical profiles of TKE dissipation rate can be obtained in ocean recipes. However, these have not yet been implemented in ocean models due to computing costs, and more rudimentary, empirical parameterization have been used.

One vertical profile largely used in previous years accounts for the decrease in diapycnal mixing away from topography with an exponential decay (St. Laurent et al. 2002, Saenko and Merryfield 2005, Simmons et al. 2004, Jayne 2009). However, Polzin (2004) rather use a decreasing power law, that allows for a gentler decay of bottom mixing with height, and Melet et al. (2013) use a somewhat more complex profile. All these implementations have in common a very simple, horizontally homogeneous vertical distribution, poorly constrained, that is broadly based on observations but lacks physical principles. Lavergne et al. (submitted) conducted a comparative study of different descriptions of the ver-
tical profile, which indicate a strong dependency of the overturning strength on the parameterisation used.

**Energy fraction locally dissipated: q**

In early studies, only the energy locally dissipated was taken into account, the near-field mixing, which is commonly taken as 20% of the total emitted energy ($q = 0.20$, Osborn 1980). This is far from correctly representing the complex energy pathways that occur along the trajectory of an internal wave. Moreover, the energy dissipated away from the emission site (far-field) has rarely been taken into account for parameterisations (Oka and Niwa 2013), although it represents the major part ($1 – q$) of the energy dissipation occurring in the ocean.

### 1.6 Summary of the diapycnal mixing parameterizations

As we have seen in this chapter, present diapycnal mixing parameterizations are plenty, and vary depending on the scale they are supposed to represent. They are not yet quite exhaustive, as they often lack dependency on the fluid properties, and more generally do not fully represent all the physics at play.

As for the diapycnal mixing distribution due to topographic interactions with a bottom reaching flow, the horizontal distribution of the oceanic internal lee wave conversion rate $E_{ILW}(x, y)$, although still incomplete, is better known than its vertical dependency (Nikurashin et al. 2012). It appears that most (roughly half) of the energy internal lee wave emission occurs in the Southern Ocean, which accounts for about 10% of the total internal wave energy emission around the globe (Nikurashin et al. 2012). This is explained by the rough topography and intense deep currents encountered in those parts. However, earth rotation then needs to be taken into account, and the parameterizations presented in this section only extrapolate results from a non rotating frame to the rotating case.
1.6. Summary of the diapycnal mixing parameterizations

They lack the direct representation of rotation in the spectral exchanges, or the possible existence of strong inertial oscillations.
A first look at the phenomenology: numerical simulations

The previous chapter showed that the current parameterizations of TKE dissipation in the ocean lack physical insight, especially concerning the impact of rotation on the mechanisms at play. The present chapter focuses on the two-dimensional numerical simulations that were used to investigate the energy pathways from internal lee wave emission to TKE dissipation. For comparison purpose, we used the same setup, albeit a different model, as Nikurashin and Ferrari (2010).

2.1 Introduction of the numerical case study

2.1.1 Physical configuration

We study a simple case of a uniform flow of amplitude \( U_G = 0.1 \text{ m.s}^{-1} \) over a topography as simple as possible. Thus the topography is chosen to be invariant along the \( y \) direction and sinusoidal in the \( x \) direction: 

\[
h(x, y) = h_T \cos\left(\frac{2\pi x}{l_T}\right),
\]

where \( h_T \) varies in the range \{20 m, 40 m, 80 m\} and \( l_T \) is either 2 km or 1.2 km. The physical domain is 2 km high. The stratification is such that the Brunt-Väisälä frequency is \( N = 10^{-3}\text{s}^{-1} \), and the Coriolis frequency is \( f = 10^{-4}\text{s}^{-1} \).

Figure 2.1 is a sketch of the two-dimensional physical configuration considered, the sloped lines representing the ILWs.
Chapter 2. A first look at the phenomenology: numerical simulations

Figure 2.1 – Physical setting used in the numerical simulations. The forcing consists in a uniform, constant flow \( U_G \). The two-dimensional topography is sinusoidal, of wavenumber \( k_T \), and peak to peak distance \( 2h_T \). Internal lee waves are thus generated and radiate away from the bottom. Their phase is sketched by the dotted lines.

The different simulations and their corresponding names are listed in table 2.1.

2.1.2 Numerical set-up

Model description

The numerical simulations were carried out with Symphonie NH, a non-hydrostatic regional ocean model (Auclair et al. 2011) developed by the Pôle d’Océanographie Côtière (POC, Toulouse, France). We shall now describe the equations and assumptions used in Symphonie NH.

\[
\begin{align*}
\partial_t \mathbf{u} + \left[ (\mathbf{u} \cdot \nabla) \mathbf{u} \right] - f e_z \times \mathbf{u} &= -\frac{1}{\rho} \nabla p + g + \nu \nabla^2 \mathbf{u} \\
\nabla \cdot \mathbf{u} &= 0 \\
\partial_t \rho + (\mathbf{u} \cdot \nabla) \rho &= \kappa \nabla^2 \rho
\end{align*}
\] (2.1a) (2.1b) (2.1c)
2.1. Introduction of the numerical case study

<table>
<thead>
<tr>
<th>Name</th>
<th>$L$</th>
<th>$h_T$</th>
<th>$f$</th>
<th>Bottom condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_{20}L_2$</td>
<td>2 km</td>
<td>20 m</td>
<td>$1.10^{-4}$ s$^{-1}$</td>
<td>Partial-slip</td>
</tr>
<tr>
<td>$H_{40}L_2$</td>
<td>2 km</td>
<td>40 m</td>
<td>$1.10^{-4}$ s$^{-1}$</td>
<td>Partial-slip</td>
</tr>
<tr>
<td>$H_{80}L_2$</td>
<td>2 km</td>
<td>80 m</td>
<td>$1.10^{-4}$ s$^{-1}$</td>
<td>Partial-slip</td>
</tr>
<tr>
<td>$H_{20}L_2_fs$</td>
<td>2 km</td>
<td>20 m</td>
<td>$1.10^{-4}$ s$^{-1}$</td>
<td>Free-slip</td>
</tr>
<tr>
<td>$H_{40}L_2_fs$</td>
<td>2 km</td>
<td>40 m</td>
<td>$1.10^{-4}$ s$^{-1}$</td>
<td>Free-slip</td>
</tr>
<tr>
<td>$H_{80}L_2_fs$</td>
<td>2 km</td>
<td>80 m</td>
<td>$1.10^{-4}$ s$^{-1}$</td>
<td>Free-slip</td>
</tr>
<tr>
<td>$H_{20}L_{1.2}$</td>
<td>1.2 km</td>
<td>20 m</td>
<td>$1.10^{-4}$ s$^{-1}$</td>
<td>Partial-slip</td>
</tr>
<tr>
<td>$H_{40}L_{1.2}$</td>
<td>1.2 km</td>
<td>40 m</td>
<td>$1.10^{-4}$ s$^{-1}$</td>
<td>Partial-slip</td>
</tr>
<tr>
<td>$H_{80}L_{1.2}$</td>
<td>1.2 km</td>
<td>80 m</td>
<td>$1.10^{-4}$ s$^{-1}$</td>
<td>Partial-slip</td>
</tr>
<tr>
<td>$H_{40}L_{2.2f}$</td>
<td>2 km</td>
<td>40 m</td>
<td>$2.10^{-4}$ s$^{-1}$</td>
<td>Partial-slip</td>
</tr>
<tr>
<td>$H_{80}L_{2.2f}$</td>
<td>2 km</td>
<td>80 m</td>
<td>$2.10^{-4}$ s$^{-1}$</td>
<td>Partial-slip</td>
</tr>
</tbody>
</table>

Table 2.1 – Summary of the different two-dimensional simulations. The simulations vary by the height or the wavelength of the topography, by the bottom boundary condition or by the value of the Coriolis frequency.

where $u = (u, v, w)$ is the three-dimensional velocity, $\rho$ is the density, $p$ is the pressure, $g$ is the gravitational acceleration, $\nu$ is the kinematic viscosity and $\kappa$ is the diffusivity of density.

The Boussinesq assumption relies on the statement that the density variations in the fluid around a reference value are small, so that these variations can be neglected in the acceleration term.

\[
\rho = \rho_0 + \rho' \quad , \quad \rho' \ll \rho_0 \quad (2.2a)
\]

\[
p = p_0 + p' \quad , \quad p' \ll p_0 \quad (2.2b)
\]

where $\rho_0 = 1026$ kg.m$^{-3}$ is the reference density, and the hydrostatic pressure follows $\partial_z p_0 = \rho_0 g$.

Under the Boussinesq assumption, the equations of motion hold:

\[
\partial_t u + [(u \cdot \nabla) \cdot u] - f e_z \wedge u = -\frac{1}{\rho_0} \nabla p' + \frac{\rho'}{\rho_0} g + \nu \nabla^2 u \quad (2.3a)
\]

\[
\nabla \cdot u = 0 \quad (2.3b)
\]

\[
\partial_t \rho' + (u \cdot \nabla) \rho' = \kappa \nabla^2 \rho' \quad (2.3c)
\]
Symphonie NH is a non-hydrostatic model. This means that the pressure at a given location is not only set by the weight of the fluid above it (the hydrostatic pressure), but also by the fluid motion itself, such as the vertical acceleration or friction. This is a necessary condition for accurately resolving internal waves at ten to hundred meter scales, which have strong vertical accelerations. The non hydrostatic pressure is computed by solving the three-dimensional Poisson equation:

$$\nabla^2 (p') = f$$

(2.4)

where $f$ is a function of the dynamic fields.

Since most computing and solving techniques can only work through finite iterations, the continuous time and space have to be divided into small entities, called time-steps and grid cells. This is called discretization. The larger the time step and grid cell, the further away the computed solution gets from the continuous solution, but a small decrease in discretization greatly increases the total length of the computation, so that a compromise has to be reached. The spatial grid of the model can either use $z-$ or $\sigma-$ coordinates (Bergh 2010), as will be explained below. The $z$-coordinates are the most straightforward vertical coordinates, as they are fixed in space and time, in a horizontal slicing of the vertical space. However, due to the step-like representation of bottom topography, accuracy decreases in the bottom layer. The $\sigma$-coordinates make up for this disadvantage by following both the bottom and the surface. Given a static depth $H$, and a free surface of height $\eta(x,y)$, the $z$-coordinates can be changed into $\sigma$-coordinates from the relation:

$$\sigma = \frac{z - \eta}{H + \eta}$$

(2.5)

where $\sigma$ ranges from $\sigma = 0$ at the surface ($z = -H$) to $\sigma = -1$ at the bottom ($z = \eta$). This coordinate has the drawback that in cases of strong topographic slope, the grid may introduce errors in the representation of the pressure gradient.
Setting description

The numerical grid we used has a fixed spacing in the horizontal ($\Delta x = 12.5$ m) but topography-following ($\sigma$)-coordinates along the vertical, so as to have more accurate results near the topography. The physical configuration being initially made of a uniform flow over a y-invariant, x-periodic topography allows us to use 2D (along y) configurations with periodic boundaries along x. To avoid wave reflection from the upper boundary, we apply a damping layer from 2km to the upper boundary at 7km. In this layer, the vertical grid spacing is stretched from about 5m to about 300m to lower the computing cost of a simulation. Additionally, the viscosity and diffusivity are increased in proportion with the vertical grid spacing $\Delta z$. The domain size is $L = l_T$, $H = 7$ km. The viscosity and the diffusivity are respectively set to $10^{-2}$ and $10^{-3}$ m$^2$.s$^{-1}$. The bottom boundary conditions are set to either free slip or partial slip with a bottom rugosity of 1mm. The uniform flow is forced through an additional body force $fU_G$ in the meridional momentum equation, after a transient period of 24 h.

The flow indeed started from rest. During the first 24 h the fields are relaxed to the desired values with a time-scale of 3 h, avoiding spurious spin-up effects. Afterwards, the relaxation is removed (but not the forcing), and the integration is carried on for 15 days, so as to reach statistical equilibrium.

2.1.3 Off the hat behavior

As a fluid parcel is moved from equilibrium in the vertical plane, a stable stratification attracts the parcel back to its initial position in an oscillatory fashion that is damped only in the presence of viscosity. As it is moved from its resting position in the horizontal plane, rotation deviates it horizontally, in another undamped oscillation. These two wave-like processes (vertical and horizontal) give birth to what are called internal waves. Since the particular waves studied
here are generated at the topography and can be seen on its lee side, they are called internal lee waves (Bell 1975).

Internal waves, as most waves in the ocean, can have quite the eventful life.

- In the most peaceful case, where the topographic height is much smaller than the vertical length scale of the internal waves radiated \((h_T m_{ILW} << 1,\) where \(m_{ILW}\) is the vertical wave-number of the ILW), the waves have a small amplitude, and the wave field is described as linear, or quasi-linear in cases where this is marginally the case. Such cases are easily described theoretically, since the different waves of the total field hardly interact with each other.

- If the amplitude of the waves rises, the internal wave field becomes non-linear, and interaction between different waves can become of leading order. Linear and quasi-linear theories often fail to capture important aspects of such flows.

- Finally, when the amplitude of the waves becomes large enough so that overturning occurs, they become unstable through convective instability and dissipate into the ambient flow. This is called wave breaking.

Linear internal lee waves are stationary in the frame of reference attached to the topography: from the point of view of an observer in this reference frame, their frequency (or absolute frequency) is null, their spatial phase structure seems to be frozen in time. However, that is not the case in the frame of reference attached to the flow, due to the Doppler effect (the shift of frequency due to the difference of speed between two frames of reference).

Let us investigate the several spectral properties of the internal waves: their intrinsic frequency (in the moving frame) \(\omega\) and their wavenumber \(k = (k, l, m)\). A relation between these variables can be inferred from the equations of motion linearised around a state of rest, and leads to the dispersion relation:

\[
\omega^2 = \frac{(k^2 + l^2)N^2 + m^2 f^2}{k^2}
\]

From the observation that \(f \leq N\) in the ocean, this entails that \(f \leq \omega \leq N\).
2.1. Introduction of the numerical case study

By definition, the phase of the waves propagate at the phase speed $c_\phi = \omega / k$, but the energy of the waves propagates at the group velocity $c_g = (\frac{\partial \omega}{\partial k}, \frac{\partial \omega}{\partial l}, \frac{\partial \omega}{\partial m})$. From the dispersion relation, this entails that $c_g \cdot k = 0$, the energy of the waves propagates orthogonally to their wavenumber. Moreover, the vertical component of the phase speed $\omega_m$ is of opposite sign to the vertical group velocity $c_z^g$. For instance, an internal wave propagating energy upwards has a negative vertical wavenumber if $\omega > 0$. Although the fluid motions do not set any particular constraints on $(k, l, m)$, some more information can be gathered for the internal lee waves originally emitted from the topography. Supposing the fluid flows at horizontal speed $U_G$ above a monochromatic topography of horizontal wavenumber $k_T$, the spectral properties of the lee wave are

$$k = k_T$$

$$l = l_T$$

$$\omega = -U_G k_T$$

and $m$ can be inferred from the dispersion equation ($m \geq 0$ since the energy of the wave must propagate upwards, due to the presence of topography at the bottom and $\omega < 0$).

Basic features of the flow behavior in general and internal lee waves in particular are illustrated in Fig. 2.2, at two successive times. After one inertial period (Fig. 2.2a), quasi-linear internal lee waves have been radiated and propagate upwards. The wavenumber and phase speed are perpendicular to the phase lines, whereas the group velocity is parallel to the phase lines. Over the range of parameters studied, the topography is sub-critical, namely the slope of wave propagation exceeds the slope of the topography, and the waves can propagate without encountering reflection or energy trapping. After seven inertial periods (Fig. 2.2b), wave breaking occurs at the bottom of the domain, below 1000 m.

In the following, we decompose the flow into three components following Nikurashin and Ferrari (2010), namely the geostrophic flow, the inertial oscillations and the internal waves. The geostrophic flow is set to the constant value
of \( U_G = 0.1 \text{ m.s}^{-1} \), along the \( x \)-direction. In the idealized case we are considering here, IOs are internal waves of frequency \( f \); their horizontal scale is therefore infinite. Their vertical scale is finite although it is not defined by the dispersion relation. Hence the IO velocity field may be considered as depending upon height and time only. This motion is defined as the remaining motions: 
\[
U_{IO}(t,z) = \bar{u}(x,z,t) - \overline{U_G^x},
\]
where \( \overline{()}^x \) denotes a horizontal average. Finally, the internal waves are defined as 
\[
U_{ILW}(x,z,t) = u(x,z,t) - U_G - U_{IO}(t,z),
\]
or 
\[
U_{ILW}(x,z,t) = u'(x,z,t),
\]
where 
\[
u'(x,z,t) = u(x,z,t) - \overline{u(x,z,t)^x}.
\]
Hence the internal wave field has a zero horizontal average by definition, which is consistent with the periodic boundary conditions.

As discussed in the introduction to this manuscript and in chapter 1, the dissipation rate of turbulent kinetic energy \( \mathcal{E} \) is central to the analysis of nonlinear wave dynamics. We recall the definition of \( \mathcal{E} \) for a two-dimensional flow in a vertical plane (Lesieur 1990 p 267, eq (IX-3-6), Koudella and Staquet 2006):
\[
\mathcal{E} = 2\rho \nu (\partial_z u' - \partial_x w')^2
\]
(2.8)

We will now have a first look at the behavior of this field along with the IO field in our simulations.

### 2.2 Description of the Turbulent Kinetic Energy dissipation rate

Let us first look at the general behavior of the TKE dissipation rate through a few simple cases. The basic settings we will take as references consist in a 2 km wide topography of amplitude ranging from 20 to 80 m with free-slip bottom boundary conditions: the \( L_{2fs} \) cases.

Figure 2.3 shows the evolution versus time of the TKE dissipation integrated over 2000 m for all the simulations. For near linear cases where \( h_T = 20 \) m, integrated TKE dissipation increases slowly with time, and does not reach any steady state within the time of integration. The other two simulations reach a
statistically steady state (hereafter named saturation) after a few inertial periods. These simulations then show a slow decay of TKE dissipation rate with time. We shall attempt to explain this behavior later in the manuscript. A difference between the lowest topographic amplitude case and the others can be expected for practically any observation, since the non-linearities greatly influence the flow as a whole.

Figure 2.4 displays the vertical profile of the TKE dissipation rate at the end of the simulations for the $L_2$ cases.

This figure shows that, in these three reference cases, the TKE dissipation rate is clearly enhanced near the topography. The bottom 1000 m show an elevation of up to an order of magnitude in turbulent dissipation. This means that the internal lee waves generated at the topography dissipate strongly shortly after their emission, before continuing their propagation upwards with a rather constant amplitude, without any TKE dissipation. The lowest amplitude case ($h_T = 20$ m) holds a low amount of TKE dissipation. This can be expected, since the waves are quasi-linear: the available energy carried by the waves is smallest, and little turbulence is observed.

Using Eq. (1.3b), $N = 10^{-3}$ s$^{-1}$ and assuming $\gamma = 0.2$, the averaged rate of TKE dissipation over the lower 500 m in simulation $H_{80}L_2$ gives a vertical diffusivity of about $\sim 4.10^{-3}$ m$^2$.s$^{-1}$. This value is strong but only slightly above the range of TKE dissipation rate in the deep Southern Ocean inferred from vertical micro-structure profilers (Waterman et al. 2014).

Figure 2.5 shows profiles of the TKE dissipation above a given height for all simulations. The same observations as in Fig. 2.4 can be observed. The profiles show that for all the non-linear cases ($h_T \geq 40$ m), dissipation is clearly enhanced near topography, systematically under 1000 m. The quasi-linear cases do not show much signal in the TKE dissipation field, since wave-wave interactions is very small.

Since there is no interaction with the atmosphere or any initial disturbance
apart from the topography, the energy input results entirely from the conversion from the geostrophic flow to the internal lee wave field at the bottom. Subsequently, the TKE dissipation rate can be directly compared with the bottom energy conversion rate \( P_{up} = \overline{p'w'^*} \big|_{z=0} \). Figure 2.6 shows profiles of the integrated TKE dissipation above a given height, \( z_0 \), and below \( H = 2000 \) m for different simulations, scaled by \( P_{up} \). \( \int_{z_0}^{H} E \partial z \) is the energy dissipated in the domain comprised between the topography and height \( z_0 \). If all the energy were to be dissipated at a given height \( z_0 \), then we would have the equality \( \int_{0}^{z_0} E \partial z = P_{up} \), or \( \int_{z_0}^{H} E \partial z = 0 \). This way, what is plotted on figure 2.6 is a measure of the relative importance between the sink and source terms (given that any motion that radiates above 2000 m is dissipated in the sponge layer).

In figure 2.7 \( \int_{z_0}^{H} E \partial z \) is scaled by the total TKE dissipation integrated over the bottom 2000 m, \( \int_{0}^{H} E \partial z \). The profile represented is identical to that of Fig. 2.6, except that the sink term is scaled by the total dissipation in the bottom 2000 m. Thus, it ranges from 0 to 1.

Figures 2.7 and 2.6 show that the vertical profile of kinetic energy dissipation is largely independent on the topographic features \((h_T, k_T)\). From the two different normalizations, two types of conclusion can be made: either on the fraction of emitted energy that is dissipated, or on the proportion of the dissipation that occurs below (or above) a certain depth. For our range of parameters we observe on figure 2.6 that at most 20% of the internal lee wave energy produced at the topography is dissipated in the water column. Similar ratios of dissipated to emitted energy have been observed in the ocean by (Sheen et al. 2013, Brearley et al. 2013). In simulations that reach saturation, we observe from figure 2.7 that at least 80% of the dissipated energy occurs below 600 m. In a nutshell, these results confirm those observed in the simulations by Nikurashin and Ferrari (2010).
We shall now describe the inertial oscillations, which are the largest scale motion after the geostrophic current. This brief investigation is carried out on the same reference cases as the beginning of the previous section: the $H_{20}L_{2.0}f s$ cases.

The inertial oscillations have the characteristic of having an intrinsic frequency of $\omega = f$. To observe the presence of waves of specific frequency content, the most straightforward action to take is to observe a power spectrum of a velocity component, say $w$. To obtain the intrinsic frequency $w$ must be computed in a frame moving at the geostrophic velocity $U_G$: $w(x') = x - U_Gt$. Figure 2.8 is such a power spectrum for simulation $H_{20}L_{2.0}f s$. The reference case with the lowest topography amplitude is considered since this is where the different waves and frequencies are most distinct (since there is little wave-wave interaction). The dashed line is the confidence level at 99%, implying that the spectrum significantly departs from red noise when it exceeds the dashed line. A peak clearly appears at the frequency $\omega = f$, which indicates the growth of inertial oscillations.

Knowing that inertial oscillations grow during the simulations, we can now have a look at their amplitude and vertical profile. Figure 2.9 displays the vertical profile of the IO amplitude for the $L_{2.0}f s$ reference cases, averaged from 12 to 15 inertial periods. The inertial oscillations have an amplitude that depends on the topographic height, and that can reach the amplitude of the geostrophic current. As the TKE dissipation rate in the previous section, they appear to only be of significance in the bottom 1000 m. In a nutshell, inertial oscillations can become leading order motions and appear to be of importance roughly at the same locations as the TKE dissipation rate. These results confirm those observed in the simulations by Nikurashin and Ferrari (2010).
2.4 On the link between IO amplitude and TKE dissipation rate

Figure 2.9 shows that, as far as energy is concerned, inertial oscillations should not be ignored, as they can contain a subsequent part of the energy of the fluid. Figures 2.4 and 2.9 further indicate that IOs and TKE dissipation rate are clearly enhanced near the topography, roughly in the 1000 m above the bottom. This strong similarity between the IO and TKE dissipation rate profiles suggests that they both are coupled, and that TKE dissipation rate cannot be tackled without first understanding the IOs. We shall here attempt to gather more observations from our simulations so as to compare the TKE dissipation rate to the inertial oscillations.

In the two previous sections, we have observed the profiles and amplitude of the two fields (TKE dissipation rate and IO amplitude) separately. Comparing the two directly can prove to be tricky, since the fields have different dimensions. The TKE dissipation rate can be directly scaled by the bottom energy conversion rate into internal lee waves $P_{up}$. The IO field could be compared to the geostrophic flow amplitude, but since the latter has the same value for all the cases, we suspect this is not the most judicious choice. The IO field (in m.s$^{-1}$) is better compared to the TKE dissipation rate if it is converted to energy per unit mass: $E = \frac{1}{2}U_I^2$. This energy can then be compared with the total energy in the ILW field radiated during one period $P_{up}/2\pi/|f|$.

Figure 2.10 shows a scatter plot of the two non-dimensional quantities integrated over the physical domain. To keep information on the $E$-IO amplitude link, the cases with little IO growth are shown with empty markers, otherwise grey or black markers are used. For the cases corresponding to full markers, a limited range of values for the integrated TKE dissipation rate across the water column is observed, equal to 10 to 30% of the bottom energy conversion. This information was also seen further up in figure 2.6. Although the two-dimensional estimation of $P_{up}$ is probably overestimated (Nikurashin et al. 2014), similar ra-
tios of dissipated to emitted energy have been observed in the ocean (Sheen et al. 2013, Brearley et al. 2013). We also notice that $\frac{1}{2}U_I^2 \left/ \left( \frac{P_{up}}{2\pi / |f|} \right) \right.$ ranges from 0.3 to 0.7. An interpretation is that the IO field contains as much kinetic energy in the water column as what the bottom energy conversion inputs in the domain during 30 to 70% of an inertial period. Furthermore, IO amplitude and TKE dissipation rate amplitude seem to have similar parameter dependency, as the non-dimensional IO amplitude grows with the non-dimensional TKE dissipation rate. All in all, this figure does not make any direct link between IO amplitude and TKE dissipation rate amplitude, although it does point out strong similarities between the two.

This chapter presented some features of the simulations, and suggests a link between IOs and TKE dissipation rate. We have shown that, after several inertial periods, the IOs and TKE dissipation rate reach a quasi-steady state. Once this quasi-steady state is reached, about 10 to 30% of the internal lee wave energy is dissipated in the water column. One may wonder about the role IOs could play in the magnitude and distribution of turbulent kinetic energy dissipation rate. This led Nikurashin and Ferrari (2010) to propose a mechanism involving IOs in the prediction of TKE dissipation rates. Their mechanism accounted for the IO retroaction of the ILW emission, leading to a modification of the energy input in the ILW field, which lead to a modification of the TKE dissipation rate. However, their theoretical work was based on a parametric study, and was limited to the behavior of the fields above the topography. In this work, we shall attempt to gather insight on the phenomena occurring within the water column. The next chapter extends their asymptotic theory in including the vertical dependency with the aim of predicting where IOs grow and inferring a vertical length scale below which dissipation occurs.
Figure 2.2 – Snapshots of the vertical velocity for experiment $H_{40}L_2$: (top) after one inertial period; (bottom) after 7 inertial periods. The same colorbar is used for the two panels, but the maximum value is about three times higher in (b) than in (a). The top frame shows a quasi-linear regime, where internal lee waves can clearly be seen to radiate from the topography upwards. The bottom frame shows a strongly non-linear regime, with turbulent behavior near the bottom.
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Figure 2.3 – Temporal evolution of the turbulent kinetic energy dissipation rate for all simulations, in inertial periods. The TKE dissipation is integrated over the bottom 2000 m.

Figure 2.4 – Vertical structure of the turbulent kinetic energy dissipation rate for the L2_fs simulations. TKE dissipation is computed by interpolating the $\sigma -$coordinate field to $z -$coordinates and then averaged from 12 to 15 inertial periods. Note the logarithmic scale on the x-axis.
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Figure 2.5 – Vertical structure of the turbulent kinetic energy dissipation rate. For all the simulations, the TKE dissipation rate is averaged from 12 to 15 inertial periods.

Figure 2.6 – $\int_z^H \mathcal{E} \partial z$ normalized by the energy radiated at topography for all simulations in [m]. This represents the proportion of the energy converted from the mean flow to the internal wave field that is dissipated under a given height.
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Figure 2.7 – $\int_z^H E \partial z$ normalized by $\int_0^{2000} E \partial z$ for all simulations in [m]. This represents the proportion of the total TKE dissipation rate that is dissipated under a given height.

Figure 2.8 – Variance preserving power spectrum of $w$ for experiment $H_{20}L_2$, near 600 m above the topography, computed in a frame moving with the geostrophic velocity $U_G$. When the curve has a larger value than the dashed line, it departs significantly from red noise at 99% level. The inertial and Brunt Väisälä frequency are indicated with a dashed-dotted line.
Figure 2.9 – Vertical structure of the amplitude of inertial oscillations for the L₂-fs simulations. Note the logarithmic scale on the x-axis.
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Figure 2.10 – Scatter plot of the IO kinetic energy versus the TKE dissipation integrated over the domain. TKE dissipation is scaled by the bottom conversion rate. IO kinetic energy is normalized by the bottom conversion rate divided by an inertial period. Cases with little IO growth are shown with empty markers, the other with grey or black markers.
ATTEMPTING TO PREDICT INERTIAL OSCILLATION AMPLITUDE: AN APPROACH FOLLOWING NIKURASHIN AND FERRARI 2010

The goal of this chapter is to develop a theoretical framework to investigate the interaction between inertial oscillations and internal lee waves, leading to TKE dissipation. To do so we derive a set of equations describing the state of the medium when an inertial oscillation - internal lee wave feedback is acting. The starting point of this theoretical work is the paper by Nikurashin and Ferrari (2010). We then look at the validity of the theory in light of the numerical simulations.

3.1 The asymptotic theory

3.1.1 Assumptions of the theory

Quite a few assumptions are needed in order to develop this theoretical framework.

• The non-hydrostatic Boussinesq approximation is used (Eq. 2.2a, 2.2b, 2.3).
• The internal wave amplitude \( \epsilon \sim Nh_T/U_C \) is supposed to be small so as to keep the whole theory weakly non-linear, since large non-linearities are usually analytically untractable. This is mostly valid for the smallest amplitude cases \( (h_T = 20 \text{ m}) \), and can be extended to the medium \( (h_T = 40\text{m}) \) amplitude cases.
• The IO amplitude (through the parameter $\beta = U_I k_T / f$) is supposed to be small in order to get a simple analytical expression of the growth rate, which is a valid hypothesis for the beginning of all simulations, since the IO field starts from rest. Moreover, the parameter $\beta$ is supposed to be independent of $\epsilon$.

• The internal lee wave frequency $U_G k_T$ is supposed to be such that: $f << U_G k_T << N$. This allows simplifications in the theoretical development, although it is far from being valid in our numerical simulations (for the reference cases, $U_G k_T / f = \pi$ and $N / U_G k_T = 10 / \pi$). While these assumptions are more or less physically plausible, others were made for mathematical tractability and lack physical meaning:

• Weak Rayleigh (linear) dissipation was used rather than Laplacian to represent the damping of the waves during their propagation to keep the problem analytically tractable (Goldstein 1980). Dissipation being essential for the mechanism described here, this hypothesis may have a very strong impact on the conclusions derived in the calculation.

• The internal wave field was computed as if it propagates without interactions after being emitted at the topography. This entails that, although the interaction of different waves can give rise to IOs, the expression for these waves is not impacted by the interaction, nor by the existence of IOs (except in the generation mechanism).

### 3.1.2 Keeping the vertical coordinate

We follow Nikurashin and Ferrari (2010), although we slightly depart from their paper by keeping track of the vertical coordinate.

The complete equations of motion and bottom boundary condition in the
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fluid write:

\[
\begin{align*}
    u_t + (u \cdot \nabla H) \cdot u + w u_z + f e_z \wedge u &= - \nabla_H p + D_m(u) \\
    w_t + (u \cdot \nabla H) w + w w_z &= - p_z + b + D_m(w) \\
    b_t + (u \cdot \nabla H) b + w b_z + w N^2 &= D_b(b) \\
    \nabla_H \cdot u + w_z &= 0
\end{align*}
\]  

(3.1a)  
(3.1b)  
(3.1c)  
(3.1d)

where \( u = (u, v) \) and \( w \) are, respectively, the horizontal and vertical velocities, \( p \) the pressure deviation about hydrostatic equilibrium, \( b = -g \frac{\rho - \rho_0}{\rho_0} \) the buoyancy, \( f \) the Coriolis frequency, \( N \) the Brunt-Väisälä frequency and \( \rho_0 \) the reference density. \( D_{m,b} \) is a representation of the viscosity and dissipation.

Let us expand the fields and the coordinates in a small parameter representative of the ILW field amplitude: \( \epsilon = \frac{N h r}{U_G} << 1 \):

\[
\begin{align*}
    u &= u_G + u_I + \sum_{i=1}^{\infty} \epsilon^i u^{(i)} \\
    (w, b, p) &= \sum_{i=0}^{\infty} \epsilon^i (w^{(i)}, b^{(i)}, p^{(i)}) \\
    x &= \sum_{i=0}^{\infty} \epsilon^{-i} X^{(i)} \\
    t &= \sum_{i=0}^{\infty} \epsilon^{-i} T^{(i)}
\end{align*}
\]  

(3.2a)  
(3.2b)  
(3.2c)  
(3.2d)

where \( [T^{(i)}, X^{(i)}] \) are slower and shorter scales of the problem the larger the index \( i \) is. The fastest scales \( (T^{(0)}, X^{(0)}) \) are the scales of the internal wave field.

It is noteworthy that although the IOs are initially of infinitesimal amplitude, their appearing at order 0 of the development in \( \epsilon \) is equivalent to stating that their amplitude is independent on \( \epsilon \). It does not necessarily imply that they have an amplitude comparable to \( u_G \).

The development being identical to that of Nikurashin and Ferrari (2010), I do not detail it here, but in Appendix A.2. The zero order equations represent the bulk flow, and only take the constant flow and inertial oscillations into account.
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The ILW are antisymmetric and periodic perturbations, and since they have a trivial horizontal mean they do not show up at this order. However, they do have a net effect on the Eulerian mean since they can force the IOs through $-\partial_Z u^{(1)} w^{(1)} x$. The third order terms imply that $U_I$ is forced on the slow time scales $T^{(3)}$ by the internal wave flux divergence: More precisely,

$$u_{T^{(3)}}^{I} = -\partial_Z u^{(1)} w^{(1)} x$$ (3.3)

Taking the complex notation $\mathcal{V} = u + iv$, and knowing from the order 0 equations that the IOs oscillate at frequency $f$, hence $\mathcal{V}^I = U_I e^{-if(t-t_0)}$, we obtain the slow time scale evolution of the IO field:

$$\partial_T U_I = \Re(\mathcal{K}) U_I = \Gamma U_I$$ (3.4a)
$$\partial_T t_1 = \Im(\mathcal{K}) = \Lambda$$ (3.4b)

Where $\mathcal{K}(\beta, z) = -\frac{k_T}{T^3} \partial_Z u^{(1)} w^{(1)} x |_{\omega=-f(t-t_0)} e^{-if(t_1-t_0)}$ contains the amplitude ($\Gamma$) and phase ($\Lambda$) of the growth rate of the inertial oscillations, and depends both on $z$ and $U_I$ (through the intermediary of $\beta$). $f t_0$ is the original phase of the ILWs. We notice that at lowest order in $\beta$ the IOs are expected to have an exponential growth, and their phase evolves linearly. Hence it is a good approximation to consider the phase of the IOs as constant over the time of growth of their amplitude.

As shown in figure 3.1, in the first moments of the instability process, the IOs appear to be in phase with the ILWs:

$$f(t_1-t_0) = 0$$ (3.5)

We now derive the ILW components $(u^{(1)}, v^{(1)}, w^{(1)})$ from usual wave calculations (Bell 1975):

$$D_m^{(n)} (u^{(n)}) = -\lambda u^{(n)}$$ (3.6a)
$$D_b^{(n)} (b^{(n)}) = -\lambda b^{(n)}$$ (3.6b)
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Figure 3.1 – Time-height diagram of the horizontal velocity of the inertial oscillations (colors) and of the momentum deposit of the internal lee wave (contours) for experiment H20L20-fs. The contours are hatched when $-\partial_z u' w' > 0$.

It entails that the fields can be written as:

$$ u^{(1)}(t, \zeta, z) = -hT \sum_n \sigma_n J_n(\beta) \frac{m_n}{k_T} \mathbb{I}(e^{i\theta_n(t, \zeta, z)}) $$  \hspace{1cm} (3.7a)

$$ v^{(1)}(t, \zeta, z) = -hT \sum_n \sigma_n J_n(\beta) \frac{m_n}{k_T} \frac{f}{\sigma_n - i\lambda} \mathbb{I}(e^{i\theta_n(t, \zeta, z)}) $$  \hspace{1cm} (3.7b)

$$ w^{(1)}(t, \zeta, z) = -hT \sum_n \sigma_n J_n(\beta) \mathbb{I}(e^{i\theta_n(t, \zeta, z)}) $$  \hspace{1cm} (3.7c)

where the fields are computed in the frame moving at the geostrophic velocity $\zeta = x - \int_{t_0}^t u_G dt'$, and the oscillatory propagation holds $\theta_n(t, \zeta, z) = k_T \zeta + m_n z + \sigma_n(t - t_0)$. For a given integer $n$, $\sigma_n = n f + U_G k_T$ in the $n$-th harmonic of the frequency $f$, Doppler shifted by $u_G k_T$, $m_n^2 = k_T^2 \frac{N^2}{(\sigma_n - i\lambda)^2 - f^2}$ is its complex vertical wavenumber where the imaginary part represents the damping with height due to dissipation. $J_n$ is the $n$-th Bessel function of the first kind.

Note that the sum only holds for integers $n$ such that the internal wave frequency lies within the internal wave range: $|f| < \sigma_n < N$, or $\frac{|f| - U_G k_T}{|f|} < n < \frac{N - U_G k_T}{|f|}$.

Inserting these expressions into the definition of $\Gamma$, and under the assumption
Chapter 3. Attempting to predict inertial oscillation amplitude: an approach following Nikurashin and Ferrari 2010

that $|f| U_G k_T$, $\frac{\lambda}{U_G k_T}$ and $\beta$ are much smaller that one ($= o(1)$) one gets:

$$\Gamma = \Gamma_0. \left( \cos(\phi z) + \frac{4\lambda^2 - f^2}{4\lambda f} \sin(\phi z) \right) + O\left( \frac{f^2}{U_G^2 k_T^2}, \frac{\lambda^2}{U_G^2 k_T^2}, \beta \right)$$

, with (3.8a)

$$\Gamma_0 = f^2 \frac{e^2 \lambda}{U_G^2 k_T^2} \left( 1 + 4 \frac{f^2}{U_G^2 k_T^2} - 6 \frac{\lambda^2}{U_G^2 k_T^2} \right)$$

(3.8b)

and $\phi \sim -\frac{N|f|}{U_G^2 k_T}$.

Nikurashin and Ferrari (2010) found $\lambda = 5.10^{-5}s^{-1}$ from a least square fit of simulations, with $f = 10^{-4}s^{-1}$. This estimate entails $4\lambda^2 - f^2 \sim 0$, hence the growth rate has a typical vertical scale of

$$\phi h_c = -\frac{\pi}{2}$$

(3.9a)

$$\Rightarrow h_c \sim \frac{\pi U_G^2 k_T}{2N|f|}$$

(3.9b)

More generally,

$$h_c = -\frac{U_G^2 k_T}{N|f|} \arctan\left( \frac{4\lambda f}{4\lambda^2 - f^2} \right)$$

(3.10a)

where the first negative solution is taken for the arctangent.

Since $\lambda$ is a non-physical parameter which is difficult to estimate, this derivation may not be applicable to the real ocean. However, the dependency on the other parameters ($U_G$, $k_T$, $f$, $N$) can still be estimated from the numerical simulations.

Several conclusions can be inferred from this calculation.

- Viscous effects are fundamental in this mechanism, since the amplitude of $\Gamma_0$ is proportional to the amount of dissipation $\lambda$.
- This mechanism is also fundamentally nonlinear, as can be seen through the $e^2$ dependency of the growth rate.
- The dependency of the interaction mechanism on the amplitude of the inertial oscillations is only seen through the emission process of the internal lee waves (via the prefactor $J_n(\beta)$). No feedback from the IOs to the ILWs in the water column is described.
3.2. Comparison with the simulations

We will here analyze the data from the numerical simulations to investigate whether the asymptotic theory can provide any significant insight into the physics at play.

3.2.1 Growth rate of the inertial oscillations

The amplitude of the inertial oscillations was computed through the water column at all times for each simulation, and were described in the previous chapter for the reference cases. Figure 3.2 shows the time evolution of the inertial oscillations taken at a height of 100 m above topography for all the simulations. The spin up of the simulation, during which the mean flow grows from 0 to \( U_G \) and IO are explicitly damped, is not shown. Three typical behaviors can be observed. For cases with \( h_T = 20 \) m, the IOs do not significantly grow. This is because the wave amplitude \( \epsilon \) is much smaller than 1 in those runs, and \( \Gamma \sim \epsilon^2 \). Cases with \( h_T = 40 \) or 80 m show a much more robust growth, as the wave amplitude is higher. After a few inertial periods, the IOs in these simulations reach a statistically steady state, or saturation. For similar settings, it appears that as \( h_T \) or \( k_T \) increases, so does the amplitude of IOs at saturation. Finally, for simulations with twice the inertial frequency, where \( f > U_G k_T - f \), the IOs do not significantly depart from noise (not shown).

Figure 3.3 is the same as Fig. 3.2 except for the time axis, which is made non dimensional using \( \Gamma_0 \) defined by Eq. 3.8b, with \( \lambda = 1.10^{-4} \) s\(^{-1} \). For \( h_T \geq 40 \) m, this scaling appears to be appropriate as the different curves approximately
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Figure 3.2 – Temporal evolution of the amplitude of inertial oscillations at 100 m, in inertial periods. The IO signal was processed through a Lanczos low-pass filter at cutoff frequency $f$. The spin up of the simulation, during which the mean flow grows from 0 to $U_G$ and IO are explicitly damped, is not shown.

collapse during the IO growth. This choice of $\lambda$ is poorly constrained and lacks physical insight, it is simply chosen here to fit the data at best, and to get insight on the functional dependency of $\Gamma$ on the other parameters of the problem.

To get a more precise estimate of the rate at which the IOs grow, an exponential fit of the curves after spin-up was made. This gives quantitative estimates of $\Gamma$, noted $\Gamma_{\text{simulations}}$.

Figure 3.4 is a scatter plot representing the theoretical and simulated growth rates. The IOs seem to grow over the predicted time scale, with a saturation occurring for large topographic amplitude. This does not come as a surprise, since $\lambda$ was chosen so as to correctly fit the numerical growth rate of the IOs. Indeed, computing the asymptotic theory with a Laplacian viscosity proved unfeasible. Nonetheless, as an alternate test of the theory, we proceeded in estimating the vertical profile of the IOs since $h_c$ is independent on $\lambda$ at lowest order.
3.2. Comparison with the simulations

Figure 3.3 – Time evolution of the IOs, as in figure 3.2, except that time is normalized by the growth rate from the asymptotic theory.

3.2.2 Vertical extent of the inertial oscillations

Characterizing the field profiles requires describing their amplitude, as was done above, and their vertical dependency. We here explore the validity of the second information the asymptotic theory provides, which is the height under which the IOs are supposed to be significant. Both the IO and TKE dissipation rate profiles were computed by averaging the field amplitudes from 12 to 15 inertial periods. This calculation is quite accurate for simulations that saturate, but less valid for non saturating situations such as when the amplitude is small. Figure 3.5 shows the profile of the inertial oscillations amplitude for all the simulations.

The IOs all appear to be confined within 1000 m above the bottom, with some variations between simulations. The IOs display a growing behavior right above topography, up to roughly 500 m, decrease between 500 and 1000 m, and remain small for the rest of the water column.

To obtain a quantitative measurement of the vertical scale of the IOs and TKE dissipation rate, we chose an analytical profile \( g(z_c, z_w, g_0, z) \) so as to optimize its correlation with a given profile, averaged from 12 to 15 inertial periods. The
analytical profile consists of a piecewise linear function:

\[
g(z) = \begin{cases} 
g_0 + (1 - g_0) \frac{z}{z_c - z_w} & \text{if } z \in [0, z_c - z_w] \\ 
- \frac{z - z_c}{z_w} & \text{if } z \in [z_c - z_w, z_c] \\ 
0 & \text{if } z \geq z_c 
\end{cases}
\]  

(3.11)

where \( z_c \) is the effective height above topography under which the field is confined, \( z_w \) and \( g_0 \) are adjustment parameters. Figure 3.6 shows the TKE dissipation (a) and IO amplitude (b) profiles averaged from 12 to 15 inertial periods in the simulation \( H_{40}L_2fs \) and the corresponding analytical profiles. From this computation one gets \( (z_c, z_w, f_0) \) for both fields at saturation for each numerical simulation.

Figure 3.7 shows a scatter plot of the theoretical effective height predicted for the IOs by the asymptotic theory, and that diagnosed from the simulations. As in Chapter 2, simulations whose parameter range leads to a strong positive growth rate are shown with grey or black markers, the others with empty markers. Although the theory comes up with the tight orders of magnitude, the parametric dependency of the effective height does not seem to be correctly represented.

Figure 3.8 is a scatter plot of the effective height of the IOs versus that of the TKE dissipation rate for all the simulations. Little can be said for empty markers, that have such low amplitudes in one or both fields that the uncertainty of the effective height can be over 500 m. By contrast, the other simulations are well defined, and show that whereas the IO field effective height seems to be rather independent of the parameter range, no clear conclusion can be inferred for the TKE dissipation rate effective height. It does appear, however, that the TKE dissipation systematically occurs within the depth with strong inertial oscillations, and below 1000 m.

Together with the description of the amplitude of the IOs, this implies that the asymptotic theory as presently derived relies on a major approximation to represent the physics at play. It makes use of an arbitrary, non-physical parameter \( \lambda \), and even when investigating another prediction (namely \( h_c \)), fails at
reproducing the simulations. Our sensitivity study shows that simulations with strong IOs are systematically associated with strong TKE dissipation. However, obtaining the TKE dissipation rate vertical scale does not seem to be straightforward, and would require further work. This lead us to develop a second theoretical framework, relying on the Resonant Interaction Theory (RIT).
Figure 3.4 – Comparison of the IO growth rate between that diagnosed from the simulations and that predicted by the asymptotic theory.
3.2. Comparison with the simulations

Figure 3.5 – Vertical structure of the inertial oscillation amplitude. For all the simulations, the IOs are averaged from 12 to 15 inertial periods.
Figure 3.6 – Analytical and simulated profiles for the TKE dissipation rate (a) and IO amplitude (b). Example of the analytical (in dotted line) to simulated (in full line) profile comparison for simulation $H_{40} L_{20} f_s$. The simulation profile is averaged from 12 to 15 inertial periods.
3.2. Comparison with the simulations

Figure 3.7 – Comparison of the IO vertical extent between that diagnosed from the simulations and that predicted by the asymptotic theory using Eq. 3.11
Figure 3.8 – Scatter-plot of the diagnosed effective height for the IO amplitude and TKE dissipation rate, diagnosed from the simulations.
ATAEMPTING TO PREDICT INERTIAL OSCI\LATION AMPLITUDE: ON THE IMPORTANCE OF RESONANT TRIAD INTERACTIONS

Since the asymptotic method described in the previous chapter relied on a major approximation to reproduce the physics at play, we chose to turn instead toward a more robust framework, although it bears less information in the physical space: the resonant interaction theory (RIT, Phillips 1967). This chapter aims at applying the RIT to our problem and comparing its conclusions with our numerical simulations, in the hope that it will fare better than the asymptotic theory.

4.1 The resonant interaction theory

4.1.1 Pros and cons of the underlying hypotheses

As we shall see in this section, the resonant interaction theory focuses on weakly non-linear interactions between internal waves. So as to have a general view of the applicability of this development, we discuss here the hypotheses made in the derivation of the RIT.

The derivation starts from the two-dimensional, Boussinesq equations, and invokes scaling arguments to neglect some terms.

- The Rossby number \((Ro = U/fL)\) where \(L\) is a typical horizontal scale and \(U\) a typical horizontal velocity) is supposed very large \((Ro \gg 1)\), that is
to say the phenomena considered here are wave-like motions that occur on scale smaller than the Rossby radius.

• The dimensionless amplitude of the wave is the Froude number, defined here as \( Fr = U/NL \), which is supposed very small \( (Fr << 1) \). \( U \) and \( L \) are characteristic velocity and length of the wave and \( N \) is the Brunt-Väisälä frequency.

• Finally, for deriving the amplitude evolution equations, the internal waves amplitude is supposed to be dominated by a single wave (still of small amplitude), the other ones being considered as perturbations.

### 4.1.2 Derivation

In this section, we derive a theoretical framework stating that the emergence of inertial oscillations results from resonant triad interactions among internal waves. It relies on the resonant interaction theory (RIT) (Phillips 1967). It can be shown from this theory that significant energy exchanges among a wave triad can only occur if the wave-vectors and frequencies satisfy specific relations. Under such conditions, the wave triad is said to be resonant. In what follows, we provide an overview of the resonant interaction theory, where dissipation is neglected. The full detailed calculations can be found in appendix A.1.

**Deriving the resonant interaction theory**

We start from the non-dimensional Boussinesq equations written in a vertical plan (Koudella and Staquet 2006):

\[
\begin{align*}
\partial_t \Delta \psi + FrJ(\Delta \psi, \psi) &= \frac{f}{N} \partial_z v + \partial_x \rho \\
\partial_t v + FrJ(v, \psi) &= -\frac{f}{N} \partial_z \psi \\
\partial_t \rho + FrJ(\rho, \psi) &= -\partial_x \psi
\end{align*}
\] (4.1a)

(4.1b)

(4.1c)
where $\psi$ is the stream-function, $v$ is the meridional velocity and $\rho$ the density and $J$ is the Jacobian operator. The scaling makes use of $L$ and $U$ previously defined and of the time scale $T_0 \sim N^{-1}$.

We then assume that the Froude number $Fr$ is small and consider two different time scales: $t_0 \sim N^{-1}$ is a fast time-scale and $t_1 \sim \frac{t}{Fr} \sim \frac{L}{U}$ is a slow time-scale. Expanding the fields around this small parameter yields:

$$t = t_0 + Fr t_1$$

$$\psi(x, t_0, t_1) = \psi^0(x, t_0, t_1) + Fr \psi^1(x, t_0, t_1) + O(Fr^2)$$

$$\rho(x, t_0, t_1) = \rho^0(x, t_0, t_1) + Fr \rho^1(x, t_0, t_1) + O(Fr^2)$$

$$v(x, t_0, t_1) = v^0(x, t_0, t_1) + Fr v^1(x, t_0, t_1) + O(Fr^2)$$

Introducing Eq. 4.2 into Eq. 4.1 and identifying the terms with the same power of $Fr$ leads to equations associated with each power of $Fr$. At order 0, one recovers the plane wave equations. In the following, we shall assume that $\psi$, $\rho$ and $v$ result from the superposition of three waves:

$$\psi^0(x, t_0, t_1) = \sum_{j=0}^{2} A_j(t_1)e^{i\phi_j} + c.c.$$  \hspace{1cm} (4.3a)

$$\rho^0(x, t_0, t_1) = \sum_{j=0}^{2} \frac{k_j}{\omega_j} A_j(t_1)e^{i\phi_j} + c.c.$$ \hspace{1cm} (4.3b)

$$v^0(x, t_0, t_1) = \sum_{j=0}^{2} \frac{f}{N \omega_j} A_j(t_1)e^{i\phi_j} + c.c.$$ \hspace{1cm} (4.3c)

where

$$\phi_j = k_j x - \omega_j t_0$$

$$k_j = k_j e_x + m_j e_z$$

$A_j$ and $\phi_j$ refer to slowly varying amplitude and phase, respectively, of each wave, as a result of nonlinear interactions within the triad. The intrinsic frequencies $\omega_i$ are supposed to be positive without any loss of generality.
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The amplitude equation of either wave is obtained by writing the equations at first order in $Fr$. Careful development leads to:

$$\sum_{\sigma_l = \pm 1} 2 \sigma_l \mathcal{F}_l e^{i \sigma_l \phi_l} \frac{\partial A_l^{(\sigma_l)}}{\partial t_1} + \sum_{\sigma_n = \pm 1} \sum_{n=0}^2 \sum_{p=0}^2 \sigma_n \sigma_p G_{n,p} e^{i(\sigma_n \phi_n + \sigma_p \phi_p)} A_n^{(\sigma_n)} A_p^{(\sigma_p)} = 0$$

(4.4)

Where $\sigma_i = \pm 1$. $\mathcal{F}_l$ gathers the linear terms and $G_{n,p}$ the non-linear terms:

$$\mathcal{F}_l = -2K_l^2 \omega_l$$

(4.5a)

$$G_{n,p} = (m_n k_p - m_p k_n)
\left( K_p^2 (\sigma_n \omega_n + \sigma_p \omega_p) + \frac{k_p}{\omega_p} (\sigma_n k_n + \sigma_p k_p) + \left( \frac{f}{N} \right)^2 \frac{m_p}{\omega_p} (\sigma_n m_n + \sigma_p m_p) \right)$$

(4.5b)

where $K = |k|$, $A_l^{(1)} = A_j$ and $A_l^{(-1)} = A_j^*$. From this equation, it follows that for resonant interactions to occur, one of the wave combinations needs to satisfy:

$$\forall \{l, n, p\} \in \{0, 1, 2\}^3 \setminus l \neq n \neq p, \quad \exists (\sigma_l, \sigma_n, \sigma_p) \in \{-1, 1\}^3 \setminus \sigma_l \phi_l = \sigma_n \phi_n + \sigma_p \phi_p$$

(4.6)

We choose the convention $\omega_j > 0$ without any loss of information. The resonant condition 4.6 can be written as:

$$\forall \{l, n, p\} \in \{0, 1, 2\}^3 \setminus l \neq n \neq p, \quad \exists (\sigma_l, \sigma_n, \sigma_p) \in \{-1, 1\}^3 \setminus$$

$$\sigma_l \omega_l = \sigma_n \omega_n + \sigma_p \omega_p$$

(4.7a)

$$\sigma_l k_l = \sigma_n k_n + \sigma_p k_p$$

(4.7b)

Introducing the resonant condition 4.7 into 4.5b holds, after some development:

$$\frac{\partial A_l^{(\sigma_l)}}{\partial t_1} = \sigma_n \sigma_p A_n^{(\sigma_n)} A_p^{(\sigma_p)} (m_n k_p - m_p k_n) \frac{2K_l^2 \omega_l}{2K_l^2 \omega_l}
\left( (K_p^2 - K_n^2) \omega_l + \left( \frac{k_p}{\omega_p} - \frac{k_n}{\omega_n} \right) k_l + \left( \frac{f}{N} \right)^2 \frac{m_p}{\omega_p} \left( \frac{m_p}{\omega_p} - m_n \right) m_l \right)$$

(4.8)
Let us rewrite the two main results from this section in a more general way (in equations 4.7, \( \sigma_l \rightarrow -\sigma_l \) without any loss of generality). If there exists a sign combination \((\sigma_l, \sigma_n, \sigma_p)\) such that:

\[
\sigma_l \omega_l + \sigma_n \omega_n + \sigma_p \omega_p = 0 \quad (4.9a)
\]

\[
\sigma_l k_l + \sigma_n k_n + \sigma_p k_p = 0 \quad (4.9b)
\]

then the final amplitude evolution equation holds:

\[
\frac{\partial A_l^{(\sigma)}}{\partial t_1} = \nu_{\sigma_p} \nu_{\sigma_n} A_{\sigma_p} A_{\sigma_n} \left( \frac{m_n k_p - m_p k_n}{2K^2_1 \omega_1} \right) \\
\left( (K_p^2 - K_n^2) \omega_l + \left( \frac{k_p}{\omega_p} - \frac{k_n}{\omega_n} \right) k_l + \left( \frac{f}{N} \right)^2 \left( \frac{m_p}{\omega_p} - \frac{m_n}{\omega_n} \right) m_l \right) \quad (4.10)
\]

**Calculation of the growth rate**

Let us assume that the primary wave 0 has the largest amplitude within the triad, and serves as a thermostat to the system (its amplitude is subject to small variations on timescale of order \( t_1, \frac{\partial A_0}{\partial t_1} \sim 0 \)). Waves 1 and 2 may therefore grow thanks to the energy provided by wave 0. We recall that all three waves are assumed to be of infinitely small amplitude, as requested by the RIT theory.

From equation 4.10, the set of amplitude evolution equation can be written as:

\[
\partial_{t_1} A_1^{(\sigma_1)} = S_1 A_0^{(-\sigma_0)} A_2^{(-\sigma_2)} \quad (4.11a)
\]

\[
\partial_{t_1} A_2^{(\sigma_2)} = S_2 A_0^{(-\sigma_0)} A_1^{(-\sigma_1)} \quad (4.11b)
\]

where

\[
S_1 = \sigma_0 \sigma_2 \left( \frac{m_2 k_0 - m_0 k_2}{2K^2_1 \omega_1} \right) \left( (K_0^2 - K_2^2) \omega_l + \left( \frac{k_0}{\omega_0} - \frac{k_2}{\omega_2} \right) k_l + \left( \frac{f}{N} \right)^2 \left( \frac{m_0}{\omega_0} - \frac{m_2}{\omega_2} \right) m_l \right) \quad (4.12a)
\]

\[
S_2 = \sigma_0 \sigma_1 \left( \frac{m_1 k_0 - m_0 k_1}{2K^2_2 \omega_2} \right) \left( (K_0^2 - K_1^2) \omega_l + \left( \frac{k_0}{\omega_0} - \frac{k_1}{\omega_1} \right) k_l + \left( \frac{f}{N} \right)^2 \left( \frac{m_0}{\omega_0} - \frac{m_1}{\omega_1} \right) m_l \right) \quad (4.12b)
\]
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We can rewrite equation 4.11 as:

\[ \partial_t^2 A_1 = S_1 S_2 |A_0|^2 A_1 \]  \hspace{1cm} (4.13a)
\[ \partial_t^2 A_2 = S_1 S_2 |A_0|^2 A_2 \]  \hspace{1cm} (4.13b)

We can already deduce from equations 4.13 that waves 1 and 2 are expected to have the same temporal evolution.

Equation 4.13 shows that \( A_1 \) and \( A_2 \) will grow exponentially provided that \( S_1 S_2 > 0 \); the non-dimensional growth rate is \( (S_1 S_2)^{1/2} \).

Going back to dimensional parameters, the growth rate of the secondary waves becomes:

\[ \Gamma^2 = \alpha C_{01} C_{02} \]  \hspace{1cm} (4.14)

where \( \alpha \) is a prefactor, and \( C_{01} \) and \( C_{02} \) are interaction coefficients between the primary and secondary waves:

\[ \alpha = \sigma_1 \omega_2 (m_2 k_0 - m_0 k_2) (m_1 k_0 - m_0 k_1) |A_0^R|^2 \]  \hspace{1cm} (4.15a)
\[ C_{01} = (K_0^2 - K_1^2) \omega_2 + N^2 \left( \frac{k_0}{\omega_0} - \frac{k_1}{\omega_1} \right) k_2 + f^2 \left( \frac{m_0}{\omega_0} - \frac{m_1}{\omega_1} \right) m_2 \]  \hspace{1cm} (4.15b)
\[ C_{02} = (K_0^2 - K_2^2) \omega_1 + N^2 \left( \frac{k_0}{\omega_0} - \frac{k_2}{\omega_2} \right) k_1 + f^2 \left( \frac{m_0}{\omega_0} - \frac{m_2}{\omega_2} \right) m_1 \]  \hspace{1cm} (4.15c)

\( A_0^R \) is the real amplitude of the waves. Note that the complex amplitude of the waves is twice the real amplitude, \( |A_0| = 2A_0^R \).

4.2 Analyzing the numerical experiments in light of the resonant interaction theory

The previous derivation was made in very general terms. We will here apply the RIT to our study, before comparing the results from the simulations to the theoretical predictions.
4.2. Analyzing the numerical experiments in light of the resonant interaction theory

4.2.1 Applying the RIT to the interaction involving inertial oscillations and internal lee waves

Equation 4.9 states that three internal waves are involved in a resonant triad if the algebraic sum of their frequencies and the sum of their wave vectors amounts to zero. Assuming two of these waves are the ILW and the IO and denoting the third wave with a * subscript, these relations are:

\[
\begin{align*}
\sigma_{ILW}\omega_{ILW} + \sigma_+\omega_+ + \sigma_{IO}\omega_{IO} &= 0 \quad (4.16a) \\
\sigma_{ILW}k_{ILW} + \sigma_+k_+ + \sigma_{IO}k_{IO} &= 0 \quad (4.16b)
\end{align*}
\]

where the subscripts refer to the different waves, \(\sigma = \pm 1\), \(k = (k,m)\) is the wave vector (in the present two-dimensional case) and \(\omega\) the intrinsic frequency. We recall that the frequencies \(\omega\) are assumed to be positive implying that the \(\sigma\) coefficients cannot be of the same sign. Along with the three dispersion relations, one gets 6 equations for 9 variables. Depending on the choice of \((\sigma_{ILW}, \sigma_+, \sigma_{IO})\), several triads, involving different waves, can arise. Since only the wave of largest amplitude (the internal lee wave) has the same spectral properties throughout the different triads, these can be considered as independent (Chow et al. 1996).

Let us first consider that \(\sigma_{ILW} = -\sigma_{IO} = -\sigma_+ = 1\). The problem is closed by expressing that the lee wave parameters verify:

\[
\begin{align*}
k_{ILW} &= k_T \quad (4.17a) \\
\omega_{ILW} &= U_Gk_T \quad (4.17b)
\end{align*}
\]

and by writing that the inertial oscillations are homogeneous in the horizontal plane with frequency \(|f|\):

\[
\begin{align*}
k_{IO} &= 0 \quad (4.18a) \\
\omega_{IO} &= |f| \quad (4.18b)
\end{align*}
\]

Using the dispersion relations, we now have 5 equations for 5 variables and the problem can be solved analytically. The solution of these equations is presented in Table 4.1 for clarity:
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\[ k_{ILW} = k_T \]
\[ \omega_{ILW} = U_G k_T \]
\[ m_{ILW} = -\sqrt{\frac{N^2 - (U_G k_T)^2}{(U_G k_T)^2 - f^2}} k_T \]

\[ k_\star = k_T \]
\[ \omega_\star = U_G k_T - |f| \]
\[ m_\star = \frac{N^2 - (U_G k_T - |f|)^2}{(U_G k_T - |f|)^2 - f^2} k_T^2 \]

\[ k_{IO} = 0 \]
\[ \omega_{IO} = |f| \]

\[ m_{IO} = m_{ILW} - m_\star \]  

(4.19)

\[ (4.20) \]

\[ (4.21) \]

Table 4.1 – Wave characteristics of the triad involving the wave \(*\) of frequency \(U_G k_T - |f|\)

---

\[ k_{ILW} = k_T \]
\[ \omega_{ILW} = U_G k_T \]
\[ m_{ILW} = -\sqrt{\frac{N^2 - (U_G k_T)^2}{(U_G k_T)^2 - f^2}} k_T \]

\[ k_\star = k_T \]
\[ \omega_\star = U_G k_T + |f| \]
\[ m_\star = \frac{N^2 - (U_G k_T + |f|)^2}{(U_G k_T + |f|)^2 - f^2} k_T^2 \]

\[ k_{IO} = 0 \]
\[ \omega_{IO} = |f| \]

\[ m_{IO} = m_\star - m_{ILW} \]

\[ (4.22) \]

\[ (4.23) \]

\[ (4.24) \]

Table 4.2 – Wave characteristics of the triad involving the wave \(*\) of frequency \(U_G k_T + |f|\)

The case \(\sigma_{ILW} = \sigma_\star = -\sigma_{IO} = 1\) is equivalent to the case described above.

Finally, the case \(\sigma_{ILW} = -\sigma_\star = \sigma_{IO} = 1\) is displayed in Table 4.2.

In short, two possibilities arise for the frequency of the third wave (\(\omega_\star = U_G k_T \pm |f|\)), and two possibilities arise for the choice of the sign of the vertical wavenumber of wave \(*\), making a total of 4 possible triads, each corresponding to a different IO vertical wavenumber.

Thus, we can compute the parameters of the waves possibly involved in energy exchanges with the inertial oscillations and infer whether the IOs are expected to grow. The vertical wavenumber of the IOs for the relevant triads can also be computed.
4.2. Analyzing the numerical experiments in light of the resonant interaction theory

4.2.2 Comparison with the simulations

Figure 4.1 is a power spectrum of the vertical velocity $w$ computed in a frame of reference moving at the geostrophic velocity $U_G$ for simulation $H_{20}L_2 fs$. The dashed line is the confidence level at 99%, implying that the spectrum significantly departs from red noise when it exceeds the dashed line.

Four peaks clearly emerge from the power spectrum, in agreement with the RIT: $\omega = U_G k_T$, $\omega = |f|$ and $\omega = U_G k_T \pm |f|$. This is consistent with the prediction that the original ILW amplifies, or gives rise to, three waves predicted by the resonant interaction theory, the IOs and the sum and difference of the ILW and IO. Smaller peaks can also be seen at $\omega = U_G k_T + 2|f|$ and $\omega = U_G k_T + 3|f|$, indicating the existence of higher order triads.

![Power Spectrum](image)

Figure 4.1 – Variance preserving power spectrum of $w$ for experiment $H_{20}L_2$, near 600 m above the topography, computed in a frame moving with the geostrophic velocity $U_G$. When the curve is larger than the dashed line, it departs significantly from red noise at 99% level. The inertial and buoyancy frequencies are indicated in dashed-dotted line, as well as the frequencies predicted by the resonant interaction theory.

Eq. (4.13) indicates that at early times when the amplitude of IOs is weak, the
evolution of IOs is exponential in time if \( S_1 S_2 > 0 \). In the range of parameters we use, \( \Gamma > 0 \) for all simulations except for those with \( f = 2.10^{-4} \text{ s}^{-1} \), where \( \Gamma \) is not defined since \( U_c k_T - 2|f| < |f| \). Therefore, one does not expect these simulations to present any significant IO growth. Consistent with this prediction, we saw in Chapter 3 (figure 3.2) that simulations with small and moderate amplitude of the topography (\( h_T = 20 \) and 40 m) and with \( f \) double exhibit hardly any growth of inertial oscillations over the time of the simulations (results of the weakly nonlinear RIT do not strictly apply to the \( h_T = 80 \) m topography).

For initial times, the growth rate \( \Gamma \) can be estimated by fitting the curves with an exponential function over the time of growth of the inertial oscillations.

Figure 4.2 – Time evolution of the IOs, as in figure 3.2, except that time is scaled by the growth rate from the resonant interaction theory.

Figure 4.2, equivalent to Fig. 3.2, displays the evolution in time of the IO amplitude at 100 m above topography, time being now scaled by \( \Gamma^{-1} \). Here again, as for the asymptotic theory, eyeballing the curves indicates reasonable fit, but such qualitative measure gives little credit to the theory. For a more quantitative assessment, we used the same fitted estimates of the growth rates as in Section 3.
Figure 4.3 is a scatter plot of $\Gamma$ measured from the simulations versus $\Gamma$ computed from the resonant triad theory. Growth rates are normalized by the inertial frequency. Simulations for which the theory predicts a strong growth rate (corresponding to a typical time-scale lower than 3 inertial periods) are indicated with a grey or black marker; otherwise (when this time is higher than 10 inertial periods) the marker is left empty. Only positive growth rates are shown.

Since simulations with $h_T = 20$ m present little growth of IOs, the computation of the growth rate for these simulations is not very reliable, and little can be said of the comparison of the theoretical predictions to the simulations. Empirical growth rates for cases of higher topographic amplitude are much more robust and compare reasonably well with the RIT, although the theory presents a systematic overestimation of the growth rates. The departure of numerical simulations from the resonant interaction theory, which is a weakly non-linear theory, is expected to become significant when the non-linearity grows. That is because the weakly non-linear theory struggles to keep track of finite amplitudes, and fails to capture feedbacks that could become of leading order in the presence of strong non-linearities. However, since the growth rate is computed at the beginning of the simulations, even the most nonlinear simulations considered here are expected to present a weakly nonlinear behavior.

Figure 4.3 is not significantly different than figure 3.4. In that respect, those figures do not allow for differentiating between the theories. Let us consider a different criterion instead.

The Hasselman criterion (Hasselmann 1967), states that a primary internal wave involved in a resonant triad is unstable if its frequency is the highest frequency of the three waves. From the expression of the growth rate of the inertial oscillations and this criterion, we can now only consider the triad involving the $^*$ wave of frequency $U_G k_T - |f|$. The expression of the vertical wavenumber of the IO corresponding to this triad is

$$m_{IO} = k_T \left\{ \sqrt{\frac{N^2 - (U_G k_T)^2}{(U_G k_T)^2 - f^2}} - \sqrt{\frac{N^2 - (U_G k_T - |f|)^2}{(U_G k_T - |f|)^2 - f^2}} \right\}. \tag{4.25}$$
The vertical phase speed of the IO can then be computed using $c^v_{\text{IO}} = f/m_{\text{IO}}$.

Figure 4.4 shows a time-height diagram of the horizontal velocity of the IO component for simulation $H_{20}L_2 fs$. The tilted line has a slope equal to the vertical phase speed of the IOs.

Figure 4.4 shows that the vertical phase speed of the IOs is of the same order as the theoretical predictions from the resonant interaction theory. This agreement provides further information on the properties of the inertial oscillations inferred from the resonant interaction.

The asymptotic theory started to give ground to the RIT theory when it got wrong estimates of the vertical dependency of the growth rate. The RIT theory acquired some more credibility by correctly predicting the wave spectrum. The downfall of the asymptotic theory is achieved with a simple physical principle, that could have been used at the very beginning (known as Occam’s razor (Monvoisin 2007), or ontological parsimony (Newton 1726)). Since the RIT theory does not require as many assumptions as the asymptotic theory (especially concerning the idealized dissipation), one should favor the alternative that uses the least unphysical assumptions.

### 4.3 The computation of $\partial_z \overline{u'w'}$ in the RIT

Although the RIT proved more robust than the asymptotic theory, the latter was constructed from many solid bricks (such as the momentum deposition concept), that are not used by the RIT. The main question that remains is whether momentum deposition also occurs in the RIT. Before performing the computation of $\partial_z \overline{u'w'}$ in the RIT framework, we briefly discuss about the importance of this momentum flux in other theories.

Many analytical theories (such as the quasi-geostrophic (QG) model for instance) using Eulerian mean state that a change in zonal (averaged along the $x$-axis) flow arises from the divergence of internal wave stresses, $-\nabla \cdot \overline{u'w'}$. 
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Since our setting is periodic in the $x$-direction and two-dimensional, $\begin{pmatrix} \partial_x \\ \partial_y \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}$, the QG theories would predict, as do Nikurashin and Ferrari (2010),

$$\partial_t \overline{\pi^x} = \partial_t U_G + U_{IO} = \partial_t U_{IO} = -\partial_z \overline{u'w'}^x$$

(4.26)

In this section, will compute the internal wave momentum deposit $-\partial_z \overline{u'w'}^x$ from the RIT theory, to see if the predictions can agree with other theories.

It is noteworthy that the Charney-Drazin, or non-acceleration theorem, states that steady, linear, non-dissipative waves do not induce any momentum flux (Andrews and McIntyre 1978). This does not contradict with the present study, since the internal waves other than the ILWs are not stationary, but grow in time, as do the IOs (which are a mean flow from the horizontal mean). Moreover, once the mechanism is of large enough amplitude, intense wave breaking occurs, which introduces dissipation in the problem, another reason to discard the Charney-Drazin theorem.

According to the definitions used in the triad interaction theory, the total stream-function follows:

$$\psi^0 = \sum_{j=0}^{2} A_j e^{i\phi_j} + \text{c.c.}$$

(4.27)

$$= \sum_{j=0}^{2} A_j e^{i(k_j x - \omega_j t)} + \text{c.c.}$$

(4.28)

$$u' = \partial_z \psi = \sum_{j=0}^{2} A_j k_j^x e^{i\phi_j} + \text{c.c.}$$

(4.29)

$$w' = -\partial_x \psi = -\sum_{j=0}^{2} A_j k_j^x e^{i\phi_j} + \text{c.c.}$$

(4.30)
where \( k_j = k_j^x e_x + k_j^z e_z \) and \( \omega > 0 \).

\[
\begin{align*}
\mathbf{u'} \mathbf{w'} &= \left( \sum_{j=0}^{2} A_j i k_j^x e^{i \phi_j} + \text{c.c.} \right) \left( -\sum_{n=0}^{2} A_n i k_n^x e^{i \phi_n} + \text{c.c.} \right) \quad (4.31) \\
&= \sum_{j=0}^{2} \sum_{n=0}^{2} \left( A_j k_j^x - A_j^* e^{-i \phi_j} \right) \left( A_n k_n^x e^{i \phi_n} - A_n^* e^{-i \phi_n} \right) \quad (4.32) \\
&= \sum_{j=0}^{2} \sum_{n=0}^{2} \left( k_j^x k_n^x (A_j A_n e^{i (\phi_j + \phi_n)} - A_j A_n^* e^{i (\phi_j - \phi_n)} - A_j A_n e^{-i (\phi_j - \phi_n)} + A_j A_n^* e^{-i (\phi_j + \phi_n)} \right) \quad (4.33)
\end{align*}
\]

\[
\partial_z \mathbf{u'} \mathbf{w'} = \sum_{j=0}^{2} \sum_{n=0}^{2} k_j^x k_n^x (i (k_j^x + k_n^x) A_j A_n e^{i (\phi_j + \phi_n)} - i (k_j^x - k_n^x) A_j A_n^* e^{i (\phi_j - \phi_n)} + i (k_j^x - k_n^x) A_j^* A_n e^{-i (\phi_j - \phi_n)} - i (k_j^x + k_n^x) A_j^* A_n^* e^{-i (\phi_j + \phi_n)} ) \quad (4.34)
\]

Noting \( \sigma_m = \pm 1 \), \( A_m^{(1)} = A \) and \( A^{-1} = A^* \), the previous expressions holds:

\[
\partial_z \mathbf{u'} \mathbf{w'} = \sum_{j=0}^{2} \sum_{n=0}^{2} \sum_{\sigma_n = \pm 1} \sum_{\sigma_j = \pm 1} \left( i \sigma_j \sigma_n k_j^x k_n^x (\sigma_j k_j^x + \sigma_n k_n^x) A_j^{(\sigma_j)} A_n^{(\sigma_n)} e^{i (\sigma_j \phi_j + \sigma_n \phi_n)} \right) \quad (4.38)
\]

Going from \( \partial_z \mathbf{u'} \mathbf{w'} \) to \( \partial_z \mathbf{u'} \mathbf{w'} \) holds non trivial terms only for cases where the term proportional to \( x \) in the exponential vanishes:

\[ \sigma_j k_j^x + \sigma_n k_n^x = 0 \]

Several cases arise:

- \( k_j^x = k_n^x \). Then, either \( \sigma_j = - \sigma_n \), or \( k_j^x = 0 \). Both cases end up nullifying the prefactor, and the interaction coefficient becomes 0.
- \( k_j^x \neq k_n^x \). Then, the only solution arises from the interaction condition \( (4.9) \):

\[ \sum_j \sigma_j k_j^x = 0 \]

Knowing that \( k_{10}^x = 0 \), \( j \) and \( n \) refer to the ILW and the * wave. It entails that \( \sigma_{ILW} \phi_{ILW} + \sigma_* \phi_\ast = -\sigma_{10} \phi_{10} = -\sigma_{10} (k_{10}^x z - \omega_{10} t) \).
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Finally, the momentum deposit equation boils down to:

$$\partial_z \overline{u'w'} = -i\sigma_{ILW}\sigma_{IO}\sigma_*(k_{ILW}^2 + k_{ILW}^2)k_{IO}^2 A_{ILW}^\sigma A_*^\sigma e^{-i\sigma_{IO}\phi_{IO}} + c.c. \quad (4.39)$$

Or, for the sake of clarity,

$$\partial_z \overline{u'w'} = A_{\partial_z \overline{u'w'}} e^{-i\sigma_{IO}(k_{IO}^2 - \omega_{IO}t)} + c.c. \quad (4.40)$$

where $A_{\partial_z \overline{u'w'}}$ is a non zero amplitude.

The main results that arise from this calculation are:

- The traditional momentum deposit $\partial_z \overline{u'w'}$ calculated from the RIT is non zero.
- It has a vertical structure, and the same vertical wavenumber as the IOs.
- It oscillates at $\omega_{IO} = f$.
- As a result from the two previous points, it propagates in the vertical at the vertical phase speed of the IOs.

The RIT is fully consistent with momentum deposition, and predicts the vertical profile of $\partial_z \overline{u'w'}$. 
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Figure 4.3 – Scatter-plot of the growth rate diagnosed from the simulations and that predicted by the RIT.
4.3. The computation of $\partial_z \overline{u'w'}$ in the RIT

Figure 4.4 – Time-height diagram of the horizontal velocity of the inertial oscillations for $H_20L_2fs$. The slope of the red line has the value of the vertical phase speed of the IOs $f/m_{IO}$ with $m_{IO}$ derived from the resonant interaction theory. Only the triad corresponding to a third wave of frequency $U_Gk_1 - |f|$ and negative vertical wavenumber is shown.
Towards a three dimensional description

The previous chapters shed light on the energy pathways involved in the life-cycle of an internal lee wave travelling in a two-dimensional rotating frame. The following sections will now investigate how three-dimensional dynamics can impact on the fluid response, and attempt to build a numerical configuration able to tackle the questions raised by the introduction of a third dimension.

5.1 Possible implications of three-dimensional dynamics

5.1.1 Specificities of two and three-dimensional studies

The two-dimensional framework used in our studies up to this point prevents a number of physical processes from occurring. When moving to a fully three-dimensional space we can expect severe limitations to our previous results to be put forward, either concerning the physics of the wave generation, or the possibility to build up meridional gradients.

How bottom energy conversion might differ in a three-dimensional domain.

The bottom energy conversion theory previously presented in our study is developed for a two-dimensional configuration. A three-dimensional version of this theory predicts a slight decrease in the amount of internal lee waves emitted, but still of the same order of magnitude (Nikurashin 2009). This estimate relies
on the assumption that the bottom reaching mean current is not horizontally deviated by the topography, and flows directly above it. Although this may be the case for a small enough topography, other behaviors can be expected that would lead to yet less internal lee wave emission. Reinecke and Durran (2008) suggest to categorize the different flow regimes through the Froude number $(Fr = \frac{U}{NhT}$ as previously defined):

- If $Fr \ll 1$, the bottom mean flow does not have enough kinetic energy to go over the topography and generate internal lee waves. The flow is either partially blocked by the topography, or it splits and bypasses the obstacle on its sides (Nikurashin et al. 2014).

- For $Fr \sim 1$, the flow can also be partially blocked or splitted by the topography. Some internal wave emission is expected, but it could be reduced by a factor of up to 35% (Nikurashin et al. 2014).

- If $Fr \gg 1$, the topography hardly modifies the flow. While the theoretical computation holds, it predicts a wave field of amplitude proportional to $Fr^{-2}$, which results in little wave activity.

From these arguments, moving from a two to three-dimensional simulation is expected to reduce the amplitude of the flow above topography, the displacement of the isopycnals, and the emission of internal lee waves. According to the energy pathways presented above, this weaker internal lee wave field will result in a weaker feedback mechanism, and eventually less inertial oscillations and energy dissipation will be observed.

**The possibility of building meridional gradients, and their impact on the flow behavior.**

In a three-dimensional setting the fields are allowed to vary in the meridional direction. This allows in particular meridional mass gradients to equilibrate vertically sheared flows through the thermal wind balance. As such, a meridional transport of mass can lead to the modification of the slowly varying flow, which in turn might affect the internal wave field. In parallel, we saw in the previ-
ous chapter the importance of momentum deposition from wave-wave interactions. Since meridional gradients and mean flow modifications are permitted in three dimensions, momentum deposition is not confined to wave-wave interactions anymore, but can be extended to wave-mean flow interactions, where mean flow denotes the zonally averaged, slowly varying motions. From these two arguments, it follows that wave-wave interactions as described in previous chapters will now compete with wave-mean flow interactions.

### 5.1.2 Implications of momentum deposition on large scale circulation

Section 4.3 showed the presence of significant momentum deposition in our two-dimensional simulations through the term $\partial_z u'w'$, as well as the importance of momentum deposition by internal waves for atmospheric dynamics. Very few ocean studies have been conducted on this subject, and to our knowledge they mostly focus on equatorial deep jets (Muench and Kunze 1999) or on large scale, global descriptions (Naveira Garabato et al. 2013). This raises several questions: is momentum deposition crucial in the deep ocean? Are its consequences the same as described in atmospheric literature? We shall see in this section that answering to these questions requires a three-dimensional setting.

#### Momentum deposition on the mean flow

In the absence of uniform and constant forcing, the barotropic flow can evolve freely, and wave-mean flow interactions can take place. The effects of the waves on the mean flow can be formalized through the Eliassen-Palm (E-P) flux tensor $\vec{F}$ (Andrews and McIntyre 1978), where the acceleration of the mean flow is represented through the Eliassen-Palm flux divergence $\nabla \cdot \vec{F} = \sum_{ij} \partial_j F_{ij} e_i$ (Andrews and McIntyre 1978, Bühler 2014). For illustration, let us write the E-P flux vector that acts on a zonal mean flow $\bar{u}^x$:

$$\vec{F} = \begin{bmatrix} F_{xy} & F_{xz} \\ \bar{u}'v'^x & \bar{u}'w'^x + \frac{f}{N^2} \bar{v}'b'^x \end{bmatrix}$$  \hspace{1cm} (5.1)
Although wave-mean flow interactions are supposed to take place on longer
time scales than wave-wave interactions (Lott 2003), it may drive a significant
flow through cumulative effects. Note the presence of $\overline{uw}^x$, which entails a
forcing term $\partial_z \overline{uw}^x$ in $\nabla \cdot \vec{F}$, as used in previous chapters.

If the internal wave motion ceases (through wave breaking or dissipation for
instance), momentum conservation implies that the wave-induced momentum
should persist: a mean flow is left. The E-P flux tensor is a very useful formalism
to represent the associated transfer of energy to the mean flow.

**Meridional mass redistribution**

If ILW are generated at the topography and undergo momentum deposition,
the wave-mean flow interactions (which does not necessarily occur close to the
topography) lead to a vertically sheared geostrophic flow. The thermal wind
balance states that a vertical gradient of geostrophic speeds has to equilibrate
with a horizontal gradient of density (Haynes et al. 1991):

$$\frac{\partial u_s}{\partial z} = -\frac{g}{f\rho_0} \hat{z} \wedge \nabla \rho$$

(5.2)

where $\hat{z}$ is a vertical unit vector. Thus, for momentum deposition to accelerate
the zonal flow and establish the meridional mass gradient, mass transport is re-
quired ($\partial_y \rho \neq 0$). The parameterisation of this mass redistribution mechanism
was found to be fundamental in correctly representing the lower stratospheric
circulation (Garcia and Boville 1994), which hints to the need of similar param-
eterisations in the ocean.

**Questions raised by a fully three-dimensional framework**

We shall here prepare future studies aiming at understanding what the en-
ergy pathways are in the unconstrained ocean by investigating the following
question:

- How intense is the bottom energy conversion from the geostrophic flow to
  the internal lee wave field?
• Is the momentum deposition of the ILWs onto the IOs as vigorous as in the two-dimensional case?
• How is the geostrophic flow modified by the momentum deposition from the ILWs?
• Is there an important redistribution of mass in the meridional direction?
• Is TKE dissipation significantly different that in the two-dimensional case?

We will rely on atmospheric literature so as to understand what phenomena are to be expected. We will present the development strategy for building numerical simulations as close as possible to the open ocean with respect to the mechanisms at play. Once such simulations have been designed, specific theoretical tools to understand and quantify the transfers at play will be presented. Finally, we describe preliminary results of three-dimensional simulations.

5.2 Design of the numerical experiment

5.2.1 A new numerical code

We saw in the previous section that the two-dimensional investigation described in the first chapters of this manuscript does not permit to fully investigate the effects of internal lee waves on the mean flow, neither through changes in mass horizontal distribution nor through momentum deposition. Answering these questions requires numerical simulations that:

• are fully three-dimensional, to permit meridional gradients,
• do not force the mean flow through a constant body force but allow it to evolve freely,
• have a meridionaly localized topography, to investigate the dynamics far from the wave emission,
• are fully non hydrostatic, to resolve the internal wave breaking processes,
• have a domain large enough to englobe the meridional gradients relative to a change in the mean flow, typically, from the thermal wind balance, more
than the internal Rossby deformation radius $R_d$ ($R_d = NH/f$, where $H$ is a typical scale height, namely the vertical height of the physical domain).

Moreover, the analytical tools used for our two-dimensional simulations are not sufficient to answer these questions. The mean flow has to be diagnosed, thus changing the calculation of the inertial oscillations and internal wave fields. Andrews and McIntyre (1978) showed that the usual frameworks do not correctly account for wave-mean flow interactions, and developed the Transformed Eulerian Mean (TEM) approach for such use.

We will first describe how we devised and developed numerical simulations to tackle these questions, before describing the diagnostic framework that would be best for investigating said simulations.

Let us come up with a rough estimate of the computation cost of an ideal, low resolution simulation. We study a high latitude phenomenon, where the planetary rotation is supposed to have an important impact. The Earth’s rotation has an impact on horizontal scale typically of the first internal Rossby deformation radius $R_d$. To assess these effects, the physical domain meridional size should be larger than $R_d$, which in our parameter range amounts to about 20 km. To correctly address the effects of the internal waves on the mean flow also requires that the non hydrostatic equations are solved. Developing a 20 km x 20 km simulation of grid size 50 m would require $400^2$ grid cells in the horizontal. Add to this at least 2 km depth and vertical resolution of at utmost 50 m leads to a total of $400^2 \times 40 = 6.4 \times 10^6$ grid cells, which is not affordable for such prospective and uncertain investigation. An alternate configuration is proposed below.

A new code

The Symphonie NH (SNH) model used in the two-dimensional simulations required a full week of computation to output 20 simulated inertial periods on the supercomputer JADE (CINES, France). This long waiting time is explained by the fact that our setting was at a scaling optimum (the number of cells per processor ensured fastest computation), and hence the duration of the numerical
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computation was directly constrained by the choice of the time-step. The version of the SNH code we used computes separately barotropic and baroclinic motions, with separate time steps ($\Delta t^{\text{barotropic}} < \Delta t^{\text{baroclinic}}$), because of the fast propagation of barotropic motions. In practice, we had $\Delta t^{\text{baroclinic}} / \Delta t^{\text{barotropic}} \leq 6$. We estimated that three-dimensional simulations with the same parameters would take at least a month of computation for a single simulation. More recent versions of Symphony NH are far more efficient though. The compressible Boussinesq equations are now solved in order to waive the dependency of $\Delta t^{\text{baroclinic}}$ on $\Delta t^{\text{barotropic}}$ and therefore to speed up the code (Marsaleix et al. 2011). In the meantime, we chose another numerical model for the three-dimensional study: the Non Hydrostatic Ocean model for the Earth Simulator (NHOES, Aiki and Yamagata 2004). The NHOES model, based on the MITgcm, is similar to Symphony NH in most aspects, except that the vertical coordinate is not topography following but Cartesian, with partial bottom steps (Adcroft et al. 1997). Moreover, the upper boundary is represented by a rigid surface, which drops the constraint on the barotropic to the baroclinic time steps, ensuring fast computation. Although spurious effects might occur near topography, this code therefore appeared to be more suitable to deal with our three-dimensional problem.

**First steps: reproducing previous works**

Moving from the design of the setup to the numerical experiments with a different code amounts to building numerous simulations brick by brick. The first step consists in reproducing previous results, to assess their robustness with NHOES. To this end, a two-dimensional simulation was conducted to reproduce simulation $H_{40}L_{2.5}f_s$ in $z$-coordinates. Similar IO and TKE dissipation rate amplitudes and profiles were found. For illustration, figure 5.1 shows the time-height diagram of the IO field for setting $H_{40}L_{2.5}f_s$ in NHOES and SNH. The NHOES simulation has a resolution twice rougher than the SNH simulation, which we suspect might explain the slight changes in the figure details. The black lines cor-
respond to a signal moving at the vertical phase speed of the IOs as predicted by the RIT.

Figure 5.1 – Comparison of the time-height diagrams of the IO field above the topography for setting $H_{40L2-fs}$ in NHOES (top) and SNH (bottom). The NHOES simulation has a resolution twice rougher than the SNH simulation. The black lines correspond to a signal moving at the vertical phase speed of the IOs as predicted by the RIT.

This first step proved to be conclusive, namely the NHOES code can reproduce the two-dimensional setting. Next is moving to three-dimensionality, if possible in comparison with existing results. To do so we considered the three-dimensional work of Nikurashin (2009), which is an extension of the two-
dimensional setting to a sinusoidal topography in both directions:

\[ h(x, y) = h_T \cos(k_T x) \cos(l_T y) \]  

(5.3)

where \( k_T \) and \( l_T \) are the zonal and meridional wavenumbers, and \( h_T \) is the amplitude of the topography (half the peak-to-peak distance).

We reproduced one experiment, with both topographic wavelengths of 2 km, and topographic amplitude \( h_T = 40 \text{ m} \). The other parameters are the same as Nikurashin (2009), and also the same as used in our two-dimensional study. Comparison proved to be quite convincing as well (not shown).

### 5.2.2 Defining the experimental setup

From the discussion above we now attempt to define a numerical setting that will permit to investigate both wave-wave and wave-mean flow interactions in the energy pathways of internal lee waves.

This is achieved as follows. First, since the domain needs to be large especially in the meridional direction, we can reduce our problem by using periodic boundary conditions in the \( x \) direction. This allows for a relatively small zonal direction (\( \sim 2 \text{ km}, \text{ or } 40 \text{ cells} \)) and corresponds to an infinity of bumps in the \( x \) direction. However, we will later see that doing so requires careful thinking on the forcing of the flow, since upstream forcing is not possible anymore. Secondly, the meridional boundary conditions can be adapted so as to lower the size of the domain in the N-S direction. We first consider the domain to have 500 m with flat bottom on each side of the topography, to be able to investigate the behavior of the flow further from bathymetry and avoid spurious boundary effects. In addition, open boundary conditions are set, that radiate the signals with phase speed larger than a prescribed threshold (Aiki and Yamagata 2004). The above two modifications reduce the amount of grid cells needed to \( \sim 0.5 - 1 \times 10^5 \) cells, which is now affordable. This choice of meridional extent falls quite short on the Rossby radius condition, and as such might not capture all the mass re-
distribution in the flow. However, the compromise permits the investigation of momentum deposition that can occur along the wave trajectory.

Next is choosing the topographic shape so as to emit ILW and be consistent with the lateral boundary conditions. Since the aim of this study is to see the effects of three-dimensionality, the possible mass redistributions and momentum transfer, it is important to be able to contrast the areas above, on the side of and far from the topography in the N-S direction. As such, the topographic feature needs to have a compact support in the meridional direction: the function defining the topography in the meridional direction is non zero only over a restricted area smaller than the cross-section extent of the domain (or, equivalently, \( h_T(x, y) = 0 \) over a non zero area at the meridional boundaries). However and as mentioned above, along the direction of the mean flow, the mass redistribution, the momentum transfer and their impacts are expected to be of lesser amplitude. As such, the topography can consist in a periodic, sinusoidal bump, which also has the advantage of being monochromatic and thus simplify Fourier analysis.

An analytical formulation of these two conditions gives a topographic height defined by:

\[
 h(x, y) = h_T \frac{1}{2} (1 + \cos(2\pi \frac{x}{L_x}))(1 + \cos(2\pi \frac{y}{L_y})) \]

\[
 \frac{1}{4} (1 + \tanh(10 \frac{L_y/2 + y}{L_y}))(1 + \tanh(10 \frac{L_y/2 - y}{L_y}))
\]

where the \( x, y \) coordinates originate from the top of the bump, \( L_x \) and \( L_y \) are respectively the zonal and meridional sizes of the topography. \( h_T \) corresponds to the topographic height as defined in the two-dimensional simulations, entailing that the peak-to-peak distance is \( 2h_T \).

The \( \tanh \) functions ensure that the topography is at compact support in a smoother way than a boxed window. The subsequent topographic profile is shown in figure 5.2.

The last remaining feature to build is the forcing, that should ensure that a
Figure 5.2 – Topographic profile corresponding to Eq. 5.4

bottom reaching jet impinges on the topography to generate ILWs. To this end we chose to use a body forcing during the first 24h, as in the two-dimensional simulations. However, after 24h the forcing is stopped altogether, and the simulation is free to spin down to rest. This entails that, after being forced in the whole domain, the flow evolution is completely free, which is a major difference with previous chapters (and also Nikurashin 2009 for instance). One can expect that after a long time the flow might set to rest. Comparing the different spin down regimes in simulations of various parameters would provide useful material that could thereafter be used to design a suitable configuration for our problem, depending on the relative importance of the different physical processes at play.
5.2.3 Practical implementation

The transition to the new setting was done in several successive steps that are here briefly described. Each step was validated by a short numerical test over 0.1 inertial period, except when stated otherwise.

- Once the ‘physical’ settings were set then came the tuning of the purely numerical parameters, starting with the horizontal and vertical resolution. We chose two main configuration: high and low resolution. High resolution simulations are set to have horizontal resolution of 12.5 m and vertical resolution of 10 m under the sponge layer. Low resolution simulation horizontal and vertical resolutions are respectively set to 50 and 30 m. The development was systematically done at low resolution, high resolution being planned only for a final study.

- The choice of the grid size and of the domain extent directly gives the amount of grid points needed in each horizontal and vertical direction. The NHOES code enable multi-processing, meaning that the calculations can be done with different processors, each processor doing its calculation in parallel with the other. Each processor would then carry computations on a small portion of the domain: a volume of a few grid points in both horizontal directions, but spanning from bottom to top. This allows for a much faster calculation: in a ideal frame the duration of the computing is inversely proportional to the amount of processors. In practice, this inverse law is only valid for a small number of processors, and adding processors for a given number of grid points becomes less efficient. Searching for the optimal number of grid points per processor is a process called scalability study. We conducted such a study for the numerical code and found that an optimum could be reached around 256 processors for a 2 km × 2 km domain.

- After the resolution and scalability studies came the setting of the time step. With the explicit time scheme of the NHOES code, the time step
Analysis of the simulations

is controlled by the Courant–Friedrichs–Lewy (CFL) criterion, \( \Delta t \leq c \frac{\Delta x}{U} \)
where \( U \) is the the speed of the fastest propagating signal in the domain, \( \Delta t \) and \( \Delta x \) are the time step and the horizontal grid size, and \( c \) is a multiplicative constant of order 1, determined empirically. Several simulations of duration 1 or 2 inertial periods were conducted to adjust the time step (in practice, the time step was continuously raised, before entailing numerical instabilities, at which point we could decide on an optimum).

- Finally the viscosity and diffusivity amplitudes, in addition to their physical properties, are key features in controlling the numerical stability of the code. The aim was to lower their amplitude so as to better describe the physics of the problem while keeping large enough values to ensure stability. This process was made in the same way as the choice of the time step, and ended with the choice of \( \nu = 1.10^{-1} m^2.s^{-1} \) and \( \kappa = 1.10^{-2} m^2.s^{-1} \).

All these implementations have been carried out. However, due to lack of time, no extensive study was done yet, and only preliminary results are available. They are described in the last section of this chapter.

5.3 Analysis of the simulations

We describe here theoretical tools that are suitable for the study of three-dimensional wave-mean flow interactions.

5.3.1 Overview of the analysis

The three-dimensional numerical simulations were devised to thoroughly investigate wave-mean flow interactions in the case of a bottom reaching jet above topography. To analyze these simulations we might take interest in a variety of fields, scalar and vector. A first order investigation is performed which, although it remains qualitative, gives good ideas of the physics at play. We then focus on the energy reservoirs, energy transfers and energy dissipation in a zonal-mean
framework to compare with the two-dimensional studies. Finally, specific diagnostics are set up for investigating wave-mean flow interactions.

### 5.3.2 Energy reservoirs and fluxes

We first need the definition of a local (and a temporal) mean. We will note such a spatial mean as $\langle \cdot \rangle$ and temporal mean as $\langle \cdot \rangle^t$. We will not specify them any further yet, since many definitions can be used such as means over a constant depth, constant height over topography, along density contours, etc.

As stated in the previous paragraph, a first understanding of the three-dimensional cases can be achieved with the description of the motions of the fluid. The two-dimensional section presented a decomposition of the flow into two major motions: the slowly varying flow and the internal waves (the ILWs, the IOs and the waves produced by non linear interactions). As in the two-dimensional study, since the domain is smaller than $R_d$ and periodic in the zonal direction, the mean flow and the inertial oscillations can be considered as being the only two fields that are non trivial after a zonal mean: $\mathbf{u}^{E-W} = \mathbf{U}_G + \mathbf{U}_{IO}$, where $\langle \cdot \rangle^{E-W}$ is a zonal mean, and $\mathbf{U}_G$ and $\mathbf{U}_{IO}$ are three-dimensional vectors in a two-dimensional $y-z$ plane, or equally they can be defined in the three-dimensional space but independent along the zonal direction. The mean flow and IOs can then be separated through temporal filtering: since the IOs oscillate at frequency $|f|$, $\mathbf{U}_{IO} = \mathbf{u}^{E-W}|_{|\omega|=|f|+\partial \omega}$ where $\partial \omega$ is a prescribed width for the band-pass filter, and $\mathbf{U}_G = \mathbf{u}^{E-W} - \mathbf{U}_{IO}$. From these calculations one can compute the ILW field: $\mathbf{u}' = \mathbf{u} - \overline{\mathbf{u}}^{E-W}$.

The energy reservoir can be seen through the energetic content of the fields stated above, while turbulent kinetic energy dissipation can be inferred from $\mathbf{u}'$ as in the two-dimensional study. The transfers of energy and tracers can be investigated thanks to turbulent fluxes: $\mathbf{F}(c) = \overline{\mathbf{u}'c'}$ where $c$ is either a scalar or a component of a vector. Finally, the forcing of the mean flow by the waves can be
diagnosed through the Eliassen-Palm flux divergence, as shown in the previous section.

5.3.3 The Transformed-Eulerian Mean (TEM) framework

We now turn to the definition of averaging operators. The two-dimensional study discussed in previous chapters was conducted in an Eulerian framework: the mean used was a horizontal mean at constant height above bottom. Since we compared our two-dimensional results with those of Nikurashin and Ferrari (2010), it was logical to use the same framework. It is the most straightforward spatial averaging, but it has some serious drawbacks as soon as no homogeneity assumption can be made in the averaging direction. For instance, when the topography or the isopycnals are sloped in the averaging direction, the mean can exhibit velocities and fluxes (Kuo et al. 2005). But these can be artefacts that arise from the fact that the contours cross the iso-levels, and not from physical processes: for instance, the average depth of an iso-density contour is different from the depth of an iso-level of mean density. One must be particularly cautious of these artefacts when dealing with momentum fluxes and mean flow forcing, especially when they occur near non zonal features such as topography.

To avoid the artefacts that arise from the Eulerian mean, one can apply a gauge change to the horizontal mean with a "quasi-Stokes stream-function". The quasi-Stokes stream-function is defined in relation to buoyancy, which permits the concept of an average that accurately diagnoses momentum fluxes and wave-mean flow interactions. This change is the fundamental stepping stone of the Transformed Eulerian Mean (TEM, Plumb and Ferrari 2005). We will here attempt to describe this formalism.

The transformation consists in the change of the horizontal, Eulerian mean \( \langle \ast \rangle^x \) into the transformed Eulerian mean \( \langle \ast \rangle^\dagger \), where \( \ast \) is the field to average. This change is made through the "quasi-Stokes stream-function" \( \psi \) that is not strictly defined since the gauge transformations have a degree of freedom:
• For the velocity fields: \( \mathbf{u}^\dagger = \mathbf{u}^x + \nabla \wedge i \psi \) where \( i \) is the unit vector in the direction of the flow (here, the \( x \) direction).

• Consistently, for scalar fields, the residual eddy flux is: \( \mathbf{u}' \mathbf{s}'^\dagger = \mathbf{u}' \mathbf{s}'^x - \psi i \wedge \nabla s^x \).

The simplest definition of \( \psi \) for computing diapycnal and isopycnal fluxes is:

\[
\psi = -|\nabla b^x|^{-1} (s \cdot \mathbf{u}' b^x) \quad \text{where} \quad s \text{ is a unit vector along the buoyancy contour.}
\]

The mean current forcing equation becomes:

\[
\bar{u}_i^x + (\bar{u}^\dagger \cdot \nabla) \bar{m}^x = -\nabla \cdot (\bar{u}' \bar{m}'^x - \psi i \wedge \bar{m}^x) \tag{5.5}
\]

where \( m = u - \int f \, dy \) is the linear angular momentum per unit mass.

As such, the TEM changes the definition of the spatial averages and of the eddy fluxes, but the governing equations are highly similar to those in the Eulerian mean framework. Although we developed TEM analysis tools for investigating the three-dimensional numerical simulations, time constraints did not allow for any application yet.

### 5.3.4 Preliminary results

A first simulation has been run, which provides some insight on the suitability of the setting devised in the first section of this chapter. This simulation was set with a \((L_x = 2 \, \text{km}, L_y = 2 \, \text{km})\) topography, the domain size being of 2 km in the zonal direction (with periodic conditions) and 3 km in the meridional direction (with open boundary conditions). Let us remind the reader that the flow was forced during the first 24h then the forcing was stopped and the flow could freely evolve.

Figure 5.3 depicts the general structure of the flow at the end of the simulation (after 11 inertial periods). Topography is shown in shades of copper. The top frame displays the velocity vectors taken in a \( y - z \) plane situated at midridge in the \( x \) direction, the domain is seen from South-East. The bottom frame displays contours of same velocity amplitude, and is seen from the West (the current flows away from the reader through the paper plane). As can be seen
on these frames, the zonal current at the end of the simulation varies with the vertical and meridional position considered. Away from the bottom and meridional boundaries, the flow typically reaches 0.1 m.s\(^{-1}\), and is mostly oriented in the zonal direction, close to the original forced signal. When closer to the boundaries the flow intensity greatly diminishes, although it remains essentially directed in the zonal direction, apart from the area closest to the topographic feature.

Figure 5.4 displays iso-levels of the zonally averaged density along the zonal (left) and meridional (right) directions. An average at constant depth was used since it is the most straightforward and compares better with the previous results presented earlier in this manuscript. Dashed lines are the positions of the isopycnals at the beginning of the simulation, while the full lines represent the isopycnal positions at the end of the computation. Little or no change appears above 1000 m from the bottom, but closer to the topography the isopycnal surfaces become more distant, and present a meridional slope in the meridional direction. The widening of dense waters, and the disappearance of the densest waters points to a global lightening of the bottom waters of the domain. This suggests that the interaction of the flow with the topography, along with the boundary conditions, leads to a net mass transport out of the domain and the loss of energetic features close to topography. Although this affirmation would require a diagnostic of the mass transport out of the domain, we can relate this behavior to the description at the beginning of this chapter. Here \( Fr \sim 0.8 \), namely \( Fr \) is of order 1. Part of the densest waters flow around the topography, where no particular mechanism constrains the current to flow back in the center of the domain, and it will travel towards the meridional boundaries and eventually exit the domain (Nikurashin et al. 2014). The same process would happen continuously until the meridional component of the flow vanishes in the entirety of the domain. The net effect is an important loss of mass and energy of the flow.

Moreover, the apparition of a positive meridional mass gradient together
with the positive Coriolis frequency explains the positive vertical gradient in the geostrophic flow through the thermal wind, as explained previously. Since the upper part of the domain hardly feels the topography, this positive gradient is achieved by greatly decreasing the flow intensity near the bottom.

Figure 5.5 shows the time evolution of $\overline{u^x}$ along a plane (top frame) 100 m above the top of the topography and along a line (bottom frame) situated in the center of the domain in the meridional ($y$) direction, 100 m above the top of the topography. As such, it should encapsulate the mean flow and inertial oscillations. After the forcing is stopped (at 24h), the zonal flow decreases exponentially directly above the topography and on the sides, and no inertial oscillations nor meridional flow are generated. Moreover, representations of the state of the flow at other times than at the very end of the simulation display similar features.

Analysis of momentum deposition through $\partial_z \overline{u'w'}$ was not yet conducted, although it appears that very little internal lee waves are emitted. Calculations of the bottom energy conversion rate indicated typical rates of less than $2 \times 10^{-5}$ W.m$^{-2}$, and no internal lee wave was observed after the decrease of the bottom geostrophic flow. This behavior is expected, since the currents stop feeling the topographic feature. That in turn suggests that non linear wave-wave interactions are not at play, and explains why inertial oscillations do not grow.

This simulation is still under investigation in order to understand the disappearance of internal lee waves. A simple first step could be to perform a numerical simulation similar to the one discussed above, but with a continuous forcing that remains during the whole simulation, as in our two-dimensional simulation or in Nikurashin (2009). Doing so would provide knowledge on the separate effects of the lateral conditions and of the forcing, and should maintain the bottom reaching flow over the topography. Another experiment with no topographic feature could also be computed, to estimate the influence of mixing, bottom boundary interactions or of dissipative effects of the mean flow.
5.4 Conclusion

This chapter aimed at designing numerical simulations and introducing theoretical tools in order to investigate complex three-dimensional wave-mean flow interactions. We developed a strategy for this purpose: we define the physics expected to be at play, design the three-dimensional simulations, develop the numerical tools and describe a suitable theoretical framework for this case. We carried out one simulation, underwent a first analysis, and came to the conclusion that the mean flow is greatly influenced by the topography and meridional boundary conditions, leading to its baroclinisation and reduction above the topography, and hence to the disappearance of internal lee wave emission. It is unclear at this stage whether this three-dimensional configuration is an appropriate framework for tackling wave-wave and wave-mean flow interactions, although it does provide information on topography-mean flow interactions. We recommend researchers interested in further investigation to start off from this study, as it puts the basic stepping stones into place.
Figure 5.3 – State of the flow at the end of the simulation (after 11 inertial periods) Top: vectors of $u$, the mean current flows to the right. Bottom: iso-contours of $u$, the mean current flows away from the reader into the paper.
Figure 5.4 — Iso-levels of the zonally averaged density along the zonal (left) and meridional (right) directions. Dashed lines are the positions of the isopycnals at the beginning of the simulation. Full lines represent the isopycnal positions at the end of the computation.
Figure 5.5 – Time evolution of $\overline{u^x}$ along a line 100 m above the top of the topography. Top frame encapsulates the meridional variation of $\overline{u^x}$, whereas the bottom frame represents the two horizontal components of $\overline{u^x}$ computed along a line situated in the center of the domain in the meridional ($y$) direction. These fields should encapsulate the mean flow and inertial oscillations.
CONCLUSIONS AND PERSPECTIVES

Summary of the main results

In this thesis, we have investigated the energy transfers involved in the interaction between a deep reaching current and bottom topography. To this end, a combination of two-dimensional numerical simulations and theoretical calculation were used, guided by on-field practice. We now sum up the main results up in the light of the four main questions raised in the introduction.

How are estimates of turbulent kinetic energy dissipation obtained, and under which conditions can these estimates be inferred?

Estimate of turbulent kinetic energy dissipation is currently obtained in many different ways, depending on the vertical and horizontal scales considered, with many different assumptions. The bibliographic review we performed allows to understand the different parameterisations and the underlying hypotheses and sheds light on the missing physical processes.

At centimeter scales the turbulent kinetic energy dissipation rate is directly measured through micro-structure casts, without the use of parameterization or important hypothesis. Since this type of measurement is subject to the least theoretical error, it is often considered as the ‘true’ level of turbulent kinetic energy dissipation rate. TKE dissipation rate can also be estimated from the velocity and density profiles at scales from ten to hundred meters from fine-scale parameterizations, using a nonlinear internal wave interaction model. This interaction model, usually a ray tracing model, has many assumptions, an important one being the fact that any process that short circuits the energy cascade is omitted.
Over the scale of the water column, ocean recipes predict TKE dissipation rates through the evolution of the wave field, from its emission to its dissipation rate by associating fine-scale parameterizations with emission mechanisms. On top of the flaws of the fine-scale parameterizations, the recipes rely on an idealized topography, the assumption that the waves are in a steady medium (which are two unlikely hypotheses), and overestimate the bottom energy conversion flux. Finally, global coverage of the ocean TKE dissipation has been attempted by combining knowledge of the ocean bottom and numerical outputs of the ocean state (flow speeds and stratification), which gives a global knowledge of emitted energy at the bottom of the ocean. The main drawback of this approach is that the vertical dependency of the energy dissipation rate is constant and horizontally uniform (it is the same whatever the horizontal location and the state of the fluid). Moreover, the estimate of the energy of the internal lee wave field relies on linear, two-dimensional computations and is thought to be overestimated.

**What processes and energy reservoirs should be taken into account for understanding AABW consumption?**

In the deep Southern Ocean, the AABW transformation rate is primarily subject to the internal lee wave field, which constitutes a major energy reservoir available for mixing (Nikurashin and Ferrari 2011). We used a wide combination of two-dimensional numerical simulations based on the setting proposed by Nikurashin and Ferrari (2010), reproducing typical Southern Ocean conditions. A strong internal lee wave field was observed to emerge on scales of a kilometer or less. A state of statistically steady energy dissipation rate was observed for cases of strong bathymetric amplitude. In the statistically steady state, about 10 to 30% of the internal lee wave kinetic energy is dissipated in the water column for our range of parameters and most of the turbulent kinetic energy dissipation is confined to a bottom layer. The thickness of this layer is not yet straightforwardly related to external parameters. Using a standard mixing efficiency ($\gamma = 0.2$, Klymak and Nash 2009), we estimate that a typical scenario
of internal lee wave breaking in the deep Southern Ocean would be associated with diapycnal diffusivity $K_z \sim 4.10^{-3} \text{ m}^2 \text{s}^{-1}$ over the bottom 1000 m.

A three-dimensional setting was developed to investigate the impact of meridional gradients on the mechanisms at play. Preliminary results show that the deep reaching geostrophic current becomes sheared and decreases near the topography, while meridional mass gradients are formed. In this simulation, the internal wave activity is negligible, probably because of the weakening of geostrophic motions close to topography.

**What is the role of inertial oscillations in the energy pathways of the internal lee waves?**

In most of the numerical simulations we performed, inertial oscillations emerged, as did linear combinations of these waves and internal lee waves. This suggested strong coupling between these wave motions. Two theoretical approaches were used in an attempt to investigate the underlying mechanisms of this interaction. Thus, we extended to the vertical plane the asymptotic theory developed by Nikurashin and Ferrari (2010). This theory predicts an exponential growth of the inertial oscillations within certain depths under the fundamental condition that the medium is dissipative. After comparison with the behavior of the numerical simulations, it was deemed to be inadequate for explaining the physics at play.

We also used the resonant interaction theory to investigate nonlinear interactions among triads of internal waves. This theory predicted that the inertial oscillation amplitude can have an exponential growth even in the absence of dissipation, and gave a prediction of their rate of growth. Although the resonant interaction theory did not provide any information on the vertical dependency of the mechanism, it was found to give much better results in predicting the growth rate of the inertial oscillations than the asymptotic theory.
What are the respective roles of dissipative and non-dissipative interactions in the energy pathways?

We developed two theories as an attempt to explain the emergence of IOs. The generation of inertial oscillations is fundamentally dependent on dissipative effects (as well as non-linear effects) in one theory, the second theory being non-dissipative. The latter theory appeared to be the most relevant. That being the case entails that the energy dissipation rates observed were not the direct consequence of wave-wave interactions. The theory and the numerical simulations point out that the impact of this non-dissipative interaction mechanism might indirectly affect the internal lee wave breaking by providing short circuits in the energy cascade. An important consequence of this statement is that such a mechanism is not taken into account by current parameterizations.

Perspectives for future studies

This study investigated but an aspect amongst others of the presence of inertial oscillations in the abyssal ocean and their role in bottom kinetic energy dissipation. It calls for several future developments and we present here perspectives that would deserve further investigation.

Towards a three-dimensional description of internal lee wave-mean flow interactions

As shown in chapter 5, our two-dimensional numerical experiments fall a bit short at describing internal lee wave-mean flow interactions. Further development and investigation are needed to understand and quantify the full impacts of a three-dimensional bottom reaching flow on a (potentially isolated) topography. A better understanding of the fully three-dimensional energy transfers from the mean flow to the internal lee wave field is required to better account for the decrease of the internal lee wave field amplitude as observed in our three-dimensional simulation. Jointly, the baroclinisation of the mean flow above the
Conclusions and perspectives

Topography also requires future studies. To carry out these experiments might require to investigate a diversity of non-dimensional parameters built upon topographic amplitude or current strength for instance. Finally, looking for a steady state might not be suitable for investigating wave-mean flow interactions, and the lead may be in transitory states or intermittency for instance.

Towards an estimate of the global distribution of diapycnal mixing

Since existing fine-scale parameterizations do not account for energy cascade short circuits such as those presented in this manuscript, a great field of work is here for the taking. In the long term, a non-linear propagation model that incorporates mechanisms with discrete energy exchanges might prove to be a great boon for the ocean community and provide more accurate mixing estimates over the whole surface of the Southern Ocean (from fine- to global-scales). This could consist, for instance, in modifying the Radiation Balance Equation (see Chapter 1) so as to incorporate energy short circuits and triad interactions. Such a parameterization model could be done in a purely theoretical fashion as have been the existing propagation models. In the short term, investigations could also be made by joining knowledge of the mechanisms depicted here with a numerical ray tracing model. This would associate the knowledge of the impact of internal lee waves on the large scale flow with the feedback of the large scale flow, leading to a possible completion of the loop between internal waves, inertial oscillations and mean flow, and the possibility to infer the resulting turbulent kinetic energy dissipation rate.

Comparing the numerical and theoretical work with field measurements

There is so far no evidence from observations that the triad mechanism we discuss actually takes place in the Southern Ocean. To our knowledge, there is as yet no discussion either of field measurements of inertial oscillations in the deep Southern Ocean in the literature. However, progress could be made on this aspect by taking time records of the velocity near the bottom in places hosting
strong deep reaching currents and bottom topography, over rough terrain near a jet of the Antarctic Circumpolar Current for instance. By observing the amplitude and evolution of the internal lee wave field, as well as the inertial oscillation content, attempts could be made to track the generation of inertial oscillations, under the light of the resonant interaction theory. The energy spectrum of the flow could give indications on the presence of harmonics and linear combinations of the frequencies of these two main waves. In the case micro-structure profilers were deployed, times of strong turbulent kinetic energy dissipation could be compared to times of strong inertial oscillations, for instance. Finally, vertical profiles of all these measurements could indicate the possible upwards propagation of these motions, as well as inform on their bottom confinement. Recent ship deployments have recorded these different fields in the Southern Ocean (Sheen et al. 2013), promising a leap in diapycnal mixing understanding.
# A.1 Resonant interaction theory

This annex is a step by step guide through the resonant interaction theory derivation.

## A.1.1 Deriving the resonant interaction theory

From Koudella and Staquet (2006), the fluid motion equations are written as

\[
\begin{align*}
\partial_t \Delta \psi + J(\omega, \psi) &= f \partial_z v + \partial_x \rho + \nu \Delta^2 \psi \quad (A.1a) \\
\partial_t v + J(v, \psi) &= -f \partial_z \psi - \nu \Delta v \quad (A.1b) \\
\partial_t \rho + J(\dot{\rho}, \psi) &= -N^2 \partial_x \psi + \kappa \Delta \rho \quad (A.1c)
\end{align*}
\]

After scaling the equations:

\[
\begin{align*}
\partial_t \Delta \psi + FrJ(\Delta \psi, \psi) &= \frac{f}{N} \partial_z v + \partial_x \rho + \frac{Fr}{Re} \Delta^2 \psi \quad (A.2a) \\
\partial_t v + FrJ(v, \psi) &= -\frac{f}{N} \partial_z \psi + \frac{Fr}{Re} \nu \Delta v \quad (A.2b) \\
\partial_t \rho + FrJ(\rho, \psi) &= -\partial_x \psi + \frac{Fr}{Re Pr} \Delta \rho \quad (A.2c)
\end{align*}
\]

Use \( t_0 \) as a fast time-scale, of order \( N^{-1} \) and \( t_1 \) as slow time-scale of order \( \frac{t_0}{Pr} \sim \frac{L}{U} \).

\[
\begin{align*}
\partial_0 &= \partial_{t_0} + Fr \partial_{t_1} \\
\partial_0^2 &= \partial_{t_0}^2 + 2Fr \partial_{t_0} \partial_{t_1} + Fr^2 \partial_{t_1}^2 
\end{align*}
\]

One then gets:

\[
\begin{align*}
(\partial_{t_0}^2 + 2Fr \partial_{t_0} \partial_{t_1} + Fr^2 \partial_{t_1}^2) \Delta \psi + \psi_{xx} + \left(\frac{f}{N}\right)^2 \psi_{zz} &= \quad (A.4a) \\
&- Fr(\partial_{t_0}J(\Delta \psi, \psi) + Fr \partial_{t_1}J(\Delta \psi, \psi)) \\
&- Fr \partial_x \psi + Fr \frac{f}{N} J(v, \psi)_z \\
&+ \frac{Fr}{Pr Re} \Delta \rho_x + \frac{Fr}{Re} (\Delta^2 \psi_{t_0} + Fr \Delta^2 \psi_{t_1}) + \frac{f}{N Re} \Delta v_z \\
\partial_{t_0} \rho + Fr \partial_{t_1} \rho + \partial_x \psi &= -Fr J(\rho, \psi) + \frac{Fr}{Pr Re} \Delta \rho \quad (A.4b) \\
\partial_{t_0} v + \frac{f}{N} \partial_z \psi &= Fr (-J(v, \psi) + \frac{1}{Re} \Delta v) - Fr \partial_{t_1} v 
\end{align*}
\]
We then expand around the small parameter $Fr$:

\[
\psi(x, t_0, t_1) = \psi^0(x, t_0, t_1) + Fr\psi^1(x, t_0, t_1) + O(Fr^2) \quad (A.5a)
\]

\[
\rho(x, t_0, t_1) = \rho^0(x, t_0, t_1) + Fr\rho^1(x, t_0, t_1) + O(Fr^2) \quad (A.5b)
\]

\[
\nu(x, t_0, t_1) = \nu^0(x, t_0, t_1) + Fr\nu^1(x, t_0, t_1) + O(Fr^2) \quad (A.5c)
\]

We get at order 0:

\[
\partial^2_{t_0} \Delta \psi^0 + \psi^0_{xx} + \left(\frac{f}{N}\right)^2 \psi^0_{zz} = 0 \quad (A.6a)
\]

\[
\partial_{t_0} \rho^0 + \psi^0_x = 0 \quad (A.6b)
\]

\[
\partial_{t_0} \nu^0 + \frac{f}{N} \partial_z \psi^0 \quad (A.6c)
\]

The solution at order 0 consists in a superposition of plane waves. The first instability to happen occurs for the superposition of three waves, and gives fields of the form:

\[
\psi^0(x, t_0, t_1) = \sum_{j=0}^{2} A_i(t_1) e^{i\phi_j} + \text{c.c.} \quad (A.7a)
\]

\[
\rho^0(x, t_0, t_1) = \sum_{j=0}^{2} \frac{k_j}{\omega_i} A_i(t_1) e^{i\phi_j} + \text{c.c.} \quad (A.7b)
\]

\[
\nu^0(x, t_0, t_1) = \sum_{j=0}^{2} \frac{f}{N} \frac{m_i}{\omega_i} A_i(t_1) e^{i\phi_j} + \text{c.c.} \quad (A.7c)
\]

Where

\[
\phi_j = k_j x - \omega_j t_0
\]

\[
k_j = k_j e_x + m_j e_z
\]

The expression at order 1 becomes quite tedious:

\[
0 = 2 \frac{\partial^2}{\partial t_0 \partial t_1} \Delta \psi^0 + \frac{\partial}{\partial t_0} J(\psi^0, \Delta \psi^0) + \frac{\partial}{\partial x} J(\psi^0, \rho^0)
\]

\[
+ \frac{1}{Re} \left( \frac{f}{Pr} \frac{\partial}{\partial x} \Delta \rho^0 + \frac{\partial}{\partial t_0} \Delta^2 \psi^0 \right) + \frac{f}{N} \frac{\partial}{\partial z} J(\psi^0, \nu^0) + \frac{f}{N Re} \frac{\partial \Delta \nu^0}{\partial z} \quad (A.8)
\]
A.1. Resonant interaction theory

Careful development leads to:

\[ \sum_{\sigma_l=\pm 1} \sum_{l=0}^{2} F_l + \sum_{\sigma_n=\pm 1} \sum_{n=0}^{2} G_{n,p} = 0 \] (A.9)

Where \( F_l \) regroups the linear terms and \( G_{n,p} \) the non-linear terms:

\[
F_l = -i\sigma_l k_l^2 \omega_l e^{i\sigma_l \phi_l} \left( 2 \frac{\partial A_l^{(\sigma)}}{\partial t_1} + \frac{1}{\text{Re} Pr} \frac{k_l^2}{\omega_l^2} A_l^{(\sigma)} + \frac{1}{\text{Re} K_l^2} A_l^{(\sigma)} - \left( \frac{f}{N} \right)^2 \frac{1}{\text{Re} \omega_l^2} A_l^{(\sigma)} \right)
\] (A.10)

\[
G_{n,p} = i\sigma_n \sigma_p (m_n k_p - m_p k_n) A_n^{(\sigma_n)} A_p^{(\sigma_p)} e^{i(\sigma_n \phi_n + \sigma_p \phi_p)}
\left( k_p^2 (\sigma_n \omega_n + \sigma_p \omega_p) + \frac{k_p}{\omega_p} (\sigma_n k_n + \sigma_p k_p) + \left( \frac{f}{N} \right)^2 \frac{m_p}{\omega_p} (\sigma_n m_n + \sigma_p m_p) \right)
\] (A.11)

where \( A_l^{(1)} = A_j \) and \( A_l^{(-1)} = A_j^* \).

Taking into account that \( k_l^2 \omega_j - \left( \frac{f}{N} \right)^2 \frac{m_p^2}{\omega_j} = \frac{k_j^2}{\omega_j} \) from the dispersion relation, the equations write:

\[
\sum_{\sigma_l=\pm 1} \sum_{l=0}^{2} e^{i\sigma_l \phi_l} \left[ \sigma_l k_l^2 \omega_l \left( 2 \frac{\partial A_l^{(\sigma)}}{\partial t_1} + \frac{1}{\text{Re} \omega_l^2} \frac{k_l^2}{\omega_l^2} (1 + \frac{1}{\text{Pr}^2}) A_l^{(\sigma)} \right) \right]
\]

\[
= \sum_{\sigma_n=\pm 1} \sum_{\sigma_p=\pm 1} \sum_{n,p} e^{i(\sigma_n \phi_n + \sigma_p \phi_p)} \left[ \sigma_n \sigma_p (m_n k_p - m_p k_n) A_n^{(\sigma_n)} A_p^{(\sigma_p)} \right]
\left( k_p^2 (\sigma_n \omega_n + \sigma_p \omega_p) + \frac{k_p}{\omega_p} (\sigma_n k_n + \sigma_p k_p) + \left( \frac{f}{N} \right)^2 \frac{m_p}{\omega_p} (\sigma_n m_n + \sigma_p m_p) \right)
\] (A.12)

From this equation, it follows that for the resonant interaction to occur, the waves need to satisfy:

\[ \forall \{l, n, p\} \in \{0, 1, 2\}^3 \backslash l \neq n \neq p, \quad \exists (\sigma_l, \sigma_n, \sigma_p) \in \{-1,1\}^3 \backslash \sigma_l \phi_l = \sigma_n \phi_n + \sigma_p \phi_p \] (A.13)

We can here choose the convention \( \omega_j > 0 \) without any loss of information. The resonant condition can be written as:

\[ \forall \{l, n, p\} \in \{0, 1, 2\}^3 \backslash l \neq n \neq p, \quad \exists (\sigma_l, \sigma_n, \sigma_p) \in \{-1,1\}^3 \backslash \]
Finally, the evolution equation for the amplitude is:

$$\frac{\partial A^{(\sigma)}}{\partial t_1} + \frac{1}{Re} \frac{k^2}{2 \omega^2} \left( 1 + \frac{1}{Pr} \right) A^{(\sigma)} = \sigma_l \sigma_n \sigma_p (m_n k_p - m_p k_n) \left( \begin{array}{c} \sigma_n A^{(\sigma)} \ A_p^{(\sigma)} \\ \sigma_p A^{(\sigma)} \ A_p^{(\sigma)} \ A_p^{(\sigma)} \ A_p^{(\sigma)} \ A_p^{(\sigma)} \end{array} \right)$$

(A.16)

Let us rewrite the two mains results from this section in a more general way.
A.1. Resonant interaction theory

(in equations A.14 \( \sigma_l \rightarrow -\sigma_l \), without any loss of generality):

\[
\sigma_l \omega_l + \sigma_n \omega_n + \sigma_p \omega_p = 0 \quad (A.17a)
\]

\[
\sigma_l k_l + \sigma_n k_n + \sigma_p k_p = 0 \quad (A.17b)
\]

The final amplitude evolution equation becomes:

\[
\frac{\partial A_l^{(\sigma_l)}}{\partial t_1} + \frac{1}{Re} \frac{k_l^2}{2 \omega_l^2} \left( 1 + \frac{1}{Pr} \right) A_l^{(\sigma_l)} = \sigma_n \sigma_p A_n^{(-\sigma_n)} A_p^{(-\sigma_p)} \frac{(m_n k_p - m_p k_n)}{2K_l^2 \omega_l} \left( (K_2^2 - K_1^2) \omega_l + \left( \frac{k_p}{\omega_p} - \frac{k_n}{\omega_n} \right) k_l + \left( \frac{f}{N} \right)^2 \frac{(m_p)}{(\omega_p - \omega_n) m_l} \right) \quad (A.18)
\]

A.1.2 Calculation of the growth rate

Let us assume that wave 0 is originally of large amplitude (the ILWs), and serves as thermostat to the system (it provides energy, and its amplitude is subject to only small relative variations on timescales of order \( t_1 \)). Waves 1 and 2 are originally of small amplitude, and grow thanks to the energy provided by wave 0.

From equation A.18, the set of amplitude evolution equation becomes:

\[
\frac{\partial}{\partial t_1} A_1^{(\sigma_1)} + C_1 A_1^{(\sigma_1)} = S_1 A_0^{(-\sigma_0)} A_2^{(-\sigma_2)} \quad (A.19a)
\]

\[
\frac{\partial}{\partial t_1} A_2^{(\sigma_2)} + C_2 A_2^{(\sigma_2)} = S_2 A_0^{(-\sigma_0)} A_1^{(-\sigma_1)} \quad (A.19b)
\]

where

\[
C_i = \frac{1}{Re} \frac{k_i^2}{2 \omega_i^2} \left( 1 + \frac{1}{Pr} \right) \quad (A.20a)
\]

\[
S_1 = \sigma_0 \sigma_2 \frac{(m_2 k_0 - m_0 k_2)}{2K_1^2 \omega_1} \left( (K_2^2 - K_1^2) \omega_1 + \left( \frac{k_0}{\omega_0} - \frac{k_2}{\omega_2} \right) k_1 + \left( \frac{f}{N} \right)^2 \frac{(m_0)}{(\omega_0 - \omega_2) m_1} \right) \quad (A.20b)
\]

\[
S_2 = \sigma_0 \sigma_1 \frac{(m_1 k_0 - m_0 k_1)}{2K_2^2 \omega_2} \left( (K_2^2 - K_1^2) \omega_2 + \left( \frac{k_0}{\omega_0} - \frac{k_2}{\omega_1} \right) k_2 + \left( \frac{f}{N} \right)^2 \frac{(m_0)}{(\omega_0 - \omega_1) m_2} \right) \quad (A.20c)
\]
Since \((C_1, C_2, S_1, S_2) \in \mathcal{R}^4\), we can rewrite equation A.19 as:

\[
\begin{align*}
(\partial_{t_1} + C_2)(\partial_{t_1} + C_1)A_1 &= S_1S_2|A_0|^2A_1 \\
(\partial_{t_1} + C_2)(\partial_{t_1} + C_1)A_2 &= S_1S_2|A_0|^2A_2
\end{align*}
\] (A.21a)

We can already deduce from equations A.21 that waves 1 and 2 are expected to have the same time evolution.

Let us consider \(A_1(t_1) = A_1(0)e^{\Gamma t_1}\) and \(A_2(t_1) = A_2(0)e^{\Gamma t_1}\), where \(\Gamma\) is the growth rate of the secondary waves. This entails:

\[
\Gamma^2 + (C_1 + C_2)\Gamma + C_1C_2 - S_1S_2|A_0|^2 = 0
\] (A.22)

The secondary waves shall grow if \(\Gamma\) is real and positive, which occurs if

\[
\Delta \Gamma = (C_1 + C_2)^2 - 4(C_1C_2 - S_1S_2|A_0|^2) > 0
\] (A.23)

If this is the case, the exponential growth rate of the waves is:

\[
\Gamma = \frac{1}{2}

\left(- (C_1 + C_2) + \sqrt{(C_1 + C_2)^2 + 4S_1S_2|A_0|^2}\right)
\] (A.24)

Note that \(|A_0|\) is the complex amplitude of the primary wave, which is double its real amplitude.

Let us neglect dissipation \((Re \to \infty)\). Getting back to dimensional parameters, the growth rate of the secondary waves becomes:

\[
\Gamma^2 = \alpha C_{01}C_{02}
\] (A.25)

where \(\alpha\) would be a total growth rate prefactor, and \(C_{01}\) and \(C_{02}\) would be interaction coefficients between the primary and secondary waves:

\[
\alpha = \sigma_1\sigma_2 \frac{(m_2k_0 - m_0k_2)}{K_1^2\omega_1} \frac{(m_1k_0 - m_0k_1)}{K_2^2\omega_2}|A_0^R|^2
\] (A.26a)

\[
C_{01} = \left((K_0^2 - K_1^2)\omega_2 + N^2\left(\frac{k_0}{\omega_0} - \frac{k_1}{\omega_1}\right)k_2 + f^2\left(\frac{m_0}{\omega_0} - \frac{m_1}{\omega_1}\right)m_2\right)
\] (A.26b)

\[
C_{02} = \left((K_0^2 - K_2^2)\omega_1 + N^2\left(\frac{k_0}{\omega_0} - \frac{k_2}{\omega_2}\right)k_1 + f^2\left(\frac{m_0}{\omega_0} - \frac{m_2}{\omega_2}\right)m_1\right)
\] (A.26c)

Note that \(A_0^R = \frac{|A_0|}{2}\) is the real amplitude of the waves.
A.2 Asymptotic theory, from Nikurashin and Ferrari (2010) and more

This annex is a step by step guide through the asymptotic theory derivation, while keeping track of the vertical coordinate.

A.2.1 Summary of Nikurashin and Ferrari (2010)

Let \( u = (u, v) \) and \( w \) be, respectively, the horizontal and vertical velocities, \( p \) the pressure fluctuation with respect to hydrostatic balance, \( b = -g(\rho - \rho_0)/\rho_0 \) the buoyancy, and \( \rho_0 \) the reference density. We assume that fluid motions are governed by the Boussinesq equations:

\[
\begin{align*}
    u_t + (u, \nabla_H) \cdot u + wu_z + f \hat{z} \wedge u &= -\nabla_H p + D_m(u) & (A.27a) \\
    w_t + (u, \nabla_H) w + ww_z &= -p_z + b + D_m(w) & (A.27b) \\
    b_t + (u, \nabla_H) b + wb_z + wN^2 &= D_b(b) & (A.27c) \\
    \nabla_H \cdot u + w_z &= 0 & (A.27d)
\end{align*}
\]

with boundary conditions:

\[
    w|_{z=h(x)} = u \nabla_H h(x) \text{ and } w|_{z\to\infty} = 0 \quad (A.28)
\]

In these equations a subscript refers to a partial derivative and \( D_{m,b} \) are the viscous and diffusive operators.

Thorough dimensional analysis (Nikurashin and Ferrari 2010) allows to rewrite equations (A.27a) to (A.28) in terms of dimensionless variables and fields, the dimensionless equations depending upon the Rossby number associated with the geostrophic flow and upon the steepness of the waves

\[
    \epsilon = Nh_T/U_G. \quad (A.29)
\]

Assuming that \( \epsilon \) is a small parameter, the fields and variables are expanded in powers of \( \epsilon \). Assuming also that the zero order flow is a superposition of the
geostrophic flow $U_G$ and the inertial oscillations $U_{IO}$, these expansions are of the form:

$$u = u_G + u_{IO} + \sum_{i=1}^{\infty} \epsilon^i u^{(i)} \quad (A.30a)$$

$$(w, b, p) = w_G + w_{IO} + \sum_{i=1}^{\infty} \epsilon^i (w^{(i)}, b^{(i)}, p^{(i)}) \quad (A.30b)$$

$$x = \sum_{i=0}^{\infty} e^{-i} X^{(i)} \quad (A.30c)$$

$$t = \sum_{i=0}^{\infty} e^{-i} T^{(i)} \quad (A.30d)$$

where $[T^{(0)}, X^{(0)}]$ are the scales of the waves and $[T^{(i)}, X^{(i)}]$ are slower and larger scales of the problem. Physical arguments imply that $U_G$ varies on scales $[T^{(4)}, X^{(4)}]$ or larger. As well, the forcing of the IOs by the vertical divergence of the lee wave momentum flux, as shown below, implies that $U_{IO}$ varies on scales $[T^{(3)}, X^{(4)}, Y^{(4)}, Z^{(4)}]$. The $u^{(i)}$ are higher-order motions depending on all scales of the problem. Note that IOs are present at all orders, being dominant at zero order. At each order, the evolution equation of the IOs is obtained by averaging over the small spatial scale $X^{(0)}$.

The latter scaling also relies on the assumption that the Rossby number is of the order of $\epsilon^4$, to have a clear separation between the different components of the motion. Collecting terms with the same power of $\epsilon$, one gets equations at different orders in $\epsilon$. Since the evolution of the IO field in the slow time scale $T^{(3)}$ is sought for, one needs to write these equations up to third order.

Equations at order 0 averaged over the small spatial scales describe the geostrophic balance satisfied by $U_G$ and the fast time scale evolution of the IOs (namely oscillations at inertial frequency).

Writing the equations at order 1 and 2 and performing the same spatial average does not exhibit information on the IOs. This is expected since there is no forcing in the equations and the IO field is zero at the initial time. Equation at order 1 is also solved before averaging to obtain the expressions of the internal wave field generated by the zero-order motions (geostrophic flow and IOs) in-
teracting with bottom topography. These expressions are required to compute the IO field, as shown below.

At third order, averaging again over the small spatial scales, the momentum equation is:

\[
\overline{u_{T(0)}^{(3)}} + f \hat{\omega} \wedge \overline{u^{(3)}} = -\partial_{T^{(3)}} u_{IO} - \partial_{Z^{(1)}} u^{(1)} w^{(1)} + D_{m}^{(3)} \left[ u^{(3)} \right]
\]  

(A.31)

As pointed out by Nikurashin and Ferrari (2010), this equation involves a fast-time evolution of the IOs at third order, \( u_{T(0)}^{(3)} \), as well as a slow time evolution of the IO at zero order, \( \partial_{T^{(3)}} u_{IO} \). The IOs are forced by the vertical convergence of the wave momentum flux (hereafter referred to as momentum deposition), whose expression is provided by the solving of equations at first order as discussed above.

For mathematical tractability, a linear damping is used for dissipation:

\[
D^{(i)} (u^{(i)}) = -\lambda u^{(i)} \quad \text{and} \quad D^{(i)} (b^{(i)}) = -\lambda b^{(i)}
\]  

(A.32)

where \( (i) \) refers to the order of the equation and \( \lambda \) is the damping rate.

Introducing the complex variables \( \mathcal{V}^{(3)} = u^{(3)} + i v^{(3)} \) and \( \mathcal{V}_{IO} = u_{IO} + i v_{IO} \), Eq. (A.31) becomes:

\[
\overline{\mathcal{V}_{T(0)}^{(3)}} + i f \overline{\mathcal{V}^{(3)}} + \lambda \overline{\mathcal{V}^{(3)}} = -\partial_{T^{(3)}} \mathcal{V}_{IO} - \partial_{Z^{(1)}} \mathcal{V}^{(1)} w^{(1)}
\]  

(A.33)

Up to this point, the derivation is similar to that of Nikurashin and Ferrari (2010). Writing the IO field at zero-order as \( \mathcal{V}^{IO} = U^{IO}(Z^{(1)}, T^{(3)}) e^{-if(T^{(0)}-t)} \) where we introduce the phase of the IOs, \( ft_1 \), one gets:

\[
\overline{\mathcal{V}_{T(0)}^{(3)}} + i f \overline{\mathcal{V}^{(3)}} + \lambda \overline{\mathcal{V}^{(3)}} = -(\partial_{T^{(3)}} U_{IO} + i f U_{IO} \frac{\partial t_1}{\partial T^{(3)}}) e^{-if(T^{(0)}-t_1)} - \partial_{Z^{(1)}} \mathcal{V}^{(1)} w^{(1)}.
\]  

(A.34)

For the multi-scale development to remain valid, the terms oscillating at frequency \( -f \) on the left hand side have to vanish, thus:

\[
(\partial_{T^{(3)}} U_{IO} + i f U_{IO} \frac{\partial t_1}{\partial T^{(3)}}) e^{-if(T^{(0)}-t_1)} + \partial_{Z^{(1)}} \mathcal{V}^{(1)} w^{(1)} \big|_{\omega=-f} = 0
\]  

(A.35)
As shown by Nikurashin and Ferrari (2010) for \( z = 0 \), the solving of the equations at order 1 yields, assuming \( \beta = U_1 k_T / f \) is a small parameter:

\[
\partial_{Z(1)} V^{(1)} w^{(1)} = A + \beta (B e^{-if(T(0) - t_0)} + C e^{if(T(0) - t_0)}) + O(\beta^2)
\] (A.36)

where \( f t_0 \) is the phase of the wave momentum deposit, and \( A, B \) and \( C \) are constant. Eq. (A.36) is also valid in the water column, \( A, B \) and \( C \) being then depth-dependent functions.

Taking the real part of Eq.(A.35) yields, using Eq.(A.36):

\[
\partial_{T(3)} U_{IO} = \Re(\&n) U_{IO}
\] (A.37)

where

\[
\&n(\lambda, \beta, t_1 - t_0, z) = - \frac{k_T}{f} B e^{-if(t_1 - t_0)}
\] (A.38)

depends both on \( z \) and on the IO amplitude through the function \( B \). In Eq. (A.37), \( \Re(\&n) \) is therefore the growth rate of the IOs. In the following, this growth rate is referred to as \( \Gamma \).

**A.2.2 Moving on from Nikurashin and Ferrari (2010)**

In this subsection, we continue to follow the line of thought of Nikurashin and Ferrari (2010) while keeping track of the vertical structure of the IOs. We also consider that the phase of the IOs, \( f t_1 \), is distinct from that of the momentum deposit, \( f t_0 \), in contrast with Nikurashin and Ferrari (2010).

The phase difference \( f(t_1 - t_0) \) can be estimated from Fig. 3.1. Fig. 3.1 is indeed a depth-time diagram for the \( H_{20} L_2 f \) simulation displaying the longitudinal component of the IOs and the regions associated with positive wave momentum deposit \( (-\partial_z u' w' x > 0) \). One notices that the IO maxima are in phase with the momentum deposit at all times, implying that Nikurashin and Ferrari (2010) were not off the mark:

\[
f(t_1 - t_0) = 0
\] (A.39)
This can be seen for all simulations, except for $h_T = 80$ m, where the signal gets rapidly very noisy with little vertical correlation.

Assuming $f/U_G k_T$ and $\lambda/U_G k_T$ are small parameters (as $\beta$), the computation of the vertical and parametric dependency of the growth rate of the IOs yields:

$$
\Gamma = \Gamma_0 \left( \cos(\phi z) + \frac{4}{4\lambda f} \frac{f^2 - f^2}{\sin(\phi z)} \right) + \mathcal{O}\left( \frac{f^2}{U_G^2 k_T^2}, \frac{\lambda^2}{U_G^2 k_T^2}, \beta \right) \tag{A.40}
$$

where $\phi = -N f / U_G^2 k_T$, and

$$
\Gamma_0 = \left[ \frac{f^2}{U_G^2 k_T^2} e^2 \lambda \left( 1 + \frac{4}{U_G^2 k_T^2} \frac{f^2}{U_G^2 k_T^2} - \frac{6}{U_G^2 k_T^2} \beta \right) \right] \tag{A.41}
$$

$\Gamma_0$ is defined as the value of $\Gamma$ at $z = 0$. Expression (A.41) differs from that found by Nikurashin and Ferrari (2010) by a factor $2 \left( \frac{f}{U_G k_T} \right)^2$, which in the parameter range of the simulations is similar to 0.2. This may explain the fit of $\lambda = 10^{-4}$ s$^{-1}$ found from the simulations, and used in Fig. 3.3.

The vanishing of $\Gamma$ at some level $z$ implies that the IO amplitude cannot grow at that level, and therefore reach a constant amplitude at that level. In what follows situations with $\Gamma = 0$ are said to be saturated. Note that if $\Gamma_0 = 0$, then saturation is reached at all depth. Interestingly, the parametric function $\Gamma$ indicates that for a given $z$ certain combinations of $\lambda$ (Rayleigh dissipation rate) and $\beta$ (IO amplitude) can cause saturation of IOs.

Note that positive value of $\Gamma_0$ imply that the IOs will grow somewhere in the water column near the topography. One can conjecture that during the nonlinear evolution of the flow described in Fig. (2.2), the effective dissipation rate and IO amplitude can also reach states such that the IOs no longer grow.

### A.2.3 Vertical structure and propagation of inertial oscillations

In order to predict the height over which IOs grow, we compute the location at which the growth rate changes sign, separating exponentially growing and decaying IOs. This height is denoted as $h_c$. 


Writing that \( \Gamma \) vanishes yields, using Eq. (A.41) at first order:

\[
\phi h_c = \tan^{-1}\left( \frac{4\lambda f}{f^2 - 4\lambda^2} \right) + n\pi, \quad \text{for any } n.
\]  

\[
\text{(A.42)}
\]

Nikurashin and Ferrari (2010) found from linear regression that \( \lambda \sim 510^{-5} \) \( s^{-1} \sim f/2 \). This expression then becomes \( \phi h_c = n\pi/2 \), hence one finds:

\[
h_c = \frac{U_G^2 k_T}{2Nf}.
\]

\[
\text{(A.43)}
\]

The scale \( h_c \) is the vertical scale of the IOs. The IO amplitude decreases above \( h_c \) as the growth rate becomes negative. In our computations, \( h_c \) is close to 500 m for the \( L_2 \) cases, and to 800 m for the \( L_{1.2} \) cases.
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Recent studies suggest that internal lee waves generated by flows impinging on rough topography enhance turbulent kinetic energy dissipation in the abyssal ocean. Nikurashin and Ferrari (2010b) proposed from two-dimensional numerical simulations that the bottom intensification of turbulent kinetic energy dissipation may result from the dissipative interaction between internal lee waves and inertial oscillations. Here, we investigate energy pathways of internal lee waves in a similar setting in order to provide information for representing the impact of internal lee waves in ocean models. To this purpose, we perform a series of two-dimensional non-hydrostatic numerical simulations of a geostrophic flow over an idealized topography. We find that 10 to 30% of the radiated internal lee wave energy is dissipated in the water column, and that the dissipation is confined in a bottom layer of variable thickness, of at most 1000 m. Over the range of parameters studied, the vertically integrated turbulent kinetic energy dissipation rate typically reaches $\sim 20$ mW m$^{-2}$. We further show that the emergence of inertial oscillations results from nonlinear resonant interactions involving internal lee waves and therefore does not require dissipative processes. A prediction of the growth rate of the inertial oscillations is obtained from the theory of resonant interactions, with values of a few inertial periods, which compares well with the numerically computed values. Our results suggest that existing finescale parameterizations may miss a key feature of the fate of internal lee waves by not taking inertial oscillations into account.
1. Introduction

The Southern Ocean plays a key role in shaping global ocean circulation and stratification. Diapycnal mixing and wind driven upwelling bring deep waters to the surface where they are further transformed by mixed layer processes and air-sea exchanges (Sloyan and Rintoul 2001). In the ocean, a large fraction of the diapycnal mixing required to sustain the large scale overturning circulation is believed to be associated with internal wave breaking (Ferrari and Wunsch 2009). The internal wave field generally results from the radiation of baroclinic motions by winds and by barotropic tides but it has been suggested that the interaction of deep reaching geostrophic flows with rough topography could also provide an effective mechanism for generating internal waves (Polzin and Firing 1997). The generation mechanism is by essence similar to the emission of mountain waves in the troposphere, referred to as internal lee waves. To a good approximation, this emission process is well described by the linear theory of Bell (1975). Recent estimates of the energy flux radiated by internal lee waves in the ocean indicate that about 50% of the bottom conversion of internal lee waves occurs in the Southern Ocean (Nikurashin and Ferrari 2011) because of the strong deep flows associated with the Antarctic Circumpolar Current and of rough bathymetry. The numerical simulations performed by Nikurashin et al. (2012) suggest that a large fraction of the wave energy could be dissipated in the abyss and therefore contribute to diapycnal mixing.

For ocean climate models to reproduce ocean circulation adequately, a close attention should be paid to the parameterization of the divergence of buoyancy fluxes due to turbulent diapycnal mixing. In practice, turbulent diapycnal mixing in ocean models involves
a diapycnal diffusivity coefficient $K_{\rho}$ that varies in time and space. The overturning circulation simulated by ocean climate models is largely dependent on the prescribed spatial distribution of $K_{\rho}$ (Bryan 1987). As an example, diapycnal diffusivity in the deep Southern Ocean controls the lower-limb of the Southern Ocean overturning circulation (Ito and Marshall 2008). Arguably, predicting the fate of ocean circulation under changing climate conditions requires that the distribution of $K_{\rho}$ depends prognostically on the simulated circulation. Current practice for parameterizing turbulent diapycnal mixing due to internal waves is to compute $K_{\rho}$ from the turbulent kinetic energy (TKE) dissipation rate per unit mass $\varepsilon$ following Osborn (1980). This is expressed as

$$K_{\rho} = \frac{\gamma \varepsilon}{N^2}$$  \hspace{1cm} (1)

where $N$ refers to the local buoyancy frequency and $\gamma$ refers to the mixing efficiency, generally assumed to be constant.

The distribution of TKE dissipation rate associated with internal waves is generally computed with a formula equivalent to the empirical parameterization proposed by St. Laurent et al. (2002) for internal waves emitted by tidal motions, namely

$$\varepsilon = q \frac{E(x, y)F(z)}{\rho}$$  \hspace{1cm} (2)

where $E(x, y)$ is the energy flux radiated from the bottom topography, $q$ is the fraction of this energy flux that is assumed to be dissipated in the water column and $F(z)$ describes the vertical structure of TKE dissipation. Eq. (2) can equally be applied to internal waves emitted by subinertial flows, provided $E(x, y)$ is appropriately estimated (Melet et al. 2013; Saenko et al. 2012).
Whilst estimates of $E(x, y)$ can be obtained on the basis of the linear theory of internal lee wave (Scott et al. 2011; Nikurashin and Ferrari 2011), large uncertainties remain in the specification of $q$ and $F(z)$ in ocean models. Reducing these uncertainties is an important issue for ocean climate models as their response is generally very dependent on $F(z)$ (Melet et al. 2013, 2014). For internal tides, a promising approach has recently been proposed by Polzin (2009) on the basis of the Radiation Balance Equation. In this framework, $q$ and $F(z)$ can be predicted assuming that the turbulent cascade of kinetic energy toward small scale is driven by nonlinear interactions among internal waves with no effect of rotation.

The question of the fate of the internal wave energy radiated by geostrophic flows impinging on bottom topography in the Southern Ocean is largely open. As mentioned above, a key question is to know what fraction of this energy is eventually dissipated and where this dissipation occurs in the Southern Ocean. The approach proposed by Polzin (2009) for internal tides does not seem to be directly applicable to internal lee waves. Indeed, in its present form, this theory neglects rotation effects on wave-wave interactions and therefore cannot account for interactions involving inertial oscillations or quasi-inertial waves. However, in a series of recent papers, Nikurashin and Ferrari (2010a,b) showed from numerical simulations that internal lee waves can interact strongly with bottom intensified inertial oscillations. These inertial oscillations result from momentum flux from the lee waves and, once of finite amplitude, provide in turn favorable conditions for internal lee wave breaking, leading to an intensification of TKE dissipation. The underlying mechanisms involved in such interactions still have to be addressed.

The present study focuses on how inertial oscillations affect the energy pathways during the evolution of internal lee waves: we propose a mechanism leading to the growth of these
oscillations and, once these motions have reached a finite amplitude, we analyse the possible link between the vertical structure of the inertial oscillations and the TKE dissipation rate. We combine theory and numerical simulations in a vertical plane for this purpose, for the configuration proposed by Nikurashin and Ferrari (2010b). Practically, we aim at providing guidance for specifying appropriate $q$ and $F(z)$ for internal lee waves in the deep Southern Ocean.

The outline of the paper is as follows. Section 2 describes the physical set-up and numerical parameters and discusses the overall behavior of the flow. Section 3 provides evidence that inertial oscillations are generated through resonant triad interactions involving the lee wave field. The growth rate of the inertial oscillations is predicted in section 4 using a resonant interaction theory and compared to the values computed from the numerical simulations. Section 5 investigates systematically the relation between inertial oscillations and TKE dissipation over a range of physical parameters typical of Southern Ocean conditions. The implications and limitations of our results are discussed in section 6.

2. Physical configuration and numerical set-up

a. Physical configuration

We consider the simple flow configuration of Nikurashin and Ferrari (2010b) sketched in Fig. 1. It consists of a uniform flow of amplitude $U_G = 0.1$ m s$^{-1}$ flowing over a sinusoidal topography of form $h(x) = h_T \cos(2\pi x/l_T)$, where $h_T$ takes the values 20 m, 40 m and 80 m and $l_T$ is equal to either 1200 m or 2000 m.
The wavelength $l_T$ is also the horizontal extent of the numerical domain, denoted $L$. The configuration is two-dimensional, in the $x - z$ plane. The buoyancy frequency $N$ is uniform with value $10^{-3} \text{ s}^{-1}$. The Coriolis frequency $f$ is equal to $10^{-4} \text{ s}^{-1}$, except in two runs discussed in sections 4 and 5 in which $f$ is doubled.

**b. Numerical set-up**

In order to study the interaction between Internal Lee Waves (ILWs) and Inertial Oscillations (IOs), we use Symphonie NH, a non-hydrostatic regional ocean model which solves the non-hydrostatic Boussinesq equations (Auclair et al. 2011). Periodic boundary conditions are used along the $x$-direction. The bottom boundary conditions are set either to free slip or to partial slip with a bottom roughness of 1 mm. The flow is initiated from a state of rest. The horizontal velocity component is then forced through a body force $fU_G$ in the meridional momentum equation. During the first 24 h, the flow field is relaxed towards the desired value of $U_G$ with a time-scale of 3 h, to avoid spurious oscillations during model spin-up (Nikurashin and Ferrari 2010b). After 24 h, the integration is carried out for 15 days, so as to reach a statistically steady state.

The numerical grid has a fixed spacing in the horizontal ($\Delta x = 12.5 \text{ m}$) and uses a topography-following ($\sigma$-) coordinate along the vertical direction. To avoid wave reflection from the upper boundary, we apply a damping layer of thickness 5000 m starting at 2000 m above the bottom. Hence the height of the physical domain, denoted $H$, is 2000 m. In the damping layer, grid spacing is stretched from about 5 m to about 300 m in equivalent $\Delta z$, and the viscosity and diffusivity are increased in proportion with the vertical grid spacing.
The viscosity and diffusivity are respectively set to $10^{-2}$ and $10^{-3}$ m$^2$ s$^{-1}$ below the damping layer. The numerical and physical parameters of the numerical simulations are summarized in Table 1.

c. Overall flow behavior

Basic features of the flow behavior are illustrated in Fig. 2, at two successive times. After one inertial period (Fig. 2 top panel), quasi-linear internal lee waves have been radiated and propagate upwards. Over the range of parameters studied, the topography is subcritical, namely the slope of wave propagation exceeds the slope of the topography. After seven inertial periods (Fig. 2 bottom panel), wave breaking occurs at the bottom of the domain, below 1000 m. As we shall see in section 3, IOs amplify through nonlinear wave-wave interactions.

In the following, we decompose the flow into three components, namely the geostrophic flow, the IOs and the ILWs. The geostrophic flow is set to the constant value of $U_G = 0.1$ m s$^{-1}$, along the $x$-direction. In the horizontally periodic case we are considering in this paper, IOs are internal waves of frequency $f$; their horizontal scale is therefore infinite, but their vertical scale is finite and arbitrary. Hence the IO velocity field may be considered as depending upon height and time only. This motion is defined as: $U_{IO}(t,z) = \overline{u(x,z,t)} - U_G$, where $\overline{(.)}$ denotes a horizontal average. Finally, the internal waves are defined as $U_{ILW}(x,z,t) = u(x,z,t) - U_G - U_{IO}(t,z)$, hence the internal lee wave field has a zero horizontal average by definition, which is consistent with the periodic boundary conditions.

Figure 3 displays the vertical profile of the IO amplitude (Fig. 3 top panel) and of the...
TKE dissipation rate (Fig. 3 bottom panel) at the end of the simulations for the $L_2-f_s$ cases. Both quantities are clearly enhanced near the topography for $h_t \geq 40$ m. Using Eq. (1), $N = 10^{-3} \text{s}^{-1}$ and assuming $\gamma = 0.2$, the TKE dissipation rate averaged over the lower 500 m in simulation $H_{S0} L_2-f_s$ yields a vertical diffusivity of about $\sim 4.10^{-3} \text{m}^2 \text{s}^{-1}$. This value is consistent with the findings of Nikurashin et al. (2012) and is only slightly above the range of TKE dissipation rate in the deep Southern Ocean inferred from vertical microstructure profilers (Waterman et al. 2014; Garabato et al. 2004). Such a level of diapycnal mixing could have a notable impact on the lower limb of the Southern Ocean overturning (Ito and Marshall 2008).

Figure 3 also suggests possible correlation between the IO and TKE dissipation rate profiles. This led Nikurashin and Ferrari (2010b) to propose that TKE dissipation takes place at locations of strong IO amplitude. The next two sections aim at identifying the mechanisms at the origin of the IO growth and to quantify the growth rate.

3. A mechanism of resonant triad interaction

In the previous section, we have seen that inertial oscillations emerge during the evolution of the flow. In this section, we provide evidence that the growth of inertial oscillations results from resonant triad interactions among internal waves. This can be rationalized within the frame of the resonant interaction theory (RIT) (Phillips 1967). It can be shown from this theory that significant energy exchanges among a wave triad can only occur if the wavevectors and frequencies satisfy specific relations. Under such conditions, the wave triad is said to be resonant. In what follows, we predict all possible resonant triads that involve the inertial
oscillations and the internal lee waves.

Since intrinsic wave frequencies are involved in the RIT, the theory is applied here in a frame of reference attached to the geostrophic current $U_G$. We recall that lee waves are steady in the frame of reference attached to the topography, namely their absolute frequency vanishes. In the following, the word frequency refers to the intrinsic frequency.

a. Resonant interactions involving inertial oscillations and internal lee waves

Three internal waves are involved in a resonant triad if the algebraic sum of their frequencies and the sum of their wave vectors amounts to zero. Assuming two of these waves are the ILW and the IO and denoting the third wave with a $*$ subscript, these conditions are expressed as:

\begin{align}
\sigma_{ILW} k_{ILW} + \sigma_* k_* + \sigma_{IO} k_{IO} &= 0 \\
\sigma_{ILW} \omega_{ILW} + \sigma_* \omega_* + \sigma_{IO} \omega_{IO} &= 0
\end{align}

where the subscripts refer to the different waves, $\sigma = \pm 1$, $k = (k, m)$ is the wave vector (in the present two-dimensional case) and $\omega$ the intrinsic frequency. We assume that $\omega$ is positive implying that the $\sigma$ coefficients cannot be of the same sign. Along with the three dispersion relations, one gets 6 equations for 9 variables. Depending on the choice of $(\sigma_{ILW}, \sigma_*, \sigma_{IO})$, several triads, involving different waves, can arise. We assume that the wave of largest amplitude is the internal lee wave. Since this wave has the same spectral properties throughout the different triads, the triads can be considered as independent (Chow et al. 1996).

Let us first consider that $-\sigma_{ILW} = \sigma_{IO} = \sigma_* = 1$. The problem is closed by expressing
that the ILW parameters verify:

\[ k_{ILW} = k_T \]  
\[ \omega_{ILW} = U_G k_T \]

and by writing that the IOs are homogeneous in the horizontal plane:

\[ k_{IO} = 0. \]  
\[ \omega_{IO} = f \]

Since we also know that \( \omega_{IO} = f \), the problem boils down to 5 equations and 5 unknown variables \((m_{ILW}, m_{IO}, k_*, m_*, \omega_*)\):

\[ -k_{ILW} + k_* + k_{IO} = 0 \]  
\[ -m_{ILW} + m_* + m_{IO} = 0 \]  
\[ -\omega_{ILW} + \omega_* + \omega_{IO} = 0 \]  
\[ \omega_*^2 = \frac{N^2 k_*^2 + f^2 m_*^2}{k_*^2 + m_*^2} \]  
\[ \omega_{ILW}^2 = \frac{N^2 k_{ILW}^2 + f^2 m_{ILW}^2}{k_{ILW}^2 + m_{ILW}^2} \]

Solving these equations leads to the following solution. For the ILW field, we get:

\[ k_{ILW} = k_T \]  
\[ \omega_{ILW} = U_G k_T \]  
\[ m_{ILW} = -k_T \sqrt{\frac{N^2 - (U_G k_T)^2}{(U_G k_T)^2 - f^2}} \]

where we chose \( m_{ILW} < 0 \) to ensure that the ILWs radiate energy away from topography.
For the third wave of the triad, we get:

\[ k_* = k_T \]  \hspace{1cm} (8a)
\[ \omega_* = U_G k_T - |f| \]  \hspace{1cm} (8b)
\[ m_* = \pm k_T \sqrt{N^2 - (U_G k_T - |f|)^2} \]  \hspace{1cm} (8c)

It is important to recall that this internal wave can only exist provided \(|f| < U_G k_T - |f| < N\).

We notice from Eq. (8c) that the sign of \(m_*\) is not determined implying that the \(*\) wave can radiate in both vertical directions. The vertical wavenumber of the IOs is inferred from the relation \(m_{IO} = m_{ILW} - m_*\), implying that the spectral parameters of the IOs are:

\[ k_{IO} = 0 \]  \hspace{1cm} (9a)
\[ \omega_{IO} = |f| \]  \hspace{1cm} (9b)
\[ m_{IO} = -k_T \sqrt{N^2 - (U_G k_T)^2} \pm \sqrt{N^2 - (U_G k_T - |f|)^2} \]  \hspace{1cm} (9c)

The case \(\sigma_{ILW} = \sigma_* = -\sigma_{IO} = 1\) is equivalent to the case described above.
Finally, the case $\sigma_{ILW} = -\sigma_\ast = \sigma_{IO} = 1$ yields:

\begin{align}
  k_{ILW} &= k_T \
  \omega_{ILW} &= U_G k_T \
  m_{ILW} &= - \sqrt{\frac{N^2 - (U_G k_T)^2}{(U_G k_T)^2 - f^2} k_T} \
  k_\ast &= k_T \
  \omega_\ast &= U_G k_T + |f| \
  m_\ast &= \pm \sqrt{\frac{N^2 - (U_G k_T + |f|)^2}{(U_G k_T + |f|)^2 - f^2} k_T} \
  k_{IO} &= 0 \
  \omega_{IO} &= |f| \
  m_{IO} &= -k_T \left( \sqrt{\frac{N^2 - (U_G k_T)^2}{(U_G k_T)^2 - f^2}} \pm \sqrt{\frac{N^2 - (U_G k_T + |f|)^2}{(U_G k_T + |f|)^2 - f^2}} \right). \tag{10i}
\end{align}

In short, two possibilities arise for the frequency of the third wave ($\omega_\ast = U_G k_T \pm |f|$), and for each case two possibilities arise for the sign of the vertical wavenumber of the third wave ($m_\ast$), and hence for the value of $m_{IO}$. Therefore, four possibilities arise for the vertical wavenumber of the IO.

These triads can in turn be involved in higher order interactions. For instance, the interaction between an IO and a $\ast$ wave of frequency $U_G k_T - |f|$ may give rise to a new wave of frequency $U_G k_T - 2|f|$. More generally, energy transfers occur along a discrete spectrum of frequencies $U_G k_T + nf$, where $n$ is an integer (positive or negative) which must satisfy

\begin{equation}
  1 - \frac{U_G k_T}{|f|} < n < \frac{N}{|f|} - \frac{U_G k_T}{|f|}. \tag{11}
\end{equation}

expressing that these frequencies lie in the range of internal wave frequencies.
b. Evidence of resonant triads from spectral analysis

Figure 4 is a frequency spectrum of the vertical velocity $w$ for simulation $H_{20}L_2$. This spectrum is computed in a frame of reference moving at speed $U_G$ since intrinsic frequencies are to be detected. The straight line is the confidence level at 99%, implying that the spectrum significantly departs from red noise when it exceeds this line.

Several peaks clearly emerge from the power spectrum, which are comprised between $|f|$ and $N$. Two of them are associated with the ILW frequency ($\omega = U_Gk_T$) and with the IOs ($\omega = |f|$). One would expect the sum and difference of these two peaks ($\omega = U_Gk_T \pm |f|$) to be dominant as well but only the difference of these frequencies appears, for a reason explained in the next section. A peak at frequency $U_Gk_T + 2|f|$ also emerges. No general conclusion about the presence of this peak can be drawn however since, depending upon the computation we analyzed, peaks at frequency $U_Gk_T + 3|f|$ or $U_Gk_T + 4|f|$ may instead (or also) be visible. But this clearly attests of the presence of higher order triads. Note that the frequency $U_Gk_T - 2|f|$ is not present, very likely because its value for this computation is very close to the lower bound of the ILW frequency, equal to $|f|$.

4. Growth rate of inertial oscillations

a. Expression of the growth rate of inertial oscillations

Evolution equations can be inferred from the RIT for the amplitude of the waves involved in a resonant triad (see Koudella and Staquet 2006 for instance). This evolution occurs on a slow time scale, $t_1 = st$ say, where $s \ll 1$ is a normalized amplitude of the waves at the
initial time (such as the initial wave steepness). When one wave in the triad is of much larger amplitude than the other two (all waves being of very small amplitude, a basic assumption of the RIT), this large amplitude wave can be assumed to be steady over the time scale $t_1$. This permits the linearization of the evolution equations, from which the solution for the two smaller amplitude waves can be inferred. The latter waves either exchange energy within the triad over a periodic cycle, implying that their amplitude remains bounded, or their amplitude can grow exponentially, the largest amplitude wave feeding them. We consider the resonant triad made of the ILW, assumed to have the largest amplitude, the IOs and the * wave introduced in the previous section. In an inviscid fluid, the oscillatory or exponential behavior depends upon the sign of the parameter $\Gamma^2$ defined by:

$$\Gamma^2 = \left(\frac{A_{ILW}}{2}\right)^2 S_* S_{IO}$$  \hspace{1cm} (12)

where $A_{ILW}$ is the amplitude of the internal lee wave, and $S_*$ and $S_{IO}$ are interaction coefficients of the * and IO waves, respectively, with the ILW. The expression of these coefficients is:

$$S_* = \frac{\sigma_{ILW}\sigma_{IO}}{2K_2^2\omega_*} \left[ \omega_* (K_{ILW}^2 - K_{IO}^2) + N^2 k_* (k_{ILW} - k_{IO}) + f^2 m_* (m_{ILW} - m_{IO}) \right] \left( m_{IO} k_{ILW} - m_{ILW} k_{IO} \right)$$  \hspace{1cm} (13a)

$$S_{IO} = \frac{\sigma_{ILW}\sigma_{IO}}{2K_2^2\omega_{IO}} \left[ \omega_{IO} (K_{ILW}^2 - K_*^2) + N^2 k_{IO} (k_{ILW} - k_*) + f^2 m_{IO} (m_{ILW} - m_*) \right] \left( m_* k_{ILW} - m_{ILW} k_* \right)$$  \hspace{1cm} (13b)

with $K_i = |k_i|$. When $\Gamma^2 > 0$, namely $S_* S_{IO} > 0$, the IO and the * waves grow exponentially at rate $\Gamma$, implying that the ILW is unstable in the inviscid limit. When $\Gamma^2 < 0 (S_* S_{IO} < 0)$, the ILW is stable.
b. Validation with numerical simulations

For the range of parameters we use, $\Gamma^2 > 0$ only for the two triads involving the $*$ wave of frequency $U_G k T - |f|$ (these triads differ by the value of $m_{IO}$). This is valid for all simulations except for those with $f = 2.10^{-4}$ s$^{-1}$, since $U_G k T - |f| < |f|$ in this case.

The finding of these triads is consistent with Hasselman’s criterion (Hasselmann 1967), which states that a primary wave is unstable if it has the highest frequency in the triad. Hence, the internal lee wave, of frequency $U_G k T$, is unstable for a triad involving the IO and the $*$ wave at $U_G k T - |f|$, but stable for a triad involving the IO and the $*$ wave at $U_G k T + |f|$. (Hasselman’s criterion can actually be shown to be equivalent to $S_* S_{IO} > 0$.)

In the former triad energy is continuously transferred from the ILW to the IO and the $*$ wave, whereas in the latter triad periodic energy exchange takes place between the three waves. This entails that although both types of triads are expected to have a signature in the frequency spectrum displayed in Fig. 4, only the triad involving the $*$ wave with frequency $U_G k T - |f|$ is dominant.

For initial times, one can compare the predicted growth rate $\Gamma$ with the growth rate of the IOs in the simulations. Note that theoretical values for the inviscid growth rate, defined by Eq. (12), will be used. The damping effect due to dissipative processes adds indeed a term of the form $\nu (1 + 1/Pr) k^2 T (N/(U_G k T - |f|))^2$ in the expression of $\Gamma$ (see Koudella and Staquet (2006)), which can quite be neglected in the present case. Figure 5 displays the temporal evolution of the IOs at 100 m above the topography, in log-lin coordinates for the simulations of Table 1 at frequency $f$. The spin-up of the simulations, during the first 24 hours, is kept on the figure for clarity. Since the RIT predicts an exponential growth of the
IOs, a log-lin representation of their temporal evolution should exhibit a straight line at early times. The theoretical prediction for each case is shown, permitting comparison between the simulations and the RIT. Since the theory predicts growth rates of similar values when the sign of \( m^* \) is changed, only the values associated with negative \( m^* \) are shown for clarity.

Figure 5 shows that the IO amplitude does display an initial growth, before a quasi-steady state is reached when the topography amplitude is equal to 40 m or 80 m. This quasi-steady state will be further discussed in section 5. For \( h_T = 20 \) m, the IOs keep growing over the whole duration of the simulation. For \( h_T \geq 40 \) m, some simulations exhibit a slope change during the IO growth, which might be due to the presence of several triads at work before being dominated by the triads we identified. The theoretical growth rate is therefore indicated with a straight line for each case during the final growth regime, before the quasi-state is reached. Note that the position of these straight lines for the \( h_T = 20 \) m simulations is somewhat arbitrary since the quasi-steady state has not been reached yet. Overall, the theoretical values of the growth rates appear to agree well with the numerical values.

c. Vertical propagation of inertial oscillations

From the discussion at the beginning of the previous section, we only consider the two triads involving the ILW, the IO and the * wave with frequency \( U_G k_T - |f| \). These triads differ by the expression of the IO vertical wavenumber:

\[
m_{IO} = -k_T \left( \sqrt{\frac{N^2 - (U_G k_T)^2}{(U_G k_T)^2 - f^2}} \pm \sqrt{\frac{N^2 - (U_G k_T - |f|)^2}{(U_G k_T - |f|)^2 - f^2}} \right),
\]  

(14)
from where the expression of the vertical phase speed of the IO can be computed \((c_z|_{IO} = f/m_{IO})\). For our range of parameters, \(m_*m_{IO}\) is negative, meaning that a \(\ast\) wave that propagates energy upwards \((m_* < 0)\) is associated with an IO that propagates phase upwards \((m_{IO} > 0)\), and conversely.

Figure 6 displays a time-height diagram of the horizontal velocity of the IO component for simulation \(H_{20}L_2\). The IOs propagate upwards, the vertical phase speed of the upward propagating IO predicted by RIT is indicated with a black line for comparison. A very good agreement is observed below 1000 m or so, where the IO amplitude is the largest. As discussed above, downward propagating IOs \((m_{IO} < 0)\) are also predicted by the theory, which do not appear in the numerical solution. One possible explanation is that the latter wave is of smaller scale than the upward propagating wave and therefore more prone to dissipation \((2\pi/|m_1|\) is equal to 240 m for the downward wave and to 1015 m for the upward wave). Indeed, the viscous time scale associated with the downward wave is close to 2 inertial periods, against 40 inertial periods for the upward wave, which may account for its absence (or insignificance).

d. **On the role of dissipation in the growth of inertial oscillations**

Nikurashin and Ferrari (2010b) also predicted that inertial oscillations should grow due to nonlinear interactions with internal lee waves. Yet dissipation is essential in their asymptotic theory, whereas the resonant interaction framework does not require any dissipation.

The work of Nikurashin and Ferrari (2010b) relies on the theoretical assumption that the geostrophic and IO velocity fields are present at zero order in an expansion of the total
velocity field in terms of the steepness of the ILW, assumed to be small. This means that
the IO amplitude is large compared to that of the wave field (but may be small compared
to the parameter \( f/k_T \)). Consistently, the IOs contribute to the ILW generation at the
topography, along with the geostrophic flow. These assumptions are quite valid at later
times in the flow development, when dissipative effects have had time to influence the ILW
dynamics. Damping is indeed required to have a non vanishing momentum flux divergence
of the ILWs, which forces the IOs.

By contrast, in the resonant interaction framework considered in the present paper, the
amplitude of the internal lee waves is assumed to be much larger than that of the other
waves involved in the triads, which include the IOs. Consequently, the IOs do not have any
impact on the emission of ILWs at topography. Also, inherent to the resonant interaction
theory, dissipative effects do not play any role in the IO growth.

It follows that the two approaches do not contradict each other but apply at different
times. The resonant interaction theory accounts for the growth of inertial oscillations from
background noise with no role of dissipative effects, while the theory by Nikurashin and
Ferrari (2010b) describe later times when the IO amplitude has become of leading order
relative to the ILW amplitude, with the latter amplitude being damped by dissipative effects.
5. Relationship between inertial oscillations and turbulent kinetic energy dissipation

As found by Nikurashin and Ferrari (2010b) and shown in Fig. 5, the IO growth for $h_T \geq 40$ m is followed by a state where the IO amplitude is quasi-steady. This state will be referred to as saturated. The purpose of this section is to investigate whether some link can be found between the IOs and the TKE dissipation rate during the saturated state: is the IO amplitude large when and where TKE dissipation is large as well? Of course, the adjective large has to be specified. Our ultimate objective is to know whether knowledge on the TKE dissipation rate can be inferred from that on the IO field if measurements of the latter field could be made in the deep ocean.

a. Temporal evolution of the inertial oscillations and of the TKE dissipation rate in the numerical simulations

Figure 7 displays for comparison the temporal evolution of the IO field at 100 m above topography (top) and of the TKE dissipation rate integrated over 2000 m (bottom) for all $f-$simulations. Simulations where $f$ is doubled are not present since the IOs hardly grow in these simulations.

The top frame displays the same data as in Fig. 5, in which the IO growth regime was analysed. We now focus on the saturated state. The IO amplitude during this state is all the larger the higher the topography. The boundary condition at the topography (free-slip or partial-slip) does not appear to have any influence on the value of the saturated IO amplitude.
By contrast, the wavelength of the topography has a major impact on this value, a smaller wavelength, associated with higher frequency waves, promoting higher amplitude IOs. As a result, the saturated value of the IO amplitude appears to be sensitive to the parameters in the simulations, reaching values ranging from 0.08 m s\(^{-1}\) to 0.18 m s\(^{-1}\), namely from half to twice the value of the geostrophic current.

As for the TKE dissipation rate (bottom frame), it increases slowly with time when \(h_T = 20\) m and, like the IO amplitude, does not reach saturation within the time of the simulations. By contrast, for \(h_T \geq 40\) m, a quasi-steady state is reached after a few inertial periods, the TKE dissipation rate slightly decreasing with time during this regime. Like the IO saturated amplitude, the TKE dissipation rate does not depend upon the boundary condition at the topography and is all the stronger the higher the topography, as expected. As opposed to the IOs however, the saturated value of the TKE dissipation rate does not depend upon the wavelength of the topography.

b. Amplitude of the inertial oscillations and of the TKE dissipation rate

The purpose of this section is to evaluate whether some correlation can be detected between the IO amplitude and the TKE dissipation rate during the saturated state. To make these quantities comparable, we scale the TKE dissipation rate with the bottom energy conversion rate (averaged over one ILW period) \(P_{up}\). As for the IO field, we convert this field into energy per unit mass, \(E = \frac{1}{2}U_I^2\), which we scale with the energy radiated by the ILW during one period \(P_{up}/(2\pi/|f|)\).

Figure 8 shows a scatter plot of these two non dimensional quantities integrated over
the physical domain and averaged from 12 to 15 inertial periods. Simulations leading to the prediction of a growth rate corresponding to a time smaller than 3 inertial periods are indicated with a filled marker (grey or black). For simulations with empty markers, this time is larger than 10 inertial periods. Simulations with $\Gamma^2 < 0$ are displayed with $+$ and $\times$ signs.

As expected from the top frame of Figure 7, the amount of ILW energy transferred to the IO field is weak over one inertial period for $h_T = 20$ m, less than 20%. For $h_T$ larger than 40 m by contrast, 30 to 70% of the energy radiated by the ILW over an inertial period is converted to IO energy. As for the volume-averaged TKE dissipation rate, when $h_T \geq 40$ m, its value during the saturated state is comprised between 10 to 30% of the bottom energy conversion. It is noteworthy that similar ratios of dissipated to emitted energy have been observed in the ocean (Sheen et al. 2013; Brearley et al. 2013).

We finally note that, for a given wavelength of the topography, the IO amplitude grows with the TKE dissipation rate, suggesting some relation between these two quantities.

c. Vertical structure of the inertial oscillations and of the TKE dissipation rate

Figures 9 top and bottom panels display the vertical profiles of the IO amplitude and of TKE dissipation rate, respectively. These profiles show that the fields are clearly enhanced near topography, systematically under 1000 m. To estimate more precisely whether the height below which the IOs are enhanced is correlated with the height below which the TKE dissipation rate is enhanced for a given simulation, we carry out the following quantitative analysis. We compare each IO and TKE dissipation rate profile, averaged from 12
to 15 inertial periods, with an analytical profile $g(z_c, z_w, g_0, z)$ designed so as to optimize its correlation with the numerical profile. The analytical profile consists of a piecewise linear function:

$$g(z) = \begin{cases} 
g_0 & \text{if } z = 0 \\
1 & \text{if } z = z_c - z_w \\
0 & \text{if } z \geq z_c
\end{cases}$$

where $z_c$ is the effective height above topography under which the field is confined, $z_w$ and $g_0$ are adjustment parameters.

As an example, Fig. 10 shows both the IO and TKE dissipation rate profiles averaged from 12 to 15 inertial periods for simulation $H_{40}L_2$, and the corresponding analytical profiles. From this comparison one gets the parameters $z_c$, $z_w$ and $g_0$ for the IO field and the TKE dissipation rate for each simulation. Our goal is to compare the effective heights $z_c$ obtained for the IOs and for the TKE dissipation rate, for each simulation.

Figure 11 is a scatter plot of the effective height of the IOs versus that of the TKE dissipation rate for all the simulations. The same symbols as in Fig. 8 are used. Little can be said for the empty markers and for + and x markers, that have such low amplitudes in one or both fields that the uncertainty of the effective height can be over 500 m. By contrast, the filled markers are well defined, and show that whereas the IO field effective height seems to be rather independent of the parameter range (as $z_c$ is around 1000 m for all simulations), no clear conclusion can be inferred for the TKE dissipation rate effective height. It does appear, however, that the TKE dissipation systematically occurs within the depth with strong inertial oscillations.
In conclusion, we have shown that, after several inertial periods, the IOs and TKE dissipation rate reach a quasi-steady state. Once this quasi-steady state is reached, the saturated IO amplitude shows a significant dependence on the parameter set and about 10 to 30% of the internal lee wave energy is dissipated in the water column. Our sensitivity study shows that simulations with strong IOs are systematically associated with strong TKE dissipation. However, the vertical profile of TKE dissipation appears not to be systematically correlated with the vertical profile of inertial oscillations.

6. Conclusion and discussion

This paper investigates the mechanisms involved in the energy pathways of internal lee waves generated by geostrophic flows over small scale topography in the setting first proposed by Nikurashin and Ferrari (2010b) with a combination of numerical simulation and analytical theory. We have confirmed that, in this two-dimensional setting, the evolution of internal lee waves involves significant energy exchanges with bottom intensified inertial oscillations. We have shown that these energy exchanges are due to nonlinear resonant interactions driven by the lee wave field. The parameter regime for which such interactions can occur is specified in section 3. We used the resonant interaction theory to describe the growth rate of the inertial oscillations produced through this interaction. The theoretical prediction of the growth rate compares well with the numerically computed values. Furthermore, the numerical simulations show that after this initial growth, a saturated (or equilibrium) state can be reached. Once saturation is reached, most of the TKE dissipation is confined to a bottom layer. Over the range of parameter studied, the thickness of this layer is at
most 1000 m, but no straightforward relation to external parameters has been found. Our
results also indicate that once saturation is reached, about 10 to 30% of the internal lee
wave kinetic energy is dissipated locally in the water column for our range of parameters.
These results provide information for estimating the fraction of local TKE dissipation \( q \) and
the vertical structure function \( F(z) \) of diapycnal mixing due to internal lee waves in model
parameterizations based on Eq. (2) (St. Laurent et al. 2002).

There is a significant body of literature aiming at predicting TKE dissipation from the
physical properties of flows at large scales. In particular, *finestyle parameterizations* aim
to infer TKE dissipation at microscale (<1m) from measurements at finestyle (∼10−100
m) on the basis of spectral properties of wave-wave interactions. But existing finestyle pa-
rameterizations (as described by Polzin et al. 2013) do not account for the interaction of
internal lee waves with inertial oscillations. Indeed, in such parameterizations it is usually
assumed that the turbulent cascade is driven by wave-wave interactions not subject to ro-
tation. As we have seen here in a rotating frame, the non-linear interaction of internal lee
waves with inertial oscillations is critical to setting the energy spectrum. Our work suggests
that finestyle parameterizations should describe wave-wave interactions without assuming
zero rotation. We conclude that existing finestyle parameterizations might not capture the
physics governing TKE dissipation in the particular setting discussed in this paper. This
limitation should be counted among the possible explanations for the mismatch between
estimates of TKE dissipation based on finestyle parameterizations and direct measurements
at microscale observed during SOFINE field campaign and discussed in Waterman et al.
(2014).

It should be clearly stated that there are so far no evidence from observations that
the emission of inertial oscillations we discuss in this paper is actually taking place in the
Southern Ocean. To our knowledge, there is as yet no discussion of the presence of inertial
oscillations in the abyssal Southern Ocean in the literature. Direct measurements of the
amplitude of inertial oscillations in the deep Southern Ocean could help at evaluating the
relevance of the mechanism discussed herein.
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1 Summary of the simulations. $L$ is the horizontal length of the numerical domain, $h_T$ is the height of the topography and $f$ is the Coriolis parameter. Either partial-slip or free-slip boundary conditions are used at the topography for the velocity field. The other physical and numerical parameters are the same for all simulations and described in Section 2.
Table 1. Summary of the simulations. $L$ is the horizontal length of the numerical domain, $h_T$ is the height of the topography and $f$ is the Coriolis parameter. Either partial-slip or free-slip boundary conditions are used at the topography for the velocity field. The other physical and numerical parameters are the same for all simulations and described in Section 2.

<table>
<thead>
<tr>
<th>Name</th>
<th>$L$</th>
<th>$h_T$</th>
<th>$f$</th>
<th>Bottom condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_{20}L_2$</td>
<td>2km</td>
<td>20 m</td>
<td>$1.10^{-4}$ s$^{-1}$</td>
<td>Partial-slip</td>
</tr>
<tr>
<td>$H_{40}L_2$</td>
<td>2km</td>
<td>40 m</td>
<td>$1.10^{-4}$ s$^{-1}$</td>
<td>Partial-slip</td>
</tr>
<tr>
<td>$H_{80}L_2$</td>
<td>2km</td>
<td>80 m</td>
<td>$1.10^{-4}$ s$^{-1}$</td>
<td>Partial-slip</td>
</tr>
<tr>
<td>$H_{20}L_2-fs$</td>
<td>2km</td>
<td>20 m</td>
<td>$1.10^{-4}$ s$^{-1}$</td>
<td>Free-slip</td>
</tr>
<tr>
<td>$H_{40}L_2-fs$</td>
<td>2km</td>
<td>40 m</td>
<td>$1.10^{-4}$ s$^{-1}$</td>
<td>Free-slip</td>
</tr>
<tr>
<td>$H_{80}L_2-fs$</td>
<td>2km</td>
<td>80 m</td>
<td>$1.10^{-4}$ s$^{-1}$</td>
<td>Free-slip</td>
</tr>
<tr>
<td>$H_{20}L_{1.2}$</td>
<td>1.2km</td>
<td>20 m</td>
<td>$1.10^{-4}$ s$^{-1}$</td>
<td>Partial-slip</td>
</tr>
<tr>
<td>$H_{40}L_{1.2}$</td>
<td>1.2km</td>
<td>40 m</td>
<td>$1.10^{-4}$ s$^{-1}$</td>
<td>Partial-slip</td>
</tr>
<tr>
<td>$H_{80}L_{1.2}$</td>
<td>1.2km</td>
<td>80 m</td>
<td>$1.10^{-4}$ s$^{-1}$</td>
<td>Partial-slip</td>
</tr>
<tr>
<td>$H_{40}L_2-2f$</td>
<td>2km</td>
<td>40 m</td>
<td>$2.10^{-4}$ s$^{-1}$</td>
<td>Partial-slip</td>
</tr>
<tr>
<td>$H_{80}L_2-2f$</td>
<td>2km</td>
<td>80 m</td>
<td>$2.10^{-4}$ s$^{-1}$</td>
<td>Partial-slip</td>
</tr>
</tbody>
</table>
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1 Numerical setting. A uniform geostrophic current $U_G$ flows over a sinusoidal topography ($k_T, h_T$) in a two-dimensional domain with horizontal periodic boundary conditions. Internal lee waves are emitted, as sketched by dashed phase lines, which are damped in a sponge layer of thickness 5000 m starting at 2000 m above topography. 34

2 Snapshots of the vertical velocity for experiment $H_{40}L_2$ after one inertial period (top) and after 7 inertial periods (bottom). The same colorbar is used for the two panels, but the maximum value is about three times higher in the bottom than in the top panel. Note the quasi-linear regime in the top panel and the strongly nonlinear regime in the bottom one. 35

3 Vertical structure of (top) the IO amplitude and (bottom) the TKE dissipation rate, averaged from 12 to 15 inertial periods. The latter quantity is computed by interpolating the $\sigma-$coordinate velocity field to $z-$coordinates before performing a horizontal average. For clarity, only the $L_2-fs$ simulations are shown. Note the logarithmic scale on the $x$-axis. 36
Variance preserving power spectrum of $w$ for experiment $H_{20}L_{2}$, near 600 m above the topography, computed in a frame of reference moving with the geostrophic velocity $U_G$. The straight line is the confidence level at 99% implying that the spectrum significantly departs from red noise when it exceeds this line. The inertial and buoyancy frequencies and the frequencies predicted by the resonant interaction theory are indicated with a vertical dashed-dotted line.

Temporal evolution of the IOs at 100 m above topography in log-lin coordinates for simulations described in Table 1. For clarity, the $H_{20}L_{2}$, $H_{40}L_{2}$ and $H_{80}L_{2}$ curves are shifted down by one decade along the vertical whereas the $H_{20}L_{1.2}$, $H_{40}L_{1.2}$ and $H_{80}L_{1.2}$ curves are shifted down by two decades. This permits to display the value of the growth rate predicted by the resonant interaction theory (Eq. (12)) for each simulation (continuous line). The IO signal was processed through a Lanczos low-pass filter at cutoff frequency $f$.

Time-height diagram of the horizontal velocity of the inertial oscillations for $H_{20}L_{2}$-fs. The slope of the black line has the value of the vertical phase speed of the IOs, $f/m_{IO}$, with $m_{IO}$ derived from the resonant interaction theory for the triad involving a star wave of frequency $U_Gk_t - |f|$ (and $m_{IO} > 0$).
Temporal evolution of (top) the IO amplitude at 100 m above topography and (bottom) of the TKE dissipation rate integrated over the bottom 2000 m. The spin-up of the simulations, during which the mean flow grows from 0 to $U_G$ and IOs are explicitly damped, is not shown in the top panel. Note that the data displayed in the top frame are the same as those displayed in Fig. 5.

Scatter plot of the IO kinetic energy versus the TKE dissipation integrated over the domain and from 12 to 15 inertial periods. TKE dissipation is non-dimensionalized by the bottom energy conversion rate. IO kinetic energy is non-dimensionalized by the bottom conversion rate divided by an inertial period. Simulations leading to the prediction of a growth rate corresponding to a time smaller than 3 inertial periods are indicated with a filled marker (black or grey). For simulations with empty markers, this time is larger than 10 inertial periods. The + and × signs refer to simulations with $\Gamma^2 < 0$.

Vertical structure of (top) the IO amplitude and (bottom) the horizontally-averaged TKE dissipation rate. For all the simulations, the fields are averaged from 12 to 15 inertial periods.

Example of the analytical (dotted line) to simulated (full line) profile comparison for simulation $H_{40}L_2$ for (top) the IOs and (bottom) the TKE dissipation rate. The simulated profiles are averaged from 12 to 15 inertial periods.

Scatter diagram of the typical height of the IOs versus the typical height of the TKE dissipation. The meaning of the markers and signs is as in Fig. 8.
Fig. 1. Numerical setting. A uniform geostrophic current $U_G$ flows over a sinusoidal topography ($k_T, h_T$) in a two-dimensional domain with horizontal periodic boundary conditions. Internal lee waves are emitted, as sketched by dashed phase lines, which are damped in a sponge layer of thickness 5000 m starting at 2000 m above topography.
Fig. 2. Snapshots of the vertical velocity for experiment $H_{40}L_2$ after one inertial period (top) and after 7 inertial periods (bottom). The same colorbar is used for the two panels, but the maximum value is about three times higher in the bottom than in the top panel. Note the quasi-linear regime in the top panel and the strongly nonlinear regime in the bottom one.
Fig. 3. Vertical structure of (top) the IO amplitude and (bottom) the TKE dissipation rate, averaged from 12 to 15 inertial periods. The latter quantity is computed by interpolating the $\sigma-$coordinate velocity field to $z-$coordinates before performing a horizontal average. For clarity, only the $L_2-fs$ simulations are shown. Note the logarithmic scale on the $x$-axis.
Fig. 4. Variance preserving power spectrum of $w$ for experiment $H_{20}L_2$, near 600 m above the topography, computed in a frame of reference moving with the geostrophic velocity $U_G$. The straight line is the confidence level at 99% implying that the spectrum significantly departs from red noise when it exceeds this line. The inertial and buoyancy frequencies and the frequencies predicted by the resonant interaction theory are indicated with a vertical dashed-dotted line.
Fig. 5. Temporal evolution of the IOs at 100 m above topography in log-lin coordinates for simulations described in Table 1. For clarity, the $H_{20}L_2$, $H_{40}L_2$ and $H_{80}L_2$ curves are shifted down by one decade along the vertical whereas the $H_{20}L_{1.2}$, $H_{40}L_{1.2}$ and $H_{80}L_{1.2}$ curves are shifted down by two decades. This permits to display the value of the growth rate predicted by the resonant interaction theory (Eq. (12)) for each simulation (continuous line). The IO signal was processed through a Lanczos low-pass filter at cutoff frequency $f$. 
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Ondes de relief dans l’océan profond: mélange diapycnal et interactions avec les oscillations inertielles.

L’Océan Austral est une zone clé pour la circulation océanique tant à cause de l’intensité du courant circumpolaire antarctique qu’en tant que région de formation des masses d’eaux abyssales de l’océan global. Pour modéliser l’océan et prévoir les changements climatiques futurs, il est important de comprendre les processus de mélange diapycnal qui lient ces eaux abyssales aux couches supérieures.

Dans l’Océan Austral, des courants profonds et intenses s’écoulent sur une topographie accidentée, ce qui génère des ondes internes de relief très énergétiques. Actuellement, la dissipation de l’énergie induite par ces ondes de relief est la candidate principale pour expliquer les forts taux de mélange observés à ces latitudes. L’objet du présent travail de thèse est de comprendre comment les ondes internes de relief sont dissipées et affectent la circulation et le mélange diapycnal dans l’océan abyssal.

Nous examinons l’impact de ces ondes sur le mélange profond au moyen d’une combinaison d’expertise de terrain, de simulations non hydrostatiques bi-dimensionnelles et de calculs théoriques. Sur la gamme de paramètres étudiés, nous montrons, en présence des ondes de relief, une intensification du taux de dissipation d’énergie cinétique turbulente sur une profondeur de 1000 m au-dessus de la topographie, atteignant typiquement \( \sim 20 \) mW.m\(^{-2}\).

Nous montrons également comment les ondes participent à des interactions triadiques impliquant des oscillations inertielles qui sont amplifiées par interactions résonantes contrôlées par les ondes de relief. Finalement, nous préparons de futures études tri-dimensionnelles en concevant un cadre numérique et en décrivant des outils théoriques adaptés à ce problème. Nos résultats préliminaires en trois dimensions montrent que le confinement méridien de la topographie réduit significativement l’émission d’ondes internes de relief.

Mots-clefs Océanographie, ondes internes de relief, mélange diapycnal, dissipation d’énergie cinétique turbulente, interactions onde-onde, interactions onde-courant moyen

Internal lee waves in the abyssal ocean: diapycnal mixing and interactions with inertial oscillations.

The Southern Ocean plays a key role in global ocean circulation by connecting the major ocean basins with the intense Antarctic Circumpolar Current and as a formation region for abyssal water masses of the global ocean. Understanding the diapycnal mixing processes that link these abyssal waters to the overlying layers is essential both for ocean modelling and for predicting future climate change.

In the Southern Ocean, deep reaching currents impinge on rough topography and create highly energetic internal lee waves. The dissipation of the energy of these internal lee waves is the main candidate for explaining the high mixing rates between waters of different densities observed at these latitudes. The purpose of this study is to understand the fate of the internal lee wave energy and how it affects the circulation and diapycnal mixing in the abyssal ocean.

We first study the impact of internal lee waves on deep mixing with the combination of field expertise, two-dimensional non hydrostatic numerical simulations and theoretical developments. Over the range of parameters studied, an enhanced bottom turbulent kinetic energy dissipation is observed in the bottom 1000 m, typically reaching \( \sim 20 \) mW.m\(^{-2}\). We further show that internal lee waves undergo non-dissipative wave-wave interactions that can be rationalized as resonant triad interactions between the bottom emitted internal lee waves, inertial oscillations and linear combinations of these two waves.

We then build a three-dimensional model configuration and specific diagnostic methods that pave the way for future investigations in three dimensions. Preliminary results with the three-dimensional numerical configuration show that the meridional confinement of the topography notably reduces the emission of internal lee waves.

Keywords Oceanography, internal lee waves, diapycnal mixing, dissipation of turbulent kinetic energy, wave-wave interactions, wave-mean flow interactions