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Even if my PhD thesis only addresses environmental noise impact on human health, I want to put it in a wider context, the context of our era, our epoch: the Anthropocene. This term is not yet officially accepted by the geological community as a geological period. However, to anybody acknowledging the state of our common spaceship Earth, this word has a clear meaning. It is the epoch where the consequences of human activities are visible everywhere. Human activities have halved the world’s animal population. The climate, and thus the physical condition of life on our planet, is changing at an unprecedented speed. Oceans are acidifying to the point of putting in danger the life it contains, especially the unique coral reef ecosystems. New minerals are created and major substance cycles, such as nitrogen and phosphorus, are visibly modified. Wherever we look, the impacts of human activities dominate natural variations. The lights of the city replace the fireflies. Concrete spreads over the fields of past generations coveringproductive soils and pushing agricultural activities further away, leaving less and less space for wildlife. Noise is not an exception in the great picture of the Anthropocene. Soundscape ecologists have found human noise everywhere; anthropophony is taking over biophony and geophony. Chain saws and car alarms are more and more common in the songs of the lyrebirds.

The environmental conditions are changing for the worse. We are not only damaging ecosystems, but we are also damaging the ability of our planet to support our species. The Anthropocene is the epoch where a single species is crossing the planetary boundaries. In a few decades, humanity has passed from a world where the limits were so far that they were imperceptible to a world where the limits are so close that they define the possible space, narrower every day, in which our societies can move if they want to keep what is perceived as civilized state. The Anthropocene is about a world with physical limits, and for humanity, it is something new.

Despite scientific facts, neither societies, nor populations, nor economic thinking has yet to successfully grasp the multiple implications of this drastic change of perspective. Modern societies rely heavily on non-renewable resources and produce more pollution than the environment is able to absorb. For a large part, today’s thinkers are still using old models to think about the future or are taking refuge in the faith of an hypothetic technologic rescue. If scientists and facts are not able to weigh in the way we think and build the future, my generation will quickly face the unthought of, or worse, the unthinkable. The last generations, despite the efforts of many, did not drastically change the way humanity considers itself and its environment. We will not have the same luxury. The decades to come may be the most important in the evolutionary process of our civilization.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CF</td>
<td>Characterisation factor</td>
</tr>
<tr>
<td>DALY*</td>
<td>Disability-adjusted life year</td>
</tr>
<tr>
<td>DW</td>
<td>Disability weight</td>
</tr>
<tr>
<td>EF</td>
<td>Elementary flow</td>
</tr>
<tr>
<td>GIS</td>
<td>Geographical information system</td>
</tr>
<tr>
<td>HAP*</td>
<td>Highly annoyed person</td>
</tr>
<tr>
<td>HGV</td>
<td>Heavy goods vehicle</td>
</tr>
<tr>
<td>HSDP*</td>
<td>Highly sleep disturbed person</td>
</tr>
<tr>
<td>IRIS</td>
<td>Ilots Regroupés pour l'Information Statistique (Aggregated Units for Statistical Information)</td>
</tr>
<tr>
<td>LCA</td>
<td>Life cycle assessment</td>
</tr>
<tr>
<td>LCI</td>
<td>Life cycle inventory</td>
</tr>
<tr>
<td>LCIA</td>
<td>Life cycle impact assessment</td>
</tr>
<tr>
<td>LV</td>
<td>Light vehicle</td>
</tr>
<tr>
<td>NEPM</td>
<td>Noise emission and propagation models</td>
</tr>
<tr>
<td>pkm</td>
<td>Passenger-kilometre</td>
</tr>
<tr>
<td>SM</td>
<td>Surrogate model</td>
</tr>
<tr>
<td>tkm</td>
<td>Tonne-kilometre</td>
</tr>
<tr>
<td>vkm</td>
<td>Vehicle-kilometre</td>
</tr>
<tr>
<td>WHO</td>
<td>World Health Organization</td>
</tr>
</tbody>
</table>

*DALY, HAP and HSDP are acronyms. However, they are also used in this work as units for convenience and consistency. Therefore, it has been chosen not to agree these nouns in number as if they were unit symbols.
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Abstract

Noise affects human health, causing annoyance, sleep disturbance and increasing the risk of cardiovascular disease. The quantification of noise impacts highlights it as a public health problem for which road traffic is mainly responsible. Life cycle assessment (LCA) is a technique to assess the environmental impacts of a product, a service or a process. Despite taking into account many environmental problems, the impact of noise on human health is not yet properly taken into account in LCA. The aim of this PhD thesis is to integrate the impact of traffic noise on human health in the LCA framework.

The scientific elements of acoustics and epidemiology that allow this integration are presented. An analysis of the existing methods is conducted by applying them to a case study. This helps to understand the advantages and drawbacks of the different approaches while comparing the results they provide. A method to integrate the impact of road traffic noise on human health in the LCA framework is then proposed. The method is based on noise prediction software and data made available by the Directive 2002/49/EC. This makes it possible to establish, with great precision, characterisation factors (CFs) connecting elementary flows of the LCA inventory with an impact on human health.

The method is then applied to a sample of small geographic areas selected in the region surrounding the city of Lyon (France). The application of the method and the analysis of the results provides a multitude of information regarding the potential existence of a typology for spatial differentiation, the best form for the collection of noise information at the LCA inventory level, the spatial variability of the CFs and the uncertainties that may be associated with them. The CFs obtained show that integrating the impact of noise into LCA could double the impact of road transport on human health. This PhD thesis also identifies further potential research topics. Similar work needs to be done for other transport modes (mainly trains and airplanes) to allow for a fair comparison of different transport modes in LCA studies. Repeating this method in other geographical areas with other acoustic emission and propagation models and/or other noise prediction software would also help the generalisation of this work and the assessment of possible sources of uncertainties.
Résumé court

Le bruit affecte la santé humaine, provoquant de la gêne, des troubles du sommeil et augmentant le risque de crise cardiaque. Les quantifications de l’impact du bruit montrent que c’est un problème de santé publique et que le trafic routier en est majoritairement responsable. L’analyse du cycle de vie (ACV) est une méthode d’évaluation globale des impacts environnementaux d’un produit, d’un service ou d’un processus. Malgré la prise en compte de nombreux problèmes environnementaux, l’impact du bruit sur la santé humaine n’est pas encore correctement pris en compte dans l’ACV. L’objet de ce doctorat est d’intégrer dans l’ACV l’impact du bruit du trafic routier sur la santé humaine.


Résumé long

Le bruit affecte la santé humaine, provoquant de la gêne, des troubles du sommeil et augmentant le risque de risque cardiaque. Les quantifications de ce phénomène montrent qu’une large partie de la population est touchée et l’Organisation Mondiale de la Santé (OMS) considère le bruit environnemental comme un problème de santé publique. Lorsque l’on compare les différentes sources de bruit, on se rend compte que le trafic routier est responsable de la majeure partie des impacts sur la santé humaine.

L’analyse du cycle de vie (ACV) est une technique d’évaluation globale des impacts environnementaux d’un produit, d’un service ou d’un processus. Cette évaluation se fait sur l’ensemble du cycle de vie d’un produit, de l’extraction des matières premières à la fin de vie. Malgré la prise en compte de nombreux problèmes environnementaux, l’impact du bruit sur la santé humaine n’est pas encore correctement pris en compte par l’ACV. L’objet de ce doctorat est de permettre l’intégration dans l’ACV de l’impact du bruit du trafic routier sur la santé humaine.

Les différents éléments d’acoustique et d’épidémiologie qui permettent cette intégration sont d’abord présentés. Une analyse des méthodes existantes pour intégrer le bruit dans l’ACV est conduite en les appliquant à un cas d’étude. Cela permet de comprendre les avantages et inconvénients des différentes approches tout en comparant les résultats qu’elles fournissent. Une méthode pour intégrer l’impact du bruit du trafic routier sur la santé humaine dans l’ACV est ensuite proposée. Cette méthode repose sur les logiciels de prédiction acoustique et les données rendues disponibles par la directive 2002/49/CE.

L’impact sur la santé humaine peut être calculé en termes de personnes fortement gênées et de personnes ayant un sommeil très perturbé comme c’est traditionnellement le cas dans la majorité des études qui concernent l’impact sanitaire du bruit environnemental. L’impact peut également être quantifié en DALY. Le DALY (Disability Adjusted Life Years) est une unité de mesure communément utilisée par l’OMS et l’ACV pour quantifier les impacts sur la santé humaine. Il permet d’agréger en une seule mesure des impacts sévères, allant jusqu’à la mort prématurée d’un individu, avec des impacts bénins en utilisant un système de pondération. Cette unité est donc très pratique pour comparer différents problèmes sanitaires entre eux. Cependant, la quantification en DALY s’accompagne d’une plus grande incertitude que la quantification en termes de personnes fortement gênées ou de personnes ayant un sommeil très perturbé. C’est pourquoi il est utile de garder tous ces indicateurs.

Les différents impacts environnementaux sont obtenus lors du calcul d’une ACV en multipliant les flux élémentaires de l’inventaire par des facteurs de caractérisation (CFs). Un flux élémentaire est défini comme de la matière ou de l’énergie entrant dans le système étudié provenant de l’environnement ou de la matière ou de l’énergie libérée dans l’environnement par le système étudié. Il n’existe pas encore, dans la majorité des inventaires du cycle de vie, de flux élémentaires permettant l’intégration de l’impact du bruit sur la santé humaine. Une première possibilité est de se baser sur un flux élémentaire en véhicule-kilomètre (vkm) où un vkm est une unité de mesure correspondant au mouvement d’un véhicule sur un kilomètre. La deuxième approche est énergétique : au lieu de se concentrer sur la distance parcourue, on regarde l’énergie acoustique émise pendant ce parcours (en joules).

La philosophie générale de la méthode proposée dans ce doctorat est de calculer l’impact du bruit du trafic routier dans une zone clairement définie, puis d’augmenter le trafic et de refaire le même calcul. L’augmentation de l’impact du bruit sur la santé est ensuite divisée par l’augmentation de trafic pour obtenir des CFs. Cette augmentation de trafic est effectuée séparément pour les véhicules légers (LVs) et pour les véhicules lourds (HGVs). Suivant le choix du flux élémentaire (en vkm ou en joule), la normalisation se fait avec l’augmentation de trafic calculé en vkm ou en joule. L’impact sur la santé en termes de personnes fortement génées est calculé à partir d’un indicateur acoustique intégrant l’exposition au bruit sur les trois périodes : jour, soirée et nuit. L’impact sur la santé en termes de personnes ayant un sommeil très perturbé est calculé sur l’exposition pendant la seule période de nuit. Les CFs rendant compte de la gêne s’applique donc sur l’ensemble de la journée alors que les CFs pour les troubles du sommeil ne s’appliquent que la nuit. Cela entraîne une différentiation temporelle des CFs en DALY mais uniquement sur deux périodes : jour & soirée et nuit. Les impacts sur la santé considérés ne permettent pas de produire des CFs différenciés temporellement pour le jour et la soirée. Dans la suite du texte, jour fait référence à jour & soirée puisqu’il n’est pas possible de les différencier.

Des CFs sont donc obtenus pour les LVs et les HGVs. Ils sont calculés en termes de personnes fortement génées, de personnes ayant un sommeil très perturbé ou de DALY. Les CFs en DALY sont calculés pour le jour, la nuit et une période temporelle indifférenciée obtenue en faisant la moyenne pondérée des deux autres périodes. Enfin, les CFS sont calculés en se basant sur un flux élémentaire en vkm ou en joule.

En supplément des CFs marginaux (dus à une augmentation marginale de trafic), des CFs moyens ont aussi été calculés en divisant simplement l’impact sur la santé, sans aucune augmentation de trafic, par tout le trafic responsable de cet impact. Pour pouvoir agréger ensemble les LVs et les HGVs, ces CFs moyens ne sont calculables que par joule. En effet, agréger des LVs et des HGVs sur la base des vkm n’aurait pas de sens puisque l’émission sonore par vkm de ces deux types de véhicule est très différente.

La méthode proposée est ensuite appliquée sur un échantillon de petites zones géographiques sélectionnées dans la région lyonnaise (France). Un des buts de ce travail de thèse était d’identifier une éventuelle typologie. Les zones géographiques ont été sélectionnées sur la base d’un découpage territorial existant, utilisé par l’INSEE, les IRIS (îlots regroupés pour l’information statistique). Les IRIS sont construits pour être homogènes en termes de démographie et de géographie. Utiliser ce découpage pour identifier les zones de calcul avait pour but de faciliter l’identification d’une typologie.
À cause de la longueur des calculs, il n’a pas été possible de calculer les CFs sur l’ensemble des données fournies par Acoucité. Un sous-échantillon d’IRIS a été sélectionné en les espaçant le plus possible pour couvrir les situations géographiques et démographiques les plus différentes possibles. Au final, tous les CFs ont été calculés dans 67 IRIS différents.

L’analyse des résultats a été très riche en information. Une première approche est d’observer la moyenne pondérée des différents CFs sur les 67 IRIS dans lesquels les calculs ont été effectués, ladite pondération se faisant sur le trafic présent dans l’IRIS. D’un point de vue statistique, un véhicule a beaucoup plus de chances d’être présent dans un IRIS avec un fort trafic, il est donc important de faire une moyenne pondérée. L’analyse des moyennes pondérées des CFs permet de voir que :

- Les CFs calculés pour la nuit sont significativement plus élevés que ceux pour le jour. Cette différence vient du plus fort impact sur la santé du bruit la nuit (puisqu’il affecte le sommeil) mais également du plus faible trafic. Moins de trafic causant plus d’impact mème mécaniquement à des CFs plus élevés. La prise en compte de cette différence peut-être compliquée dans la pratique actuelle de l’ACV puisque cela demande une différenciation temporelle fine, en dessous de la journée. L’impact du bruit est donc un argument pour le développement d’une différenciation temporelle fine dans le cadre de l’ACV.

- Les CFs calculés par joule se montrent plus pratiques et plus fiables que les CFs calculés par vkm. Cela est dû au fait que l’énergie acoustique dégagée par un vkm dépend de nombreux paramètres comme les caractéristiques techniques du véhicule et de la chaussée, mais aussi de la vitesse du véhicule. Utiliser le vkm entraîne donc une perte d’information par rapport à l’utilisation de l’énergie acoustique qui quantifie bien plus précisément l’émission acoustique. L’approche par joule est donc préférée et permet un calcul des CFs, probablement plus représentatif de la réalité. L’approche par joule facilite également la différenciation de l’inventaire puisqu’il suffit d’ajouter à chaque procédé de transports routiers un flux élémentaire en joules correspondant à l’émission sonore du véhicule concerné pour détailler très finement l’ensemble de l’inventaire ACV.

- Les CFs moyens ne sont que légèrement plus élevés que les CFs marginaux ce qui indiquerait une certaine robustesse de la valeur des CFs par rapport à la situation dans laquelle ils ont été calculés. Ces CFs moyens peuvent être utilisés dans un certain nombre de situation comme l’élaboration d’une empreinte bruit, similaire aux différentes empreintes existantes comme l’empreinte carbone.

- En comparant les CFs pour LVs et HGVs calculés par joule ou par vkm, on observe que les CFs pour HGVs sont plus élevés par vkm mais deux fois plus faibles par joule. Considérant la différence d’émission sonore entre un HGV et un LV, il est normal de trouver des CFs pour HGVs plus élevés par vkm. Mais, trouver des CFs pour HGVs plus faibles par joule est une conséquence de la différence de répartition sur le réseau routier. Les HGVs sont souvent plus concentrés sur les grands axes et moins présents dans les agglomérations. Un joule d’HGV affecte donc moins la population. Cette différence va à l’encontre de ce qui est pratiqué dans la littérature ACV où plusieurs méthodes considèrent que l’effet d’un HGV sur la santé humaine est 10 fois plus...
important en se basant exclusivement sur la différence de puissance d’émission sans prendre en compte l’effet de la différence de répartition.

- L’analyse partielle de la sensibilité conduite pendant ce travail a montré une grande robustesse de la moyenne pondérée des CFs marginaux par rapport à une potentielle erreur systématique sur la propagation, les CFs moyens y étant plus sensible. Par contre, les CFs moyens et marginaux restent sensibles aux erreurs sur le calcul de l’émission sonore puisque l’énergie acoustique dégagée par le trafic sert à normaliser l’impact qui en résulte. Une analyse de la sensibilité des différents paramètres incertains montre la forte influence de l’incertitude sur les facteurs utilisés pour convertir la gêne ou les troubles du sommeil en DALY.

- En comparant les CFs trouvés dans ce travail avec des valeurs provenant de la littérature, on trouve que, dans la majorité des cas les résultats, sont dans le même ordre de grandeur. Ce qui peut être surprenant quand on considère la simplicité des premières approches et le peu de données disponibles alors.

- En comparant ces CFs avec les autres catégories d’impact, on se rend compte que l’intégration de l’impact du bruit pourrait doubler l’impact du transport routier sur la santé humaine tel que calculé par l’ACV. La quantification de l’impact du bruit sur la santé humaine montre que cette catégorie d’impact n’est pas du tout négligeable comparée à celles qui sont déjà bien intégrées dans l’ACV. Cela pourrait pousser à davantage de travaux de recherche sur cette question.

Comme les CFs ont été calculés dans 67 zones géographiques différentes, on dispose de plus d’information que la moyenne pondérée. On peut, en particulier, s’intéresser à la variabilité spatiale de ces CFs. Étudier cet aspect permet également de tirer plusieurs enseignements :

- L’analyse de la variabilité spatiale a permis de comprendre quelles étaient les principales variables expliquant cette variabilité. La densité de population et la densité d’énergie sonore expliquent à elles seules une grande partie de la variabilité spatiale observée sur nos 67 points. Il est même possible de proposer un modèle pour chacun des CFs calculés en joules qui prédit les résultats avec une bonne précision. Ces modèles peuvent être utilisés par un praticien connaissant bien la zone géographique dans lequel un transport a lieu pour calculer des CFs personnalisés pour ladite zone.

- Malgré la compréhension des principales variables à l’origine de la variabilité spatiale et le choix d’utiliser un découpage en zones ayant des caractéristiques démographiques et géographiques homogènes (les IRIS), il n’a pas été possible d’établir une typologie. De plus, la valeur des CFs peut évoluer très vite sur de courtes distances. Or, la source du bruit dont on étudie l’impact est un véhicule routier. Cette source va se déplacer sur une grande distance comparée à celle sur laquelle les CFs changent de valeur. Il paraît donc plus juste d’utiliser une moyenne pondérée des CFs obtenues sur les 67 points, la pondération se faisant sur le trafic contenu dans les différentes zones géographiques étudiées. La variabilité spatiale peut toujours être prise en compte en proposant une distribution d’incertitude en plus de la moyenne pondérée. L’utilisateur de ces CFs qui voudrait prendre en compte la variabilité trouvée dans nos résultats pourrait utiliser, par exemple, une
analyse Monte-Carlo et les distributions d’incertitude fournies. Les résultats trouvés lors de ces travaux rendent cette solution préférable à celle d’une typologie.

Cependant il est possible qu’une typologie existante n’ait pas été détectée et il serait intéressant de conduire des expériences similaires en modifiant légèrement la méthode ou/et en l’appliquant ailleurs. Utiliser une grille normalisée pour le découpage géographique peut être une meilleure approche comparée à l’utilisation des IRIS. Ce choix initial affecte probablement peu le résultat. Mais, puisqu’il n’a pas été possible d’identifier une typologie en utilisant les IRIS, il n’y a plus d’arguments pour supporter ce choix. La taille de la maille de la grille normalisée est également une question importante. Le mieux serait d’utiliser une grille relativement petite (500m par exemple) quitte à agréger ensemble plusieurs mailles si une typologie n’apparaît qu’à une plus large échelle.

Répéter cette approche dans d’autres zones géographiques pour voir si les mêmes résultats sont obtenus serait également très intéressant. Cela permettrait d’avoir une meilleure idée de la variabilité qu’il peut exister entre différentes villes et/ou différents pays. Quitte à répéter la méthode, il serait également intéressant de changer les modèles d’émission, de propagation et/ou le logiciel utilisé pour voir si cela influe sur le résultat. L’utilisation de logiciels libres pour la prédiction acoustique serait également une grande avancée puisque cela permettrait un meilleur contrôle des résultats et faciliterait la réplication par différents acteurs. Nous avons bon espoir que des outils libres et efficaces soient développés dans les années à venir.

Appliquer cette méthode dans des zones à faible densité serait aussi un excellent complément aux travaux développés ici qui concernent majoritairement du tissu urbain ou péri-urbain. Ces zones ne sont pas encore beaucoup étudiées parce qu’elles ne sont pas concernées par la Directive 2002/49/CE. Il faudrait donc trouver ou produire des données à leurs sujets avant de pouvoir les étudier. Il est difficile de prédire si les CFs calculés dans des zones de faible densité seront différents de ceux trouvés ici.

Des travaux similaires doivent être menés pour les autres modes de transport, en particulier pour les trains et les avions, pour permettre une comparaison équitable par les études ACV des différents modes de transports. Les courbes de dose-réponse, reliant une exposition au bruit à un impact sur la santé, ne sont pas les mêmes pour tous les modes de transport. De plus, pour traiter l’impact du bruit des avions et des trains qui vient généralement se superposer au bruit routier, il faudra régler le problème de la multi-exposition.
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1 Introduction

Silent Spring (1962) is an environmental book written by marine biologist and conservationist Rachel Carson. It played a major role in the creation of the United States Environmental Protection Agency (EPA) and is considered by some as the starting point of the environmental movement (Hynes et al., 1989). It talks of the detrimental effect of pesticides, especially dichlorodiphenyltrichloroethane (DDT), on the environment. The title is a reference to the songbirds “silenced” by the extensive use of pesticides. Hearing plays a key role in the perception of threats and opportunities in our direct environment, and it played a key role in the perception of one of the first major environmental problems. Environmental problems have multiplied since the work of R. Carson, and both the environmental movement and environmental science have considerably evolved and grown in importance. Among the many developments of scientific knowledge in the environmental field, life cycle assessment could be an effective tool to address the numerous environmental problems that modern societies are facing and help them to become more and more sustainable.

1.1 Life cycle assessment (LCA)

LCA is a standardized technique to evaluate the potential environmental impacts generated by a product or a system along its life cycle (ISO 14040, 2006; ISO 14044, 2006). Its standardization is one of the great strengths of LCA, dividing it into four distinct phases. The first one, goal and scope, consists of defining the product or service under study in the form of a functional unit, the system boundaries, and the assumptions and choices made by the practitioner.

Once the object under study is clearly defined, the second step, life cycle inventory (LCI), consists in creating an inventory of flows from and to nature according to the demand defined in the first step. The system under study is separated in two parts: the foreground system and the background system. In the foreground system, the processes are specifically modelled using primary data from the producer and secondary data from suppliers and downstream users. The background is constituted by background processes usually representing the average market consumption mix. These processes are not modelled by the practitioner. LCI is simply an accounting of everything involved in the system under study: all the flows of materials, energy, emissions, etc. This inventory is developed as a flow model of the technical system using data on inputs and outputs. Each of the processes in this inventory is connected with other processes and/or elementary flows (EFs). EFs are specifically defined as material or energy entering the system being studied that has been drawn from the environment without previous human transformation, or as material or energy leaving the system being studied that is released into the environment without subsequent human transformation (ISO 14040, 2006). Compiling an LCI can be a long and complex task, and the quality of the data plays a crucial role in the accuracy of the results.

The results of the LCI provide a quantification of all inputs and outputs to and from the environment from all the unit processes involved to respond to the functional unit under study in the form of EFs. This long list of substances is difficult to interpret. This list of EFs still need to be converted into impacts, and this is done in the life cycle impact assessment (LCIA) step. An impact category is a class representing an environmental issue of concern, e.g. climate change, acidification, or ecotoxicity. For the impact categories already well-integrated in LCA, the link between the LCI results and the impact takes the form of a characterisation factor (CF). A CF is a factor
Environmental impacts can be evaluated at a midpoint or endpoint level. A midpoint indicator can be defined as a parameter in a cause-effect chain or network (environmental mechanism) for a particular impact category that is between the inventory data and the category endpoint (Bare et al., 2000). For example, the effects on the stratospheric ozone layer of all the stratospheric ozone depleting compounds accounted in a LCI will be grouped in the midpoint impact category ozone depletion. The corresponding midpoint indicator is ozone depletion potential (ODP) where the ODP of various substances is quantified based on the ozone depletion potential of 1 kg of CFC-11, the reference substance.

Endpoint methods adhere to a damage-oriented approach and quantify environmental impacts on issues of concern, such as ecosystem impacts, natural resources or human health. Endpoint method (or damage approach)/model is a characterisation method/model that provides indicators at the level of Areas of Protection (natural environment's ecosystems, human health, resource availability) or at a level close to the Areas of Protection level (European Commission, 2011). An endpoint damage category such as human health will quantify all the damage on human health by using CFs directly to the EFs of the LCI (1) or, more commonly, by multiplying and aggregating the calculated midpoint categories (summing human health damage from climate change, ozone depletion, etc.).

Several impact assessment methods proposing sets of CFs for multiple impact categories at midpoint and/or endpoint levels already exist. Methodologies commonly used, include, among others: ReCiPe (Goedkoop et al., 2009), Impact 2002+ (Jolliet et al., 2003) and ILCD handbook (European Commission, 2011). Some indicators are assessed similarly between methodologies (for example, CFs for global warming potential), while others, such as toxicity indicators, can be quite different between methodologies. Optionally, the results of the LCIA can be normalized, grouped and weighted depending on the goal and scope of the LCA study.

The last step of an LCA, interpretation, draws conclusions and recommendations out of the study. Uncertainty and sensitivity analyses should be conducted at this step to assess the reliability and identify possible issues. Contribution analysis can also be conducted in order to determine which processes are most responsible for the different environmental impacts.

Two different approaches can be identified in LCA: attributional and consequential. Definitions of these two approaches can be slightly different between authors (Curran et al., 2005; Ekvall et al., 2016; European Commission, 2011; Finnveden et al., 2009; Sonnemann et al., 2011). Attributional LCA aims at analysing an object as it is in a static economy at a given time. Consequential LCA evaluates the consequences of a change in a system under study. The difference between attributional and consequential concerns mainly the LCI. When
doing a consequential LCA, the practitioner has to include activities that are affected by the change under consideration. An attributional LCA of an electric car will consider the life cycle impacts of its construction, use phase and end-of-life in a given static background while a consequential LCA of a fleet of electric cars in a given region over the next decade accounts for the change in infrastructures (charging stations, electricity production) that it will entail.

One of the important advantages of LCA is to consider the whole lifecycle of the object under study and thus avoid the displacement of pollution from one lifecycle step to another, e.g. from the use phase of a product to its production phase. Having several impact categories is another big advantage of LCA because it allows to consider trade-offs between different environmental problems, e.g. reducing climate change while increasing resource depletion. LCA is a powerful technique because of its holistic approach. However, there is still room for improvements in several directions, such as the quality of the databases, spatial and temporal differentiation of both the inventory and the LCIA methods, the improvement of the uncertainties quantification, or the inclusion of impact categories not yet taken into account. Among, these possible improvements, this thesis will focus on an impact category not yet properly integrated into LCA: noise impact on human health.

1.2 Environmental noise

The disappearing joyful sound of songbirds was one of the first indicators of the impact of pesticides on the ecosystem (Carson, 1962), and soundscape ecology continues to monitor ecosystems based on the sounds emitted by vocalizing animals. But, sound coming from our environment is not the only precious indicator. During the last decades, unwanted sounds, i.e. noise, has become an environmental problem of its own. Our remarkable hearing system has played a major role in our survival as a permanently alert system, but it is now under the threat of the many noises we have created: the anthropophony.

Sound is a physical vibration that propagates through a medium as an audible, mechanical wave of pressure and displacement (Luxon and Prasher, 2007). The only medium considered in this thesis will be air, but sounds can also propagate in other media, such as water, where it affects other species. A noise is a sound interpreted as loud, unpleasing, annoying or unwanted. It is important to note that the difference between noise and sound only comes from a difference in perception of this physical vibration. Most people will perceive a bird’s song in a positive way while road traffic sound will be perceived negatively. That is why the first is not considered as noise while the latter is. In this document, only anthropogenic sources are considered as noise. Environmental noise is thus defined as the summary of outside noise pollution caused by transport and industrial and recreational activities.

Environmental noise is one of the most frequent sources of complaints among the European population, especially in big cities or near major roads, railways and airports (Flash Eurobaromètre, 2010; Fritschi et al., 2011; Ifop, 2014). In the last decades, more and more attention has been given to the impact of environmental noise on human health since the first inquiries (Abatement and Control, 1974; Health Council of the Netherlands, 1971). Environmental noise is now considered as a public health problem (Fritschi et al., 2011), and the European Commission has specifically addressed this environmental problem through the directive 2002/49/EC (Directive, 2002). Road transportation is responsible of the major part of the burden of disease from environmental noise (Fritschi et al., 2011). Moreover, acoustic literature presents different dose-response relationships for different
transportation modes (Miedema and Oudshoorn, 2001). These elements, developed in the first section, justify the focus of this thesis on noise from road transportation and its impact on human health.

To integrate the impact of environmental noise from road transportation in LCA, several questions have to be successively answered.

1.3 Main research questions

This thesis attempts to answer four research questions.

Q1 Is there a sufficient amount of elements in the acoustic literature to allow for the integration of environmental noise impacts from road transportation in life cycle assessment?

[Hypothesis 1] A causal-effect chain can be established between noise emissions from road transportation and impacts on human health.

Q2 What are the advantages and drawbacks of existing methodologies to integrate noise impacts in life cycle assessment?

[Hypothesis 2] In the day-to-day practice of LCA, impacts from environmental noise are not yet taken into account. However, there are existing methods to integrate these impacts in LCA. These methods present both benefits and drawbacks, and analysing and comparing them allow the proposal of a new approach.

Q3 How can noise emission and propagation models be used to integrate environmental noise impacts from road transportation in life cycle assessment?

[Hypothesis 3] Noise prediction software using noise emission and propagation models with data collected at the city scale allows the assessment of the noise exposure of a population. Moreover, parameters such as road traffic can be changed in the noise prediction software allowing the assessment of not only the existing situation but also the impact of changes. Using these tools to develop CFs that model the impact of environmental noise on human health seems promising. Additionally, the data used to assess population exposure with noise prediction software are more and more available at the European scale. It is possible to use these tools and data to develop CFs.

Q4 Can environmental noise CFs be derived in a practical format for their integration in LCA?

[Hypothesis 4] Analysing the application of the developed method could help to define the EFs used to take into account noise emissions and the optimal midpoint(s) for noise impacts on human health. Applying the developed method could help to know how to differentiate CFs temporally and spatially.

1.4 Structure of this PhD thesis

Section 2 includes a presentation of the DALY indicator, a measure of human health impacts created by the World Health Organization and used in LCIA as an endpoint for the human health damage category. Then, sound indicators that will be used throughout this work are introduced. Finally, a summary on the health impairments involved in the human health impacts of environmental noise is proposed as well as the dose-response relationships between sound indicators and these health impairments. This section answers Q1.
Section 3 presents existing methods to include environmental noise impacts on human health in LCA. This section relies on my first paper published (Meyer et al., 2016) where existing methods have been applied to a case study in order to identify the advantages, drawbacks and possible improvements of existing methods. The rationale, methodology and main findings of the methods are quickly exposed. This section answers Q2.

Section 4 details the main tool used throughout this work: noise prediction software using sound emission and propagation models. Noise prediction software allows one to estimate noise exposure of a population. This tool is already used by the acoustic community to assess environmental noise and identify the population undergoing critical noise level exposure. Noise prediction software is an important part of the innovative approach taken in this work, and its operation is shortly described. Optimization of one parameter was the object of a second publication (Meyer et al., 2017). Rationale, methodology and main findings of this paper are also described in this section.

In section 5, the possible midpoints are discussed. Then, a general method to establish different sets of CFs on a well-known geographical area is detailed. Some practical aspects of the application of this methodology are also discussed. By proposing a method to develop CFs using noise prediction software, this section answers Q3.

Section 6 presents the results obtained with the above mentioned method and a deep analysis of these results. The spatial variability of the different CFs is studied allowing the proposition of predictive models. Uncertainty is also discussed, and the results are compared to the existing literature. The best solutions to produce EFs for these CFs are presented and the CFs are applied to the case study presented in Meyer et al. (2016).

In Section 7, the utility, practicality and reliability of the different CFs proposed are discussed depending on the situation in which they are used. The limits of the method proposed, the CFs developed and the tools used are also discussed. The question of the temporal and spatial differentiation of CFs for environmental noise is examined and recommendations are formulated for further work. Section 6 and 7 answer Q4.

In Section 8, the main findings are quickly summarised and further potential research topics are identified.
2 Acoustical knowledge allowing integration in LCA

Prior to any attempt to include environmental noise impact on human health as a new impact category of LCIA, the relevant literature had to be analysed to identify the knowledge on which this integration is built. In this first section, the elements allowing the integration of noise impacts in LCA will be reviewed.

There is a recent review paper presenting the state-the-art on the environmental noise impacts by the World Health Organisation (WHO) (Fritschi et al., 2011). It shows sufficient evidence of the mechanistic links between population exposure to environmental noise and five different health impairments: cardiovascular disease, cognitive impairment in children, sleep disturbance, tinnitus, and annoyance. More importantly, the WHO was able to quantify the human health impact of environmental noise. Like other burdens of disease, the results are given in disability-adjusted life years (DALY), an indicator measuring damage on human health. DALY is also used in LCA as an endpoint indicator for human health damage.

2.1 DALY

The human health damage \( HH \) calculated in DALY combines the years of life lost due to premature death (YLL) and the years lived with disability (YLD) (Murray, 1994) as shown in (2).

\[
HH [\text{DALY}] = \text{YLL} + \text{YLD}
\]  

(2)

In the health impairments considered by the WHO (Fritschi et al., 2011), cardiovascular disease is the only one that can provoke death, so it will be the only one to account for in the YLL category. The cases of non-fatal cardiovascular diseases will be accounted in YLD. The YLL is directly taken into account as shown in (3) where \( N \) is the number of deaths due to the studied condition, and \( L \) is the difference between the anticipated life expectancy and the age of premature death. Considering the cardiovascular diseases in terms of YLL requires knowing the standard life expectancy and ages of death of the fatal cases of cardiovascular disease.

\[
\text{YLL} = N \times L
\]  

(3)

Non-fatal cases of cardiovascular disease, cognitive impairment in children, sleep disturbance, tinnitus and annoyance and will be accounted as DALY in terms of YLD, as calculated in (4). \( I \) is the number of incident cases for the studied condition, disability weight (\( DW \)) reflects the severity of the disability on a scale from zero (no adverse health effects) to one (equivalent to death), and \( D \) is the average duration of the disability in years. DWs are determined by health impairment and does not vary with age. DWs cannot be measured or objectively elaborated. DWs are mostly assessed by panel of medical experts (Haagsma et al., 2014). They are uncertain and can evolve over time.

\[
\text{YLD} = I \times DW \times D
\]  

(4)

To integrate the five types of health impairments considered here on a temporal period, Fritschi et al. (2011) used a duration of one year. In other words, the exposure to environmental noise during one year will induce a health impairment only during this period of study. The total \( HH \) from environmental noise is then given by (5).
The disability weights and the relative importance of one health impairment among the sum is given in Table 1.

Table 1: Disability weight and relative importance of the different types of health impairments considered by Fritschi et al. (2011).

<table>
<thead>
<tr>
<th>Health impairment</th>
<th>Disability weight (DW)</th>
<th>Relative importance among the whole burden of disease from environmental noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleep disturbance</td>
<td>0.07</td>
<td>55.9%</td>
</tr>
<tr>
<td>Annoyance</td>
<td>0.02</td>
<td>36.3%</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>0.405</td>
<td>3.7%</td>
</tr>
<tr>
<td>Cognitive impairment in children</td>
<td>0.006</td>
<td>2.8%</td>
</tr>
<tr>
<td>Tinnitus</td>
<td>0.120</td>
<td>1.3%</td>
</tr>
</tbody>
</table>

Fritschi et al. (2011) found an overall burden of disease for environmental noise ranging between 1.0 and 1.6 million DALY over 285 million people living in agglomerations with more than 50,000 inhabitants in Western Europe. This corresponds to an impact per person ranging between 0.0035 and 0.0056 DALY/year for the studied population. Assuming a constant impact over a lifetime of 80 years, it leads to a loss of 3-5 months of healthy life. This amount is quite important compared to other impact categories already present in LCA. For example, van Zelm et al. (2008) considered human health effects of ozone and fine particulate (PM_{10}) in Europe and found an average 0.003 DALY/person/year (or 3 months of healthy life loss over a lifetime of 80 years assuming constant emission rates). Franco et al. (2010) also found an environmental noise impact in the same order of magnitude as that of air pollution for the case of road transportation. This validates another decision criterion for the development of this new impact category in LCA (Cucurachi et al., 2014): the results of the quantification highlight the importance of the burden from environmental noise compared to other human health impact categories. Moreover, there are no reasons to think that transportation will become less important for our global economy in a near future.

To include environmental noise in LCA, one condition is still unanswered. Are there mechanistic links between environmental noise and human health impacts? To present potential links and decide of their possible use in the framework of LCA, some acoustical indicators have to be shortly presented.

2.2 General consideration about noise and noise indicators

Sound is a physical vibration that propagates through a medium, e.g. air, as an audible, mechanical wave of pressure and displacement. It can be measured in sound pressure level, \( L_p \), as defined in (6), where \( \log \) is the decimal logarithm, \( p \) is the sound pressure in Pascal and \( p_0 \) is the reference pressure (equal to 2*10^{-5} Pa) (ISO 3744, 2010). For this whole document, \( \log \) will always refer to the decimal logarithm while \( \ln \) will refer to natural logarithm. The logarithmic scale used to measure sound takes into account the large scale and non-linear response.
of the human sound pressure sensitivity. The reference pressure, $p_0$, is considered as the smallest detectable sound pressure by humans at 1 kHz.

$$L_p = 10 \cdot \log \left( \frac{p^2}{p_0^2} \right)$$ \hspace{1cm} (6)

When assessing population exposure to environmental noise, the sound pressure level at a given time, $L_p$, is less interesting than the equivalent A-weighted sound pressure level, $L_{Aeq}$. A-weighting is a frequency correction applied to sound levels in an effort to account for the relative loudness perceived by the human ear (“International Standard IEC 61672-1,” 2003). A-weighting is thus commonly used to assess environmental noise (Luxon and Prasher, 2007). $L_{Aeq}$ considers a steady sound pressure level that has the same total energy as the actual noise over a given period of time, $T$. In the calculation of $L_{Aeq}$ in (7), $p_A$ is the instantaneous A-weighted sound pressure in pascal (ISO 3744, 2010).

$$L_{Aeq} = 10 \cdot \log \left( \frac{1}{T} \cdot \int_0^T \frac{p_A(t)^2}{p_0^2} dt \right)$$ \hspace{1cm} (7)

Because noise level is not constant throughout the entire day, and because activities, location, and even the susceptibility of humans are modulating the potential impact of environmental noise on health, a day has to be separated into smaller and most homogeneous periods of time. In Europe, three time periods have been defined: day, evening and night. These time periods cover the whole day and last for 12 h, 4 h and 8 h, respectively. The limits for these different periods are given in the European Directive 2002/49/EC relative to the assessment and management of environmental noise. The default values are from 7 a.m. to 7 p.m. for the day, from 7 a.m. to 11 p.m. for the evening, and from 11 p.m. to 7 a.m. for the night. However, it can change from one country to another (Directive, 2002). For example, in France, the sound emission model (SETRA Copyright (Collective), 2009a) defines the day between 6 a.m. and 6 p.m., evening between 6 p.m. and 10 p.m., and night between 10 p.m. and 6 a.m.. The periods have the same length but not the same limits. The resulting A-weighted equivalent noise pressure levels integrated over day, evening, and night are $L_{day}$, $L_{evening}$ and $L_{night}$.

A derived sound indicator for population exposure is $L_{den}$. It is the day-evening-night equivalent sound pressure level, $L_{den}$, recommended by the European Directive 2002/49/EC to represent environmental noise. $L_{den}$ is calculated in (8) from the A-weighted equivalent sound pressure levels of the three defined periods.

$$L_{den} = 10 \cdot \log \left( \frac{12}{24} \cdot 10^{\frac{L_{day}}{10}} + \frac{4}{24} \cdot 10^{\frac{L_{evening}+5}{10}} + \frac{8}{24} \cdot 10^{\frac{L_{night}+10}{10}} \right)$$ \hspace{1cm} (8)

In the definition of $L_{den}$, penalties of +5 dB(A) for the evening period and +10 dB(A) for the night are added to take into account the higher sensitivity of the exposed population over these periods of the day. For example, environmental noise at night is more disruptive since people are sleeping (Luxon and Prasher, 2007).

For the emission part, roads are modelled by succession of acoustically homogeneous sections of line-sources distributed over the road platform. A sound emission power per metre of line-source $L_{w/m}$ is associated with each acoustically-homogeneous section (SETRA Copyright (Collective), 2009a). $L_{w/m}$ is linked to the sound power per
metre of line-source $W_{m}$ by equation (9) where $W_0$ is the reference sound power of $10^{-12}$ watts. Calculation of $L_{w/m}$ will be further detailed in 4.2.1.

$$L_{w/m} = 10 \cdot \log \left( \frac{W_{m}}{W_0} \right)$$  \hspace{1cm} (9)

$L_{w/m}$, $L_{day}$, $L_{evening}$, $L_{night}$ and $L_{den}$ will be used throughout this thesis. Now that these indicators have been accurately defined, the links between environmental noise exposure and human health impact can be presented in a short review of the health impairments identified by the WHO (Fritschi et al., 2011) and their relevance for integration in LCA.

2.3 Health impairments

2.3.1 Noise annoyance

Noise annoyance is widely used as a basis for evaluating the impact of environmental noise on the exposed population (Directive, 2002). Annoyance may provoke a large variety of negative responses (e.g. anger, disappointment, dissatisfaction, depression, anxiety…) and is associated with psychological syndromes, like tiredness and stress (Fritschi et al., 2011). Since health is defined by the WHO as a state of complete physical, mental and social well-being and not merely the absence of disease or infirmity (Berglund et al., 1999), noise-induced annoyance is considered as an adverse effect on health.

At individual level, the variation in noise annoyance can be explained by acoustical factors only for a third, by non-acoustical factors for another third while the last third can be attributed to measurement errors, stochastic variations or unknown factors (Guski and others, 1999). Non-acoustical factors include noise sensitivity, fear of harm connected with the source, ability to cope with the limitation, concerns about property devaluation, etc. (Fyhri and Klaeboe, 2009; Guski and others, 1999; Kroesen et al., 2008). But at community level, there is a direct link between noise exposure and the percentage of highly annoyed persons (HAP).

The exposure-response relationships used by Fritschi et al. (2011) to derive the percentage of HAP is detailed in Miedema and Oudshoorn (2001) for aircraft (10), road traffic (11) and railways (12). These relationships are given for $L_{den}$ ranging between 45 and 75 dB(A). The exposure-response relationships proposed by Miedema and Oudshoorn (2001) are based on the analysis of a large data set linking annoyance to the exterior noise exposure level at the most exposed face of a dwelling. These exposure-response relationships do not explicitly take into account sound insulation (for example) but instead consider it implicitly, since they link annoyance inside a dwelling with the noise exposure levels outside of it.

**Aircraft:**

$$\%HA = -9.199 \times 10^{-5} \times (L_{den} - 42)^3 - 3.932 \times 10^{-2} \times (L_{den} - 42)^2 + 0.2939$$

$$\hspace{1cm} \times (L_{den} - 42)$$  \hspace{1cm} (10)

**Road traffic:**

$$\%HA = 9.868 \times 10^{-4} \times (L_{den} - 42)^3 - 1.436 \times 10^{-2} \times (L_{den} - 42)^2 + 0.5118$$

$$\hspace{1cm} \times (L_{den} - 42)$$  \hspace{1cm} (11)
Also, two important elements have to be noted. First, there are different exposure-response relationships for the different transport modes. For the same noise exposure level, a train does not have the same effect on sleep disturbance as noise coming from road traffic. Noise cannot be simply aggregated in terms of energy over different transport modes! Impact from different sources must be calculated separately since there are different exposure-response. The case of multi-exposure is even more complex and is discussed in subsection 7.1. Second, annoyance is calculated from the exposure in $L_{den}$, annoyance is a consequence of the exposure over the whole day and is also affecting the concerned population during the whole day.

### 2.3.2 Sleep disturbance

Noise affects sleep directly (e.g. awakening, sleep stage changes…) and indirectly (e.g. daytime performance, cognitive function deterioration), with both yielding long-term effects. Acute and chronic sleep restrictions or fragmentations have a large number of effects on human health (e.g. memory consolidation, risk of accidents…).

Fritschi et al. (2011) advise an exposure-response relationship from epidemiological studies based on Miedema et al. (2002) detailed in (13) for aircraft, in (14) for road traffic and in (15) for railways. These relationships can be used to obtain the number of highly sleep disturbed persons (HSDP) by knowing the population’s exposure to road transport at night. These relationships are given for $L_{night}$ ranges between 45 and 65 dB(A). The noise exposure level $L_{night}$ is the exterior noise exposure level at the most exposed façade during the night period.

- **Aircraft:**
  $$\% HSD = 0.01482 \times L_{night}^2 - 0.956 \times L_{night} + 18.147$$  
  (13)

- **Road traffic:**
  $$\% HSD = 0.01486 \times L_{night}^2 - 1.05 \times L_{night} + 20.8$$  
  (14)

- **Railways:**
  $$\% HSD = 0.00759 \times L_{night}^2 - 0.55 \times L_{night} + 11.3$$  
  (15)

Once again, the link between a given exposure and the resulting human health impact is dependent upon the source of the noise. On the whole range of exposure where these relationships are valid, road transportation has less impact than planes and more impact than trains. The quantification of sleep disturbance is calculated from $L_{night}$, meaning that this health impairment will only occur at night and is the consequence of transportation during the night period.

### 2.3.3 Cardiovascular disease

Cardiovascular disease includes ischaemic heart disease, hypertension and stroke. Ischaemic heart disease is responsible for 12.6% of deaths worldwide (Lopez and others, 2006). A review of existing epidemiological studies suggests a higher risk of cardiovascular diseases in people chronically exposed to high levels of road traffic (Fritschi et al., 2011). Main sources include Van Kempen et al. (2002), Babisch and others (2008) and Babisch et al. (2009). And this question continues to be developed (Babisch et al., 2013; Hansell et al., 2013; Sørensen et al., 2012).
Among the different diseases included in ischaemic heart disease, only myocardial infarction has been linked to environmental noise. To calculate the burden of disease from myocardial infarction (heart attack), Fritschi et al. (2011) used an odds ratio defined by the polynomial approximation given in (16), only valid for a value of the daytime noise indicator $L_{day,16h}$ between 55 and 80 dB(A), where $L_{day,16h}$ is a metric aggregating sound power level during day and evening periods without penalties. This odds ratio refers to the odds that a myocardial infarction is likely to occur at a particular exposure compared to the odds of this outcome occurring in the absence of environmental noise.

$$OR = 1.63 - 0.000613 \times (L_{day,16h})^2 + 0.00000736 \times (L_{day,16h})^3$$ (16)

The odds ratio $OR$ is used to calculate the attributable fraction for each exposure group, and the resulting population-attributable fraction will give the proportion of cases of myocardial infarction due to noise exposure. The population-attributable fraction is then multiplied by the number of fatal and non-fatal myocardial infarctions within the studied zone. Applying this methodology attributes the number of fatal and non-fatal myocardial infarctions due to noise exposure.

To apply this method, the exposure of the population and the number of cases of myocardial infarction have to be known. Accessing the cases of myocardial infarction can be a serious limit since this type of information may not be available or may be difficult to obtain for confidentiality reasons. And, even if this information is available, it has to be known in the geographical area studied.

### 2.3.4 Cognitive impairment in children

Fritschi et al. (2011) also calculated the cognitive impairment in children at school induced by environmental noise. Fritschi et al. (2011) underlined that this assessment is only supported by a small number of papers, and the link between population exposure and health impairment seems less reliable than sleep disturbance and annoyance, although this has been further investigated by Clark et al. (2013), Pujol et al. (2015), Levain et al. (2015) and Stansfeld and Clark (2015) among others. However, this health impairment needs specific information about the exposure of children. Such information is difficult to access and requires a specific and separate modelling while the noise prediction method assumes each person is located at his place of residence. Even if all the necessary information were available, a specific modelling should be done where the children would be located in their respective schools and considered separately for this specific health impairment. Thus, cognitive impairment in children will not be considered in the rest of this work.

### 2.3.5 Tinnitus

Tinnitus is also considered in (Fritschi et al., 2011), but it only comes from leisure noise (e.g. concerts, sport events, firecrackers) and so it is out of the scope of this thesis. Tinnitus will be excluded from the rest of this work.

### 2.4 Conclusion

First of all, the different elements presented here highlight the need to integrate environmental noise impacts in LCA because of the high burden of disease found by Fritschi et al. (2011). Moreover, there is a sufficient amount of elements in the acoustic literature to allow for this integration.
Sleep disturbance and annoyance account for 92.2% of the burden of disease from environmental noise, a major part of the overall environmental noise impact. As highlighted, different transportation modes (road, plane and train) have different exposure-response relationships for annoyance and sleep disturbance and it is an important aspects while considering the integration of environmental noise in LCA. Taking this into account, the sound energy coming from these different sources cannot be simply summed up prior to calculating impacts on human health. Different noise sources would lead to separate assessments or to advance models able to deal with multi-exposure. Since 83% of the human health damage coming from annoyance and 89% of the human health damage coming from sleep disturbance is caused by road transportation (Fritschi et al., 2011), it has been decided to focus exclusively on road transportation. Potential extrapolation to other transportation modes and noise sources will be discussed in 7.1 as well as the problem of multi-exposure.

The integration of environmental noise impacts on human health in the LCA framework has already been discussed in the scientific community and there have been several attempts to do it. Since we have a clearer view on how environmental noise impacts human health, it will be easier to understand the earlier attempts to include it in LCA.
3 Existing methods to include noise in LCA

This section is based on Meyer et al. (2016). A summary is proposed here with the most interesting outcomes of this article but, if preferred, the reader can refer to the full article in Annex I.

Given the preceding section, the effects of noise should be reflected in the assessment of products involving significant transportation steps as well as of large scale systems, like regional mobility. Despite this need, the integration of traffic noise damages on human health in LCA is still debated. Several attempts to include noise impacts on human health in LCA have already been conducted, but none of these methods have allowed systematic integration in LCIA. Noise impact is not yet included in the day-to-day practice of LCA.

The rationale behind Meyer et al. (2016) was to put in practice the existing methodologies to include noise in LCA. Since extensive and recent reviews on the matter were already existing (Althaus et al., 2009; Cucurachi et al., 2012), applying the different approaches on a case study was thought as an excellent way to understand and address the problem of noise integration in LCA. Since the noise impact category is still in development, it was important to understand the applicability and the outcomes given by the available methodologies. The objective of Meyer et al. (2016) was threefold:

i) to evaluate the importance of noise damage as compared to other environmental contributions on human health (in DALY);
ii) to analyse how the different methods for noise damage assessment are sensitive to different input noise levels;
iii) to compare the results obtained from different methods.

3.1 Overview of the literature

The first operational method was developed by Müller-Wenk (2004, 2002, 1999) to evaluate the damage on human health due to additional noise levels generated by cars and lorries using annoyance as midpoint indicator for the noise impact category. This method was then adapted by Doka (2003) who used the SonRoad model (Heutschi et al., 2004) for the determination of emission levels. Later, Althaus et al. (2009) included data from SonRoad and from Steven (2005) to better distinguish different types of vehicles and situations. Nielsen and Laursen, (2005) defined the noise nuisance impact potential in person*seconds, but unfortunately their model does not allow repeatability because of the lack of necessary information. The last development of the method developed by Müller-Wenk, (2002, 2004) was achieved by Franco et al. (2010). Finally, Cucurachi et al. (2012) and Cucurachi and Heijungs (2014) proposed a set of CFs linking any type of noise (not only due to transportation) to a midpoint indicator in person*Pa*s (number of people exposed to a certain sound pressure for a certain time duration). Conversion factors to reach the human health damage endpoint are also proposed. The latter two approaches had never been applied in a case study prior to Meyer et al. (2016).

Later in my work, I found that Moliner et al. (2014) pursued the work of Franco et al. (2010), without significant changes to the global approaches. Also, Ongel and Sezgin (2016) developed a framework to assess the reduction in terms of human health damage for several noise abatement measures (change in road surface, change in speed...).
limit). Ongel (2016) proposed CFs for nine municipalities of Istanbul in DALY.person\(^{-1}\).year\(^{-1}\).mW\(^{-1}\).m. These last works were not discussed in Meyer et al. (2016).

In most LCA studies, noise impact is not yet taken into account, even when traffic is specifically modelled in the foreground (Althaus et al., 2009). Two LCIA methodologies Frischknecht and Büsser Knöpfel (2013) and Steen (1999a, 1999b) provide some CFs for environmental noise and are discussed in 6.5.2.

### 3.2 Methods

The two methods investigated are the ones developed by Franco et al. (2010) (considered as the last improvement of the method from Müller-Wenk (1999, 2002 and 2004) and Doka (2003)) and the one developed by Cucurachi et al. (2012) and Cucurachi and Heijungs (2014), who took a radically different approach. These methods will be referred as the Franco method and the Cucurachi method in the rest of this section. These methods have to be applied at the endpoint level (results expressed in DALY) to allow a comparison.

A case study on car tires was considered as a seminal example of a functional unit to highlight and discuss the differences between methods. The functional unit is a tire used over one km. Two products are analysed, Tire 1 and Tire 2, from the same tire manufacturer. Significant efforts were made by the manufacturer to improve the characteristics of Tire 2. The changes in the tire structure and composition lead to a significant decrease in fuel consumption, tire wear and noise emission. The relative difference between the two tires will be studied to estimate the potential environmental improvement, including noise impact.

Three types of road surfaces were considered: urban roads, non-urban roads and motorways. The average speed was defined for each road type. This case study was applied for a single country, France, as done by Müller-Wenk (2002, 2004) for Switzerland. The traffic was also split between three periods of the day: daytime, evening and night. First, background noise was calculated using publicly available data on traffic, vehicle type repartition and speed. Then, the increase of noise level due to an additional tire was calculated and converted into damage on human health. To calculate the emission levels, both from the background and the additional tire noise, the NMPB 2008 noise emission model (AFNOR, 2011; Dutilleux et al., 2010; SETRA Copyright (Collective), 2009b) was used, which is detailed in the next section.

Sensitivity and uncertainty analyses have been applied to both approaches giving precious pieces of information on the reliability of the results and the main sources of uncertainties. It was also a good way to learn more about uncertainty and sensitivity methods before applying it in my own work.

### 3.3 Results

i) The large contribution of noise effects on overall human health results from both the Franco and Cucurachi methods highlights the necessity to integrate noise impact on human health in LCA. More research and efforts towards the study of noise impact, its integration in LCA and its mitigation should be encouraged.

ii) Due to the technical characteristics of Tire 2, as compared to Tire 1, the Franco and Cucurachi methods showed a decrease in noise damage on human health (DALY) of 60.0% and 55.4%, respectively, between
the two tires. The outcomes are consistent between the two methods showing the improvement efforts made at the design phase to decrease noise emissions.

iii) The major, and surprising, result of this paper was the huge difference existing between the two approaches: more than eight orders of magnitude between the scores in DALY. The result given by the Cucurachi method seems to be largely overestimated with several DALY per km for one tire. Uncertainties in the methods cannot be responsible for this important difference (Table 2). The results obtained with the Franco method were coherent with previous studies using similar approach (Franco et al., 2010; Müller-Wenk, 2002).

Table 2: DALY score and uncertainty for the two methods for one tire over one vkm. Uncertainty analysis was conducted on both methods using a Monte Carlo approach with two samples of 100,000 iterations on distribution uncertainty defined for the parameters used in the noise characterisation model of the Franco and Cucurachi models. For more detail, refer to Meyer et al. (2016).

<table>
<thead>
<tr>
<th>Method</th>
<th>Without uncertainty</th>
<th>Results of the uncertainty analysis</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median</td>
<td>Mean</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>Franco</td>
<td>5.00E-08</td>
<td>3.90E-08</td>
<td>5.82E-08</td>
</tr>
<tr>
<td>Cucurachi</td>
<td>5.85</td>
<td>9.74</td>
<td>16.95</td>
</tr>
</tbody>
</table>

Regarding the general philosophy of these two different methodologies, they both have their pros and cons. The Franco method used a marginal approach to assess the additional impact of a small increase of noise in a specific situation. This methodology has been developed by several authors and seems to give reliable results, however, it needs a specific modelling and numerous data for the considered situation. This can be time-consuming and would not allow for a systematic integration of noise impacts in LCA. Also, the Franco method would only be possible for the foreground system. The advantage of the Cucurachi method is the use of archetypal situations and pre-calculated CFs, which can lead to a quick and systematic integration of noise damage on human health in both the foreground and background of LCA studies. However, the Cucurachi method failed to give a plausible result, and it is quite difficult to know exactly why; thus, it is hard to understand how to improve this methodology. Despite being perceived as operational (Hellweg and Milà i Canals, 2014) and promising (Huijbregts et al., 2017), the method developed by Cucurachi will, most likely, not allow the inclusion of noise impacts in LCA as it is and may need further developments, improvements and/or corrections.

There may exist a way to conciliate these two different approaches: use the Franco method to generate CFs in a given number of archetypal situations. This third way seems to be a good compromise by using the strengths of the two studied methods. This is the general philosophy of the work developed hereafter. The best way to study the feasibility of this path and to calculate the CFs is to use the up-to-date data on road traffic, emission and propagation models as well as engineering tools using these data and models to predict exposure to environmental noise, as presented in the next section.
4 Noise prediction model

4.1 Required data

Directives have been taken at the European scale to better understand the impact of noise and act to reduce it. Since Directive 2002/49/EC (Directive, 2002) made noise maps and population exposure mandatory for cities with more than 100,000 inhabitants, a lot of data have been gathered in Europe, constituting a potential goldmine for the integration of environmental noise impacts in LCA. Among the different possibilities, the area surrounding the city of Lyon has been chosen because the data of Acoucité (http://www.acoucite.org/), the French agency responsible for the noise assessment of this area, covers a large territory (736 km²) including different features in terms of geography, topography, population density and traffic density.

This data consists of several geographic information system (GIS) layers containing all the needed information to implement the calculation in the noise prediction software. The traffic layer contains the geometry of the roads, the hourly traffic and speed limits for the three time periods (day, evening and night) and for two different vehicle types (further defined in subsection 4.2.1). Two separate layers are used together to model the topography - one layer for the altitude points and another for the contour lines. The GIS layer for the buildings contains the geometry of said buildings, the number of floors and the number of inhabitants. It has been chosen to only calculate the noise levels in inhabited buildings, since noise maps or noise levels in non-inhabited buildings have no use in the method developed in this thesis. Noise barriers are also modelled in a separate layer to take them into account in the noise propagation step. Finally, an additional layer contains the characteristics of the ground in terms of acoustic impedance and sound absorption, which is also used for the calculation of sound propagation.

The pieces of data used in this work have been built by professionals to assess the noise impact on human health in a large area around Lyon under the Directive 2002/49/EC. It is considered as a reliable source, and the data has not been collected or reanalysed specifically for this thesis. Only minor errors were found while working with these data.

It must be noted that the data necessary to integrate cardiovascular diseases were not available. To assess this specific health assessment, a GIS layer containing all known cases of myocardial infarction has to be available, which is sensitive information to obtain. This health impairment was thus impossible to calculate in the framework of my PhD thesis. However, existing methodologies to include noise into LCA often only take into account sleep disturbance and noise annoyance (Franco et al., 2010; Müller-Wenk, 2004, 2002, 1999). There are no reasons from the state-of-the-art literature to challenge these two health impairments as they account for 92% of environmental noise impacts on human health, compared to less than 4% coming from cardiovascular disease (Fritschi et al., 2011).

4.2 From noise emission to population exposure

The political interest in environmental noise (Directive, 2002) has boosted the development of engineering methods and software products able to predict sound emission and propagation with a relative reliability. These recent policy developments brought to the scientific field a large amount of data that can be treated and used in noise prediction software to assess human exposure to environmental noise and to improve population comfort. Directly using these tools and data to integrate the impact of road mobility on human health in LCA was a major
innovation in the work presented here. Among the few operational noise prediction software, CadnaA (http://www.datakustik.com/en/products/cadnaa/) was used because the data were already formatted for this tool. Noise prediction software used in this study allows one to successively calculate noise emission, noise propagation and to obtain noise levels at the buildings’ façades after propagation, thus a population’s exposure.

There are various noise emission and propagation models that can be used for this step, including the ones developed within the European projects IMAGINE or HARMONOISE and the French NMPB 2008 method (Dutilleux et al., 2010; IMAGINE, 2007a, 2007b; van Maercke and Defrance, 2007). For the method developed here, the NMPB 2008 method was preferred because it is more recent and more accurate than previous noise emission methods, as explained in Ecotiere et al. (2012). The noise emission model is described in SETRA Copyright (Collective) (2009a) while the propagation model is described in SETRA Copyright (Collective) (2009b) and has led to the norm NF S31-133 (AFNOR, 2011). In the following subsections, the three steps (noise emission, noise propagation and population exposure) have been detailed.

4.2.1 Noise emission model

The emission model separates traffic into two different types; light vehicles (LVs) designate the vehicles with a gross vehicle weight rating of less than 3.5 tons while heavy goods vehicles (HGVs) designate the vehicles with a gross vehicle weight rating larger than or equal to 3.5 tons. The sound emission power of a single vehicle on a road section will depend of the type of vehicle (e.g. an LV has a lower sound emission power compared to a HGV in the same situation), the speed of this vehicle, and possibly other parameters that are not always considered, such as the slope of the road, the state of acceleration or deceleration, the road surface and its aging, etc.

The result of (17) Emission sources can be viewed as the GIS layer of localised noise sources and the associated sound power level of emission \( L_{w/m} \) (in dB(A)) calculated with equations found in SETRA Copyright (Collective) (2009a). \( L_{w/m} \) is a combination of the noise emission for the two vehicle types considered: LV and HGV. All the vehicles of a given type are approximated by a reference one. For example, all the LVs are considered identical and modelled by a representative average found during the measurements campaign (SETRA Copyright (Collective), 2009a). The argument of the function \( f \) is a GIS layer Roads containing all the needed pieces of information: the localisation of the roads, the mean hourly traffic for each period (e.g. day, evening, night), vehicle types and the speed of each vehicle type for each road. The aforementioned additional parameters can also be considered in this layer. The consideration of these optional parameters depend of the level of accuracy desired and data availability. The type of road surface and its aging have been taken into account but not the slope of the roads and the state of acceleration or deceleration.

\[
Emission\ Sources = f(Roads) \tag{17}
\]

One has to note that knowing the traffic of each vehicle type on each road and the length of said roads allows the practitioner to quickly assess the total amount of vehicle-kilometres (vkm) per vehicle type. The total amount of vkm per hour is assessed by multiplying the hourly traffic by the length of the roads with which they are associated. Then the total amount of vkm is obtained by multiplying this quantity by the amount of time under consideration.
4.2.2 Noise propagation model

Once the noise emission layer has been calculated, the propagation of the noise must be assessed. The way noise propagates in its environment will depend of several parameters. The most important one in urban environment is the geometry of the ground and obstacles (e.g. buildings, noise barriers, etc.) surrounding the noise sources (SETRA Copyright (Collective), 2009b). Working with GIS data allows for direct and accurate access to the different geographical information needed (e.g. noise sources position, topography, buildings…). A lot of other physical parameters will also impact noise propagation, such as atmospheric sound absorption (depending on the frequency of the source, the ambient temperature, pressure and humidity, the wind direction and speed, etc.) or sound absorption by the ground and building surfaces. When using noise prediction software, the choices of the practitioner will also play a role, such as the number of reflections considered, the maximum search radius, etc. The influence of one of these parameters, the maximum search radius, has been closely studied by Meyer et al. (2017), and this work is detailed in subsection 4.3.

The general philosophy of the propagation model can be shortly explained. The first stem is summarised by (18) where $L_i$ is the sound pressure level $L_{Aeq}$ at a receiving point $R$ due to source $S_i$, $L_{Aeq}$ is the emission sound power of a sound point source $S_i$, $A_{div}$ is the attenuation due to the geometric divergence, $A_{atm}$ is the attenuation due to atmospheric absorption and $A_{front}$ is the attenuation due to the boundary of the propagation medium (including attenuation due to the ground, the diffraction and the reflection by buildings and built-up infrastructures). The sound spectrum from 100 Hz to 5 kHz is then divided in 18 bands, and each term is calculated for all the third-octave bands.

$$L_i = L_{Aeq} - A_{div} - A_{atm} - A_{front} \quad (18)$$

In the NMPB 2008 method, meteorological conditions are taken into account. $L_i$ is calculated in homogeneous conditions and in downward-refraction conditions (atmospheric conditions favouring sound propagation). Then the final result is obtained by an energy accumulation of the sound levels for these two types of conditions weighted by the probability of occurrence. The result $L_{eq,LT}$ is the long-term sound level due to the point source $S_i$ for a given third-octave band. The sound pressure level at the receiver for a given third-octave band $L_{eq,LT}$ is obtained (19) by summing sound contributions from all the point sources $L_{eq,LT}$.

$$L_{eq,LT} = 10 \times \log \left( \sum_i 10^{0.1\cdot L_{eq,LT}^i} \right) \quad (19)$$

Finally, the total sound level $L_{Aeq,LT}$ in dB(A) for a receptor point $R$ is obtained (20) by summing levels in each third-octave band $j$.

$$L_{Aeq,LT} = 10 \times \log \left( \sum_{j=1}^{18} 10^{0.1\cdot L_{eq,LT}^j} \right) \quad (20)$$

The whole propagation model cannot be fully described, all the information on the propagation model can be found in SETRA Copyright (Collective) (2009b). The function $g$ used in (21) to model the sound propagation is
complex and will depend on sound physics, operator choices and software implementation (additional approximations in order to improve calculation time).

\[ \text{Noise Reception} = g(\text{Emission Sources, Topography, Buildings, Parameters, Software, ...}) \] (21)

The result of (21) can be a GIS layer where the noise levels have been calculated and extrapolated for the whole surface of the calculation area in the case of a noise map. To integrate environmental noise impacts in LCA, only the population exposure is needed. This is why a receiver point of view has been adopted, and the noise levels are only calculated on all the façades of each inhabited building. With this preferred approach, the result of (21) is a table associating a sound pressure level with each evaluated building. \textit{Emission Sources} is the result of (17), as explained earlier. \textit{Topography} is composed of one or several GIS layers giving the topography of the ground from altitude points or contour lines. Since the data used in this work contained altitude points and contour lines, these two GIS layers have been used. An optional layer can also include sound absorption by the ground impedance. In this work, it is the case. \textit{Buildings} includes a localised geometrical representation of all buildings present in the studied area. This layer can optionally include other various obstacles, such as external walls or noise barriers, or another layer can contain these pieces of information per the discretion of the practitioner. \textit{Parameters} represents all the parameters that the practitioner of a noise prediction software has to fix, and this can vary between software (e.g. number of reflexions to consider, maximum search radius, choice of the method of propagation, choice of the emission model). \textit{Software} represents the additional approximations coming from the practical implementation of the sound emission and propagation models in the noise prediction software (e.g. CadnaA in this work). The various choices will impact the reliability and accuracy of the results and may be conditioned by time or data availability.

The population distribution is often an attribute of the \textit{Buildings} layer. Knowing which building is inhabited is essential to know where the sound pressure level has to be calculated and where to place the receptors; however, even non-inhabited buildings have to be modelled since they affect noise propagation.

4.2.3 Population exposure

Once the \textit{Noise Reception} has been calculated (21), the sound pressure level on the façades of each inhabited building is known, and the population exposure can be assessed. The only supplementary information needed is the population size and its localisation. The \textit{Population Distribution} is often an attribute of the GIS layer containing all the information about the buildings used in the previous section. With these pieces of information and the results of the preceding steps, a simple computation will lead to the \textit{Population Exposure} as shown in (22). The \textit{Population Exposure} does not need any localisation information since additional steps linking it to human health damage are only based on the exposure of the population to environmental noise for the different periods. The \textit{Population Exposure} can be a simple array with numbers of inhabitants associated with their exposure in terms of sound pressure level for each period considered (\(L_{\text{day}}, L_{\text{evening}}, L_{\text{night}}\) and \(L_{\text{den}}\)).

\[ \text{Population Exposure} = h(\text{Noise Reception, Population Distribution}) \] (22)

However, the \textit{Population Exposure} is dependent on the choices made while doing this allocation, and keeping these choices in mind is important since it will be a part of the limits of this approach. The standard for calculating population exposure is the one from the European Directive 2002/49/EC related to the assessment and
management of environmental noise (Directive, 2002). For each evaluated buildings, the associated noise level is the maximum noise level found at four meters above ground and at two meters in front of the most exposed façade. Then, all the inhabitants of a building are allocated to the maximum value found on every façade of their building. It is important to underline that each person is assumed to be located at his residence home and the corresponding noise level can be quite different than the one to which this person is actually exposed (e.g. at work, quiet façades…). This aspect will be further elaborated on in the discussion, section 7.3.3.

As detailed in subsections 2.3.1 and 2.3.2, the exposure-response relationships are based on the exterior noise exposure levels at the most exposed façade. Exterior noise exposure levels at the most exposed façade are evaluated in Noise Reception, thus exposure-response relationships (11) and (14) could be used with the calculated noise exposure levels to evaluate impacts on human health.

4.3 Maximum search radius

A summary of Meyer et al. (2017) is proposed here. But, if preferred, the reader can refer to the full article in Annex II.

4.3.1 Introduction

While using noise prediction software, several parameters have to be fixed. Some of them are fixed by the methods applied, like the receptor point parameter detailed above (Directive, 2002) and others have negligible influences of the results. However, the maximum search radius is one of the parameters that has to be fixed in the noise prediction software, and it needed its own specific study.

While being called “Max. Search Radius” in CadnaA, this parameter is referred to as “maximum path length” in the NMPB 2008 methodological guide (SETRA Copyright (Collective), 2009b). For the sake of simplicity, this search radius will be referenced as $d_{\text{max}}$. $d_{\text{max}}$ defines a circle around a receiver point, where the sound sources inside this circle will be considered in the calculation, while the sound sources outside this circle will be neglected. It can be seen as the maximum propagation distance allowed. On the one hand, a larger value for the maximum propagation distance implies that more sources will be considered in the calculation of the noise level on the studied façades. If the noise propagation software works properly and the simulation is well done, a result derived with a higher $d_{\text{max}}$ will be more representative of reality. On the other hand, the number of considered sources will grow at the same rate as the square of $d_{\text{max}}$ since the number of considered sources is proportional to the surface taken into account in the calculation (assuming a homogeneous distribution of sources). Thus, the calculation time can quickly become unpractical.

Despite the sensitivity of $d_{\text{max}}$, there is no imposed or even recommended value for this parameter in the European directive 2002/49/EC (Directive, 2002). In most cases, a typical value of 1000m is used (https://www.bruitparif.fr/; http://www.acoucite.org/). According to the NMPB 2008, the method used in this paper for the configuration of CadnaA, $d_{\text{max}}$ is valid up to 2000m (SETRA Copyright (Collective), 2009b). The value chosen for $d_{\text{max}}$ can have a large impact on the noise level calculated on each building’s façade. Studying the impact of this search radius on population exposure is the main objective of this paper.
4.3.2 Methods

Population exposure was calculated for four different geographical areas, named Village, Industrial, Residential and City. These geographical areas have been chosen to represent the different characteristics of population distribution and road distribution, as one can see in Table 3. For each case, all of the inhabited buildings have been evaluated for three maximum search radius values ($d_{\text{max}} = \{500\text{m}; 1000\text{m}; 2000\text{m}\}$). Using the link between population exposure and human health as presented in section 2, the number of highly annoyed persons (HAP), the number of highly sleep disturbed persons (HSDP) and the human health impact in DALY can then be calculated.

Table 3: Main characteristics of selected geographical areas.

<table>
<thead>
<tr>
<th>Geographical area</th>
<th>Description</th>
<th>Number of evaluated buildings</th>
<th>Studied population</th>
<th>Density (inh/km²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Village</td>
<td>Small village in a valley.</td>
<td>2408</td>
<td>9832</td>
<td>800</td>
</tr>
<tr>
<td>Industrial</td>
<td>Industrial zone and suburban area, near a road with dense traffic.</td>
<td>2865</td>
<td>14737</td>
<td>820</td>
</tr>
<tr>
<td>Suburban</td>
<td>Crops and residential area crossed by a road with dense traffic.</td>
<td>3563</td>
<td>29223</td>
<td>920</td>
</tr>
<tr>
<td>City</td>
<td>Heavily urbanised, in downtown Lyon.</td>
<td>4043</td>
<td>93923</td>
<td>18 000</td>
</tr>
</tbody>
</table>

4.3.3 Results

While increasing $d_{\text{max}}$, the noise exposure levels at which the population was exposed naturally increased. In two of the four situations (Industrial and Suburban) studied, the increase in $d_{\text{max}}$ led to a big increase in the percentage of human health impacts (Table 4).

Table 4: Percentage of HAP, HSDP, and DALY explained by the change in the search radius.

<table>
<thead>
<tr>
<th>Change in $d_{\text{max}}$</th>
<th>Village</th>
<th>Industrial</th>
<th>Suburban</th>
<th>City</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increase in HAP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>From 500 to 1000m</td>
<td>0.8%</td>
<td>15.3%</td>
<td>24.8%</td>
<td>0.1%</td>
</tr>
<tr>
<td>From 1000 to 2000m</td>
<td>0.3%</td>
<td>15.0%</td>
<td>17.9%</td>
<td>0.2%</td>
</tr>
<tr>
<td>Increase in HSDP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>From 500 to 1000m</td>
<td>0.4%</td>
<td>4.1%</td>
<td>10.8%</td>
<td>0.1%</td>
</tr>
<tr>
<td>From 1000 to 2000m</td>
<td>0.0%</td>
<td>4.8%</td>
<td>6.4%</td>
<td>0.2%</td>
</tr>
<tr>
<td>Increase in DALY</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>From 500 to 1000m</td>
<td>0.6%</td>
<td>8.4%</td>
<td>15.3%</td>
<td>0.1%</td>
</tr>
<tr>
<td>From 1000 to 2000m</td>
<td>0.1%</td>
<td>9.0%</td>
<td>10.8%</td>
<td>0.2%</td>
</tr>
</tbody>
</table>
This is a major finding of this work. Despite not having any imposed or recommended value for the $d_{\text{max}}$ parameter while using noise prediction software can significantly affect the results. Users of said software must be careful with the chosen value and specify it while communicating the results of their analysis.

Another major result is the presence of two different behaviours. Table 4 shows normalized increases between 4% and 25% for the three indicators in both Industrial and Suburban areas, whereas there is almost no increase for Village and City areas. The study found that this difference was due to heavily trafficked roads. The presence of a noise source stronger than the majority of the noise sources in the studied zone can significantly affect the exposure of the evaluated buildings, particularly when a change in the search radius integrates a heavily trafficked road in the calculation. Since there is a significant difference between a search radius of 1000m and 2000m, it is advised to take the largest possible search radius. Although there is no theoretical reason to use 1000m for $d_{\text{max}}$ instead of 2000m, there is a practical reason. A lot of calculations are not feasible with a search radius of 2000m because going from 1000m to 2000m multiplies the calculation time by more than 4. An elegant solution for this particular problem could be to associate a search radius to each road, depending on the emission noise level of this specific road in absolute terms or compared to other noise sources in the surroundings. This way, an evaluated building will not consider all the noise sources above a given distance but only the strongest. Applying this approach in noise prediction software could increase the accuracy of the noise exposure without increasing the calculation time too much.

All the calculations of the results presented in the following sections have been done with a $d_{\text{max}}$ of 1000m because it was impossible to do these calculations with a $d_{\text{max}}$ of 2000m. The paper, found in Annex II, goes into further detail related to the additional calculation time when expanding $d_{\text{max}}$ from 1000m to 2000m. Additionally, this paper shows that the uncertainties regarding lower noise levels are substantially higher than the ones of higher noise levels. Because of the logarithmic scale of the decibels, lower noise levels are naturally more sensitive.

4.4 Conclusion

These noise prediction method and software need a lot of information compared to traditional/simpler approaches, such as the one initiated by Müller-Wenk (1999). However, noise prediction method and software are based on a finer modelling scale and thus give more accurate and reliable results. For example, the noise exposure of the population can be accurately assessed instead of using aggregated population data in groups of 5dB(A) ranges as in Müller-Wenk (1999) or Franco et al. (2010). Reducing population aggregation yields a more detailed assessment of human health damage. The increase of traffic can also be accurately localised at the road level instead of imposing a strictly proportional increase over the considered road network as in Franco et al. (2010) and Müller-Wenk (1999).

Two important simplifications coming from the data and tools have to be underlined. First, population is modelled based on their place of residence. However, in reality, most of them will not be at home the whole day. Environmental noise exposure during work, for example, will be accounted for at the residency and not at the workplace. Secondly, the whole population of a building is constantly allocated at the receptor with the highest noise emission level. Here, the precautionary principle is applied to avoid underestimation since the precise location of each person in the buildings is not known. These approximations are already integrated in all other
methods using data on population exposure that are generated with the same biases. It does not come from the integration in LCA but from the data and tools used in the acoustic modelling.

The acoustic knowledge underlying this work has been explained, the existing methods to integrate noise in LCA have been compared and the principal tool on which this work relies has been explained. It is now possible to explain in detail the proposed method to develop CFs integrating environmental noise impact on human health in LCA. This is the objective of the next section.
5 Proposed method to develop CFs for environmental noise impact on human health

Even if cardiovascular disease will not be taken into account in the results due to data limitations (section 2.3.3), they have been integrated in the methodology. This way, if one has access to the necessary data, one could easily include this specific health impairment in the calculation along with the other health impairments already integrated (annoyance and sleep disturbance, section 2.3.1 and 2.3.2).

5.1 Selecting midpoints for this impact category.

As developed in Cucurachi et al. (2014), the best way to include a new impact category in LCIA is to rely on the mechanistic approach and the indicators put in place by the specialists of this scientific field. Understanding how environmental noise can affect human health and how this impact is calculated in the state-of-the-art literature from the acoustician’s point of view (Fritschi et al., 2011; Miedema and Oudshoorn, 2001) allows us to propose different possible midpoints.

Studying the link between exposure and human health damage reveals thresholds and non-linear effects (section 2). A change in exposure without information on the initial exposure of each individual of the population will lead to approximations and mistakes. The averaged exposure over the whole population is not sufficient since an increase in dBA will have a different impact depending on the initial noise level at which a population is exposed. This aspect discourages the use of a midpoint indicator based on a change in exposure because it would not be representative of the human health effects it intends to represent. A midpoint based on each health impairment seems the most logical and reliable choice. Annoyance will be quantified in number of HAP and sleep disturbance will be quantified in number of HSDP.

The logarithmic scale of the human perception level, the complexity of the propagation, the non-linear effects, and the thresholds in the relationships linking human health and exposure to environmental noise discourages an aggregated midpoint, such as the one proposed and only used by Cucurachi et al. (2012) in person*Pa*s (number of people exposed to a certain sound pressure for a certain time duration). In Cucurachi et al. (2014), a framework is proposed for the inclusion of emerging impacts in LCIA, such as noise. Cucurachi et al. (2014) state, “The theory should allow for the definition of a clear link between the physical properties of the impact and the effect that the impact has on the target-subject under study.” Cucurachi et al. (2014) also state that “The model developer may not proceed any further if clear mechanisms are not yet clearly known or supported by sufficient scientific evidence.” Yet, in the midpoint chosen by Cucurachi et al. (2012), there is no dose-response relationship between a human health impact in terms of highly annoyed persons, highly sleep disturbed persons or DALY. An additional amount of Pa*s would not have an effect on human health depending of:

- The source type under consideration, e.g. trains, road traffic and airplanes (Miedema and Vos, 2007; Miedema and Oudshoorn, 2001). It’s not possible, considering the cause-effect chains, to aggregate together noise immisions coming from different sources.
- The noise levels prior to this additional mount. Low noise levels would lead to no additional impacts on human health (because of the thresholds). In the interval where the does-response relationships are valid, impacts of an additional noise immisions decrease with the existing noise background (Miedema and
Vos, 2007; Miedema and Oudshoorn, 2001). Summing together Pa*s added to different noise background will lead to the impossibility to link it correctly to an impact on human health.

This scientific evidence goes against the aggregation of noise from different sources over the whole life cycle as proposed by Cucurachi et al. (2012). To our knowledge, there are no elements proving that person*Pa*s is a useful or even viable midpoint. The closest existing unit of measurement is probably pascals-squared-seconds, or \( \text{pasques} \) (Pa\(^2\)s).Pasques can be used to calculate the noise dose a person receives and can be summed over a long period, even a lifetime, to evaluate the noise exposure of a given individual (Drott and Bruce, 2011). This metric is not aggregated over a population, but, even if it was, it is different than the one proposed by Cucurachi et al. (2012).

Once midpoints have been calculated for each health impairment considered, converting them to the human health damage endpoint in DALY is a simple step (section 2.1). To do so, the practitioner must multiply each calculated midpoint with the corresponding disability weights and then sum them together. The result of this operation is an endpoint given in DALY. The chosen midpoints (health impairments induced by noise) may be perceived far down in the cause-effect chain, but any aggregation prior to perception step can lead to large errors. Each noise source type has a different impact due to a difference in interpretation by the human brain, which is why it may be impossible to define a midpoint prior to this perception step.

As it will be discussed in the section treating the different uncertainty sources (subsection 6.3), one of the larger uncertainty sources is the conversion from midpoint to endpoint using the disability weights from the acoustic literature. The uncertainty related to the conversion between health impairments (annoyance and sleep disturbance) and DALY justifies the differentiation between midpoints and endpoint.

### 5.2 Calculating a set of CFs for LCIA

#### 5.2.1 Inventory

CFs link LCI EFs to impact categories, thus making LCI processes and EFs the first element to clarify. Since this methodology focuses on road transportation, a potentially large number of LCI processes are concerned. The vehicle-kilometre (vkm) metric is used in a lot of LCI processes for road transportation. Other metrics of transportation found in the LCI, such as ton-kilometres (tkm) or passenger-kilometre (pkm), can be converted to vkm if the average load is known. When looking at different LCA databases like ecoinvent, GaBi and ELCD (Frischknecht et al., 2005; GaBi, 2015; JRC, 2016), one can find dozens of processes concerning road transportation for passengers (e.g. Car petrol...Euro 4, passenger car[vkm]) or goods (e.g. Cargo hauled by truck [tkm]).

Vkm is a unit of distance and thus does not exactly correspond to the definition of EF stating material or energy. However, it was used as a proxy for the sound energy emitted by the displacement of vehicle over the quantified distance. At least two LCIA methodologies include CFs for environmental noise: the Swiss eco-factors 2013 (Frischknecht and Büsser Knöpfel, 2013) and the EPS methodology (Steen, 1999a, 1999b). And both used vkm as the EF on which they applied CFs for environmental noise. Using a distance-based quantification as already used in these two methodologies is one possibility, and another option is to use an energy-based quantification. Joule could be used as a new EF on which to build CFs for the integration of noise impact in LCA. The method
proposed here allows the establishment of CFs using these two possibilities for EFs. Distance-based and energy-based CFs will be compared and the advantages and disadvantages of these EFs will be discussed.

**Distance-based.** Most of the existing methods (Franco et al., 2010; Moliner et al., 2014; Müller-Wenk, 1999) calculate human health impact with a distance based approach. Building CFs using such an approach will require LCI EFs in vkm, and doing so would be quite simple for LCI processes for road transportation. For all these transportation processes, an output EF of one vkm per one vkm input should be created. For transportation processes in tkm or pkm, the load factor (mean number of passengers or tons transported by said transportation processes) has to be taken into account, thus the output EF for one tkm or pkm input would be 1/(load factor). This additional step will also increase uncertainty since it relies on mean load factor, and that can deviate from the reality.

**Energy-based.** In contrast to the distance-based approach, and as developed in (Cucurachi et al., 2012), another EF on which a CF for noise impact can be build is the sound energy of the considered process (in joule). Sound energy is obtained by multiplying the sound power of the source (in watts) by the duration of emission (in seconds). Using sound energy in the LCI requires an additional EF (sound energy in joule) for each process of road transportation in the database. The sound energy of a given vehicle will depend of various parameters (the nature of the road surface, the slope of the road, the speed, etc.) and not only of the vehicle itself. These parameters will unlikely be known for each vkm accounted for in the LCI of an LCA case study, and thus the calculation of sound energy would be based on a representative average. For transportation processes willing to integrate environmental noise impact, an output EF in joules has to be defined. Accurately evaluating the output EFs in joule per vkm for each concerned process will play an important role in the accuracy of the results. Like with the distance-based approach, dealing with processes in tkm or vkm will add an additional term of 1/(load factor) and increase uncertainty.

Since LVs and HGVs are separated in the acoustical models, they have to be assessed separately when developing noise impact CFs. With a distance-based approach, HGVs are noisier than LVs, so differentiating these two types is a necessity. A difference between these two vehicle types can also exist with an energy-based approach. For example, LVs and HGVs are spread differently between time periods and within the road networks. In our data, there is a higher percentage of HGVs on motorways than in city centres and higher percentage of HGVs at night than during the day. These differences could induce differences in the impact per joule, thus at least two EFs would still exist: one for LV and another for HGV.

Because the sound energy induced per one vkm of a given vehicle is not constant, using vkm as an intermediary in the calculation of impacts on human health could lead to significant errors in the assessment. In contrast, an energy-based logic will simplify the integration among all the different processes in the inventory, conditional only upon properly defining the EF in joules for each of the processes. An energy-based approach presents advantages, although the characterisation framework developed here can work with energy-based and distance-based approaches. The traffic (or its evolution) can be accounted for in vkm or joule resulting in distance-based and energy-based CFs, and the rest of the cause-effect chain is unchanged, as shown in Figure 1. In the following methodology, EF will be used to refer both to vkm and joules.
5.2.2 The development of CFs

As already detailed in section 1.1, a CF links an EF to an impact category at the midpoint or endpoint level. A CF can be calculated by dividing the effect (in our case, human health impact) in an area by the amount of the EF that produces it (Pennington et al., 2004) (23). The CF for one unit of EF (one vkm or one joule), for one vehicle type \( \text{ref} \), occurring in a geographical area \( i \), during the time period \( t \) (e.g. day/evening/night), for a specific health impairment \( k \) (annoyance or sleep disturbance), will be the sum of the considered effect on the exposed people \( j \), divided by the amount of EF causing it, as stated in (23).

\[
CF_{\text{ref},i,t,k}^{\text{mid}} = \frac{\sum_j EF_{\text{effect},j,i,t,k}}{EF_{i,t,k}} \tag{23}
\]

The result of (23) will be the effect on human health for one health impairment \( k \) coming from one unit of EF (e.g. number of HAP per joule for LVs in the geographical area \( i \) and the time period \( t \)). The CFs for the different health impairments \( k \) can be aggregated at the endpoint level by linking the inventory item (sound energy) to an impact on human health in terms of DALY using the disability weights (DW) presented in section 2.1. The result of (24) is an endpoint CF in DALY per unit of EF for a vehicle type \( \text{ref} \) located in the geographical area \( i \) during the period \( t \).

\[
CF_{\text{ref},i,t,k}^{\text{end}} = \sum_k CF_{\text{ref},i,t,k}^{\text{mid}} * DW_k \tag{24}
\]

Once the CF has been calculated for a specific geographic area, vehicle type, and time period, it can be used by any LCA practitioner without any supplementary noise emission and propagation modelling. For example, environmental noise damage on human health is given in (25) based on (1). It is likely the most efficient way to integrate noise impact on human health in a systematic and practical way in a classical LCA framework.

\[
\text{Environmental noise damage (DALY)} = \sum_{\text{ref}} \sum_i \sum_t CF_{\text{ref},i,t,k}^{\text{end}} * \text{Elementary flow}_{i,t,k} \tag{25}
\]

Due to the logarithmic nature of the human perception of noise and the non-linear effects between exposure and human health impacts, the impact of one unit of EF will be dependent upon the traffic considered (i.e. the total amount of EF in the area). There are two possible and different approaches to build these CFs (Huijbregts et al., 2011): a marginal approach and an average approach. The United Nations Environment Programme (UNEP, 2016) advises method developers to provide sets of CFs corresponding to both approaches. Since data and method allow
it, the calculation of both of the resulting CFs will be compared. Both approaches are schematically represented in Figure 2.

**The marginal approach.** The literature concerning the inclusion of noise damage on human health in LCA takes into account the existing environmental noise, thus only considering the impact of additional traffic. The first approach by Müller-Wenk (2004, 2002, 1999) considered an additional trip of 1000 vkm distributed over the entire Swiss road network in proportion to the existent traffic. Franco et al. (2010) took a similar approach by splitting 1000 vkm over their considered road network (only high-capacity roads). Moliner et al. (2014) measured the addition of one vkm on several Spanish motorways. Finally, Cucurachi et al. (2012) calculated CFs from the existing noise background level. To apply a marginal increase to the existing traffic, spreading the additional traffic proportionally to the existing one is considered to be the most suitable for the inclusion of traffic noise in LCA (Franco et al., 2010), an approach already adopted by Althaus et al. (2009), Doka (2003) and Müller-Wenk (2004, 2002, 1999). In this approach, the presence of LVs and HGVs can be increased separately, and thus distance-based and energy-based CFs can be determined for each vehicle type.

For instance, if an impact category has a high threshold or exponential exposure-response relationship, the last unit of EF would have a larger environmental impact than the first one. On the contrary, if an impact category has, for instance, a logarithmic exposure-response relationship, the last unit of EF would have a smaller environmental impact than the first one. In situation with high environmental pressure, a marginal change is judged to be virtually irrelevant (Huijbregts et al., 2011). This is a weakness of the marginal approach, and it can be corrected by the use of an average approach. To our knowledge, the latter has not been developed yet in the LCA literature for the specific case of environmental noise.

**The average approach.** An average approach would consist of calculating the entire environmental noise impact on human health from road transport in a given area divided by the total amount of sound energy from road transport causing it. Thus, LVs and HGVs cannot be differentiated, and only the total effect of both vehicle types together is available. The results would be a set of CFs for a given geographical area, for a given time period and for a given health impairment without the differentiation of the vehicle type. Since there is an important difference in terms of the emission power level between LVs and HGVs, it seems illogical to aggregate LVs and HGVs with a distance-based approach. Thus, choosing an energy-based quantification when adopting an average approach is advised.

In the calculation of the average CFs, the total impact is divided by the total amount of noise causing it. Following the global guidance for LCIA indicators (UNEP, 2016), the average CFs are calculated taking into account a situation without human intervention as the reference state, i.e. without noise from road transportation. That is why the average approach curve represented in Figure 2 starts at the origin. This is different from the so-called “zero-effect” approach where the average approach would have started at the first detectable impact (origin of the exposure-response curve) instead of the origin (Huijbregts et al., 2011). This aspect will be further discussed in subsection 7.7 as well as the practical uses of both average and marginal approaches.
For the impact assessment researchers, both approaches are thought as complementary and will allow different interpretations of the impact category under study. The marginal approach will give the impact for an additional amount of EF while the average approach will give the impact per unit of EF. Moreover, comparing marginal and average CFs can also give an idea of the sensitivity of marginal CFs to the existing state in which they have been calculated. If there is a big difference between average and marginal CFs, a change in the reference situation in which the marginal and average CFs were calculated would have a big impact on the value of these CFs. As a first approximation, the lower the difference between the two, the lower the sensitivity of the amount of EF in which the CFs were calculated.

### 5.2.3 Health impairment and time periods

The existing dose-response relationships link sleep disturbance to $L_{\text{night}}$, noise annoyance to $L_{\text{den}}$ and cardiovascular disease to $L_{\text{day,16h}}$ as summarised in Figure 3. The three health impairments considered concerned night, the whole day or the day and evening periods. Based on the health impairments considered, the CFs for the evening and day periods cannot be differentiated, and thus the CFs will only be defined for the night period (22h to 6h) and the day/evening period (6h to 22h).
Environmental noise assessment is based on hourly traffic, but the impact of environmental noise on human health is calculated over one year. When normalizing with the marginal approach and vkm as EF, the total amount of vkm will be the increase of vkm on the hourly scale \( \Delta \text{traffic} \) multiplied by the number of hours in the daytime period and the number of days in one year. For example, \( \Delta \text{traffic} \) shows how to calculate the marginal increase of traffic \( \Delta \text{vkm}(t) \) over one year where \( H_i \) is the number of hour in the time period \( i \) and \( \text{year} \) is the number of days in a year.

\[
\Delta \text{vkm}_{\text{year, whole day}} = \Delta \text{vkm}_{\text{year, day}} + \Delta \text{vkm}_{\text{year, evening}} + \Delta \text{vkm}_{\text{year, night}} \\
= \text{year} \times \sum_{i} \Delta \text{traffic}_i \times H_i
\]  

(26)

For sound energy, the calculation relies on the sound emission level \( I_{w/m} \) per metre of lane. The sound power \( W_{m} \) can be calculated as shown in (27) where \( W_0 \) is the reference sound power of \( 10^{-12} \) watts.

\[
W_{m} = W_0 \times 10^{\frac{I_{w/m}}{10}}
\]  

(27)

If a section of roads at a noise emission power per metre \( W_{m} \) is multiplied by the total length of this section, a noise emission power is obtained in Watts. At this step, noise emission power from all the sections can be added together, leading to a global noise emission power for the whole road network under consideration \( W \). The last step to obtain the sound energy is to multiply this noise emission power by the time under consideration. In (28), the marginal increase of sound energy \( \Delta E(t) \) is calculated from the increase in sound emission power \( \Delta W(t) \), which is calculated from the increase in hourly traffic (difference between \( W \) with and without an increase in traffic). When taking an average approach, the whole sound energy in the area of study will be accounted for instead of a marginal increase, as detailed in (29).

\[
\Delta E_{\text{year, whole day, marginal approach}} = \Delta E_{\text{year, day}} + \Delta E_{\text{year, evening}} + \Delta E_{\text{year, night}} \\
= \text{year} \times 3600 \times \sum_{i} \Delta W_i \times H_i
\]  

(28)

\[
E_{\text{year, whole day, average approach}} = \text{year} \times 3600 \times \sum_{i} W_i \times H_i
\]  

(29)

The resulting midpoint CFs for annoyance for all periods (day, evening and night) is seen in (30). The number of HAP is derived from the exposure of the population (associating persons and the exterior noise exposure levels at the most exposed façade of their dwelling) and the dose-response relationship for noise annoyance based on the exterior noise exposure levels at the most exposed façade (Miedema and Oudshoorn, 2001). It is important to note that this dose-response relationship is only valid for \( L_{den} \) ranging between 45 and 75 dB(A). Persons exposed to levels lower than 45 dB(A) are not considered. Persons higher than 75 dB(A) are evaluated at 75 dB(A), i.e. at the maximum of the range.

\[
\text{CF}_{\text{annoyance}} = \frac{\text{Number of HAP}}{\text{EF}_{\text{year, whole day}}}
\]  

(30)
With a marginal approach the Number of HAP taken into consideration would be the additional number of HAP due to the increase of traffic and the EF will be quantified with (26) for distance-based CFs and with (28) for energy-based CFs. With a marginal approach the Number of HAP taken into consideration is the whole number of HAP in a given area and the EF will be quantified with (29) in the same area.

The same logic, when applied to sleep disturbance, leads to a CF only valid at night, as expressed in (31). Here, the additional number of HSPD is derived from the exposure of the population and the dose-response relationship for sleep disturbance (Miedema et al., 2002). This dose-response relationship is valid for $L_{\text{night}}$ and ranges between 45 and 65 dB(A). Persons exposed to $L_{\text{night}}$ below 45 dB(A) are not considered while persons exposed to $L_{\text{night}}$ over 65 dB(A) are evaluated at 65 dB(A).

$$CF_{\text{sleep disturbance}} = \frac{\text{Number of HDSP}}{EF_{\text{year night}}}$$

(31)

Doing the same for cardiovascular disease yields a CF valid for the day and evening, as expressed in (32) for non-fatal cardiovascular disease and in (33) for fatal cardiovascular disease.

$$CF_{\text{non fatal cardiovascular disease}} = \frac{\text{Number of non fatal cardiovascular disease attributable to environmental noise}}{EF_{\text{year day}} + EF_{\text{year evening}}}$$

(32)

$$CF_{\text{fatal cardiovascular disease}} = \frac{\text{DALYs from fatal cardiovascular disease attributable to environmental noise}}{EF_{\text{year day}} + EF_{\text{year evening}}}$$

(33)

With the three health impairments considered, only two periods can be differentiated: day/evening and night. The resulting CFs in DALY for these periods are detailed in (34) and (35), where previous CFs are multiplied by the corresponding disability weight $DW$. Depending of the choice of EF, the resulting CFs are distance-based or energy-based.

$$CF_{\text{(day evening)}} = CF_{\text{annoyance}} \times DW_{\text{annoyance}} + CF_{\text{non fatal cardiovascular disease}} \times DW_{\text{non fatal cardiovascular disease}} + CF_{\text{fatal cardiovascular disease}} \times DW_{\text{fatal cardiovascular disease}}$$

(34)

$$CF_{\text{night}} = CF_{\text{annoyance}} \times DW_{\text{annoyance}} + CF_{\text{sleep disturbance}} \times DW_{\text{sleep disturbance}}$$

(35)

For simplification, the day and evening periods (from 6 a.m. to 10 p.m.) will be labelled as day in the following. Endpoint CFs for the day will stand from 6 a.m. to 10 p.m. and endpoint CFs for night will stand from 10 p.m. to 6 a.m.. For simplification and concision, midpoint CF for annoyance will be labelled as HAP and midpoint CFs for sleep disturbance will be labelled as HSDP.

5.2.4 Geographical area

The considered geographical areas play another key role in creating a relevant CF. With the method developed here, one can accurately calculate the marginal effect on human health due to an increase in traffic in a well-known geographical area. If desired, the level of detail can be fixed to a single road, which is an alternative and potentially more detailed approach than the one developed by Ongel (2016), where the CFs proposed for nine
Turkish municipalities were based on main arterial roads. One could also produce georeferenced CFs based on a
normalised grid of a given territory, as in Cucurachi and Heijungs (2014). Of course, such an approach will need
a huge amount of effort if the CFs have to be calculated for all the roads worldwide or even for a larger
geographical subunit (e.g. a 5×5 km² grid). For now, the available data mostly concerns big cities and calculating
CFs for a whole country or at the European level could be very difficult, if not impossible. Moreover, it can be
problematic for the practitioner to know where a given transport is occurring, and the usefulness of explicitly
georeferenced CFs is questionable. An exception to this is in specific cases, such as a comparison between two
roads. In this case, specific modelling in a noise prediction software may be the best solution. When establishing
CFs, one has to take into account that the inventory processes considered by the practitioner are not often
accurately localised.

Cucurachi et al. (2012) and Cucurachi and Heijungs (2014) propose a good compromise by using archetypical
conditions. These archetypes are predefined models judged to be representative of various situations. Cucurachi
and Heijungs (2014) used six different geographical archetypes: urban, suburban, rural, industrial, indoor and
unspecified. The authors attest to an accounting of noise emissions over the whole life cycle, and that these CFs
could be used for all kind of noise emissions and not only for road transportation. This aggregation is problematic
as discussed in 5.1 and will be further addressed in the discussion (subsection 7.1). Using archetypal conditions
is interesting because it allows one to calculate a set of CFs that can then be used easily by an LCA practitioner.
Once the CFs have been calculated, they can be used in a systematic way in the basic framework of LCA without
needing any additional modelling. For this reason, the archetypal approach seems the most appropriate to address
noise impacts if one wants to take into account the variety of effects between different geographical areas. Instead
of fixing archetypes a priori, another approach could be to calculate the proposed CFs in various situations and
then identify different types depending on the outputs’ variations, an a posteriori approach.

For this application, a division of the French territory into a set of IRIS (Ilots Regroupés pour l'Information
Statistique - Aggregated Units for Statistical Information), was chosen. IRIS is one of the levels of collection and
transmission of statistical data coming from the French National Institute of Statistics and Economic Studies
(INSEE) (Institut national de la statistique et des études économiques). These geographical areas are on the district
scale and contain between 1800 and 5000 people. They are built in a way that ensures homogeneity among
geographic and demographic criteria, which is precisely why this mapping has been chosen. Moreover, they are
small enough to allow for a lot of different calculations leading to a large amount of results that can be statistically
analysed. At the same time, they are also large enough to have hundreds of buildings evaluated for each situation
ensuring a correct “signal” and not some random statistical “noise”. Due to the way they are built, IRIS do not
have all the same form or the same surface. However, if the effects of the surroundings are correctly taken into
account, this aspect should not be problematic.

If significant differences are found while calculating the CFs among different geographical areas, it may be
possible to establish different types and to define typical CF values (and in the best case uncertainty distributions)
for each identified type. While creating geographical subunits, the IRIS cutting was preferred to ensure
homogeneity of the studied areas, but a normalised grid could also have been used. This method can be used on
any geographical area.
Since the persons living in a building are exposed to multiple roads and since a road is impacting multiple buildings, the application of the method developed here will be subject to an allocation problem. If one wants to assess the whole impact of an increase in traffic, there are two possibilities: the building point of view and the road point of view.

**Building point-of-view.** The first approach would be to consider all the buildings evaluated in the geographical area of interest and all the roads impacting the noise levels at these buildings’ façades. With this approach, the noise level will only be evaluated in the geographical area of interest. To be sure to assess the whole impact coming from the increase in traffic, all the information (roads, topography, buildings, and population distribution) has to be known around this area until a distance of at least the fixed search radius ($d_{\text{max}}$). The $d_{\text{max}}$ parameter has been discussed in 4.3. For practical reasons (Meyer et al., 2017), a value of 1000m has been chosen for $d_{\text{max}}$. A buffer with a width of $d_{\text{max}}=1000$ m is thus defined around the geographical area of interest (Figure 4). Since Meyer et al. (2017) has demonstrated the important impact of this parameter, a higher value of $d_{\text{max}}$ can be used if possible. With this approach, the traffic is increased on all the roads in the geographical area of interest as well as an outside buffer from the $d_{\text{max}}$ width.

![Figure 4: Representation of the building point of view. The geographical area of interest is in purple. This is where the buildings’ façades will be evaluated. The blue zone is the width of the outside buffer of $d_{\text{max}}$ (1000m).](image)

In Figure 4, the buildings’ façades will only be evaluated in the area of interest in purple. All the roads in this figure (in the purple and blue areas) are noise sources, and they will be varied in a second calculation to obtain a differential and assess the marginal impact of a change in traffic. The noise levels affecting the blue buildings in the buffer are not calculated, and these buildings are only here to model the propagation of sound. The topography is taken into account on the whole zone, although it is not visually represented in Figure 4 for simplicity.
The building point-of-view is simple and may appear as a viable approach to establish CFs, but there is a major problem: to assess the human health impact per a unit of traffic, the whole human health impact calculated here is divided by the increment in vkm. However, all the roads included in a band of \( \pm d_{\text{max}} \) of the IRIS’ border will be common in the calculation of several IRIS. This means that to avoid an underestimation of the midpoint CFs, the impact of the increment of the shared roads have to be allocated between concerned IRIS. There is no easy way to solve this allocation problem. The building point-of-view is not suitable to determinate the potential impact of a marginal emission increase. The building point-of-view will not be used in this work since this receptor perspective induces non-negligible errors that may be avoided from a second approach: the road point-of-view.

**Road point-of-view.** This approach considers the roads and not the buildings, thus varying the traffic on the roads contained in the IRIS. The aim is to find the total impact of the roads in the IRIS and only increase the traffic on these roads. To do this, the buildings in the IRIS, plus the ones within \( d_{\text{max}} \) from the border of the IRIS, have to be evaluated because they are affected by the increase in road traffic inside the IRIS. To have a correct measure of the buildings in the internal buffer in light blue (Figure 5), an external buffer in white is needed in order to fix the environmental background noise of the internal buffer. Both buffers have a width of \( d_{\text{max}} \).
In Figure 5, the CFs are calculated for the purple area. To assess these CFs, two calculations are needed: one with and one without a traffic increase. With the road point-of-view, the road traffic will only be increased in the geographical area in purple. All the buildings in red (in the central area and internal buffer) will be evaluated because they are located less than the $d_{\text{max}}$ of a road on which traffic has been increased. The road traffic in the internal and external buffers will not be increased between the two simulations, but they have to be here as noise sources to fix the environmental noise for a correct calculation of the noise exposure levels. The buildings in the external buffer are only here for their impact on the sound propagation. The topography is taken into account for the whole area, although this is not shown on the figure for simplicity.

This approach does not need any allocation. It simplifies this problem from the building point-of-view and avoids a major source of errors. This approach only implies a small error in the calculation, and this is because the logarithm of the sum is lower than the sum of the logarithm. The sum of the increase in noise levels found at a building’s façades shared between several calculation areas (i.e. in a band of $\pm d_{\text{max}}$ of the IRIS’ border) will be a little bit higher than the increase in noise levels found if the traffic roads are increased simultaneously in all the IRIS. The road point-of-view is preferred to the building point-of-view. Thus, this approach should be the one used while applying this method and is the one used in the rest of this work.

### 5.2.5 Practical considerations for the marginal approach

Adding only one vkm (or even 1000) in the whole studied system over a year will not affect the outputs of noise prediction models in any measurable way; it is also not even possible since noise prediction software simulates road traffic hourly. For example, when Franco et al. (2010) added 1000 vkm on the road network they considered, it led to an increase of roughly $10^{-8}$ additional vehicles per hour. In the noise prediction software, even a single increment in hourly traffic will produce several hundreds of vkm over one year. The methodology developed here forces the practitioner to increase the traffic in a larger amount than preceding methods, but the question of the extent of this marginal increase remains.

To answer this question, five different IRIS around Lyon have been selected, where each represents a different situation. These geographical areas are different than the ones used to assess the maximum search radius (Section 4.3). The first area, referred to as dense urban, is in the heart of the city of Lyon and is densely populated. The second area, referred to as urban, is partly exposed to the traffic of the ring of Lyon (more than 4000 vehicles/hour on both sides during daytime). A small town was chosen in the periphery of Lyon as the third geographical area to study, consisting mainly of residential buildings surrounded by fields. This area, referred to as noisy peri-urban, is exposed to the environmental noise of motorways in the direct neighbourhood. For a fourth comparison, a similar city in the periphery of Lyon was chosen in a more hilly landscape. This time, the area, referred to as quiet peri-urban, is less exposed to high traffic roads, and the environmental noise is lower than in the previous case. Finally, a geographical area was selected in the countryside. The area, named rural, contains small towns, vast fields and roads with medium density traffic in between. These geographical areas are not thought to be representative of all the possible situations that one can encounter when studying the marginal impact of environmental noise. However, these geographical areas have been selected to partly analyse the existing variability. For each geographical area, the additional number of HAP resulting from the increase in traffic were calculated using an increase of 11%, 25%, 43% and 67% for LVs and the road point-of-view explained in the last...
section. The multiplication factor applied on the traffic can only take discrete values (1/0.9, 1/0.8, 1/0.7… etc.) because of constraints in the CadnaA noise prediction software.

Calculations were conducted on a server equipped with the operating system “Windows Server 2008 R2 Enterprise”, Intel® Xeon™ CPU 3.20 GHz (8 cores) processor and 34.0 GB RAM. The calculation time to produce a CF varies between a several hours and a few days, depending on the situation.

![Figure 6: The additional number of HAP for five different geographical areas (urban, noisy peri-urban, quiet peri-urban, urban and dense urban) and linear trend line as a function of the multiplication factor applied to traffic of LVs.](image)

In Figure 6, there is a clear linear tendency between the additional number of HAP and the increased proportions of the studied traffic ($R^2 > 0.99$ in these five geographical areas). In the range tested here, the CFs will be assumed as independent of the choice of the multiplication factor. One can also see that the additional number of HAP is dependent on the geographical area. This aspect will be further studied in subsection Error! Reference source not found., examining the spatial variability of the results.

### 5.3 Conclusion

CFs are thought to be the most practical way to integrate environmental noise impact on human health. Here, a full method has been developed in the case of road transportation. This method allows the derivation of CFs with an average or marginal approach. The average approach gives CFs in HAP per joule and HSDP per joule at the midpoint level and DALY per joule at the endpoint level. The usage of these average CFs will be further discussed later. Marginal CFs are preferred in the LCA framework and are especially useful when looking at small changes in an operating system. Marginal distance-based and energy-based CFs can be calculated at both midpoint and endpoint levels. Marginal CFs can also be calculated separately for each vehicle type. These possibilities should allow further access to interesting information.
This method will now be applied in different geographical situations to see how the values of the CFs are evolving and if a typology usable in an LCA framework emerges from this analysis.
6 Results

6.1 Number of experiments and IRIS choice

Now that the development of CFs for environmental noise impacts on human health have been methodologically explained, the CFs can then be fully calculated for the region of the Great Lyon. As explained, two buffers are needed to apply the developed method. An internal buffer in which noise exposure is assessed but the road traffic is not increased and an external buffer that is only here to fix the environmental noise. In the external buffer, the road traffic is not increased and the population exposure is not assessed. The necessity to have these two buffers reduce the surface on which this method can be applied. Only IRIS with internal and external buffers fully described by the data used were kept as potential candidates for the calculation. This corresponds to 435 IRIS in the Lyon area, accounting for 339 km² of the 736 km² in the initial area considered. Among these 435 IRIS, some of them have been selected to cover different geographical situations.

All the calculation in an IRIS take a lot of time. Due to time constraints, the calculation was only conducted on 77 IRIS among the 435 possible ones. The best way to maximise the different situations and eventual types with a limited sample was to cover a large territory. That is why IRIS have been selected trying to maximise the distance between them. Of the 77 IRIS calculated, 11 were taken away after the calculation. Under examination, three of them showed incoherencies in the results and/or a problem in the inputs leading to unreliable results. One other IRIS had no HGVs at all. In order to compare CFs on HGVs and LVs on the same sample, this IRIS was eliminated. Six IRIS had no population, or almost no population because those IRIS corresponded to hospitals (hospitals have specific IRIS and the population is fixed to zero since nobody is permanently living in the hospital) or working areas (industrial areas or areas consisting only of office buildings). This is the direct consequence of an important limit of the models and data used: all the inhabitants are located at their place of residence. Considering unrealistic that nobody is exposed to noise in industrial areas, areas consisting only of office buildings or hospital, these IRIS can be considered as outliers and were left out of the rest of the calculation. The place of residence limitation and its possible consequences will be discussed in subsection 7.3.3. Figure 7 shows the total area considered and includes all the IRIS for which data was available as well as the 435 IRIS with sufficient data to make the application of the developed method possible. The remaining 67 IRIS that will be analysed in this section are also presented in Figure 7. These 67 IRIS cover 38.7 km², contain 176,488 people, and over one year, 944 millions vkm of LVs, 48.2 millions vkm of HGVs or 848 millions joules (without considering the buffers).

For each of the geographical areas, a simulation was run in a first scenario (i) without any modification and in a second scenario (ii) with an increased hourly traffic of 11.1% in LVs or 10.0% in HGVs. The values of increase are different for LVs and HGVs due to technical constraints in the noise prediction software. These values are the smallest ones allowing to increase one vehicle type without increasing the other. As detail in the method, the road traffic is only increased in the IRIS itself (road-point-of-view, subsection 5.2.5). In both cases, the noise exposure levels $L_{\text{day}}$, $L_{\text{evening}}$, $L_{\text{night}}$ and $L_{\text{den}}$ resulting from the whole traffic in the IRIS and the two additional buffers have been calculated for every inhabited buildings in the IRIS and the internal buffer. The marginal CFs are obtained by dividing the difference in human health impact between (i) and (ii) by the increase in traffic added in (ii). This increase can be in LVs or HGVs and can be quantified in terms of energy (J) or distance (vkm) leading to energy-based or distance-based CFs. The average CFs can directly be calculated from (i). Since we have the traffic in the
IRIS and the two buffers and the exposure of the population in the IRIS and the internal buffer, the average CFs can be calculated on the IRIS alone, on the internal buffer alone, or on the IRIS and the internal buffer together referred to as extended as show in Figure 8. To calculate these average CFs, the whole impact in an area is divided by the whole sound energy produced in this area over a year.

Figure 7: Geographical areas considered. In dark blue are the 67 IRIS on which the CFs have been calculated. In mid-weight blue are the 435 IRIS that could have been used to calculate CFs, and in the lightest blue are the IRIS for which data were available but without data for the buffers, the calculation with the method developed in this work was not possible.

Figure 8: Schematic representation of the IRIS and the two buffers.
No IRIS area is shared with another IRIS. However, when taking into account the internal buffers, geographical areas are shared. It is not a problem or a source of concern in the calculation of marginal CFs since the method avoids any effect from the surroundings. However, this point will be discussed while looking at the average CFs and thus should be underlined. Internal buffers and their superposition are represented in Figure 9.

Figure 9: The 67 IRIS are represented in blue and their internal buffer in grey.

Since many different CFs will be manipulated in the rest of this work, Figure 10 was made for disambiguation purpose.
6.2 Spatial variability of the raw results

Since the method was successfully applied on 67 geographical areas, 67 values are available for each CF. The resulting spatial variability will be presented and analysed in this subsection. By summing the area of all 67 calculated IRIS, a surface area of 38.7 km² is found among the 339 km² available to apply this method. It means that a little bit more than a tenth of the potential area was effectively used due to time constraints.

6.2.1 Qualitative approach of the spatial variability of CFs for annoyance

The amount of traffic can greatly vary between IRIS. From the emission perspective, it would be misguided to consider that all IRIS have an equal weight. To have a first idea of the spatial variability among the 67 IRIS while taking into account the heavier importance of IRIS with more traffic, the weighted histograms of the different CFs have been plotted (Figure 11), with the weight being the EF under study. For example, the height of a bar in Figure 11 for \( \text{CF}_{\text{avg,HA,IRIS}} \) (e) is the part of sound energy being produced by the whole traffic during the whole day over a year in scenario (i) in all the IRIS for which the CF values are contained in the width of said bar.
Figure 11 shows that the major part of the traffic or sound energy is associated with lower values for all the represented CFs. To ease the analysis of these histograms, it may be better to plot them on a logarithmic scale instead of a linear one. To facilitate this comparison, the x-axis and the breaks of the weighted histograms are the same for all the six sets of CFs represented in Figure 12. A decimal logarithm $\log$ has been used to quickly interpret the order of magnitude.
Histograms for LVs (a and c) and HGVs (b and d) have different shapes. Histograms for HGVs are more asymmetrical, giving more weights to lower CFs, while the histograms for LVs are more uniformly distributed. When passing from distance-based CFs to energy-based CFs (from a to c and from b to d), the shape of the histograms change. This is due to the fact that the mean joules per vkm is not the same in all the IRIS. The mean joules per vkm will depend, at first approximation, on the mean speed in this area. When calculating distance-based CFs, information on the different noise emission powers due to different speed is lost. Thus, distance-based CFs are less representative and less accurate than energy-based CFs. Energy-based CFs should be prefer over distance-based CFs because the physical stressor impacting the human health is better taken into account.

Calculating $\text{CF}_{\text{avg}}$ on the extended area (f) instead of the IRIS alone (e) tends to add weight in the middle of the distribution. Since this is equivalent to averaging on a wider area, it increases the lowest values and decreases the highest ones.
In these six histograms, there are a less than two orders of magnitude between the minimum and maximum values for a given CF. Looking at the ratio of the bounds of the 95-percentile confidence interval in Table 5, values ranging from 15 to 38 are found. The calculation has been made while weighting the values found in the different IRIS as explained before for the weighted histograms.

Table 5: Ratio of the bounds of the 95-percentile confidence interval for all the CFs concerning the annoyance midpoint indicator.

<table>
<thead>
<tr>
<th>CF</th>
<th>CFmgn,HAP,LV,vkm</th>
<th>CFmgn,HAP,HGV,vkm</th>
<th>CFmgn,HAP,LV,J</th>
<th>CFmgn,HAP,HGV,J</th>
<th>CFavg,HAP,IRIS</th>
<th>CFavg,HAP,extended</th>
</tr>
</thead>
<tbody>
<tr>
<td>97.5 percentile</td>
<td>18</td>
<td>15</td>
<td>33</td>
<td>28</td>
<td>38</td>
<td>38</td>
</tr>
<tr>
<td>2.5 percentile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The values contained in the 95-percentile confidence interval cover between one and two orders of magnitude. It could justify the elaboration of a typology with CFs calculated for each identified type. For example, if the CFs calculated in the city are significantly different than the one calculated in the suburbs, different CFs could be proposed for these two different types. To establish typology a posteriori, the key variables piloting this spatial variability should be understood, and this is attempted in the next subsection (6.2.2). For a trial analysis, we will focus on the CFmgn,HAP,LV,J before extending the analysis to the rest of the set of CFs.

6.2.2 Understanding the key variables behind the spatial variability of CFmgn,HAP,LV,J

The GIS layers used as inputs contain a lot of different variables. These variables can be explained explicitly (in attributes of the layers) or implicitly (population density can be calculated from these GIS layers). By knowing these input variables and the intended output, one can try to identify the explanatory variables for the observed variability of the different CFs. The impact of road traffic noise on human health should, at first approximation, be linked with two input parameters: the noise emission due to road traffic noise and the number of people exposed to these noise sources.

The noise emission due to road traffic noise can be approximated by sound energy. Using vkm is more prone to errors because the joules emitted per vkm vary, as observed earlier. Since all the IRIS do not have the same size, the geographical variable of interest is not sound energy itself but rather the density of the sound energy (j/km²). The density of sound energy is calculated by dividing the amount of sound energy emitted over a year by the area in which it is calculated. Calculating the sound energy over a year was chosen in order to stay coherent with the rest of this work. The second input parameter is the population density. While doing the calculation on an IRIS, the population exposure is assessed in the IRIS itself and in the internal buffer. The roads are known in the IRIS, in the internal buffer and in the external buffer. In other words, the population density \( d_{\text{pop}} \) (pop/km²) can be calculated in the IRIS and in the internal buffer while the density of sound energy \( d_j \) (j/km²) can be calculated in the IRIS, in the internal buffer and in the external buffer. These five variables have been calculated, and a first test has been done to understand the extent to which these variables could explain the studied output: CFmgn,HAP,LV,J.

Considering the logarithmic nature of the human perception, the existence of thresholds, and the form of the exposure-response relationship between human health and noise exposure, non-linear behaviours were expected. The \( \text{lm} \) function in the R software (R Core Team, 2015) allow to fit linear models using the QR factorisation
method. Using it, a first attempt was made to create a linear model between the natural logarithm \( \ln \) of the CF and the natural logarithm of these five variables. The \( \text{\texttt{lm}} \) function was able to produce a linear model with an adjusted \( R^2 \) value of 0.92. The adjustment of the \( R^2 \) value used Wherry’s formula and quantified how much the variance in \( y \) (\( \ln(\text{CF}_{\text{mgn,HAP,LV,J}}) \)) in this case is accounted for when using a predictive model (Andy Field and Miles, 2012). This first modelling only found three significant variables (p-value < 0.001 for these three variables): the logarithm of the population density in the IRIS \( d_{\text{pop,IRIS}} \), the logarithm of the population density in the internal buffer \( d_{\text{pop,int buf}} \) and the logarithm of the sound energy density in the IRIS \( d_{\text{J,IRIS}} \). However, the correlation coefficient \( r \) between \( d_{\text{pop,IRIS}} \) and \( d_{\text{pop,int buf}} \) is 0.80, these two variables are redundant and it may be better to only keep one out of the two. It makes more sense to keep \( d_{\text{pop,IRIS}} \) since it is the population density in the calculation area. Moreover, keeping \( d_{\text{pop,IRIS}} \) lead to a better fitting. The correlation coefficient \( r \) between \( d_{\text{pop,IRIS}} \) and \( d_{\text{J,IRIS}} \) is 0.24, these two variables are poorly correlated. Then the \( \text{\texttt{lm}} \) function was rerun with only these two variables to obtain a simpler model. In the following these simple models would be referred as surrogate models (SMs).

Surrogate models are models that mimic the behaviour of the simulation model as closely as possible while being computationally cheaper. An adjusted \( R^2 \) of 0.86 was obtained for the SM specified in (36).

\[
\ln(\text{CF}_{\text{mgn,HAP,LV,J}}) = -10.58 + 0.99 \times \ln(d_{\text{pop,IRIS}}) - 0.62 \times \ln(d_{\text{J,IRIS}}) 
\] (36)

This equation with the logarithm of the output and the logarithm of the variables may not be simple to analyse. To better understand what is happening, (37) is obtained by applying the exponential function to (36).

\[
\text{CF}_{\text{mgn,HAP,LV,J}} = 2.54E - 05 \times \frac{d_{\text{pop,IRIS}}^{0.99}}{d_{\text{J,IRIS}}^{0.62}} 
\] (37)

Essentially, a higher population density in the area of calculation will lead to a higher CF. If one fixes the amount of sound energy and increases the population exposed by these noise emissions, one can expect an increase in human health damage. In (37), the relation between the CF and the population density is almost linear and it makes sense, doubling the population, \( \text{ceteris paribus} \), would double the human health impacts and thus the calculated CF. However, the link between the CF and the density may have been non-linear because while increasing the population density, other things change, such as the habitation structures (buildings next to the road instead of houses at several meters) or the nature of the ground (more concrete and thus less sound absorbed by the ground).

Equation (37) also implies that a higher sound energy density in the area of calculation will lead to a lower CF. Increasing sound energy density, \( \text{ceteris paribus} \), leads to higher human health impact. However, to calculate a CF, the amount of impact is divided by the amount of EFs causing it. Increasing the sound energy density will then both increase the numerator and the denominator. When looking at the exponent associated with \( d_{\text{J,IRIS}} \), the normalization effect is stronger than the increase in human health impact due to an increase in the sound energy density.

Instead of using a linear model for the logarithm of the output and inputs, a non-linear model can be used for the data. It is possible to do so using the \( \text{\texttt{nls}} \) function in R. Specifying the starting estimates using the solution found with the linear model helps to find a solution for the non-linear model. Such a model gives the equation displayed in (38).
The result of the non-linear model (38) is quite different from the result obtained while applying a linear model for the logarithm of both output and variables (37). To better understand what this difference means and where it comes from, CFs obtained with the noise emission and propagation models (NEPM), our raw results, have been plotted against the ones obtained with the SMs (37) and (38) for both approaches (Figure 13). Since the linear scale does not represent the range of CFs well, the logarithm of the NEPM-based CFs have also been plotted against the logarithm of the SM-based ones for both approaches.

\[
CF_{m_{\text{m}n,HAP,LV,J}} = 2.35E - 05 * \frac{d_{0.89 \text{m}n,HAP,LV,J}}{d_{0.89 \text{m}n,HAP,LV,J}}
\]  

(38)

Figure 13: SM-based and NEPM-based \( CF_{m_{\text{m}n,HAP,LV,J}} \) using linear model (a) and (b) or non-linear one (c) and (d). \( y = x \) curve has been plotted to ease visualisation.

To estimate the quality of the fit, the square of the Pearson correlation coefficient \( r^2 \) was used. The value of \( r^2 \) between NEPM-based CFs and SM-based CFs is 0.74 for (a) and 0.84 for (c). As expected, and visible in Figure
13, the non-linear model applied on the raw data fits better than the linear model applied on the logarithm of the data. The value of $r^2$ between the logarithm of the NEPM-based CFs and the logarithm of the SM-based ones is 0.86 for (b) and 0.73 for (d). The first model minimises the relative error while the second model minimises the absolute error. The average relative error between NEPM-based and SM-based values with the first model is 28.7% while it reaches 43.0% with the second model where lower values are poorly estimated (d). It is preferable to minimize the relative error than the absolute error because this approach treats the whole range of the CF fairly instead of overweighting the higher values. The first approach using the linear model on the logarithm of the variables is thus the preferred one.

The outlier in Figure 13 (a) is better explained while taking into account $d_{\text{pop, int buf}}$. The inability of the SM to predict this value is thus coming from a significant difference between the population density in the IRIS and in its neighbourhood. However, adding another variable to the SM to better predict one outlier and have marginal improvement on others does not seem worth it and could be a disputable choice since $d_{\text{pop, int buf}}$ and $d_{\text{pop,IRIS}}$ are highly correlated.

When comparing the outcomes of (37) and (38) in Figure 13, one can see that the power of both $d_{\text{pop,IRIS}}$ and $d_{\text{IRIS}}$ have decreased. While it allows for a better fit of higher CF values, it also leads to poor estimations of low values with the second SM (Figure 13 (d)). Lower values seem to be more sensitive to $d_{\text{pop,IRIS}}$ and $d_{\text{IRIS}}$ than higher ones. These two values seem to evolve together, however they are not correlated, as stated before the correlation coefficient $r$ between $d_{\text{pop,IRIS}}$ and $d_{\text{IRIS}}$ is 0.24 ($r^2$ is 0.06).

In Figure 14, $C_{\text{mgn,HAP,LV,J}}$ has been plotted against the population density calculated over the IRIS (a) and the sound energy density calculated over the IRIS (b), since they are the two most important variables. Even if there are visible tendencies, it is hard to identify subgroups that could correspond to a possible typology. When looking at population density, for example, where should be the cut-off between two eventual types? Should we use the model found above to distinguish different type? In this case, a complex ratio between the population density and the sound energy density would not be practical for the LCA practitioner filling out an LCI because of data limits, complexity and comprehensiveness.

![Figure 14](image-url)
Looking at CF$_{mgn,HAP,LV,J}$ shows how difficult it can be to establish a typology but, maybe, establishing such a typology is not possible, useful or practical. In Figure 15, the value of CF$_{mgn,HAP,LV,J}$ is represented by shades of grey in the IRIS in which they are calculated; darker shades of grey correspond to higher values of CF$_{mgn,HAP,LV,J}$.

Figure 15: Geographical representation of the 67 IRIS and associated CF$_{mgn,HAP,LV,J}$ value. Darker shades of grey represent higher values for CF$_{mgn,HAP,LV,J}$.

CF$_{mgn,HAP,LV,J}$ ranges from 2.09E-06 to 1.16E-04 HAP/J, and it is clear in Figure 15 that the CF value can change over a very short distance. It is unlikely that the inventory for road transportation processes can go to this level of detail except by accurately modelling every transport activity occurring in the foreground of an LCA. If this level of detail can be reached, one could calculate directly the noise impact from this specific travel. A significant amount of effort, time and money would be necessary to achieve this detail of modelling. Is it worth the additional
information/accuracy one can expect from such spatial differentiation? Is it useful from the practitioner point of view?

Using typology would have been a good compromise between accuracy of the result and acceptable complexity for the collection of the inventory. However, using typology is not as promising as it seems, not only because there is no clear typology visible, but also because the characteristic length under which the CF change is inferior to the length of most vehicles travel. If we consider that these CFs will be applied for road transportation processes, we have to consider a moving noise emission source (vehicle), and it is unlikely that this would be under a few vkm. In other words, it is likely a given vehicle will travel across geographical areas with different CFs. Thus, using a weighted mean CF is, in fact, a good approximation from a statistical point of view. The weighted mean for all the CFs calculated in this work will be presented in 6.3.

6.2.3 How to take into account the spatial variability

From a statistical point of view, using the weighted mean CFs makes sense. However, it should be possible to take into account the existing variability while assessing environmental noise impact on human health in LCA. If weighted mean CFs are used, one will be confronted by uncertainties as defined by Walker et al. (2003): any departure from the unachievable ideal of complete determinism. The uncertainty coming from reducing the observed variability to its mean is part of the ontic uncertainty. Ontic uncertainty is associated with inherent variability or randomness while epistemic uncertainty is coming from imperfections of knowledge which may be reduced by further research (errors coming from models, from approximation in noise prediction software, from errors in the data, etc.). A first, rough, approximation of the spatial variability could be to use minimum and maximum values found for a given CF and define a possible range for the resulting impact.

However, since 67 values are available, it may be possible to fit these values with an uncertainty distribution. That uncertainty distribution could then be used instead of single CF in an uncertainty analysis (for example using a Monte-Carlo approach). Thus, the practitioners would have a sense of the ontic uncertainties coming from the spatial variability of the CFs studied in this work.

The function fitdist from the fitdistrplus package (Delignette-Muller and Dutang, 2015) of the R software (R Core Team, 2015) was used to fit uncertainty distributions on the NEPM-based values found in our 67 IRIS. This function uses direct optimization of the log-likelihood to fit univariate distributions to the data provided. Several form of uncertainty distributions can be chosen including: normal, beta, exponential, gamma and lognormal. Among the uncertainty distributions that successfully fit the 67 NEPM-based values of CF$_{mgn,HAP,LV,J}$, the lognormal uncertainty distribution was the one maximising the log-likelihood. Following the same logic used in the rest of this work, fitdist was used with a weight argument. The weights correspond to the increase in terms of joules in each IRIS for the specific case of CF$_{mgn,HAP,LV,J}$. To visualize how the uncertainty distribution fits the CFs obtained with the noise emission and propagation models, the cumulative density function for both the fitted uncertainty distribution and the NEPM-based CFs have been drawn in Figure 16.
Even if the lognormal distribution does not perfectly fit the NEPM-based points, this approximation is judged to be more reliable and useful than relying on the minimum and maximum if one wants to take into account the ontic uncertainties of these CFs. Similar approaches have been applied to all the CFs established in this work, and one can refer to subsection 6.2.8 to see the values of the parameters of the different uncertainty distributions.

### 6.2.4 Spatial variability of CF\(_{mgn,HAP,HGV,J}\)

The same approach can then be used for CF\(_{mgn,HAP,HGV,J}\). First, a linear model is produced between the logarithm of the CF and the logarithm of the main explanatory variables. These explanatory variables are once again the logarithm of the population density in the IRIS, the logarithm of the population density in the internal buffer and the logarithm of the sound energy density in the IRIS. \(d_{\text{pop,int buf}}\) is sorted out since it is correlated with \(d_{\text{pop,IRIS}}\) as explained before. The SM given in (39) is obtained, but the resulting adjusted \(r^2\) of 0.56 is lower than in the case of LVs.

\[
CF_{mgn,HAP,HGV,J} = 6.26E - 05 \cdot \frac{d_{\text{pop,IRIS}}^{0.88}}{d_{\text{IRIS}}^{0.54}} 
\]  

(39)

By looking at the plot between NEPM-based and SM-based CFs in Figure 17, both on linear and logarithmic scale, one can see that CFs for HGVs are more difficult to predict than the ones for LVs. This difference may come from the fact that there are less HGVs than LVs, even in terms of sound energy (thus accounting for the fact that HGVs are noisier per vkm). In some IRIS, the amount of HGVs is so low that the resulting CFs are sensitive to approximations in the calculation at various stages (e.g., emission power levels and exposure are calculated within one decimal). HGVs are more concentrated on highly trafficked roads, and this different distribution on the road network may explain part of the difference.
Figure 17: SM-based and NEPM-based $C_{mgn,HAP,HGV,J}$ with a linear (a) or logarithmic scale (b). $y=x$ curve has been plotted to ease visualisation.

It is still possible to give an uncertainty distribution for $C_{mgn,HAP,HGV,J}$ and the cumulative distribution function for NEPM-based CFs and fitted uncertainty distributions are represented in Figure 18. The parameters of this fitted distribution are given in Table 7 (subsection 6.2.8) with the other marginal energy-based CFs.

Figure 18: Cumulative distribution function for the NEPM-based and the fitted uncertainty distribution (line) of $C_{mgn,HAP,HGV,J}$.

### 6.2.5 Spatial variability of the average CFs for annoyance.

Is it possible to use the same approach for $C_{avg,HAP,IRIS}$ and $C_{avg,HAP,extended}$ as the marginal CFs studied before? In the case of average CFs, after elimination of the non-explanatory and correlated variables, only the population
density and the sound energy density in the area of calculation should be considered. An SM is thus established for CF$_{\text{avg,HAP,IRIS}}$ using $d_{\text{pop,IRIS}}$ and $d_{\text{J,IRIS}}$, and another is established for CF$_{\text{avg,HAP,extended}}$ using $d_{\text{pop,extended}}$ and $d_{\text{J,extended}}$, where extended refers to the area containing both the IRIS and its internal buffer (Figure 8).

For CF$_{\text{avg,HAP,IRIS}}$, the SM (40) has been obtained with a fitted $r^2$ of 0.94 while using lm on the logarithm of the output CF and the input variables. The $r^2$ between the NEPM-based CFs and SM-based CFs is 0.90. NEPM-based and SM-based CFs are presented in Figure 19. The SM for CF$_{\text{avg,HAP,IRIS}}$ give results very close to the one calculated with the noise prediction software and associated acoustic models.

$$CF_{\text{avg,HAP,IRIS}} = 1.48E-03 \times \frac{d_{\text{pop,IRIS}}^{1.02}}{d_{\text{J,IRIS}}^{0.75}} \quad (40)$$

![Figure 19: SM-based and NEPM-based CF$_{\text{avg,HAP,IRIS}}$ with a linear (a) or logarithmic scale (b). y=x curve has been plotted to ease visualisation.](image)

For CF$_{\text{avg,HAP,extended}}$, the SM (41) has been obtained with a fitted $R^2$ of 0.99 (Figure 20). For the correlation between NEPM-based and SM-based CFs, an $r^2$ of 0.98 was found. To be able to predict the results with this degree of accuracy with only two variables is notable (Figure 20), especially since no propagation model is needed to access these two variables, only an emission model to calculate the sound energy density from the traffic.

$$CF_{\text{avg,HAP,extended}} = 1.87E-03 \times \frac{d_{\text{pop,extended}}^{1.25}}{d_{\text{J,extended}}^{0.88}} \quad (41)$$
SMs for $\text{CF}_{\text{avg,HAP,IRIS}}$ (40) and $\text{CF}_{\text{avg,HAP,extended}}$ (41) show significant differences when looking at the power of the population density and the sound energy density. To understand what these differences could imply, $\text{CF}_{\text{avg,HAP,IRIS}}$ was predicted using (41) for $d_{\text{pop,IRIS}}$ and $d_{\text{J,IRIS}}$. $\text{CF}_{\text{avg,HAP,extended}}$ was predicted using (40) for $d_{\text{pop,extended}}$ and $d_{\text{J,extended}}$. The results are displayed in Figure 21.

For both CFs, changing the SM used leads to some deviation, as one can see by comparing Figure 21 to Figure 20 or Figure 19. However, considering the differences between (40) and (41), this deviation is not as high as expected. Applying (41) instead of (40) for $\text{CF}_{\text{avg,HAP,IRIS}}$ leads to less deviation than applying (40) instead of (41) for $\text{CF}_{\text{avg,HAP,extended}}$. This suggests that (41) is preferred to model average CFs, and there is a theoretical reason that also supports this choice. When establishing an SM, the multiple sampling of shared areas between several IRIS (Figure 9, section 6.1) while calculating $\text{CF}_{\text{avg,HAP,extended}}$ is not a problem since this model is only here to predict the output from the inputs. In this case, $\text{CF}_{\text{avg,HAP,extended}}$ is a better candidate than $\text{CF}_{\text{avg,HAP,IRIS}}$ since the wider geographical area on which it is calculated ensures lower border effects and thus a more accurate predictive model. The SM that should be used for average CFs for annoyance is thus the one exposed in (41).
Spatial variability of CFs for sleep disturbance

It is possible to establish SMs model for sleep disturbance CFs with the same approach as the ones developed for annoyance. The only difference is that the sound energy density must only be calculated over the night period. The sound energy density calculated over the night period $d_{\text{night}}$ is the total sound energy emitted during the night periods over a year divided by the area in which the calculation is done. SMs for $\text{CF}_{\text{mgn,HSDP,LV,J}}$, $\text{CF}_{\text{mgn,HSDP,HGV,J}}$ and $\text{CF}_{\text{avg,HSDP,extended}}$ are presented in (42), (43) and (44). The lm function returns, respectively, $R^2$ values of 0.82, 0.65 and 0.98, corresponding to an $r^2$ 0.75, 0.41 and 0.98 on the real data. SM-based values have been plotted against NEMP-based ones in Figure 22.

\begin{align*}
\text{CF}_{\text{mgn,HSDP,LV,J}} &= 4.39E - 05 \times \frac{d_{\text{pop,IRIS}}^{1.13}}{d_{\text{night,IRIS}}^{0.63}} \quad (42) \\
\text{CF}_{\text{mgn,HSDP,HGV,J}} &= 6.67E - 05 \times \frac{d_{\text{pop,IRIS}}^{0.93}}{d_{\text{night,IRIS}}^{0.56}} \quad (43)
\end{align*}
CFs for sleep disturbance and annoyance present similar behaviours. CF_{mgn,HSDP,HGV,J} are more difficult to predict with an SM than CF_{mgn,HSDP,LV,J}, probably for the reasons already exposed. Sound energy produced by an increase of HGVs is lower than the one produced by an increase of LVs, and thus CFs for HGVs are more sensitive to approximations in the calculation at various stages. HGVs are also distributed in a discontinuous way on the road network, being more concentrated on highly trafficked roads. CF_{avg,HSDP,extended} are predicted with a high accuracy using the SM in the same manner as CF_{avg,HAP,extended}.

\[ CF_{avg,HSDP,extended} = 3.07E - 04 \times \frac{d_{pop,extended}^{1.32}}{d_{night,extended}} \] (44)

Figure 22: SM-based and NEPM-based CF_{mgn,HSDP,LV,J} (a and b), CF_{mgn,HSDP,HGV,J} (c and d) and CF_{avg,HSDP,extended} (e and f) with a linear (a, c and f) or logarithmic scale (b, d and f). y=x curve has been plotted to ease visualisation.
6.2.7 Use of these surrogate models and generalisation

SMs have been proposed for marginal and average CFs calculated on a joule basis for the midpoint level. Similar models will not be proposed for energy-based CFs for two reasons: (1) these CFs are considered less accurate and (2) aggregating together vkm from LVs and HGVs can lead to significant errors. Similar models for endpoint levels will not be proposed because they can be obtained from the midpoint levels by multiplying with the corresponding DW (see subsection 2.1). Similar models for unspecified vehicle types or unspecified time periods will not be proposed because the practitioner calculating the different input parameters in order to use the SMs should have access to the repartition of traffic between the different vehicle types and between the different time periods since it is one of the mandatory parameters for the noise emission model. He can thus, if needed, calculate more accurate CFs for unspecified vehicles and/or unspecified time periods.

Given the good predictive capacity of this SM, they are judged to be more accurate than weighted mean CFs or uncertainty distribution if a practitioner wants to estimate CFs in a well-known situation. If a practitioner has access to GIS data containing all the needed information to apply an emission model but does not have the time or tools to apply a propagation model, the SMs proposed here to calculate personalised CFs may be a good option if applied in similar conditions in term of population density and sound energy density. A personalised uncertainty distribution could also been built by the practitioner, using a lognormal distribution. The mean of this distribution should coincide with the personalised CF value found and the standard deviation should be estimated by the practitioner based on its data but should be lower than the one given for the corresponding CFs in the next section since the geographical situation is well-known.

6.2.8 Use of the uncertainty distributions and evaluation for the whole set of CFs.

As discussed in 6.2.3, an uncertainty distribution of the 67 points available for each IRIS may be the best way to correctly render the ontic uncertainty of the proposed CFs. Said uncertainty distribution could then be used to assess the uncertainty due to the spatial variability of the CFs. For an example of how these uncertainty distributions could be used, please refer to 6.7.2. When plotting the cumulative distribution function of the fitted distribution and NEPM-based CFs, figures similar to Figure 16 (section 6.2.3) and Figure 18 (section 6.2.4) are obtained. For example, the case $\text{CF}_{\text{avg,HAP,extended}}$ is displayed in Figure 23. Uncertainty distributions have been obtained for all the studied CFs to take into account the spatial variability. The lognormal distribution is the distribution that better fits our results. The probability density function $PDF$ of the lognormal distribution is given in (25) where $\mu$ is the mean and $\sigma$ is the standard deviation.

$$PDF(x) = \frac{1}{x \sigma \sqrt{2\pi}} e^{-\frac{(\ln(x) - \mu)^2}{2\sigma^2}}$$

The weighted mean, minimum, maximum and estimates for the lognormal uncertainty distribution will be presented in tables for all the CFs presented in this work. Table 6 shows all the results for average CFs, Table 7 does the same for the marginal energy-based CFs and Table 8 for the marginal distance-based CFs. CFs for unspecified vehicle types have not been examined because the vehicle type is considered as known by the practitioner in most cases. Weighted mean values for the different CFs are analysed and discussed in the next subsection 6.3.
Figure 23: Cumulative distribution function for the NEPM-based CFs and the fitted uncertainty distribution (line) of $C_{\text{avg},\text{HAP,extended}}$.  

Table 6: Weighted mean, minimum, maximum and parameters of the lognormal uncertainty distribution fitting for all of the average CFs calculated in the IRIS or extended area.

<table>
<thead>
<tr>
<th>CFs</th>
<th>Weighted mean</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean $\mu$</th>
<th>Standard deviation $\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{\text{avg,HAP,IRIS}}$ (HAP/J)</td>
<td>2.59E-05</td>
<td>2.82E-06</td>
<td>1.81E-04</td>
<td>-11.10</td>
<td>1.064</td>
</tr>
<tr>
<td>$C_{\text{avg,HSDP,IRIS}}$ (HSDP/J)</td>
<td>1.39E-04</td>
<td>1.62E-05</td>
<td>1.70E-03</td>
<td>-9.62</td>
<td>1.186</td>
</tr>
<tr>
<td>$C_{\text{avg,day,IRIS}}$ (DALY/J)</td>
<td>5.18E-07</td>
<td>5.64E-08</td>
<td>3.61E-06</td>
<td>-15.01</td>
<td>1.064</td>
</tr>
<tr>
<td>$C_{\text{avg,night,IRIS}}$ (DALY/J)</td>
<td>1.01E-05</td>
<td>1.22E-06</td>
<td>1.23E-04</td>
<td>-12.23</td>
<td>1.177</td>
</tr>
<tr>
<td>$C_{\text{avg,uns,IRIS}}$ (DALY/J)</td>
<td>1.23E-06</td>
<td>1.50E-07</td>
<td>8.23E-06</td>
<td>-14.121</td>
<td>1.026</td>
</tr>
<tr>
<td>$C_{\text{avg,HAP,extended}}$ (HAP/J)</td>
<td>3.30E-05</td>
<td>3.01E-06</td>
<td>1.76E-04</td>
<td>-10.85</td>
<td>1.041</td>
</tr>
<tr>
<td>$C_{\text{avg,HSDP,extended}}$ (HSDP/J)</td>
<td>1.71E-04</td>
<td>1.62E-05</td>
<td>1.70E-03</td>
<td>-9.45</td>
<td>1.256</td>
</tr>
<tr>
<td>$C_{\text{avg,day,extended}}$ (DALY/J)</td>
<td>6.61E-07</td>
<td>6.02E-08</td>
<td>3.52E-06</td>
<td>-14.76</td>
<td>1.042</td>
</tr>
<tr>
<td>$C_{\text{avg,night,extended}}$ (DALY/J)</td>
<td>1.25E-05</td>
<td>8.33E-07</td>
<td>9.92E-05</td>
<td>-12.05</td>
<td>1.242</td>
</tr>
<tr>
<td>$C_{\text{avg,uns,extended}}$ (DALY/J)</td>
<td>1.58E-06</td>
<td>1.36E-07</td>
<td>8.52E-06</td>
<td>-13.90</td>
<td>1.051</td>
</tr>
</tbody>
</table>
Table 7: Weighted mean, minimum, maximum and parameters of the lognormal uncertainty distribution fitting for all of the marginal energy-based CFs.

<table>
<thead>
<tr>
<th>CFs</th>
<th>Weighted mean</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean $\mu$</th>
<th>Standard deviation $\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{CF}_{\text{mgn,HAP,LV,J}}$ (HAP/J)</td>
<td>1.81E-05</td>
<td>2.09E-06</td>
<td>1.16E-04</td>
<td>-11.49</td>
<td>1.104</td>
</tr>
<tr>
<td>$\text{CF}_{\text{mgn,HAP,HGV,J}}$ (HAP/J)</td>
<td>9.89E-06</td>
<td>1.75E-06</td>
<td>1.78E-04</td>
<td>-12.07</td>
<td>1.021</td>
</tr>
<tr>
<td>$\text{CF}_{\text{mgn,HSDP,LV,J}}$ (HSDP/J)</td>
<td>8.58E-05</td>
<td>7.46E-06</td>
<td>8.35E-04</td>
<td>-10.09</td>
<td>1.230</td>
</tr>
<tr>
<td>$\text{CF}_{\text{mgn,HSDP,HGV,J}}$ (HSDP/J)</td>
<td>3.49E-05</td>
<td>5.10E-06</td>
<td>5.28E-04</td>
<td>-10.97</td>
<td>1.177</td>
</tr>
<tr>
<td>$\text{CF}_{\text{mgn,day,LV,J}}$ (DALY/J)</td>
<td>3.62E-07</td>
<td>4.18E-08</td>
<td>2.33E-06</td>
<td>-15.40</td>
<td>1.105</td>
</tr>
<tr>
<td>$\text{CF}_{\text{mgn,day,HGV,J}}$ (DALY/J)</td>
<td>1.98E-07</td>
<td>3.49E-08</td>
<td>3.55E-06</td>
<td>-15.98</td>
<td>1.021</td>
</tr>
<tr>
<td>$\text{CF}_{\text{mgn,night,LV,J}}$ (DALY/J)</td>
<td>6.30E-06</td>
<td>5.64E-07</td>
<td>6.08E-05</td>
<td>-12.69</td>
<td>1.221</td>
</tr>
<tr>
<td>$\text{CF}_{\text{mgn,night,HGV,J}}$ (DALY/J)</td>
<td>2.58E-06</td>
<td>3.92E-07</td>
<td>4.05E-05</td>
<td>-13.55</td>
<td>1.161</td>
</tr>
<tr>
<td>$\text{CF}_{\text{mgn,uns,LV,J}}$ (DALY/J)</td>
<td>7.69E-07</td>
<td>9.13E-08</td>
<td>5.22E-06</td>
<td>-14.65</td>
<td>1.075</td>
</tr>
<tr>
<td>$\text{CF}_{\text{mgn,uns,HGV,J}}$ (DALY/J)</td>
<td>5.74E-07</td>
<td>1.06E-07</td>
<td>6.95E-06</td>
<td>-14.89</td>
<td>0.974</td>
</tr>
</tbody>
</table>
Table 8: Weighted mean, minimum, maximum and parameters of the lognormal uncertainty distribution fitting for all of the marginal distance-based CFs.

<table>
<thead>
<tr>
<th>Parameters of the lognormal uncertainty distribution</th>
<th>Weighted mean</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean $\mu$</th>
<th>Standard deviation $\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$CF_{\text{mgn,HAP,LV,vkm}}$ (HAP/vkm)</td>
<td>1.14E-05</td>
<td>1.86E-06</td>
<td>6.58E-05</td>
<td>-11.76</td>
<td>0.887</td>
</tr>
<tr>
<td>$CF_{\text{mgn,HAP,HGV,vkm}}$ (HAP/vkm)</td>
<td>5.10E-05</td>
<td>1.27E-05</td>
<td>2.56E-04</td>
<td>-10.24</td>
<td>0.841</td>
</tr>
<tr>
<td>$CF_{\text{mgn,HSDP,LV,vkm}}$ (HSDP/vkm)</td>
<td>6.06E-05</td>
<td>8.56E-06</td>
<td>4.89E-04</td>
<td>-10.17</td>
<td>0.967</td>
</tr>
<tr>
<td>$CF_{\text{mgn,HSDP,HGV,vkm}}$ (HSDP/vkm)</td>
<td>2.07E-04</td>
<td>3.87E-05</td>
<td>1.44E-03</td>
<td>-8.93</td>
<td>1.001</td>
</tr>
<tr>
<td>$CF_{\text{mgn,day,LV,vkm}}$ (HSDP/vkm)</td>
<td>2.28E-07</td>
<td>3.73E-08</td>
<td>1.32E-06</td>
<td>-15.67</td>
<td>0.886</td>
</tr>
<tr>
<td>$CF_{\text{mgn,day,HGV,vkm}}$ (DALY/vkm)</td>
<td>1.02E-06</td>
<td>2.55E-07</td>
<td>5.13E-06</td>
<td>-14.15</td>
<td>0.841</td>
</tr>
<tr>
<td>$CF_{\text{mgn,night,LV,vkm}}$ (DALY/vkm)</td>
<td>4.45E-06</td>
<td>6.39E-07</td>
<td>3.55E-05</td>
<td>-12.77</td>
<td>0.962</td>
</tr>
<tr>
<td>$CF_{\text{mgn,night,HGV,vkm}}$ (DALY/vkm)</td>
<td>1.54E-05</td>
<td>2.97E-06</td>
<td>1.05E-04</td>
<td>-11.52</td>
<td>0.987</td>
</tr>
<tr>
<td>$CF_{\text{mgn,uns,LV,vkm}}$ (DALY/vkm)</td>
<td>4.85E-07</td>
<td>7.52E-08</td>
<td>2.95E-06</td>
<td>-14.93</td>
<td>0.871</td>
</tr>
<tr>
<td>$CF_{\text{mgn,uns,HGV,vkm}}$ (DALY/vkm)</td>
<td>2.96E-06</td>
<td>7.75E-07</td>
<td>1.30E-05</td>
<td>-13.08</td>
<td>0.798</td>
</tr>
</tbody>
</table>

### 6.3 Weighted mean of the CFs over the whole tested sample

In subsection 6.2.2, we failed to find a typology. Moreover, it was shown, based on the calculated CFs in the 67 IRIS, that the weighted mean of CFs is the more representative choice for single values CFs. To calculate the weighted mean value, the weight of each IRIS corresponds to its level of traffic. This approach reflects the higher probability to be in an IRIS with heavy traffic. For example, for a marginal CF, $CF_{\text{mgn,HAP,LV,J}}$, the weight of each CF is the number of joules added between scenario (i) and (ii) while increasing LVs.

#### 6.3.1 Average approach

The weighted means of the average CFs were calculated either on the IRIS alone, the internal buffer alone or in the IRIS and the internal buffer together, referred as *extended* (see Figure 8 for clarification). An additional CF has been calculated at the endpoint level for cases where the time period would be unspecified (because information about the time period is not available in the LCI). For example, $CF_{\text{avg,uns}}$ is the weighted mean of $CF_{\text{avg,day}}$ and $CF_{\text{avg,night}}$ considering the number of joules emitted during the periods covered by these CFs (46).

$$CF_{\text{avg,uns}} = \frac{CF_{\text{avg,day}} \cdot (E_{\text{day}} + E_{\text{evening}}) + CF_{\text{avg,night}} \cdot E_{\text{night}}}{E_{\text{day}} + E_{\text{evening}} + E_{\text{night}}}$$  \hspace{1cm} (46)
All of the weighted means for average CFs are presented in Table 9. The midpoint CF for annoyance is valid for the whole day while the one for sleep disturbance only valid at night. The CFs for the day period are obtained by multiplying the results in annoyance by the corresponding disability weight, while the CFs for the night period are the result of both annoyance and sleep disturbance. For the night period, sleep disturbance accounts for 95% of the result.

Table 9 shows an important difference between the CF for the day and evening and the CF for the night. A joule of sound energy emitted at night is twenty times more impactful than a joule emitted during the day. This difference is yet difficult to take into account in the framework of LCA where temporal differentiation at this scale is uncommon. Environmental noise impact on human health highlights the need for a better temporal differentiation such as the one proposed in Tiruta-Barna et al. (2016).

Table 9: Weighted mean of $\text{CF}_{\text{avg,\,HAP}}$, $\text{CF}_{\text{avg,\,HDSP}}$, $\text{CF}_{\text{avg,\,day}}$ and $\text{CF}_{\text{avg,\,night}}$ while calculating them on the IRIS alone, on the internal buffer alone or extended (both areas taken together).

<table>
<thead>
<tr>
<th>CF</th>
<th>Unit</th>
<th>IRIS</th>
<th>Internal buffer</th>
<th>Extended</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{CF}_{\text{avg,,HAP}}$</td>
<td>HAP/J</td>
<td>2.59E-05</td>
<td>3.35E-05</td>
<td>3.30E-05</td>
</tr>
<tr>
<td>$\text{CF}_{\text{avg,,HDSP}}$</td>
<td>HDSP/J</td>
<td>1.39E-04</td>
<td>1.74E-04</td>
<td>1.71E-04</td>
</tr>
<tr>
<td>$\text{CF}_{\text{avg,,day}}$</td>
<td>DALY/J</td>
<td>5.18E-07</td>
<td>6.71E-07</td>
<td>6.61E-07</td>
</tr>
<tr>
<td>$\text{CF}_{\text{avg,,night}}$</td>
<td>DALY/J</td>
<td>1.01E-05</td>
<td>1.28E-05</td>
<td>1.25E-05</td>
</tr>
<tr>
<td>$\text{CF}_{\text{avg,,unspecified}}$</td>
<td>DALY/J</td>
<td>1.23E-06</td>
<td>1.60E-06</td>
<td>1.58E-06</td>
</tr>
</tbody>
</table>

The weighted mean of $\text{CF}_{\text{avg,\,unspecified}}$ is two times higher than $\text{CF}_{\text{avg,\,day}}$ and twelve times lower than $\text{CF}_{\text{avg,\,night}}$. CFs for unspecified time periods are closer to CFs for the day period because there is more traffic during the day than the night. Not only is the hourly volume of traffic during night lower, but the day period also lasts for sixteen hours while the night periods only lasts for eight. The ratio between the number of joules during the day period and the number of joules during the night period is a little bit over 11:1 when looking at the summation over the 67 IRIS.

Table 9 also shows differences in CFs depending on the area in which the average CFs are calculated. The CFs calculated on the internal buffer are similar to the ones calculated on the extended area, while the CFs calculated on the IRIS alone are a little bit lower. The proximity between the CFs calculated on the internal buffer alone and the CFs calculated on the extended area is due to the area of the internal buffer being greater than the area of the IRIS. The arithmetic mean of the ratio between the area of the internal buffer and the area of the IRIS is 20, although this ratio ranges from 2 to 72, due to the IRIS not being of a standardised size.

If the whole area was entirely homogeneous in terms of population distribution and road network, the average CFs would be exactly the same everywhere. The difference between CFs calculated on the IRIS and on the internal buffer could have two possible origins. Since the IRIS do not have all the same sizes and are not evenly distributed, this difference can come from the multiple sampling of some areas and not others while calculating CFs on the extended areas. This was visible earlier in Figure 9, where parts of the internal buffers are shared between multiple
calculations. Another origin explaining the difference could come from a possible bias in the sample: selected IRIS have higher CF\text{avg} than their surroundings. However, this possible bias does not seem critical since the CFs calculated on internal buffer are only 25-30% higher. Considering that IRIS without populations or with only a few were taken out of the sample, this result is not surprising, so it is more likely that the differences come from either multiple or missed counting.

The method developed in section 5 has been optimized to be as accurate as possible while calculating marginal CFs. With marginal CFs, influences of the surroundings are taken into account by applying the road point-of-view (section 5.2.4). When calculating the average CFs, areas next to the main area of calculation will contribute to the noise exposure of the area under study (like the internal buffer while calculating the CFs for the IRIS alone). Along those same lines, traffic in the calculation area will contribute to the noise exposure outside of the area under study but will be fully allocated to the exposure of the area under study. With the average approach, there is no way to get away from the influence of the surroundings. Calculating an average CF in an area with heavy traffic surrounded by inhabited buildings will lead to underestimation, while calculating an average CF in an area heavily populated surrounded by heavy trafficked roads will lead to an overestimation. The wider the calculation area, the less these border effects would influence the results. Likewise, CFs calculated on the extended area are less sensitive to their surroundings, but they are also averaged over a larger area, from 4 km² to 16 km².

To compare average and marginal CFs, it is better to use average CFs calculated on the IRIS alone because the same geographical area will be considered. To calculate a weighted mean of the average CFs, the ones calculated on the IRIS alone make the most sense because they are calculated on exclusive geographical areas and thus avoid multiple sampling. However, if a better estimation of an average CF is needed, using the ones calculated on the extended area seems to be the best solution since it decreases the influence of the border effect (e.g. it was the case in subsection 6.2.5). Depending on the context, these two sets of CFs have an interest in LCA, and that is why both sets of average CFs (those calculated on the IRIS area and on the extended area) will be kept. CFs calculated on the internal buffer alone do not seem to have any interest, and they will not be further studied.

6.3.2 Marginal approach

The weighted mean of the CFs obtained with a marginal approach are given in Table 10. Since the weightings are built on the increase between scenario (i) and scenario (ii), the weightings are done on the increase in vkm when calculating distance-based CFs and on the increase in joules for energy-based CFs. CFs have also been calculated for unspecified vehicles by weighting the CFs for LVs and HGVs by the percentage of LVs and HGVs in the traffic of the IRIS. CFs have also been calculated for unspecified time period by weighting the day and the night periods by the amount of traffic occurring during these periods in a way similar to the one described in (46).
Table 10: Distance-based and energy-based CF\textsubscript{mgn} at midpoint and endpoint levels for LVs, HGVs and unspecified.

<table>
<thead>
<tr>
<th>CF\textsubscript{mgn}</th>
<th>Unit</th>
<th>Distance-based</th>
<th>Energy-based</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LV</td>
<td>HGV</td>
</tr>
<tr>
<td>per:</td>
<td></td>
<td>vkm</td>
<td>vkm</td>
</tr>
<tr>
<td>CF\textsubscript{mgn,HAP}</td>
<td>HAP</td>
<td>1.14E-05</td>
<td>5.10E-05</td>
</tr>
<tr>
<td>CF\textsubscript{mgn,HSDP}</td>
<td>HSDP</td>
<td>6.06E-05</td>
<td>2.07E-04</td>
</tr>
<tr>
<td>CF\textsubscript{mgn,day}</td>
<td>DALY</td>
<td>2.28E-07</td>
<td>1.02E-06</td>
</tr>
<tr>
<td>CF\textsubscript{mgn,night}</td>
<td>DALY</td>
<td>4.45E-06</td>
<td>1.54E-05</td>
</tr>
<tr>
<td>CF\textsubscript{mgn,uns}</td>
<td>DALY</td>
<td>4.85E-07</td>
<td>2.96E-06</td>
</tr>
</tbody>
</table>

Table 10 shows a factor of 13-20 between the impact of one joule of sound energy (or one vkm) emitted during the night and the impact of one joule of sound energy (or one vkm) emitted during the day. This highlights a significant difference in terms of impact between these two time periods. When looking at the CFs for night, more than 94% of the impact is coming from sleep disturbance while the CFs for day and evening is only depending on annoyance. Marginal CFs for an unspecified time period are closer to the ones from the day than to the one for the night. This is due to the higher road traffic occurring during the day: 95% of the traffic in LVs and 88% of the traffic in HGVs occur during the day period (between 6 a.m. and 10 p.m.).

Table 10 also shows the difference between CFs for LVs and HGVs. Since an LV is emitting less noise than an HGV, it is logical to find lower distance-based CFs for LVs. However energy-based CFs are obtained by dividing human health impacts by the sound energy emitted. By doing so, these CFs are shown to be not sensitive to the differences in terms of noise emission power levels. The difference between LVs and HGVs on a distance-based approach comes from difference in the repartition of these two types of vehicles among the road network. HGVs are often concentrated on heavily trafficked roads further away from a heavily inhabited area. Energy-based CFs for LVs are 1.5-2.5 times higher than CFs for HGVs. Seeing a visible effect emerge from the different repartition of LVs and HGVs among the road network is new finding.

Energy sound summed over the 67 IRIS have been divided by the amount of vkm summed over the 67 IRIS to estimate the mean number of joules per vkm in the studied sample. This operation has been done for the day and night periods (Table 11). One can see that the number of joules per vkm is higher for night than for day. This implies that the mean speed during the night period is a little bit higher than the mean speed during the day period for both vehicle types. The calculation for the unspecified time period \textit{uns} has been done by summing the EFs over the whole day (both day and night). Since a large part of the traffic is occurring during the day, the ratio for unspecified time is closer to the ratio for day than the ratio for night.
Table 11: Mean number of joules per vkm calculated from the weighted mean of the marginal CFs. Ratio of $CF_{mgn, \ldots, vkm}$ by $CF_{mgn, \ldots, J}$.

<table>
<thead>
<tr>
<th></th>
<th>LV</th>
<th>HGV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{EF_{f, \text{day}}}{EF_{vkm, \text{day}}}$</td>
<td>0.62</td>
<td>5.03</td>
</tr>
<tr>
<td>$\frac{EF_{f, \text{night}}}{EF_{vkm, \text{night}}}$</td>
<td>0.70</td>
<td>5.95</td>
</tr>
<tr>
<td>$\frac{EF_{f, \text{uns}}}{EF_{vkm, \text{uns}}}$</td>
<td>0.63</td>
<td>5.16</td>
</tr>
</tbody>
</table>

6.3.3 Comparison between average and marginal approaches

Both approaches are compared at the midpoint for annoyance and sleep disturbance and endpoint level for day, night and an unspecified time period in Table 12. The weighted means of the average CFs were calculated based on the IRIS (and not extended). The weighted mean of energy-based marginal CFs were calculated for LVs, HGVs, and unspecified vehicle type. The unspecified vehicle is a weighted mean of CFs for LV and HGV, the weights being the respective amount of sound energy. CFs given in Table 12 are the ones already presented in the two previous subsections.

Table 12: Comparing average and marginal CFs at the midpoint and endpoint level.

<table>
<thead>
<tr>
<th></th>
<th>Marginal approach</th>
<th>Average approach</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LV</td>
<td>HGV</td>
</tr>
<tr>
<td><strong>Annoyance (HAP/J)</strong></td>
<td>1.81E-05</td>
<td>9.89E-06</td>
</tr>
<tr>
<td><strong>Sleep disturbance (HSDP/J)</strong></td>
<td>8.58E-05</td>
<td>3.49E-05</td>
</tr>
<tr>
<td><strong>Day (DALY/J)</strong></td>
<td>3.62E-07</td>
<td>1.98E-07</td>
</tr>
<tr>
<td><strong>Night (DALY/J)</strong></td>
<td>6.30E-06</td>
<td>2.58E-06</td>
</tr>
<tr>
<td><strong>Unspecified time (DALY/J)</strong></td>
<td>7.69E-07</td>
<td>5.74E-07</td>
</tr>
</tbody>
</table>

Table 12 shows that CFs obtained with the marginal and average approaches are close. Average CFs are less than two times higher than marginal CFs obtained with unspecified vehicle type. Close values between CFs obtained with marginal and average approaches imply that the marginal and average CFs are not overly sensitive to the traffic in the reference situation in which they are calculated. This result validates the point mentioned in 5.2.5 regarding the linear tendency between the numbers of additional HAP and the increased proportions of the studied traffic. Additionally, considering that $CF_{avg}$ are systematically higher than $CF_{mgn}$, one can expect higher values for $CF_{mgn}$ in area with lower traffic than the ones calculated here.
6.4 Influence of other sources of uncertainty

Studying the uncertainty of the CFs is important to evaluate their reliability and accuracy. Due to the long calculation time, software limitations and complexity, the noise propagation software, CadnaA, is considered as a “black box.” However, it is still possible to roughly study the sensitivity of the results’ potential errors with simple analyses. To calculate energy-based CFs, two different elements are taken out of CadnaA:

- the emission power level of the line sources, i.e. the roads and the associated $L_{win}$ as calculated by a noise emission model
- the highest noise exposure level for each inhabited building, i.e. the exposure of the population after noise propagation.

Modifying $L_{win}$ or the exposure of the population ($L_{den}$ in the case of annoyance) allows one to understand the implications of potential uncertainties in the emission or propagation parts of the calculation. The investigated output of the model is the weighted mean of $CF_{mgn,day,LV,J}$.

6.4.1 Influence of a systematic error on noise exposure levels

One of the first things to test is the influence of a systematic error on the noise exposure level. For each evaluated building, the noise exposure levels are modified by adding a given amount of dB(A) $Err_{exposure,systematic}$ after the calculation by the noise prediction software, i.e. after calculation of noise emission and propagation. This relates the influence of a systematic error on the noise exposure level obtained after the propagation in the noise prediction software. The systematic error was tested with $Err_{exposure,systematic}$ varying between -10 dB(A) and +10 dB(A). Subtracting 10 dB(A) from the noise exposure levels is equivalent to dividing the sound energy received at the receptors by a factor ten while adding 10 dB(A) to the noise exposure levels is equivalent to multiply the sound energy received at the receptors by a factor ten. In other words, a potentially large error is investigated here.

Results are represented in Figure 24 for the weighted mean of $CF_{mgn,day,LV,J}$.

![Figure 24: Influence of a systematic error on the noise exposure levels for the weighted mean of $CF_{mgn,day,LV,J}$](image)
The minimum value for $\text{CF}_{\text{mgm,day,LV,J}}$ is $1.59\times10^{-7}$ DALY/J obtained for a systematic error of -10 dB(A) for all the noise exposure levels; the maximum value is $4.42\times10^{-7}$ DALY/J obtained for +5 dB(A). When varying the sound energy received at the receptor points by two orders of magnitude, the output is varied by less than a factor of three; the result is not sensitive to systematic error in the noise exposure levels.

The maximum is reached for an error of +5 dB(A) and not as one could expect at +10 dB(A). This is because the dose-response relationship for annoyance is only valid between 45 dB(A) and 75 dB(A). A population exposed to noise levels below 45 dB(A) is not taken into consideration. A population exposed to noise levels above 75 dB(A) is evaluated at 75 dB(A) for annoyance. While modifying noise exposure levels that have systematic errors, buildings are taken out of the calculation if a decrease in the noise exposure drops below 45 dB(A) or if an increase surpasses 75 dB(A) (in the latter case, a change in exposure does not imply a change in the share of HAP in that building).

Increasing all noise exposure levels by more than +5 dB(A) may lead to noise levels surpassing 75 dB(A) for multiple buildings which consequently reduces the weighted mean $\text{CF}_{\text{mgm,day,LV,J}}$.

A systematic error can come from the propagation model or the implementation in the noise prediction software. A wide range for this error, from -10 dB(A) to +10 dB(A) was used, although a systematic error of 10 dB(A) is unlikely. Mioduszewski et al. (2011) showed that the deviation between the noise prediction model, and the measurements is not constant. Thus one can ask what would be the influence of a random error on noise exposure levels on the resulting CF?

### 6.4.2 Influence of a random error on noise exposure levels

When calculating the weighted average $\text{CF}_{\text{mgm,day,LV,J}}$, a random error was considered for each building evaluated in this study. For each building, the random error follows a uniform uncertainty distribution varying between $Err_{\text{exposure,random}}$ and $Err_{\text{exposure,random}}$. While analysing the influence of this parameter, $Err_{\text{exposure,random}}$ varied between 0 dB(A) and +10 dB(A), thereby increasing the width of the uniform distribution from which the random error is picked for each evaluated building. A maximum value of 3.62E-07 DALY/J is found without any random error, and a minimum value of 3.41E-07 DALY/J is found while picking a random error in a uniform distribution ranging from -10 dB(A) to +10 dB(A).

Thus, a random error, as long as it is drawn in a symmetrical uncertainty distribution, has little influence on the output. Negative and positive errors compensate for each other. The slight decrease found while increasing the width of the uniform distribution in which the random error is picked is probably due to the threshold effect explained earlier. Adding a random error to the noise exposure levels has a higher chance to push buildings out of the range in which they have influence than to bring them in.

### 6.4.3 Influence of a higher error on lower noise exposure levels

Meyer et al. (2017) found that lower noise exposure levels are more sensitive to a change in the search radius $d_{\text{max}}$. Since $d_{\text{max}}$ was fixed to 1000 m instead of the preferable choice of 2000 m due to technical constraints (subsection 4.3), it could be interesting to roughly evaluate the possible uncertainties induced by this choice. Fig. 5 in Meyer et al. (2017) shows the difference in noise exposure levels between calculation with a $d_{\text{max}}$ of 2000 m and calculation with a $d_{\text{max}}$ of 1000 m. To maximize the error coming from this difference, an amount of dB(A) has
been added to noise exposure levels following (47) giving a correction of +10 dB(A) for a noise exposure level of 45 dB(A) and a correction of 0 dB(A) for noise exposure level of 75 dB(A)

\[ \text{Correction}(L_{den})(dB(A)) = 25 - \frac{L_{den}(dB(A))}{3} \]  

The weighted mean of \( \text{CF}_{\text{mgn}, \text{day}, \text{LV}, \text{J}} \) with this error is 4.87E-07, 35% higher than the reference value. However, this correction is an overestimation of the potential difference of changing \( d_{\text{max}} \) since it is based on the maximum difference possible in the worst situation. If all the calculations were rerun with a \( d_{\text{max}} \) of 2000 m, the deviation would be lower than 35%. Considering the significance of the correction, a change of 35% is not substantial. Since we are looking at a marginal factor, the effect of the correction is due to the shape of the dose-response relationship (Miedema and Vos, 2007). The weighted mean of \( \text{CF}_{\text{mgn}, \text{day}, \text{LV}, \text{J}} \) increases with an increase in the different noise exposure levels because the derivative of the dose-response relationship is positive.

6.4.4 Influence of an error on the noise emission level

Since the emission noise levels are also taken out of the noise prediction software for the normalization in joules, the influence of an error of these noise emission levels can also be investigated. The Figure 2.2 of the SETRA Copyright (Collective) (2009a) show the variability of the roads measured during the measurement campaigns used to produce the noise emission model. Based on this figure, an error was added to \( L_{w} \): \( \text{Err}_{\text{emission, systematic}} \) varying between -3 dB(A) and +3 dB(A). It is unlikely that the same error was made for all roads while calculating \( L_{w} \), the only goal of this calculation is to give an estimation of the sensitivity of the resulting weighted mean \( \text{CF}_{\text{mgn}, \text{day}, \text{LV}, \text{J}} \) towards the possible sources of uncertainties.

While varying the error on the noise emission level the resulting weighted mean \( \text{CF}_{\text{mgn}, \text{day}, \text{LV}, \text{J}} \), shown in Figure 25, evolves proportionally to the relative change in terms of sound energy. An error of +3 dB(A) implies a doubling of the noise emission power and thus a doubling of the sound energy. Since this amount of sound energy is used to normalize the CFs, the weighted mean \( \text{CF}_{\text{mgn}, \text{day}, \text{LV}, \text{J}} \) is halved. For the same reason, applying -3 dB(A) halves the resulting sound energy and doubles the weighted mean \( \text{CF}_{\text{mgn}, \text{day}, \text{LV}, \text{J}} \). The resulting CF is thus sensitive to this parameter. However, if one tests the effect of a random error for each road picked in a symmetrical uncertainty distribution, one would probably find a lower effect.
A change in the noise emissions should also affect the resulting exposure levels. Varying both $L_w$ and $L_{den}$ by the same amount yields different results (Figure 26). Since the CF increases with an increase of exposure and decreases with an increase of noise emission level, combining the two leads to a slightly smaller variation. The resulting CF is still sensitive to normalization, i.e. to an error in $L_{os}$, but less sensitive to errors in the propagation part.
6.4.5  Sensitivity analysis

Uncertainties do not only come from the noise emission and propagation as estimated by the noise prediction software. Uncertainties can also come from the dose-response relationship and from the disability weight given by the WHO (Fritschi et al., 2011). It can be interesting to see if the potential errors in the sound emission power levels and the noise exposure levels are more or less significant than other sources of uncertainties in $CF_\text{mg}_{\text{m,day,LV,J}}$.

To do this, a sensitivity analysis was conducted with the following uncertainty distributions for the different parameters:

- $Err_{\text{exposure,systematic}}$ is modelled by a uniform distribution of uncertainties ranging from -10 dB(A) to +10 dB(A). Such a systematic error in the results for the noise exposure levels is likely an overestimation.
- $Err_{\text{emission,systematic}}$ is modelled by a uniform distribution of uncertainties ranging from -3 dB(A) to +3 dB(A). Such a systematic error in the results for the noise emission levels is also likely to be an overestimation.
- Uncertainty related to the dose-response relationship for the share of HAP is modelled by multiplying the output share with a factor randomly picked in a uniform distribution of uncertainties ranging from 0.8 to 1.2. This uncertainty distribution overestimates the possible uncertainty coming from the dose-response relationship as estimated by Miedema and Oudshoorn (2001).
- The uncertainty of the disability weight converting HAP to DALY was modelled based on the values proposed by Fritschi et al. (2011). To fit the proposed median of 0.02, two triangular distributions were used: one between the minimum of 0.01 and the median of 0.02 and the other between the median of 0.02 and the maximum of 0.12. This modelling ensures that the median of the sampling corresponds to the median proposed by Fritschi et al. (2011); however, it also leads to an asymmetrical uncertainty distribution.

The spatial variability studied earlier in section Error! Reference source not found. is not taken into account into this analysis – only possible sources of epistemic uncertainty are assessed. The soboljansen function from the sensitivity package (Pujol et al., 2015) of the R software was run for two samples of 1000 runs each. This function conducts a global sensitivity analysis with the Sobol method providing first order and total effect Sobol indices for all the variables under study. The first order Sobol index of a variable represents the fractional contribution to the output variance of the main effect of the variable under consideration. The total-effect Sobol index of a variable measures the contribution to the output variance, including all variance caused by its interactions. Due to the integration of the interactions, the sum of the total effect Sobol indices can be greater than one while the some of the first order Sobol indices are less than or equal to one. These indices are displayed in Table 13.

<table>
<thead>
<tr>
<th></th>
<th>$Err_{\text{exposure,systematic}}$</th>
<th>$Err_{\text{emission,systematic}}$</th>
<th>Uncertainty on HAP</th>
<th>Uncertainty on DW</th>
</tr>
</thead>
<tbody>
<tr>
<td>First order Sobol index</td>
<td>0.10</td>
<td>0.23</td>
<td>0.00</td>
<td>0.62</td>
</tr>
<tr>
<td>Total-effect Sobol index</td>
<td>0.10</td>
<td>0.25</td>
<td>0.00</td>
<td>0.71</td>
</tr>
</tbody>
</table>

The difference between the sum of the first order and the sum of the total-effect Sobol index shows only little interaction between these four variables. As already shown, the weighted mean of $CF_\text{mg}_{\text{m,day,LV,J}}$ is more sensitive
to a systematic error in emission than to a systematic error in population exposure. The Sobol indices are higher for error on the emission even with a narrower uncertainty distribution for $Err_{emission, systematic}$ than for $Err_{exposure, systematic}$. Uncertainty related to DW has a larger influence than other sources of uncertainties. Meyer et al. (2016) found similar results when conducting sensitivity analyses for other methods that integrate environmental noise impact in LCA. Since the HAP midpoint indicator is multiplied by DW for annoyance to obtain the endpoint in DALY for the day period, DW is responsible for a large part of the uncertainty of the result. Sensitivity analysis is dependent on the uncertainty distribution modelled for each variable, and since the approach of this subsection is qualitative, results should be used with care. This first approach could be refined with a more complete modelling of the uncertainties in both the emission and propagation steps.

6.4.6 Influence of other sources of uncertainty for an average CF, $CF_{avg, day, IRIS}$

To do a similar analysis for every CF proposed in this work would be too time consuming, but it is important to see for an average CF. Average CFs are expected to behave differently than marginal CFs. Some of the errors incurred by the average CF could be avoided by using a marginal CF since it is calculated from a change in the situation. If an error is the same in the reference and increased traffic situations, these errors nullify each other. An average CF will not reduce of this type of error since it is only calculated from the reference situation. To highlight this, an analysis of $CF_{avg, day, IRIS}$ will be conducted.

**Influence of a systematic error on noise exposure levels**

$Err_{exposure, systematic}$ was varied between -10 dB(A) and +10 dB(A) to obtain Figure 27. The variation of the weighed mean of $CF_{avg, day, IRIS}$ while adding a systematic error on the population exposure presents a different behaviour than the one presented in Figure 24 for $CF_{mgn, day, LV, J}$. The weighted mean of $CF_{avg, day, IRIS}$ is $1.88E-07$ DALY/J when the population exposure is decreased by 10 dB(A) and $1.06E-06$ DALY/J when the population exposure is increased by 10 dB(A). The variation between this minimum and maximum is higher than in the case of the marginal CF; the ratio between the minimum and maximum is 5.6 instead of 2.8. $CF_{avg, day, IRIS}$ is more sensitive to an error in exposure than $CF_{mgn, day, LV, J}$. The dose-response for annoyance is a monotonic function, so the average CF can only increase with the exposure. This accounts for the gradual increase with the change in exposure contrary to the previous case (subsection 6.4.1) where an increase of exposure led to a decrease of the marginal CF due to threshold effects.
Figure 27: Influence of a systematic error on the noise exposure levels for the weighted mean of $CF_{\text{avg,day,IRIS}}$.

Influence of a random error on noise exposure levels

Adding a random error for the exposure for each building evaluated in this study has minor impact for the weighted mean of $CF_{\text{avg,day,IRIS}}$ similar to the one found for the marginal CF (subsection 6.4.2). The weighted mean of $CF_{\text{avg,day,IRIS}}$ goes from $5.22E-07$ DALY/J to $5.71E-07$ DALY/J when picking a random error in a uniform distribution ranging from -10 dB(A) to +10 dB(A) for every buildings considered.

A random error, as long as it is drawn in a symmetrical uncertainty distribution, has little influence on the output due to negative and positive errors compensating themselves. The slight increase that was found while increasing the width of the uniform distribution in which the random error is picked is due to the positive derivative of the dose-response relationship and to the fact that the threshold effects observed with the marginal CF does not apply to average CFs.

Influence of a higher error on lower noise exposure levels

To study the influence of a higher error on lower noise exposure levels, the same approach described in section 6.4.3 was applied. To simulate the possible influence of the search radius $d_{\text{max}}$, an amount of dB(A) was added to the noise exposure; this gave a correction of +10 dB(A) for a noise exposure level of 45 dB(A) and a correction of 0 dB(A) for noise exposure level of 75 dB(A), as shown in (25). The resulting weighted mean of $CF_{\text{avg,day,IRIS}}$ with this potential error is $7.39E-07$ DALY/J, 42% higher than the reference value. The influence of a higher error on lower noise exposure levels is slightly higher for the average CF than for the marginal one. However, this correction is an overestimation of the potential influence of a change in $d_{\text{max}}$. Considering the importance of the correction, the induced change is not that high. This result is similar to the one obtained for $CF_{\text{mgn,day,LV,J}}$. 
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Influence of an error on the noise emission level

When looking at the influence of an error on the noise emission level alone, the effect is exactly the same between average and marginal CFs because, in both cases, the amount of DALY is divided by the amount of joules. Thus, multiplying or dividing this amount of joules will divide or multiply the resulting CFs in the same proportion.

Varying both the noise emission level $L_w$ and the population exposure $L_{den}$ by the same amount yields the results presented in Figure 28. The weighed mean of $CF_{avg,day,IRIS}$ is still sensitive to the normalization part, i.e. to an error in $L_w$. When applying $-3$dB(A) for both emission power levels and population exposure levels, a value of $7.90E-07$ DALY/J is found, while $3.39E-07$ DALY/J is found for a change of $+3$dB(A). When dividing the sound emission power and the acoustical power at which population are exposed by a factor of four, the weighted mean of $CF_{avg,day,IRIS}$ is multiplied by 2.3. This is slightly lower than the ratio of 2.7 that could be found for the weighted mean of $CF_{mgn,day,LV,J}$ (Figure 26). The slightly lower sensitivity of the weighted mean of $CF_{avg,day,IRIS}$ compared to the weighted mean of $CF_{mgn,day,LV,J}$, while modifying the noise emission level and the population exposure simultaneously, comes from the higher sensitivity of the average CF to an error on the population exposure. A decrease in noise emission levels increase the average CF, while a decrease in population exposure levels decrease the CF. Since the weighted mean of $CF_{avg,day,IRIS}$ is more sensitive than the weighted mean of $CF_{mgn,day,LV,J}$ to a change in the population exposure, it compensates for the change in noise emission levels for the average CF a little more than for the marginal one.

![Figure 28: Influence of a systematic error on both the sound emission level $Lw$ and the noise exposure level $Lden$ for the weighted mean of $CF_{avg,day,IRIS}$](image)

### Sensitivity analysis

A sensitivity analysis was conducted using the same variables and uncertainty distributions as the one described in section 6.4.5. The results are displayed in Table 14.
Table 14: First order and total-effect Sobol indices of the considered uncertainties.

<table>
<thead>
<tr>
<th></th>
<th>( \text{Err}_{\text{exposure,systematic}} )</th>
<th>( \text{Err}_{\text{emission,systematic}} )</th>
<th>Uncertainty on HAP</th>
<th>Uncertainty on DW</th>
</tr>
</thead>
<tbody>
<tr>
<td>First order Sobol index</td>
<td>0.28</td>
<td>0.21</td>
<td>0.01</td>
<td>0.46</td>
</tr>
<tr>
<td>Total-effect Sobol index</td>
<td>0.33</td>
<td>0.22</td>
<td>0.02</td>
<td>0.68</td>
</tr>
</tbody>
</table>

Compared to the sensitivity analysis conducted on the weighted mean of \( CF_{\text{mgn,day,LV,J}} \) in subsection 6.4.5, the weighted mean of \( CF_{\text{avg,day,IRIS}} \) is more sensitive to an error in noise exposure levels. This result validates the assessment made earlier in this subsection where the higher sensitivity of the weighted mean of \( CF_{\text{avg,day,IRIS}} \) was highlighted compared to the weighted mean of \( CF_{\text{mgn,day,LV,J}} \). This difference decreases the importance of the uncertainty of the DW mechanically, leading to lower Sobol index values for the average CF than for the marginal one. Uncertainties related to DW are still responsible for a large part of the resulting CF uncertainties.

The sensitivity analyses conducted in this whole subsection must be cautiously considered because the uncertainty distributions on which they rely were not accurately quantified. To get an accurate quantification of these uncertainties, comparing the values found by the noise prediction software with measurements in the field may be needed. Moreover, due to both temporal and technical constraints, it was not possible to separately assess the influence of each input of CadnaA, such as the influence of a change in traffic, a change in the average speed, a change in the distribution of the traffic between LVs and HGVs, etc. However, the multiple experiments conducted in different situations have already given an understanding of the variability what a change in all these parameters could imply. If epistemic sources of uncertainty (uncertainty coming from approximations in the models/software, from the DW, etc.) were correctly assessed, it would have been possible to include them in the uncertainty quantification given in section 6.2.8, which only considers the spatial variability observed in the calculated CFs.

It was also possible to show that average CFs are more sensitive to exposure errors than marginal CFs. This higher sensitivity to exposure errors leads to a slightly lower sensitivity to emission errors. This subsection also highlights the importance of the uncertainties coming from the DW compared to other possible sources of epistemic uncertainty.

6.5 Comparison to previous literature

Comparing the results obtained with existing results from the literature allows one to detect potential errors and to evaluate the reliability and representativeness of its finding. To be in the same order of magnitude with the numbers found in literature is not a justification by itself, but inexplicable differences are a good indication of something amiss. Thus, a literature comparison is a way to ensure avoidable mistakes, especially since other approaches may not use the same data, the same geographical area and the same software.

6.5.1 Environmental noise impacts on human health

Before comparing the result with existing CFs in the LCA literature, it can be interesting to compare the human health impacts with the one calculated by Fritschi et al. (2011). In this study, summing over all 67 experiments, \( 2.19E+04 \) HAP and \( 9.67E+03 \) HSDP were found for the entire studied population. Converting these amounts in
DALY (by multiplying with the corresponding DWs, subsection 2.1) and dividing by the concerned population, 2.49E-03 DALY/person was found for annoyance and 3.84E-03 DALY/person for sleep disturbance.

Using the numbers found in Fritschi et al. (2011) for 285 million of European living in cities of more than 50,000 inhabitants, 487,448 DALY were found for annoyance and 800,023 DALY for sleep disturbance. This corresponds to an impact of 1.17E-03 DALY/person and 2.81E-0.3 DALY/person, respectively. Their estimation of the burden of disease due to environmental noise was done on an extrapolation of available noise exposure for cities of more than 250,000 inhabitants.

It is possible to do the same calculation with the available data collected by the European Environment Agency in the framework of Directive 2002/49/EC (“Reported data on noise exposure covered by Directive 2002/49/EC,” n.d.). This data covers 117 million citizens living in the European Union and relies on noise assessments produced by cities for every European country. Using the same method to calculate the burden of disease, 1.98E-03 DALY/person is found for annoyance and 3.32E-03 DALY/person is found for sleep disturbance. These values are more recent and do not rely on extrapolation, thus making them preferred for comparison.

Compared to the European Environment Agency, the results obtained with the 67 IRIS are 26% higher for the case of annoyance and 16% higher for the case of sleep disturbance, and they are within the same order of magnitude. It is difficult to know where these differences are coming from, but it may indicate a slight overrepresentation of geographical areas with higher impacts in the studied sample. No significant errors or deviations were found while comparing human health impacts from the studied sample with the existing numbers calculated at a large scale (European Union).

6.5.2 Distance-based CFs in the LCA literature

The literature is dominated by the distance-based approach when it comes to integrating environmental noise impacts on human health. Müller-Wenk (2002) already proposed an estimation in DALY for day and night and for two categories of vehicles more than fifteen years ago. By approximating the Type 1 and Type 2 vehicles from his study with the LVs and HGVs used in this work, Table 15 is obtained (from Figure 15 in (Müller-Wenk, 2002)).

<table>
<thead>
<tr>
<th></th>
<th>(Müller-Wenk, 2002)</th>
<th>Present work</th>
<th>Present work (Müller-Wenk, 2002)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{CF}_{\text{mgn,day,LV,vkm}}$</td>
<td>1.3 E-07</td>
<td>2.3 E-07</td>
<td>1.8</td>
</tr>
<tr>
<td>$\text{CF}_{\text{mgn,day,HGV,vkm}}$</td>
<td>1.3 E-06</td>
<td>1.0 E-06</td>
<td>0.77</td>
</tr>
<tr>
<td>$\text{CF}_{\text{mgn,night,LV,vkm}}$</td>
<td>2.7 E-06</td>
<td>4.5 E-06</td>
<td>1.7</td>
</tr>
<tr>
<td>$\text{CF}_{\text{mgn,night,HGV,vkm}}$</td>
<td>2.6 E-05</td>
<td>1.6 E-05</td>
<td>0.62</td>
</tr>
</tbody>
</table>

The CFs calculated in this work are in the same order of magnitude as the values found by Müller-Wenk (2002). This is surprising considering that their CFs were calculated fifteen years ago for the whole of Switzerland using...
limited data as well as a simpler method compared to the one developed in this work and with different DWs (Müller-Wenk (2002) used 0.033 for annoyance instead of 0.02 and 0.055 for sleep disturbance instead of 0.07). In this work, a ratio of 8.1 to 8.5 is found between the mean sound emission power of HGVs and LVs (obtained by dividing the number of joules per vkm for HGVs by the one for LVs in Table 11, subsection 6.3.2). However, since HGVs have a lower impact per joule due to a different repartition on the road network, weighted mean CFs for HGVs are only 3.4 to 5.5 times higher than weighted mean CFs for LVs contrasting with the hypothesis of Müller-Wenk (2002) of HGVs being 10 times more impactful based on the noise emission levels. Results from Müller-Wenk (2002) are covered by the minimum-maximum interval found in this work and the difference could be easily explained by the ontic (e.g. variability) and epistemic (e.g. models and assumptions) uncertainties.

Franco et al. (2010) found 1.3E-3 additional cases of annoyance for an additional 1,000 vkm for vehicles equivalent to HGVs on Spanish motorways. This leads to 1.3E-06 additional HAP/vkm while the \( CF_{mgn,HAP,HGV,vkm} \) found in this work is 5.10E-05 HAP/vkm. Moliner et al. (2014) found results ranging between 3.88E-08 and 7.63E-08 DALY/vkm for three Spanish motorways considering the addition of one HGV proportional to the existing annual traffic on the studied road. This corresponds to \( CF_{mgn,uns,HGV,vkm} \), which has a value of 2.96E-06 DALY/vkm. The values found in this work are 40 times higher than the value found by Franco et al. (2010) and 39-76 times higher than the values found by Moliner et al. (2014). Moreover, the values found by Moliner et al. (2014) and Franco et al. (2010) are lower than the minimal value found in this work for the corresponding CF. However, most of the CFs from this work were calculated in an urban and suburban context while Moliner et al. (2014) and Franco et al. (2010) applied their methodology on Spanish motorways. The motorways considered by Moliner et al. (2014) and Franco et al. (2010) are areas with lower population densities and higher sound energy densities, thus lower CFs if the SMs hold true (subsections 6.2.3 to 6.2.6). Motorways may be the situation presenting the lowest CFs.

The LCIA methodology Swiss eco-factors 2013 (Frischknecht and Büsser Knöpfel, 2013) already provides CFs to integrate environmental noise impact in LCA. They use an average approach to determine the HAP per total vkm over a given year. By doing this, the vkm of people and freight (considered equivalent to the LVs and HGVs used in this method) have to be aggregated together. LVs and HGVs have different emission power levels, so to solve this, Frischknecht and Büsser Knöpfel (2005) multiplied the number of freight (HGVs) by 10. Considering that freight emits ten times more sound energy (10 dB higher in terms of), this assumption could have been used to produce average distance-based CFs. However, since the aggregation between LVs and HGVs is done on a sound energy logic, it has been preferred to only do it, in our work, on an exact quantification of the sound energy produced (relying on the emission model (SETRA Copyright (Collective), 2009a)). And, as detailed above, this work does not confirm a ratio of 10 between the impact of LVs and HGVs (subsection 6.3).

Frischknecht and Büsser Knöpfel (2005) found 6.25E-06 HAP/vkm for LVs and 6.25E-05 HAP/vkm for HGVs. Applying the same methodology to the studied sample leads to 2.47E-06 HAP/vkm and 2.47E-05 HAP/vkm. Using their method for the studied sample led to the same order of magnitude in the result. It should be noted that Frischknecht and Büsser Knöpfel (2013) used annoyance as a midpoint (HAP) and proposed separate CFs for road traffic, rail traffic and air traffic. Different noise sources are only aggregated at the midpoint level and not earlier at the noise emission level.
The environmental priority strategies (EPS) LCIA method (Steen, 1999a, 1999b) uses an approach too different to allow for comparisons. Impacts from environmental noise were estimated by considering 25% of the global population is exposed to noise levels above 65 dB(A). They then assumed that the amount of nuisance mainly occurred during rush hours, which comprises a sixth of the day, and this was divided by an estimate of the total mileage of the world fleet based on numbers from 1990. This CF does not seem reliable due to the numerous questionable assumptions on which it is built.

6.5.3 The specific case of Cucurachi

The results obtained by Meyer et al. (2016) at the endpoint level using the CFs and conversion factor proposed by Cucurachi et Heijungs (2014) were criticized. At the endpoint level, the results from Cucurachi et Heijungs (2014) were 100,000,000 times higher than the ones obtained with the approach from Franco et al. (2010). However, Cucurachi et Heijungs (2014) warn about the use of potentially malfunctioning conversion factor between midpoint and endpoint: “The assumption of linearity allowed for the quantification of a conversion factor, but may introduce uncertainty that needs to be further investigated into the calculations.”. Thus, the method developed by Cucurachi and his co-authors (Cucurachi et al., 2012; Cucurachi and Heijungs, 2014) could still lead to a correct calculation at the midpoint level even if theoretical arguments could be opposed to this midpoint indicator, such as the aggregation of the emission levels of different noise source types. However, with the data used in this work and the results obtained, CFs similar to the one proposed by Cucurachi and Heijungs (2014) could be calculated. The CFs from their work are given in person*Pa/W where person*Pa can be interpreted as “the number of people that are exposed to a certain sound pressure” (Cucurachi et al., 2012). These CFs are calculated by assessing the marginal change of person-Pa for a marginal change in the acoustical power in which the studied population is exposed. This is a marginal approach that considers the background noise existing prior to the change.

In the data used for this work, the $L_{day}$, $L_{evening}$, $L_{night}$ and $L_{den}$ are available for each inhabited building with the associated number of persons. Assuming that the sound pressure is constant over each time period (day, evening and night), these levels can be converted into a long term average sound pressure $p_t$ using (48), that can be deducted from (6). $p_0$ is the reference pressure (equal to 2*10^{-5} Pa) (ISO 3744, 2010), $t$ refers to the time period ($t = \{day, evening, night\}$) and $\beta_t$ is the weighting of the periods as used by Cucurahi et al. (2012) ($\beta_{day}=0, \beta_{evening}=5, \beta_{night}=10$).

$$p_t = \sqrt{p_0^2 * 10^\left(\frac{L_t+\beta_t}{10}\right)} = p_0 * 10^\left(\frac{L_t+\beta_t}{20}\right) \quad (48)$$

Considering these pressures before $p_t$ and after $p_t$, an increase in traffic of vehicle type $j$ converted in sound emission power $\Delta W_{t,j}$ similar CFs to the one from Cucurahi et al. (2012) can be calculated by (49). $i$ refers to a building.

$$CF_{cucurachi,t,j} = \sum_i \frac{(p'_{t,i,j} - p_{t,i,j}) * N_i}{\Delta W_{t,j}} \quad (49)$$

The results from calculating this over the different time periods and using a weighted mean for the sample of 67 different geographical areas are presented in Table 16.
Despite using accurate data coming from noise prediction software, we were unable to reproduce the results found by Cucurachi and Heijungs (2014). The CFs calculated with the method developed by Cucurachi et al. (2012) are at least 70 times higher (the minimum is found with the CF for rural archetypes during the night period). However, urban and suburban archetypes are dominating the studied sample and thus the difference is even higher (a factor around 400). Interpretation of these results are difficult because of the chosen midpoint: what does person*Pa/W represent? These CFs represent the change in exposure to an acoustical pressure normalised by the change in sound emission power producing it. In our experiments, the population is fixed over the different time periods, so this parameter is fixed.

Data gathered to establish CFs do not validate the CFs found by Cucurachi and Heijungs (2014) but rather seem to highlight errors in the orders of magnitude of these CFs. Finding errors at the midpoint level could, partly, explain the high results found in Meyer et al. (2016) for the Cucurachi method where the difference in errors was of eight orders of magnitude. Beyond the quantitative critique of the methods developed by Cucurachi et al. (2012), there are also theoretical critiques; these will be discussed in section 7.1.

### 6.6 Connecting to the inventory

For a best use of the CFs developed here, the link between these CFs and the existing LCI processes have to be detailed. This link will be different if one wants to use the distance-based or energy-based CFs.

#### 6.6.1 Reference vehicle used

A more accurate description of the vehicles used in the noise prediction software is needed. As stated before, the noise prediction software only have two vehicles of reference: LV and HGV. These reference vehicles have been built to be representative of the mean vehicle for each category. $L_w$ is calculated in the noise prediction software used throughout this work following the SETRA Copyright (Collective) (2009a) methods, in particular Table D.12, D.13, D.14 and D.17. In the data used for this work, all the roads have a surfacing category $R2$ and an age of seven years. Without extensive knowledge of said roads, it is not possible to judge the validity of this aspect.

#### 6.6.2 New elementary flows

Most of the road transportation processes in the LCI do not take into account the temporal occurrence of the operation (e.g. day and night). These processes can then only give an output in an EF where the temporal
Dimension is unspecified. Given the important difference between the day and night periods, it is advised to take into account the temporal occurrence of the transportation if possible. To do so, each road transportation process should be subdivided into day, night and unspecified.

**Distance-based**

An EF is defined as the *material or energy entering the system being studied that has been drawn from the environment without previous human transformation, or material or energy leaving the system being studied that is released into the environment without subsequent human transformation* (ISO 14040, 2006). As such, an EF in vkm is not covered by this definition, even if this unit is used as a proxy for sound energy and its impact. However, several non-material emissions EFs already exist in some LCIA methods (Frischknecht and Büser Knöpfel, 2013), and the proposed EFs can be added into this category.

LVs and HGVs should be considered separately because there is not only a large difference between these two vehicle categories on the distance-based CFs but also they are, in most cases, separated in the LCI. Ideally, six EFs should be created, as shown in Table 17.

<table>
<thead>
<tr>
<th>Period</th>
<th>LVs</th>
<th>HGVs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day</td>
<td>Noise, light vehicles, day</td>
<td>Noise, heavy goods vehicles, day</td>
</tr>
<tr>
<td>Night</td>
<td>Noise, light vehicles, night</td>
<td>Noise, heavy goods vehicles, night</td>
</tr>
<tr>
<td>Unspecified</td>
<td>Noise, light vehicles, unspecified</td>
<td>Noise, heavy goods vehicles, unspecified</td>
</tr>
</tbody>
</table>

**Energy-based**

To use the energy-based CFs, several additional EFs have to be created. This time, these EFs are expressed in joule. These flows would be the same as in Table 17, but the unit would be joule. The differentiation between LVs and HGVs does not come from the difference in terms of noise emission level, since the energy-based approach is normalised by the emitted sound energy. The difference stems from the change in distribution over the road network for these two vehicle types. CFs for HGVs are more representative of freight, while CFs for LVs are more representative of light vehicles, i.e. passenger transportation.

**6.6.3 Calculating the output of the processes**

For each existing road transportation process that considers the noise impact on human health, an output to the corresponding EF has to be created. Using the EFs for LVs or HGVs would depend on the weight of the vehicle under consideration. A vehicle is considered an LV if the gross vehicle weight rating is under 3.5 tons and an HGV if it is larger than or equal to 3.5 tons (SETRA Copyright (Collective), 2009a). This broader typology can be refined to better cover the whole spectra of possible road transportation vehicles.
**Distance-based**

If one wants to consider the difference between the vehicle under consideration and the one used as reference, Frischknecht and Büsser Knöpfel (2013) proposed factors in Tab. 113 based on the difference in the noise emission level. For example, if a vehicle under consideration is 5 dB(A) higher than the reference vehicle, the factor provided is 3.16. Said factors will be applied to the output EF of select transportation processes to take into account the difference in terms of average noise emission levels between the considered vehicle and the reference one used to develop the distance-based CFs. However, if a practitioner wants to adapt environmental noise impacts for vehicles more or less noisy than the reference ones used for LVs and HGVs, it is advised to take the energy-based approach described hereafter.

**Energy-based**

The energy-based approach allows for a more refined quantification on the sound emission, since sound emission power per vkm is not constant. Thus, energy-based CFs are more reliable. And average CFs have been calculated only using an energy-based approach. This approach allows for a better differentiation of the road transportation processes. To integrate environmental noise impacts using an energy-based approach, a road transportation process should have an output EF in joules. If the vehicle under considerations is not well known, one way to use this approach is to use the number of joules per vkm, as detailed in Table 11. However, this will have the same benefits and limitations as the distance-based approach.

To have a more detailed differentiation of the inventory processes, the sound emission power level of the vehicle under consideration should be well known. If the sound emission power level is entirely defined on travel, the sound energy produced can be precisely calculated and then multiplied by the corresponding CFs. Although, a more common case would be to have access to a noise emission model for the vehicle under consideration. In that case, the sound emission power level is dependent upon the speed, road surface, road gradient, etc. Road gradient, impact of traffic lights or other road infrastructures on the traffic fluidity and other aspects were not considered in the application of the method but these aspects may be considered in the chosen noise emission model (SETRA Copyright (Collective), 2009a) or in others. If road parameters are unknown, it is advised to use the same ones used in the data from which the CFs were produced (i.e. an R2 road surface built seven years ago). The question remains, what speed should be used to obtain the amount of joules per vkm? From Table 11 (section 6.3.3) displaying the mean number of joules per vkm, a mean speed can be deduced using the SETRA Copyright (Collective) (2009a) noise emission model and is displayed in Table 18.

Practitioners elaborating EF outputs for road transportation processes can use this table. For example, for Sound energy, light vehicles, day, the sound emission power should be calculated for a speed of 67 km/h. If the vehicle under study is driven in specific conditions, for example only in city centres at a mean speed of 50 km/h, it is advised to calculate sound energy emitted per vkm under these specific conditions. This is of particular importance since the uncertainty and sensitivity analyses underlined the importance of the noise emission modelling part towards the reliability of the result.
Table 18: Mean speed in km/h of LVs and HGVs for the weighted mean of marginal CFs.

<table>
<thead>
<tr>
<th>Mean speed (km/h)</th>
<th>LV</th>
<th>HGV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day</td>
<td>66</td>
<td>65</td>
</tr>
<tr>
<td>Night</td>
<td>70</td>
<td>72</td>
</tr>
<tr>
<td>Unspecified</td>
<td>66</td>
<td>66</td>
</tr>
</tbody>
</table>

6.7 Practical use of the CFs

6.7.1 In existing road transportation processes

Examining an existing LCA process provides an idea of the order of magnitude of the different sources of human health damage, and one can compare this with human health damage due to environmental noise. For example, the obtained human health impacts unrelated to noise are displayed in Table 19 for one vkm when looking at the Transport, passenger car, medium size, petrol, EURO 5 process from the ecoinvent version 3 database (Wernet et al., 2016) and using the method ReCiPe Endpoint (H) (Goedkoop et al., 2009).

Table 19: Human health impacts for one vkm.

<table>
<thead>
<tr>
<th>Impact Category</th>
<th>Unit</th>
<th>Amount</th>
</tr>
</thead>
<tbody>
<tr>
<td>Climate change Human Health</td>
<td>DALY</td>
<td>3.43E-07</td>
</tr>
<tr>
<td>Ozone depletion</td>
<td>DALY</td>
<td>1.15E-10</td>
</tr>
<tr>
<td>Human toxicity</td>
<td>DALY</td>
<td>1.07E-08</td>
</tr>
<tr>
<td>Photochemical oxidant formation</td>
<td>DALY</td>
<td>1.48E-11</td>
</tr>
<tr>
<td>Particulate matter formation</td>
<td>DALY</td>
<td>3.43E-08</td>
</tr>
<tr>
<td>Ionising radiation</td>
<td>DALY</td>
<td>2.69E-10</td>
</tr>
<tr>
<td>Total</td>
<td>DALY</td>
<td>3.88E-07</td>
</tr>
</tbody>
</table>

To include noise impacts among the other impacts, the road transportation process under consideration should have an additional EF (emission occurring in the use phase). The process under consideration would have an output of one vkm to Noise, light vehicles, unspecified (if using a distance-based approach). If the CFs developed in this work to assess environmental noise impact on human health are included in the LCIA method used, the CF corresponding to the EF is used. Thus, the EF Noise, light vehicles, unspecified is multiplied by $\text{CF}_{\text{mgn,uns,LV,vkm}}$, resulting in 4.85E-07 DALY. If the noise impact is integrated with the other human health impacts over the vehicle’s life cycle, it accounts for 56% of the total amount of DALY produced. Using the maximum value for $\text{CF}_{\text{mgn,uns,LV,vkm}}$ leads to noise impact being responsible of 88% of the total impact on human health while using minimum value leads to 16%. The noise impact is in the same order of magnitude as all the other human health impacts, thus the contribution of noise among other impact categories is sensitive to errors and uncertainties.
This result is consistent with what is found in comparable literature. Most of the existing studies found a substantial human health damage from noise compared to other sources and are in the same order of magnitude. Moliner et al. (2013) found 2.5% to 5% noise impact among the total human health while looking at the health impacts caused by an additional vkm on three Spanish motorways. The values of Moliner et al. (2013) are the lowest in the literature and is likely due to the analysis being limited to motorways.

If the results found in this work are representative of the overall road transportation, including noise impacts on human health would double the human health impact of this road transportation process. Noise is far from being negligible, despite being still a marginal research question in LCA.

Considering a diesel instead of petrol vehicle, like Transport, passenger car, medium size, diesel, EURO 5, produces a slightly higher noise contribution since the total human health damage is lower for diesel rather than petrol vehicles (3.62E-07 DALY instead of 3.88E-07 DALY, respectively). A comprehensive assessment of every road transportation process in the datasets would require the use of noise emission models and data for each concerned vehicle type to establish EFs in terms of sound energy. This work has not been done during this PhD thesis due to time constraints.

### 6.7.2 In the foreground

The CFs developed in this work were applied to the case study developed before (Meyer et al., 2016) with the goal to evaluate environmental noise impacts of two different tires and to compare it with other impact categories. Assessing the noise impact of tires is only possible using energy-based CFs since the two tires are differentiated by their noise emission power.

The emitted sound energy is calculated with the same approach as the one developed to apply the Cucurachi method (section 2.3 of (Meyer et al., 2016)). A noise emission model (SETRA Copyright (Collective), 2009a) is used to calculate the sound energy emitted by one vehicle rolling one vkm. This vkm is distributed on the road network in proportion to the existing traffic among three different road types (motorways, non-urban roads, urban roads) and three time periods (day, evening and night). Sound energy emissions occurring during the day and the evening are multiplied by $\text{CF}_{\text{mgno,day,LV,J}}$ and emissions occurring during the night are multiplied by $\text{CF}_{\text{mgno,night,LV,J}}$.

Human health impacts from environmental noise for one vkm of Tire 1 results in 1.59E-07 DALY. Applying the method proposed by Franco et al. (2010) for the same tire led to 5.00E-08 DALY (Meyer et al., 2016); however, only annoyance was taken into account by Franco et al. (2010). When only considering HAP, similar results are obtained: 7.33E-08 DALY. This result is interesting because, for the practitioner, the Franco method is more complicated (section 2.2 of (Meyer et al., 2016)) than simply using a noise emission model and multiplying the resulting sound energy by the CFs developed in this work. Finding similar results validates the hypothesis proposed in section 6.6.2: the difference between the values found in this work and the ones found by Franco et al. (2010) is coming from the assessment of different situations. Attaining similar results highlights the practicality of the CFs and the reliability of the results compared to the one obtained with existing method. As a result, the
CFs developed in this work seems to be adapted to this case, i.e. representative of the average French network, even if additional work is needed to support this claim.

The tire case study is also a good example of how to deal with the uncertainty coming from spatial variability and taking into account the uncertainty distribution proposed for the different CFs. An uncertainty analysis is conducted using a Monte-Carlo approach with two samples of 100,000 iterations each. Most of the uncertainty distributions for the different parameters displayed in Table 20 are the same ones used in Meyer et al. (2016) (see annex I). \( CF_{mgn,HAP,LV,J} \) and \( CF_{mgn,HSDP,LV,J} \) were chosen so the uncertainty of the DW can be assessed separately. The uncertainty distributions for these two CFs are taken from Table 7. Modelling uncertainty distributions for \( CF_{mgn,HAP,LV,J} \) and \( CF_{mgn,HSDP,LV,J} \) would be better for a specific location, but doing so for the whole French road network may be questionable. When looking at an average value (like a national network), the uncertainties are likely to be smaller. However, it is difficult to estimate this with our limited data, and it is preferable to overestimate the uncertainties.

Table 20: Uncertainty distributions for the different parameters used in the calculation of the human health impacts from environmental noise for Tire 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean (Baseline)</th>
<th>Standard deviation</th>
<th>Distribution used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motorways' average speed of LVs</td>
<td>115</td>
<td>15</td>
<td>Normal(115., 15.)</td>
</tr>
<tr>
<td>Non-urban roads' average speed of LVs</td>
<td>80</td>
<td>10</td>
<td>Normal(80., 10.)</td>
</tr>
<tr>
<td>Urban roads' average speed of LVs</td>
<td>50</td>
<td>5</td>
<td>Normal(50., 5.)</td>
</tr>
<tr>
<td>Percentage of traffic on motorways</td>
<td>23.0%</td>
<td>9.2%</td>
<td>Dirichlet(4.6, 9.4, 6.0)</td>
</tr>
<tr>
<td>Percentage of traffic on non-urban roads</td>
<td>47.0%</td>
<td>10.9%</td>
<td>Dirichlet(4.6, 9.4, 6.0)</td>
</tr>
<tr>
<td>Percentage of traffic on urban roads</td>
<td>30.0%</td>
<td>10.0%</td>
<td>Dirichlet(4.6, 9.4, 6.0)</td>
</tr>
<tr>
<td>Percentage of traffic during the day of LVs</td>
<td>72.0%</td>
<td>4.5%</td>
<td>Dirichlet(72,21,7)</td>
</tr>
<tr>
<td>Percentage of traffic during the evening of LVs</td>
<td>21.0%</td>
<td>4.1%</td>
<td>Dirichlet(72,21,7)</td>
</tr>
<tr>
<td>Percentage of traffic during the night of LVs</td>
<td>7.0%</td>
<td>2.5%</td>
<td>Dirichlet(72,21,7)</td>
</tr>
<tr>
<td>Uncertainty on the noise emission model (dB)</td>
<td>0</td>
<td>1.25</td>
<td>Normal(0,1.25)</td>
</tr>
<tr>
<td>Uncertainty on the measurement of Tire 1 (dB)</td>
<td>0</td>
<td>1.30</td>
<td>Normal(0,1.3)</td>
</tr>
<tr>
<td>( CF_{mgn,HAP,LV,J} )</td>
<td>1.81E-05</td>
<td></td>
<td>LogNormal(-11.49, 1.104)</td>
</tr>
<tr>
<td>( CF_{mgn,HSDP,LV,J} )</td>
<td>8.58E-05</td>
<td></td>
<td>LogNormal(-10.09, 1.230)</td>
</tr>
<tr>
<td>DW for HAP</td>
<td>0.02</td>
<td></td>
<td>1/2 Triangular(0.01, 0.02, 0.02)</td>
</tr>
<tr>
<td>DW for HSDP</td>
<td>0.07</td>
<td></td>
<td>1/2 Triangular(0.04, 0.07, 0.07)</td>
</tr>
</tbody>
</table>

The results of the Monte-Carlo over 200,000 iterations are summarised in Table 21. Calculation was made in R using the \textit{triangle} and \textit{gtools} packages (Carnell, 2016; Warnes et al., 2015). The resulting mean is higher than median because of the asymmetrical nature of several uncertainty distributions used in this uncertainty analysis, in particular the DW for HAP. The minimum and maximum values are separated by four orders of magnitude. However, the first and third quartiles are only separated by a factor of four. Half of the resulting values stand between 6.20E-08 DALY and 2.72E-07 DALY.
Table 21: Results of the uncertainty analysis.

<table>
<thead>
<tr>
<th>Unit</th>
<th>Minimum</th>
<th>First quartile</th>
<th>Median</th>
<th>Mean</th>
<th>Third quartile</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>DALY</td>
<td>1.72E-09</td>
<td>6.20E-08</td>
<td>1.29E-07</td>
<td>2.46E-07</td>
<td>2.72E-07</td>
<td>1.81E-05</td>
</tr>
</tbody>
</table>

Uncertainty analysis is a good way to understand the reliability of the results found. However, it does not give any information about the uncertainties of the parameters that are responsible for the largest share of the uncertainties of the results. To obtain this information, a sensitivity analysis has to be conducted. Using the sensitivity package of the R software and the `soboljansen` function, it was possible to conduct a global sensitivity analysis using the Sobol method on the two samples of 100,000 iterations. The total-effect Sobol indices are displayed for the five most important variables, as shown in Table 22.

It is interesting to note that the DW for HAP has an important effect on the results’ uncertainties while the DW for HSDP has less (0.01). This is due to the greater uncertainty distribution of the DW for HAP compared to the one for HSDP. This difference also explains why the total-effect Sobol index is higher for \( CF_{mgn,HAP,LV,J} \) than for \( CF_{mgn,HSDP,LV,J} \).

Table 22: Total-effect Sobol index for the five most important variables.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Total-effect Sobol index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncertainty on the noise emission model</td>
<td>0.11</td>
</tr>
<tr>
<td>Uncertainty on the measurement of Tire 1</td>
<td>0.12</td>
</tr>
<tr>
<td>( CF_{mgn,HAP,LV,J} )</td>
<td>0.57</td>
</tr>
<tr>
<td>( CF_{mgn,HSDP,LV,J} )</td>
<td>0.29</td>
</tr>
<tr>
<td>DW for HAP</td>
<td>0.28</td>
</tr>
</tbody>
</table>

Among the different identified and modelled sources of uncertainties, the spatial variability of the CFs is responsible for a larger part of the results’ uncertainty. This result shows the importance of quantifying the uncertainties coming from the stochastic variability of the CFs since they have a major contribution on the results’ uncertainties. Despite its likely overestimation, this application is a practical demonstration of how to use the CFs developed in this work and their associated uncertainty distribution.

6.8 Conclusion

The proposed method was applied to different geographical areas, and 67 different points were retained for further analysis. A typology for CFs integrating environmental noise impacts on human health was not found during this work. However, studying the spatial variability allows the development of a SMs for energy-based CFs by only knowing the population density and the sound energy density in an area.

Energy-based CFs are more reliable than distance-based CFs because they take into account the change in sound emission power while different parameters, such as the speed, is modified. Moreover, energy-based CFs allow the
aggregation of vkm coming from different vehicle types and could lead to an accurate integration of the numerous inventory processes for road transportation.

The weighted mean, minimum, maximum and lognormal uncertainty distribution to model the ontic uncertainty of the studied sample has been given and are usable by LCA practitioners and in LCIA methodologies.
7 Discussion

7.1 Applying this methodology to other noise sources

This study focuses on road transportation and the LCA processes composing it. In theory, the same method could be used for trains and planes. Noise emission and propagation are already modelled for trains and planes, and dose-response relationships exist for annoyance and sleep disturbance (Miedema and Vos, 2007; Miedema and Oudshoorn, 2001). In this PhD thesis, other noise sources have not been modelled because their contribution to human health damage is considered negligible in most geographical areas. When calculating the human health impact of train and plane transportation, one still has to take into account the environmental noise coming from road transportation since it is the major contributor to environmental noise. Neglecting road transportation while calculating additional sources of environmental noise could lead to significant errors. If one wants to develop sets of CFs for other transportation modes, this multi-exposure problem has to be solved.

The acoustic scientific community has already proposed several methods to solve this problem; a synthesis of the different approaches to solve multi-exposure can be found in Marquis-Favre et al. (2005), and they are discussed in Alayrac (2009). One of the simplest approaches could be to use a dominant source model (Berglund et al., 1981; Botteldooren and Verkeyn, 2002; Ronnebaum et al., 1996; Solberg, 1996). With this approach, only the dominant sound source is taken into account in case of multi-exposure. This simple approach allows the use of existing exposure-response relationships for road transportation, trains and planes (Miedema and Vos, 2007; Miedema and Oudshoorn, 2001). More complex approaches based on combinations of the different source types will lead to two additional problems:

- The exposure-response relationships between multi-exposure and human health will probably differ from the relationship existing for a single source type. Since perception, and thus human health damage, is dependent on the nature of the source, obtaining an exposure-response relationship for multi-exposure can be problematic.
- To build the corresponding CFs, this human health impact should then be allocated between the different noise sources.

For other transportation modes, industrial, commercial or leisure activities, emission and propagation could be modelled. But the link between exposure and human health impacts needs additional research before inclusion in LCA. Following the guidelines from Cucurachi et al. (2014), the inclusion of noise impact on human health from sources for which there are no clear guidelines from the specialists in this field is not advised. Furthermore, sources that have been widely studied by acousticians (road transportation, trains and planes) showed that the impact is source dependent. In some cases, such as voices, birds, fountains or other water sounds, the sound energy can even have a positive impact (Aumond et al., 2017; Galbrun and Ali, 2013; Watts et al., 2009). Thus, sound energy cannot be aggregated between different sources over the whole life cycle without major errors. It is advisable to only consider road transportation and to conduct a separate assessment (and thus have a separate EF) for each noise source type as identified by acousticians. These elements are the theoretical reasons that challenge the methodology developed by Cucurachi et al. (2012), in addition to the unrealistic results found at the endpoint level (Meyer et al., 2016) and the inability to reproduce the calculation at the midpoint level (subsection 6.5.3).
7.2 Possible use of these factors outside road transportation

The CFs developed in this work have been developed specifically for the LCI processes modelling road transportation. Distance-based CFs are limited to transportation processes; however, energy-based CFs could be used in cases where the noise emission power of a given road is modified, even if this adjustment is not due to a change in traffic. For example, if a change in road surface modifies the noise emission power of a given road, energy-based CFs could be applied. Another example could be an LCA of tires, as in Meyer et al. (2016). Only energy-based CFs can be used since a change in noise emission is assessed and not a change in vkm.

However, sound propagation is dependent of the sound frequency. Thus, to apply energy-based CFs developed for road traffic in other cases, one has to make the assumption that the change in sound energy under investigation does not affect significantly the frequency spectrum of said emission. If a change of tires reduce the noise emission power level without changing the frequency spectrum of this emission, using energy-based CFs developed in this work is possible. If the frequency spectrum is significantly affected, using the CFs developed in this work is not advised.

7.3 Limits

7.3.1 Representativeness of the sample

Since this work has been built on a defined sample in a precise area (the French city of Lyon and its surrounding), is it only representative of this specific geographic context? Or can the CFs developed here can be applied elsewhere? Since data on population exposure exists for European cities, it is possible to compare the population exposure found in this work with the ones found in other French cities. It is preferable to look at data from French cities because they have been obtained with the same emission and propagation models and thus should be relatively homogeneous in terms of tools and methods. Differences between countries at the European scale can come from differences in terms of tools, acoustic models or methodological choices (King et al., 2011; Murphy and King, 2010). In Figure 29, the share of the population in each dB-range have been represented for all the French cities that have calculated exposure data compliant with Directive 2002/49/EC (“Reported data on noise exposure covered by Directive 2002/49/EC,”). On the top of Figure 29, population exposure is displayed for the sample used in this work, and a weighted mean of these French cities was calculated – the weights correspond to the population of each city.

The sample used here presents a different population exposure than the city of Lyon and covers a little more than a tenth of what was available for the calculation. Acoucité (http://www.acoucite.org/) has calculated population exposure on a large territory for the city of Lyon. Thus, the difference between this study’s sample and their calculation is not surprising. However, the sample used in this work presents a population exposure similar to the one presented by the weighted mean of the French cities’ exposure. Since populations exposure to more than 75 dB(A) have a share of HAP and HSDP fixed at the maximum value of the dose-response relationship, a marginal change of exposure over 75 dB(A) will not induce an increase of HAP and HSDP. This upper category has thus no impact on the calculation of the marginal CFs.

The share of the population exposed to noise levels between 55 dB(A) and 75 dB(A) are similar between the studied sample and the weighted mean of the French cities. Therefore, this work seems representative of the noise
exposure in French cities. French cities present similar profiles in terms of population exposure with the remarkable exception of Avignon, where a large part of the city is pedestrian.

Figure 29: Population exposure of major French cities, their weighted average and population exposure of the studied sample.

Population exposure is also available for other European cities. However, it is impossible to know if differences between countries are coming from real difference in the population exposure or from differences in terms of acoustic models and methodological choices. Since these differences can induce important differences on the results (King et al., 2011; Meyer et al., 2017), comparisons between different countries have not been made based on the data collected in the framework of Directive 2002/49/EC (“Reported data on noise exposure covered by Directive 2002/49/EC,” n.d.). The ultimate goal of the CNOSSOS-EU framework “is to have the common noise assessment methodology operational for the next round of strategic noise mapping in the European Union, foreseen for 2017” (Kephalopoulos et al., 2012). The CNOSSOS-EU framework and the next round of strategic noise mapping should then solve a large part of these problems and allow for better and easier comparison between different European countries.

In addition to differences in population exposure, important differences can exist between different places in terms of noise sensitivity. Identical population exposures can lead to different human health impacts. High annoyance,
for example, is not only linked with acoustic factors (Fyhri and Klæboe, 2009; Kroesen et al., 2008). The non-acoustical factors are not identical among different communities, and noise tolerance can greatly vary between populations of different cities and countries (Fidell et al., 2011). This aspect is statistically sorted out while modelling human health impact with dose-response relationships based on a mean over all existing studies (Miedema and Oudshoorn, 2001). If one is interested in the annoyance of a specific community, the dose-response relationship may differ from the one found on a large sample and used in this work (Miedema and Oudshoorn, 2001).

Analysis of the spatial variability in the sample has identified two key parameters: the population density and the sound energy density. Sound energy density is proportional to the sound emission density and, thus, is linked to traffic density. It is difficult to compare the studied sample in terms of sound energy density with other areas. However, population density is an easier parameter to find. The population density was calculated based on the IRIS information (and not on a km² basis). Having known the population and surface of all IRIS, it was possible to calculate the number of people living in a given density. By dividing the number of people living in a given density range by the whole population under study, it was possible to obtain a probability density histogram for France, for the whole area for which data was available in Lyon and its surroundings, and for the sample (presented in Figure 30).

![Figure 30: Density probability histogram of the population by range of the decimal logarithm of the population density for France, Lyon metropolis and the studied sample.](image)

The studied sample is almost entirely composed of IRIS where the population density is greater than 1000 inhabitants per km². In France, around half of the population is living in area where the population density is under 1000 inhabitants by km². The studied sample cannot be representative of the whole French population, but it may
represent the condition of the populations living areas with a population density over 1000 inhabitants/km². The data for Lyon contains a larger share of the French population living in high density than in France on the whole. However, the data used here also contains several IRIS where the population density is under 1000 inhabitants/km². Parts of these IRIS were sorted out of our analysis because the low density found in them is an artefact of the assumption that population is always located home. Results for industrial areas, office complexes or hospitals were thus considered to be non-representative of the exposure in these areas. A large part of IRIS with realistic low population density are located far away from Lyon. In this case, calculations with the method developed here were impossible because information about traffic, buildings, topography, etc… were not available for the two necessary buffers. These areas were then excluded of the selection before any calculation.

In general, since the noise exposure assessment focused on cities with more than 50,000 inhabitants, there is little to no information about areas with low population density. It is then difficult to calculate CFs corresponding to rural conditions. Elaborating accurate CFs for low density areas may need the collection of data in these areas. Low density areas are out of the scope of Directive 2002/49/EC (Directive, 2002) and are, to my knowledge, poorly covered by noise exposure assessment.

The CFs developed here may be used to estimate environmental noise impacts on human health in an urban or suburban context. Repetitions of this method in other urban context may be preferable to be sure of the representativeness of the developed factors. Considering the elements developed section 6 and in this discussion, these CFs seem more reliable than existing ones to assess human health impacts from environmental noise in an urban or suburban context.

7.3.2 Noise prediction model and dose-response relationships

Even if the question of the noise prediction software reliability has not been widely investigated, Mioduszewski et al. (2011) showed that measured values were, on average, 2.4 dB(A) higher than the one calculated with CadnaA when looking at the $L_{den}$ indicator. It is impossible to know if the results of a single study can be generalized and thus to estimate the difference between the measured values and the simulated ones.

Several propositions have already been made to improve the accuracy and reliability of noise prediction software. For example, using a combination of noise monitoring networks to correct traditional long-term average noise map leads to significant improvements of the exposure assessment (De Coensel et al., 2015; Wei et al., 2014). Participative measurements using smartphones are also investigated (Guillaume et al., 2016; Picaut et al., 2017) and may lead to more accurate assessment of noise exposure. However, the obtained noise exposure levels would be the result of a multi-exposure from different sources and thus may not be practical to integrate environmental noise impact in LCA.

Any improvement of the noise emission and propagation models and their implementation in noise prediction software, leading to a noise exposure assessment that is a better representation of the reality it intends to model, would improve the CFs calculated with it. Given the political interest at national and European level and the ongoing work of acoustic researchers, there is no doubt that emission models, propagation models and their implementation in noise prediction software will continue to improve in future years. These improvements may significantly change the resulting CFs.
From a scientific point of view, it would be more practical to work with open-source software. It would allow to better understand how the noise prediction software is operating, to modify the code if wanted (either for test or corrections) and to interface it with other software to do, for example, extensive uncertainty and sensitivity analyses or automated calculations over large area. Using open-source solutions is preferred. For example, NoiseModelling (http://noise-planet.org/fr/noisemodelling.html) seems to be a promising project.

Some limits are also associated with the use of dose-response relationships. The dose-response relationships used in this work link annoyance and sleep disturbance to the exterior noise exposure levels at the most exposed façade. These dose-response relationships implicitly consider the effects of noise insulation and the presence of quiet façades. Miedema and Oudshoorn (2001) mention that an elaboration of their model could be to take these two elements explicitly into account.

This aspect may be problematic. For example, if the average dwelling noise insulation has been improved since the elaboration of the dose-response relationships (Miedema et al., 2002; Miedema and Oudshoorn, 2001), it would affect the link between exterior exposure noise levels and annoyance. However, it will not affect the human health impact assessment of environmental noise as calculated for now. Despite these limits, it is still logical to consider only the exterior exposure noise levels since it’s easier to measure and control than the interior noise exposure levels. One could also argue that the population has the possibility to open their windows, thus measurements, simulation and political controls have to be made on the exterior noise exposure levels.

### 7.3.3 Population location

Considering environmental noise impacts on human health, hypothesis and approximations are present in the way noise emission and propagation are modelled and calculated. Once the noise levels are calculated, the population location is necessary to access population exposure. With this additional aspect comes another set of hypotheses, methodological choices and/or modelling simplifications.

In particular, in the noise exposure assessment, and thus in all the calculation made during this work, the population is located as its residential address over the whole day. This hypothesis has been made to simplify the situation and make this whole modelling possible. However, the real-life situation may significantly differ from this hypothesis. For example, workers spend a large part of the day period of their week-time at work where their exposure can be totally different. This assumption makes more sense during the night period where most of the population stays at home. Correcting this assumption with a better modelling of the population’s location should affect more the annoyance estimates than sleep disturbance ones.

Tenailleau et al. (2015) showed significant differences in terms of population exposure if the weighted sound level $L_{Aeq,24H}$ was calculated on the façade or on a buffer surrounding the address point. The larger the buffer, the higher the population exposure. Since a given inhabitant is moving within his neighbourhood, this approach could give a better idea of the noise at which he is exposed. Moreover, this approach could be implemented in this method without many complications.

Kaddoura et al. (2017) used an activity-based dynamic approach to analyse population exposure to road traffic noise using the activity-based open-source simulation framework MATSim (http://www.matsim.org/). Daily travel plans were generated for each agent, and noise emissions and immissions were calculated per hour.
Population exposure was calculated under two different assumptions. In the first case, damage costs are only incurred for residents who are at home, and the noise to which individuals are exposed while performing another activity type is assumed not to cause any damages. In a second case, noise damage costs are incurred for residents being at home, at work or at their place of education. The difference between these two assumptions can be high (> +100% during daytime). However, to understand the implication of assuming population at home during the whole day, it would be more informative to first perform a noise damage assessment assuming that the whole population was at their residence address compared to the second case of Kaddoura et al. (2017), where other activity types are considered. Kaddoura et al. (2017) do not quantify the possible errors in the noise exposure assessment induced by the assumption of locating the entire population at home during the whole day. Kaddoura et al. (2017) also demonstrated the power of an activity-based approach to assess population exposure, especially if one wants to assess the within-day dynamics of noise exposure and population density within the city.

Another possibility, simpler to implement, could be to allocate the population at their workplace or place of education during a percentage of the day period.

Any attempt to better model the population location could significantly modified the CFs produced with this method, increasing their representativeness, accuracy and reliability. These limits and warnings are not specific to this work since all methods relying on population exposure data rely indirectly on the same assumptions.

### 7.3.4 Incomplete uncertainty quantification

The spatial variability (part of the ontic uncertainties, i.e. the inherent variability of the studied phenomenon) was analysed in this work, and a quantification has been given for the sample used in this work. For the epistemic uncertainties (coming from errors and approximations in the models, in the noise prediction software and input data), only a rough qualitative sensitivity analysis have been done to understand the potential impact of different error sources. Several points have not been evaluated: the difference between emission and propagation models existing in the acoustic world and thus the uncertainty coming with the choice of one of this model; or the uncertainty coming from the implementation in the noise prediction software used in this work. For example, uncertainty coming with the assumption discussed before (7.3.3) has not been quantified and this quantification may be difficult. A systematic uncertainty quantification would need further work, repetitions of the method with other approaches, models and tools. It may be possible that a good understanding of all sources of uncertainties need the development of an open-source software. The inability to correctly assess all sources of uncertainties is a limit of this work.

Uncertainty quantification has been provided for the spatial variability of the sample used in this work. It is already an improvement compared to existing works which integrate environmental noise impacts on human health that offer no uncertainty quantification, or at best, few values calculated in different situations.

### 7.4 Using the IRIS division of the territory as basis for the calculation

This work used an existing geographical division: the IRIS used by the French National Institute of Statistics and Economic Studies (INSEE). This geographical division ensures homogeneity among geographic and demographic criteria. Thus, this choice of geographical division should have made the identification of the potential typology easier. However, it was not possible to establish a typology in the studied sample. The only reason to use the IRIS
geographical division then fades away. The methodology was thought to avoid mistakes while assessing the marginal CFs, so these should not have been impacted by the varying size of the IRIS. In contrast, average CFs are sensitive to the surroundings of the area in which they are calculated, and using geographical subunits of different size and shape may affect average CFs. From a methodological point of view, practitioners could use a normalized grid to calculate CFs. Doing so would randomize the division in geographical subunits to analyse and avoid unpredictable effects coming from existing geographical subunits.

7.5 Pertinence of spatialized CFs for the environmental noise question

Noise is a peculiar impact category for LCA because of its physical nature and its localisation in both time and space. Noise fades away in seconds and propagates at several kilometres in the extreme cases. To overcome some of these problems, environmental noise assessment considers noise emission and propagation as averages over long periods. CFs calculated in two different areas, separated by several hundred of meters, can change by an order of magnitude. Since the object under study is a vehicle, it is safe to assume that the emission point of the sound energy will travel in areas with different CF values. Considering both the specific physical nature of sound and the moving point of the emission, it makes more sense to use weighted mean CFs than to spatially differentiate it. This is the proposed approach in this work since we were not able to produce a clear, usable and statistically justifiable typology.

Despite not finding one here, a typology can still exist. First, the studied sample is almost entirely constituted by IRIS with a density greater than 1000 inhabitants per km². If a typology exists for low density areas or between high density areas and the low density areas, which are not considered in this work, it was missed because of the sampling. It is difficult to guess what would be the CFs for low density areas. If the SMs found in this work still apply in low density areas, a decrease in population density can be compensated by a decrease in sound energy density. Additionally, average CFs are higher than marginal CFs. If marginal and average CFs are correctly evaluated, CFs in low density areas can thus be higher than the ones found in this work for higher density. It is important to note that this is purely speculative, and additional work should focus on low density areas to have a clear view of what happens to the CFs in such an environment.

A typology may also exist based on the driving behaviours. Energy-based CFs for LVs and HGVs present differences because of differences of the repartition of these two vehicle types on the road network. Since the amount of traffic existing on a road is a key parameter for the marginal CFs. It may be interesting to evaluate CFs for different road types and then establish behavioural profile for different types of transportation (at least for freight and passenger). Since Franco et al. (2010) and Moliner et al. (2014) found low values while looking at motorways, this may likely be a specific case for the environmental noise impact of road transportation (since low population density and high traffic leads both to lower CFs).

Finally, typology can still exist on a wider scale. Doing a series of calculations on normalized grid of different sizes may reveal a typology at one scale while it was impossible to detect one at smaller or higher scale. A practical way to do this experiment would be (if possible in terms of time and calculation) to calculate all the variables on a small grid (500m x 500m for example) and then to calculate CFs by aggregating more and more subunits. CFs would be calculated on 500m x 500m, then 1km x 1km, then 2km x 2km, etc… A typology may appear for a
given size of the calculation area if the averaging on a higher surface masks the spatial variability over short distances found in this work.

### 7.6 Distance-based approach and vehicle categories

The multiple CFs calculated in this work helped us to better understand the environmental noise impacts on human health and the best way to integrate it in LCA. Marginal CFs were calculated with both distance-based and energy-based approaches. A distance-based approach was the natural way to follow previous work aiming to integrate noise impacts in LCA (Franco et al., 2010; Moliner et al., 2014; Müller-Wenk, 2004) and existing LCIA methodologies (Frischknecht and Büsser Knöpfel, 2013; Steen, 1999a). Calculating these CFs allowed the comparison of values found in this work with existing ones. An energy-based approach fits better with the general LCA philosophy by relying on an EF in terms of energy, and this was already proposed by Cucurachi et al. (2012).

Examining both marginal and average CFs allows to compare these approaches and to have a clearer view of advantages and drawbacks coming with the choice of the EF. At the term of this work, energy-based CFs seem more logical and more reliable to quantify more accurately the sound energy and thus the physical stressor behind environmental noise impacts on human health. Energy-based CFs fit better in the LCA framework and allow the aggregation of traffic from different vehicle types. Since noise emission power must be calculated for each process in order to quantify the outgoing EF in joule, it may be more challenging to develop the LCI processes. However, a more refined distinction of noise emission in the LCI would lead to a more accurate LCIA.

The CNOSSOS-EU noise assessment method (Kephalopoulos et al., 2012) is the common method to be used by EU Members to apply the Environmental Noise Directive 2002/49/EC (Directive, 2002). For the propagation part, this method is mostly based on, and is similar to, the NMPB 2008 method (SETRA Copyright (Collective), 2009b) used in this work. However, the emission part takes into consideration more vehicle categories: it divides the traffic in at least four categories: light motor vehicles, medium heavy vehicles, heavy vehicles and powered two-wheelers. This subdivision allows a more accurate calculation of the noise emission. In the available data, there were only two vehicle categories, as described in SETRA Copyright (Collective) (2009a). Noise mapping on the European scale should apply the CNOSSOS-EU model. Cities calculating noise maps should then collect data corresponding to the four vehicle categories listed above if they are not already doing so.

Distance-based CFs should be elaborated for each new vehicle type since there is a significant difference in terms of emission. On the other hand, if two different vehicle types are distributed in a similar way over the road network, and if they are considered equivalent sources for assessing damage to human health (i.e. have the same dose-response relationships), the energy-based CFs should be identical. Energy-based CFs can then be a simple solution to avoid complications while refining the emission model by adding new vehicle types. Since the emission part is integrated in the LCI process (when calculating the noise emission power to establish the output EF in joule), energy-based CFs are not dependent on the difference in terms of emissions of the different vehicle types. Energy-based CFs can thus considerably simplify the integration of noise impacts on human health for all the transportation processes in LCA.

Moliner et al. (2013) proposed a method to calculate the external costs of road traffic noise in which the noise cost allocation between different vehicle categories is based on the noise emission power. This approach is similar
to the one proposed to refine the inventory by differentiating the inventory based on the noise emission power of the different vehicles.

### 7.7 Use of marginal and average CFs

Average CFs were calculated here, not only because it was possible and advised by UNEP (2016) but also because it is thought to be informative. In particular, comparing average CFs to marginal ones provided several pieces of information. Marginal and average CFs close in value indicate a low sensitivity to the traffic in the reference situation in which they are calculated and thus a possibility to use them for a large range of traffic variations. But, under which conditions could these average CFs related to noise be used in an LCA? As a first approximation, differentiating between the use of marginal CFs or average CFs is dependent on the question one wants to answer:

- If one wants to know what will be the consequences of a policy, a choice or a change, marginal CFs are advised.
- If one wants to know what is the impact of an existing product, service or process in the ongoing economy, average CFs should be used.

A special case is the assessment of a significant change where marginal CFs may not be valid anymore. In this case, it would be better to specifically calculate the impact resulting from this change without using CFs, especially if the impact category under consideration presents thresholds and/or non-linear behaviour. Having marginal and average CFs significantly different for a given impact category can be a good indication that said impact category needs a specific modelling when a large change is occurring.

For noise impacts of road transportation on human health, in case of a significant decrease in the road transportation noise, using average CFs instead of marginal ones can be preferred. For example, to evaluate the following policy “reducing road traffic by 90% in a given area”, even if a change is under study, using average CFs would provide more reliable results because this change is far from being marginal. This specific case is thus an exception of the rules given above (assessing a consequence with marginal CFs) because the average CFs are, in this case, a better proxy for the change. However, the best solution for assessing non-marginal change will always be a specific modelling of the situation since the calculated CFs do not apply.

Consideration between attributional and consequential LCI does not superpose the consideration of marginal or average CFs, and various combinations can be thought of:

- An assessment of a significant reduction change would preferentially use a consequential LCI, because said change is most likely affecting other economic activities and average CFs, as explained before. This case is the most disputable one because the average CFs are considered to be more representative than marginal CFs for a large change. A specific modelling and personalised CFs would be preferred.
- An assessment of a marginal change could use a consequential LCI and marginal CFs. For example, adding additional electric vehicles on the road network would imply changes in the economy, such as an increased demand for electricity or new infrastructure to recharge the electric cars (consequential LCI). In this case, additional noise emissions are added to the existing situation (marginal CFs for environmental noise).
An environmental product declaration (EPD) could use attributional LCA to simplify the collection of the inventory for a product that has minor effects on the rest of the economy or is already being produced. This EPD should use marginal CFs because it aims to inform the consumer of the impact of his choice and thus of the consequence of his action.

Calculation of a footprint should use an attributional LCI and average CFs, such as if one wants to develop a noise footprint for a given population. The rationale should be to allocate the overall noise emissions (preferentially quantified on an energy basis) to the concerned population, and then to multiply the found amounts by average CFs. Using marginal CFs to establish a footprint could lead to uninterpretable results, like the sum of all the footprints not being equal to the overall impact. Using marginal CFs instead of average ones to establish footprints would lead to an overestimation if the marginal CFs are higher than the average ones, or an underestimation otherwise.

The example of the footprint and the importance of having a sum corresponding to the overall impact justifies the average approach considering the whole impact in opposition to the “zero-effect” approach (section 5.2.2 and Figure 2). Using the “zero-effect” approach would lead to errors.

Marginal CFs are preferred in most cases in LCA, since most LCAs study a marginal change in an ongoing economy. However, in some specific cases, it is advised to use average CFs. This particularly holds for a significant change (since, in this case, average CFs may be more representative of the change than the marginal ones) and for accounting (noise footprint, reporting on prior policies).

In addition, the average CFs developed in this work must be used cautiously; they are more uncertain than the marginal ones for two reasons. First, contrary to marginal CFs, they are subject to some biases in the calculation (influence of the surroundings) that are not avoided by the method developed in this work. This method focuses on minimizing errors while calculating marginal CFs. Second, average CFs are more sensitive to potential errors related to the population exposure assessment and are thus more uncertain.

Temporal differentiation of environmental noise impact on human health

There are significant differences between CFs for day and for night. However, it may be difficult to temporally differentiate the LCI at such a small scale. A temporal differentiation of the LCI should be possible by proposing different EFs for the night and day periods for each road transportation process as proposed in this work.

Temporal differentiation of the impacts would show weekly and monthly pattern since the traffic between workday and week-end, and it could be really useful to determine traffic between seasons, especially in seasonal touristic areas. This aspect is out of the scope of this work since noise exposure assessment is based on an average traffic and thus exposure over a year. Each day is considered identical, so weekly and monthly pattern are thus masked. Temporal variation among a given period (day or night) also exists. This is evident when considering the congestion in major cities that coincides with rush hours. Studying these questions may be difficult if the knowledge and tools from the acoustic world are not yet available. These refinements in the noise exposure assessment seem out of the reach of LCA with the exception of a specific modelling of traffic in the foreground.

Temporally differentiating the LCI by proposing new EFs for every hour, every week or month, etc. would be impractical. However, if the occurrence of a given transport is accurately defined in time with an approach like
the one developed by Tiruta-Barna et al. (2016), it may be possible to define a temporal function that adjusts the CFs to integrate monthly, weekly or hourly patterns.

7.9 Uncertainty of environmental noise impact

The quantification of environmental noise impacts is uncertain. Means are used throughout the quantification process: when calculating the sound energy EF in the LCI; applying CFs; considering environmental noise exposure as an average level over given periods; etc… The acoustic and epidemiologic knowledge on which this work is built is also full of uncertainties, from the differences between real-life noise characteristics (emission and propagation) and the ones modelled to the large uncertainties related to DWs.

Using a holistic approach such as LCA for an instantaneous and short-distance phenomenon such as noise will inevitably include a certain level of uncertainty. The problem of this uncertainty occurs when aggregating together damage coming from impact categories with different uncertainties at the endpoint level. Different impact categories (e.g. climate change or ozone depletion) have different cause-effect chains and thus different uncertainties. It would be better to quantify uncertainties of the different impact categories prior to aggregation to better assess the reliability of the results. Saying that the impacts of environmental noise on human health is higher than the ones coming from climate change for a given product or process may be a disputable statement without uncertainty quantification of these two different impact categories.

The choice of modelling spatial variability with an uncertainty distribution is scientifically sound, but the effort may be futile if other CF developers do not do the same. The result of an LCA should always provide uncertainty quantification since LCA results are nearly impossible to verify in practice. However, not all CFs for the various impact categories are given with uncertainty quantification, and LCA software does not always allow the conduction of an uncertainty analysis that includes the uncertainty distribution for the CFs. The integration of impacts tainted with high uncertainties into LCIA, such as environmental noise impact on human health, relies on a more accurate assessment of the uncertainties in the LCA framework.
8 Conclusion and outlook

There are sufficient elements in the acoustic and epidemiologic literature to calculate the impacts of noise from road transportation on human health. Not only do these elements exist, but they are also available in a suitable format to allow for their integration into LCA. Several attempts to solve this question already existed in the LCA literature prior to this thesis. Applying these existing methods on a case study allowed the understanding of the pros and cons as well as the reliability of existing approaches. This thesis adopts a third approach that conceptually fits between the two main existing ones. This third approach consists of using noise emission and propagation models to accurately assess the road transportation noise impacts on human health and, in turn, to generate CFs that could be systematically and straightforwardly used in LCIA.

An EF in joules is more natural for the LCA framework, fitting well the definition of EF and the general approach used in the LCI. Since the noise emission power level per vkm is not constant and varies with different parameters, such as the speed, a distance-based approach poorly approximates the physical stressor causing human health damage, i.e. sound energy. Energy-based CFs facilitate a finer characterisation at the LCI stage, leading to a more accurate and reliable quantification of environmental noise impacts on human health. This work advocates for the use of sound energy as an EF.

Significant differences were found between CFs for the day period, related to annoyance, and CFs for the night period, mostly related to sleep disturbance. Temporal variation on increments shorter than a day may be difficult to assess in LCA, a discipline wherein a fine temporal differentiation is not common. The difference between CFs for the day and night periods may justify the additional effort to produce a temporal differentiation in the LCI.

Establishing a typology and elaborating CFs for this typology was perceived as the best way to take into account the spatial variability that potentially exists between different geographical situations. However, it was not possible to identify a typology in this work. It was found that CFs vary over a small distance. The source under consideration, a vehicle, is a moving source, and the average travel distance is substantial in comparison to the distance under which CFs vary. A statistical approach approximating the noise impact of a given vehicle with an uncertainty distribution taking into account the spatial variability is thus a more logical, reliable and practical approach. These uncertainty distributions could be used by practitioners to propagate uncertainty and take into account the inherent ontic uncertainties of the environmental noise impact on human health. A practical use of these uncertainty distributions were proposed, and it demonstrated the feasibility and the utility of this approach. These uncertainty distributions allow to take into account the inherent variability of this impact due to the physical characteristics of noise. Noise will always be localised in both time and space at a scale smaller than the majority of other impacts integrated in LCA. The inability to reduce the ontic uncertainty of noise impacts advocates for a better integration of uncertainty in the whole LCA framework, especially in LCIA where it is still far from common practice.

Average CFs can be useful in specific and limited situations, such as a significant reduction in road traffic or the elaboration of a noise footprint. Producing average CFs in this work allowed for a comparison with marginal CFs, which showed a low sensitivity of the CFs towards the traffic in the reference situation in which they were calculated. Producing average and marginal CFs was shown to be useful from the modeller perspective.
This work proves the utility of existing noise emission and propagation models as powerful tools to produce CFs. Noise prediction software, acoustic models and availability of the data will continue to improve. The development of emission and propagation models, their implementation in noise prediction software and the studies of environmental noise impact on human health are still open and very active research questions. Developments in the upcoming years will improve the tools and knowledge underlying both the method developed here and the integration of environmental noise in LCA in general. Open-source noise prediction software could offer good opportunities for systematic and streamlined calculations of CFs in a near future. This would allow a better mastery of the different calculation aspects, thereby improving uncertainty estimation.

It is imbalanced to produce CFs for road transportation processes while not doing it for other transportation processes. This work focuses on road transportation processes, but the method and approaches produced here could be reproduced for other transportation means, especially for trains and planes where both data and dose-response relationships already exist. Other transportation processes may bring new challenges, but the results would yield a fairer LCA outcome for the different transportation modes.

Integrating the CFs found in this work in existing road transportation processes could show a doubling of the damage on human health. This high human health damage is aligned with the existing literature, even if this magnitude of damage can be surprising. This underlines the necessity to integrate environmental noise impacts on human health in LCIA. A holistic approach cannot neglect an impact of this importance without raising criticism and without leading to potentially large errors. This result should also bring interest and further research effort in the modelling of this impact category.

To a large extent, results of this work are dependent on the initial choice to involve, via the steering committee, experts both from the LCA and acoustic communities. Integration of a new impact in LCIA may only be done properly with the help of experts of the field under consideration. It is not always easy for two different worlds with different thinking, approaches and lexicons to talk to each other, but this work proves the dialogue is possible. It was rewarding, and it produced the foundation of this work. Here is to hoping that similar multidisciplinary approaches will continue to be investigated, either for further work on environmental noise, or for the integrations of other impacts in general.
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Abstract

Purpose Despite that different methods for the inclusion of transport noise in life cycle assessment (LCA) have been proposed, none of them has become consensual. Leveraging a case study on car tires, this paper aims at comparing two among these characterization approaches to identify strengths and weaknesses and to investigate the relative contribution of noise to human health (in disability-adjusted life years (DALYs)) as compared to other environmental stressors.

Methods The case study analyzed two tires showing different acoustical properties. The two methods applied are the one developed by Müller-Wenk and further improved by other authors and the recent one proposed by Cucurachi. These two methods were adapted to the case study, and a full LCA study of the car tires was carried out. Both uncertainty and sensitivity analyses were performed.

Results and discussion Both methods highlight the potential high contribution of noise damage to the DALYs generated by car tires, even considering parameters’ uncertainties. This study shows therefore the necessity to integrate noise impact in LCA in a broader way. Both methods present coherent results regarding the environmental performance differences between the two products. However, the absolute DALY scores differ by eight orders of magnitude, probably because Cucurachi’s methods overestimate the damages. The analysis of modeling choices and parameter uncertainties could not explain this difference.

Conclusions Noise impact on human health has to be included in LCA, and additional efforts should focus on the characterization modeling since there is not yet a consensual method for a systematic integration. The case study shows that the improvement of tire design can efficiently reduce noise impact on human health. Both methods have advantages and inconveniences. We think that it is possible to elaborate a method combining the strengths of both approaches. An incremental approach used on accurate localized and temporalized data processed with noise propagation software could provide characterization factors for a set of archetypes. This should be a good compromise for a method allowing systematic integration of noise impact in LCA.

Keywords DALY · LCA · Noise impact assessment · Road traffic noise · Tire

1 Introduction

Life cycle assessment (LCA) is a standardized methodology to evaluate the potential environmental impacts generated by a product or a system along its life cycle (ISO 2006). Main features are to avoid the displacement of pollution (from one life cycle step to another) and to consider possible trade-offs among impact categories (e.g., reducing climate change impacts while increasing eutrophication effects).

The World Health Organization (Fritschi et al. 2011) reported very comprehensively on the burden of disease from environmental noise, highlighting noise as a public health problem. As a result, the effects of noise should be reflected in the assessment of products involving significant transportation steps as
well as of large-scale systems like regional mobility. Despite this need, the integration of traffic noise damages on human health in LCA is still debated. Although several methodological attempts were advanced to fill in this gap, none of them have become consensual so far. The first operational method was developed by (Müller-Wenk 2002, 2004) to evaluate the disability-adjusted life years (DALYs) on human health due to additional noise levels generated by cars and lorries, using annoyance as midpoint. This method was then adapted by Doka (2003) who used the SonRoad model (Heutschi 2004) for the determination of emission levels. Later, Althaus et al. (2009) included data from SonRoad and from Steven (2005) to better distinguish different types of vehicles and situations. Nielsen and Laursen (2005) defined the noise nuisance impact potential in person-seconds, but unfortunately, their model does not allow repeatability because of the lack of necessary information. The last development of the method developed by Müller-Wenk (2002, 2004) was achieved by Franco et al. (2010). Finally, Cucurachi et al. (2012) and Cucurachi and Heijungs (2014) developed a method to characterize any type of noise (not only due to transportation), expressed in person-Pa*s (number of people exposed to a certain sound pressure for a certain time duration). The latter two approaches have never been applied on a case study and will be analyzed in this paper. Concerning the application of noise characterization to LCA case studies, several examples related to road transportation are available in literature. Pré Consultants (2001) carried out an LCA of tires with data from nine European manufacturers which integrated noise potential effects but only qualitatively. Hofstetter and Müller-Wenk (2005) studied the possibility of monetization with five different approaches, showing a large variation of outcomes depending on the method chosen. Finally, Huijbregts et al. (2006) included traffic noise impacts into LCA of dwellings by elaborating three possible traffic scenarios and calculating the resulting noise exposure, before linking it to DALYs using a linear relationship between noise level in decibels (dB) and human health impact in DALYs.

The different methods still lead to significant variations in the assessment of noise damage, thus making the contribution of noise to the overall environmental impacts of a functional unit rather variable and finally very uncertain. As a consequence, it remains difficult to derive from the assessment concrete improvement actions and opportunities for the products concerned and large-scale systems. The use of the DALY unit to assess noise damage to human health is multifold. First, it allows to compare methods with different midpoints, by scaling them to a common unit. Second, a midpoint approach can be very practical but in order to compare the damage on human health from different sources, the use of endpoint is mandatory. In the case of noise damage, we claim that stopping at a midpoint indicator will probably lead to neglecting of this impact category as it is often attributed to a lower importance as compared to other impact categories like greenhouse effect. This does not entail that the endpoint level of characterization shall be systematically preferred to the midpoint one for all impact categories.

The objective of this study is threefold: (i) to analyze how the different methods for noise damage assessment are sensitive to different input noise levels; (ii) to compare the results obtained from different methods; and (iii) to evaluate the importance of noise damage as compared to other environmental contributions on human health (in DALYs). The first part of the paper explains the different methods used to assess the impact of noise; the second part briefly describes the conventional LCA of the tires. The results are then interpreted, comparing the conclusions from different noise characterization methods. In a third part, the models will be analyzed using uncertainty and sensitivity analyses. Finally, limits and further development of these methods will be addressed.

2 Critical review of noise assessment methods

The two methods investigated are the one developed by Franco et al. (2010), considered as the last improvement of the method from Müller-Wenk (1999, 2002, 2004) and Doka (2003), and the one developed by Cucurachi et al. (2012) and Cucurachi and Heijungs (2014) who took a radically different approach. A case study on car tires is considered as a seminal example of a functional unit to highlight and discuss the differences between methods. The necessary adaptations to each step of the cause-effect chain for the case of tire noise are described in the following sections.

The functional unit is a tire used over 1 km. Two products are analyzed: tire 1 and tire 2, from the same tire manufacturer, being summer tires with a size of 195/65R15 and a speed index H. Significant efforts were made by the manufacturer to improve the characteristics of tire 2 (weight, oil content, and rolling resistance). The changes in the tire structure and composition lead to a significant decrease in fuel consumption, tire wear, and noise emission, as detailed later in Sects. 2.1 and 3.2. The relative difference between the two tires will be studied to estimate the potential environmental improvement, including noise impact.

Three types of roads are considered: urban roads, non-urban roads, and motorways. The average speed has been defined for each road type. National traffic statistics from different countries show important differences in traffic, road distribution, and population density, influencing noise levels. While the question of regionalization in noise impact assessment will be discussed further, this study focuses, as a first step, on a single country, France, as done by Müller-Wenk (2002, 2004) for Switzerland, de Hollander et al. (1999) for the Netherlands, and Franco et al. (2010) for Spain. The traffic is also split between three periods of the day: daytime,
evening, and night. First, background noise is calculated using publicly available data on traffic and vehicle type repartition and speed. Then, the increase of noise level due to an additional tire is calculated and converted into damage on human health. To calculate emission levels, both from background and additional tire noise, the NMPB 2008 (Dutilleux et al. 2010) was used and is detailed in Sect. 2.1.

### 2.1 NMPB 2008


NMPB 2008 gives different equations to calculate the noise of light and heavy vehicles called type 1 and type 2. The equivalent sound emission power (in dB) per meter of line source for a flow rate of one vehicle per hour is noted \( L_{r,w/m/veh} \). It is the result of the rolling \( (L_{r,w/m/veh}) \) and motor \( (L_{m,w/m/veh}) \) components, calculated for different situations. For this case study, the sound level power and therefore \( L_{w/m/veh} \) need to be determined for the different types of roads and vehicles.

For tire 1 and tire 2 on vehicle type 1, experimentations from standardized tests carried out by the manufacturer measured sound pressure levels for a speed between 25 and 120 km/h. The obtained data, \( L_{A,max} \), represents the maximum sound level at 7.5 m from the tire and 1.2 m from the ground, which is converted into \( L_{r,w/m/veh} \) based on Eq. 1 from NMPB 2008:

\[
L_{r,w/m/veh} = L_{A,max} - 10\times \log(v) - 4.4
\]  

(1)

To extrapolate the results for the four tires of cars, an additional \( +10\times \log(4) \) has been added to the \( L_{r,w/m/veh} \). In NMPB 2008, the rolling component for an aged surfacing category R2 (most common) with average tires is \( L_{r,w/m/Type~1} = 55.4 + 20.1 \times \log(v/90) \) where \( v \) is the speed in kilometers per hour. By doing a linear regression between \( L_{r,w/m/veh} \) calculated for tire 1 and tire 2 and \( \log(v/90) \), the following equations are obtained (see Fig. 1): \( L_{r,w/m/Tire~1} = 54.247 + 16.05 \times \log(v/90) \) and \( L_{r,w/m/Tire~2} = 49.316 + 11.363 \times \log(v/90) \).

The difference between tire 1 and tire 2 is clearly visible in Fig. 1, since tire 1 is similar to the reference rolling component of NMPB 2008, for an aged surfacing category R2. It does not seem useful to add a reference tire in this case study. The emission noise level from NMPB 2008 will be used for the existing traffic noise, prior to the addition of tires 1 and 2.

Based on NMPB 2008, the motor component is calculated, assuming a steady speed, and added to the rolling component to obtain the emission power level \( L_{w/m/veh} \) of type 1 vehicle, with tire 1, tire 2, and NMPB 2008 reference, and type 2 vehicle based on NMPB 2008 for the three roads. An aged surfacing category R2 was assumed, and the mean speed for each road type is given in Sect. 4.1.

The emission level of the two tires needs now to be converted in DALYs for a small additional amount of tire 1 or tire 2 added to the existing traffic.

### 2.2 Franco method

#### 2.2.1 Assessment of the noise level increase

The method described here is adapted from Müller-Wenk (1999, 2002, 2004) and Franco et al. (2010). First, the traffic \( N \) (expressed in vehicle/hour) for vehicle type \( i \) on road type \( j \) (urban roads, non-urban roads, and motorways) during day period \( k \) (day, evening or night) is determined with Eq. 2 (with \( Traffic_i \), the total number of vehicle kilometers for vehicle type \( i \) by year, and \( Time_h \), the number of hours in period \( k \)).

\[
N_{i,j,k}[veh/h] = Traffic_i[veh \times km/year] \times Traffic~share_j[\%] \times Traffic~share_k[\%] \times Length_j[km] \times 365[day/year] \times Time_h[h/day]
\]  

(2)

In Eq. 3, the emission power level per meter of line source, \( L_{w/m,i,j} \) calculated in Sect. 2.1, is broken up by road type \( j \) and period \( k \) based on the traffic \( N_{i,j,k} \).

\[
L_{w/m,i,j,k} = L_{w/m,i,j} + 10 \times \log(N_{i,j,k})
\]  

(3)

The global equivalent emission power level \( L_{w/m,i,j,k} \) is deduced from the equivalent noise level of vehicle types 1 and 2 (Eq. 4).

\[
L_{w/m,i,j,k} = 10 \times \log(10^{0.1 \times L_{w/m,i,j,k}} + 10^{0.1 \times L_{w/m,i,j,k}})
\]  

(4)
The aim is now to evaluate the effect on this global sound emission power of additional vehicles equipped with the tires studied. An increase of 0.01 vehicle-kilometers from vehicle type 1 (adapted for tires 1 and 2) was considered, while traffic for vehicles of type 2 stays identical. Only the rolling component \( L_{r,w/m} \) was added since the additional impact of the tire noise is analyzed and not of the whole vehicle (excluding the motor component \( L_{m,w/m} \)). But even taking it into account would not have made a big difference because at the speeds used in this case study, the motor component is negligible compared to the rolling component. The rationale of setting such a marginal increase (0.01 vehicle-kilometers) is to assure linearity between vehicle amount and sound power level. The additional sound power relative to the traffic increase is calculated in Eq. 5 and used to determine the equivalent sound emission power level \( L'_{w/m,j,k} \) (as in Eq. 4).

\[
L'_{w/m,j,k} = 10 \times \log \left( N_{1,j,k} \times 10^{0.1 \times L_{w/m,i,j}} + 0.01 \times 10^{0.1 \times L_{w/m,TireX,i,j}} \right) \quad (5)
\]

The difference \( \Delta L_{w/m,TireX,j,k} \) between \( L'_{w/m,j,k} \) and \( L_{w/m,j,k} \) represents the marginal increase of noise level due to the addition of 0.01 vehicle-kilometers of the rolling component of type 1 vehicle equipped with four tires “Tire X” (\( X = \{1,2\} \)) on each type of road during each time period. To obtain the impact of 1 km driven, \( \Delta L_{w/m,TireX,j,k} \) is first divided by \( \Delta Vkm_{j,k} \), amount of vehicle-kilometers responsible for the additional 0.01 vehicle-kilometers of the rolling component of type 1 vehicle for road \( j \) during period \( k \) (Eq. 6). The result represents the increment in emission power level due to one vehicle-kilometer driven on road \( j \) during period \( k \), which can be distributed for the whole network and day period based on traffic shares (\( \delta L_{w/m,TireX,j,k} \) calculated with Eq. 7).

\[
\Delta Vkm_{j,k}[\text{veh} \times \text{km/year}] = 0.01 \cdot [\text{veh/h}] \times 365 \cdot \text{[day/year]} \times \text{Time}_t \cdot \text{[h/day]} \times \text{Length}_t \cdot \text{[km]} \quad (6)
\]

Franco et al. (2010) used \( L_{den} \) (day-evening-night equivalent level, based on Eq. 8) as the primary indicator for the evaluation of environmental noise.

\[
L_{den} = 10 \times \log \left( \frac{12}{24} \times 10^{-L_{m,j}} + \frac{4}{24} \times 10^{-L_{m,j,evening}} + \frac{8}{24} \times 10^{-L_{m,j,night}} \right) \quad (8)
\]

The factors represent period durations, with a potential penalty (5 dB for evening and 10 dB for night) to reflect their importance to human perception. The difference between sound emission power level \( L_{w/m,k} \) and \( L_k \) (Eq. 8) for period \( k \) depends only on the geometry considered and is named \( A \), for the sake of simplicity.

Calculating the \( L_{den} \) by road type \( j \), Eq. 9 is obtained:

\[
L_{den,j} = 10 \times \log \left( \frac{12}{24} \times 10^{L_{w/m,j,day}} + \frac{4}{24} \times 10^{L_{w/m,j,evening}} + \frac{8}{24} \times 10^{L_{w/m,j,night}} \right) + A \quad (9)
\]

\( L_{den,j} \), the day-evening-night equivalent level obtained after the addition of one vehicle-kilometer over the whole network and the whole day, is described in Eq. 10.

\[
L'_{den,j} = 10 \times \log \left( \frac{12}{24} \times 10^{L_{w/m,j,day}} + \frac{4}{24} \times 10^{L_{w/m,j,evening}} + \frac{8}{24} \times 10^{L_{w/m,j,night}} \right) + A \quad (10)
\]

Subtracting \( L_{den,j} \) to \( L'_{den,j} \), the increment in day-evening-night equivalent level on road type \( j \) due to the addition of one vehicle-kilometer over the whole network and the whole day is obtained. Doing this, one can then
observe that the term $A$ has absolutely no importance since the subtraction cancels it. The last step to obtain the increment in day-evening-night equivalent levels due to one vehicle-kilometer over the whole network and the whole day is a summation on $j$ as shown in Eq. 11. Since the normalization has been done before, this is basically an averaging of $\Delta L_{\text{den},j}$ over the different type of roads respecting the traffic share between these roads.

$$\delta L_{\text{den,TireX}} = \sum_j \left(L'_{\text{den,TireX},j} - L_{\text{den},j}\right)$$

### 2.2.2 Assessment of the additional number of highly annoyed people

The assessment of the additional number of highly annoyed people is one of the improvements of Franco et al. (2010) compared to Müller-Wenk (1999, 2002, 2004) and Doka (2003). It is based on the work of Miedema and Oudshoorn (2001) giving the polynomial approximations of the dose response curves relating $L_{\text{den}}$ levels at the most exposed façade of dwellings and self-reported annoyance. The exposure of the population in $L_{\text{den}}$ has been extracted from the strategic noise map, calculated by different cities under the European Directive 2002/49/EC, and given in a number of people $N_p(g)$ exposed to noise level in decibel range $g$ of 5 dB.

Franco et al. (2010) differentiated the polynomial approximation from Miedema and Oudshoorn (2001) for the center of each decibel range. The result $\Delta HA/\Delta L_{\text{den}}$ is the additional percentage of highly annoyed people by additional number of decibels around this point. Doing this for each decibel range $g$, the additional number of highly annoyed people is determined (Eq. 12).

$$\Delta HA_{\text{TireX}} = \sum_g N_p(g) \times \Delta HA/\Delta L_{\text{den}}(g) \times \delta L_{\text{den,TireX}} (12)$$

Franco et al. (2010) considered the additional number of highly annoyed people to be a good midpoint for the integration of noise in LCA. However, to compare this method with the one developed in Cucurachi et al. (2012) and Cucurachi and Heijungs (2014), this result needs to be converted in DALYs.

### 2.2.3 Assessment of the DALYs per additional highly annoyed people

The World Health Organization (Fritschi et al. 2011) made a review of the studies linking health impact and annoyance (highly annoyed people calculated from $L_{\text{den}}$ level) and recommended a disability weight (DW) factor of 0.02 DALY/highly annoyed person (uncertainty range 0.01–0.12), which is therefore used in this study.

### 2.3 Cucurachi method

The methodology translates sound powers (in Joules) into the number of people that are exposed to a certain sound pressure for a certain period of time (in person-Pa*s). The characterization factors (in Person-Pa*W) related to elementary flows (in J) are calculated for archetypal situations depending on their frequency (eight octave bands), their time period (day, evening, and night), and their place (urban, suburban, rural, industrial, indoor). Cucurachi and Heijungs (2014) also proposed an Excel sheet to develop user-defined characterization factors, which could not be used due to the lack of available input parameters (e.g., temperature, relative humidity, distance from source to receiver, background noise). Regarding the archetypal characterization factors, the measurements of the tire manufacturer are given in dB(A) (dB values aggregated and weighted across frequency range) and only factors for unspecified frequency (calculated with central frequency of 1000 Hz) could be applied.

The NMPB 2008 methodology determines the sound power level of a source $L_w$ from the emission power level per meter of line source for a flow rate of 1 vehicle per hour $L_{w/m/veh}$ using Eq. 13.

$$L_{w,TireX} = L_{r,w/m/TireX} + 10 \times \log_{10}(v) + 30 (13)$$

Based on the speed and the $L_{w/m}$ on the different roads, the sound power level of the rolling component (due to tires) can be calculated for each road. The sound power level differentiated per type of road $j$ in dB(A) can be converted into sound power in Watts via Eq. 14 where $W_{\text{ref}} = 1$ pW (ISO 9613-2, 1996).

$$W_{\text{TireX},j} = W_{\text{ref}} \times 10^{L_{w,TireX,j}/10} (14)$$

To express sound power values $W_j$ for the functional unit in Joules, one vehicle-kilometer is split between the different road types and time thanks to the traffic share values, and then divided by the mean speed. The obtained time $T_{j,k}$ represents the time one vehicle should spend on each road type $j$ during each period $k$ to create this additional one vehicle-kilometer in the system. In other words, Eq. 15 represents the time of emission of the corresponding source.

$$T_{j,k} [s] = \frac{1 \text{[km]} \times \text{Traffic share}_j \text{[\%]} \times \text{Traffic share}_j \text{[\%]} \times 3600 \text{[s]} [\text{h}]}{\text{speed} \text{[km/h]}} (15)$$

The sound energy $E_{j,k}$ (in Joules), product of $T_{j,k}$ and $W_j$, is multiplied by the corresponding characterization factor defined by Cucurachi and Heijungs (2014), depending on geographical (rural conditions considered for motorways and non-urban paths) and temporal contexts (day period).
The classification of the roads defined in this study does not fit the predefined situations from Cucurachi (e.g., “non-urban road” includes suburban and rural locations); this will be discussed later. The differentiated impacts obtained (in person-Pa*s) are summed up at the midpoint. In the last step, the impacts obtained in person-Pa*s are converted to DALYs with one of the two mid_to_end conversion factors proposed by Cucurachi and Heijungs (2014) based on de Hollander et al. (1999) and the WHO study (Fritschi et al. 2011). As stated by the authors, these factors may be used to provide a measure of the noise impacts at the endpoint level. However, the authors also warned against uncertainties due to the assumption of linearity. Comparing the results obtained from these factors with the ones calculated with another method can be a good way to assess the reliability of the factors.

3 LCA of tires without noise consideration

3.1 Goal and scope definition

Since the aim of the study is also to evaluate the contribution of noise to human health damage as compared to other environmental burdens, a comprehensive LCA was carried out for tire 1 and tire 2. The LCA included the production of raw materials, car tire production, retailing, use of the tire, and several end-of-life pathways, for a functional unit defined as the use of one tire over 1 km. The corresponding inventory data is described in the next paragraphs.

3.2 Life cycle inventory

Inventory data for tire 1 was taken from PRé Consultants (2001) and further updated to reflect the current background processes and use situations (e.g., share of end-of-life routes). For tire 2, representative data for the year 2010 was collected from the tire manufacturer. In order to express the inventory flows according to the functional unit, an average mileage during the lifetime of the tire is considered, respectively 40,000 and 46,000 km for tire 1 and tire 2.

3.2.1 Raw materials and tire production

The consumption and transport of raw materials were based on the composition of the tires. Some simplifications were necessary because of the lack of inventory data for a few raw materials and for confidentiality reasons. Firstly, all the types of synthetic rubber were merged into only one category, as well as for accelerators, anti-degradant, textile, and wires. The type of resin was unspecified, and therefore, phenolic resin was considered as a proxy. Finally, no specific data could be gathered for the retarder, adhesion promoter, co-salt, and peptizer, which were therefore excluded from the life cycle inventory (LCI). These materials represent less than 0.16 % of the tire mass, and therefore, their contribution to the overall environmental impact of the tire is likely to be negligible. For the production of tires, energy consumption (electricity and natural gas) and related emissions were estimated according to data from the tire manufacturer, completed by information from ecoinvent 2.2 (Frischknecht et al. 2005; PRé Consultants 2001).

3.2.2 Use phase

Two parameters were taken into account for the use phase: tire debris emissions and fuel consumption. The total amount of tire debris was retrieved from PRé Consultants (2001) and is equal to 30 mg/km. The composition of tire debris was based on measurements by the tire manufacturer and from literature data (ETRMA 2010; Ntziachristos and Boulter 2009; Null 1999; PRé Consultants 2001; Rauterberg-Wulff 2003; Ten Broeke et al. 2008), including particulate matter (with a diameter equal or lower than 10 and 2.5 μm), polycyclic aromatic hydrocarbons, distillate aromatic extract (treated or not), and oil and zinc emissions.

To calculate the fuel consumption linked to the tire, the average car fuel consumption was estimated and allocated to the tire. From PRé Consultants (2001), the average consumption for a car is 7.5 L/100 km with a share of 50/50 between gasoline and diesel cars. Considering the mean sensitivity friction coefficient, the authors estimated a consumption of 1.2 L/100 km for the four tires. This data was taken into account for tire 1 while the consumption of tire 2 was based on the gain of rolling resistance (7.8 kg/kg instead of 10.5 kg/kg for the tire 1). Based on literature (ChemRisk 2009; Evans et al. 2009; Krzyzanowski et al. 2005; Weissman et al. 2003), 0.26 % of fuel reduction is obtained per 1 % of rolling resistance reduction. The fuel consumption is therefore 0.7 L/100 km for four tires in the case of tire 2.

3.2.3 End-of-life of tires

The end-of-life route data was provided by the tire manufacturer and taken into account retreading (8 %), direct reuse/export (10 %), material recovery (40 %), energy recovery via incineration in cement kilns and power plants (38 %), and landfill (4 %).

3.3 Life cycle impact assessment

The ReCiPe (Goedkoop et al. 2009) method, following the hierarchist perspective and average weighting set (H, A), was chosen for the assessment at endpoint level (impacts on human health, ecosystems, and resources expressed in DALYs, species, year and dollars, respectively). The integration of noise impacts in DALYs is therefore possible and can
be compared with other impacts on human health such as climate change, ozone depletion, or human toxicity.

### 4 Evaluation of the reliability of the noise impact assessment

#### 4.1 Data inventory

This part concerns the collection of data (related uncertainties detailed in Sect. 4.2). The lengths of each road type are issued from the Trade Union of French Road Industry (USIRF©, n.d.), relative to 2009, and were found similar to the ones from UNECE database and European statistics database (“Eurostat, European Commission [WWW Document], n.d.”). The average speed on each type of road is taken from the French Road Safety organization (French Road Safety reports, Observatoire National Interministériel de la Sécurité Routière (ONISR) [WWW Document] (n.d.)). These parameters are listed in Table 1.

The road traffic was obtained by averaging several sources and time series from the UNECE database (Lacour and Joumard 2002) and the French Road Safety organization (French Road Safety reports, Observatoire National Interministériel de la Sécurité Routière (ONISR) [WWW Document] (n.d.)): 430 billions of vehicle-kilometers for cars (type 1) and 29 billions of vehicle-kilometers for trucks.

Finding relevant data for the traffic distribution among the time periods is not trivial. The data listed in Table 2 is issued from a vast area around Lyon (France) and were provided by Acoucité (“Observatoire de l’environnement sonore de la Métropole de Lyon [WWW Document], n.d.”) who realized the noise maps for the Lyon area. The corresponding area represents 2.1 and 2.4 % of the total French traffic for vehicle types 1 and 2, respectively, the noise maps for the Lyon area.

The corresponding area represents 2.1 and 2.4 % of the total French traffic for vehicle types 1 and 2, respectively, and covers different situations (from urban to rural). It can be therefore considered as a good representation for the whole country. Also, these values are similar to ones from Müller-Wenk (2002, 2004), i.e., 86.9 % during daytime and 13.1 % during nighttime.

French population equals to 64.5 million individuals at the beginning of 2016 according to the French National Institute of Statistics and Economic Studies (Institut national de la statistique et des études économiques, INSEE [WWW Document], n.d.). To apply the Franco method, the noise exposure of the population is also needed. No specific data is available covering the whole French population. However, the European Directive 2002/49/EC requires cities with more than 100,000 inhabitants to elaborate noise maps and calculate the exposure to noise of their population. The data has been collected for 2007 and 2012 (Noise Observation and Information Service for Europe, NOISE [WWW Document], n.d., NOISE platform, available at http://noise.eionet.europa.eu/). In the case of France, the dataset for 2007 is more complete and therefore used in this case study (Table 3).

The population exposed to more than 75 dB is excluded from the case study since the polynomial approximations from Miedema and Oudshoorn (2001) are not verified after 75 dB. However, this limitation concerns only a very small percentage of the population. The population under 55 dB is considered as non-affected. It would have been better to know the percentage of population in the 50–55-dB range, but there is no data available for this range. The population covered by this study is around 22 million, i.e., 34 % of the whole population considered. The availability of accurate data for only one third of the considered population is a significant shortcoming of the study. Moreover, data are concerned mostly with cities with a population of more than 100,000 inhabitants, and one can expect a different exposure for smaller cities and rural area.

The number of additional people highly annoyed by one additional decibel has been calculated for each middle decibel-range of exposure (Table 4). These coefficients are different from the one of Franco et al. (2010). Despite the authors’ claim, the factors used do not come from the polynomial approximation of the synthesis annoyance curves extracted from Miedema and Oudshoorn (2001) for percentage of highly annoyed people but from the one for lowly annoyed people. As a result, different coefficients are obtained which

### Table 1 Traffic data inventory

<table>
<thead>
<tr>
<th>Road type</th>
<th>Length (km)</th>
<th>Average speed type 1 (km/h)</th>
<th>Average speed type 2 (km/h)</th>
<th>Percentage of traffic (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motorway</td>
<td>11,243</td>
<td>115</td>
<td>90</td>
<td>23</td>
</tr>
<tr>
<td>Non-urban road</td>
<td>387,018</td>
<td>80</td>
<td>75</td>
<td>47</td>
</tr>
<tr>
<td>Urban road</td>
<td>630,000</td>
<td>50</td>
<td>50</td>
<td>30</td>
</tr>
</tbody>
</table>

### Table 2 Traffic distribution among the different periods of the day

<table>
<thead>
<tr>
<th>Time period</th>
<th>Percentage of type 1 traffic (%)</th>
<th>Percentage of type 2 traffic (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day</td>
<td>72</td>
<td>70</td>
</tr>
<tr>
<td>Evening</td>
<td>21</td>
<td>15</td>
</tr>
<tr>
<td>Night</td>
<td>7</td>
<td>15</td>
</tr>
</tbody>
</table>

### Table 3 French population’s exposure coming from the NOISE platform

<table>
<thead>
<tr>
<th>dB range</th>
<th>Percentage of the population (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>55–59</td>
<td>22.9 %</td>
</tr>
<tr>
<td>60–64</td>
<td>21.3 %</td>
</tr>
<tr>
<td>65–69</td>
<td>15.7 %</td>
</tr>
<tr>
<td>70–74</td>
<td>9.0 %</td>
</tr>
<tr>
<td>&gt;75</td>
<td>1.6 %</td>
</tr>
</tbody>
</table>
Uncertainty distributions were defined for all the parameters of the models. For most of them, only a few values were available and therefore normal distributions were assumed, using the mean and standard deviation of the values to set the distributions.

The mean and standard deviation of the Total number of vehicle-km of type 1 and the Total number of vehicle-km of type 2 were derived from UNECE database (Lacour and Joumard 2002) and the French Road Safety organization (French Road Safety reports, Observatoire National Interministériel de la Sécurité Routière (ONISR) [WWW Document] (n.d.). For the length of the three types of road, it is considered as a reliable value, assuming a standard deviation of 5%. For the different average speeds, the distributions have been estimated with yearly data, taking into account the variability of the average speeds due to national differences. The mean and standard deviation of the values are set to be focused upon. Section 4.2 focuses on data uncertainty, whereas the pertinence of the approximations due to the model itself is not considered.

4.2 Uncertainty distributions of models’ parameters

Uncertainty distributions were defined for all the parameters of the models. For most of them, only a few values were available and therefore normal distributions were assumed, using the mean and standard deviation of the values to set the distributions.

The mean and standard deviation of the Total number of vehicle-km of type 1 and the Total number of vehicle-km of type 2 were derived from UNECE database (Lacour and Joumard 2002) and the French Road Safety organization (French Road Safety reports, Observatoire National Interministériel de la Sécurité Routière (ONISR) [WWW Document] (n.d.). For the length of the three types of road, it is considered as a reliable value, assuming a standard deviation of 5%. For the different average speeds, the distributions have been estimated with yearly data from the French national road safety website (ONISR). For the reparation of the traffic between the different types of roads, data from Lacour and Joumard (2002) were taken (similar data for motorways found in a French national road safety website). The resulting distribution of traffic between road types based on these sources is very different from the one considered by Müller-Wenk (2004), mostly due to national differences in both road network and usage. To model uncertainties on percentage data, a Dirichlet distribution was used (to ensure a sum of 1), with assumed standard deviation around 10%. For the percentage of traffic between the different periods of the day, the data used is considered representative of the French territory, therefore assuming a standard deviation around 4%.

For the emission power level of tire 1 and tire 2, two types of uncertainty have been defined. The first uncertainty, called $dB_{NMPB}$, comes from NMPB 2008, which gives a 95% confidence interval of ±2.5 dB(A) for the rolling component, with a distribution similar to the Gaussian form. Therefore, a normal distribution with a standard deviation of ±1.25 dB(A) was chosen for all the type 1 vehicles. NMPB 2008 gives a 95% confidence interval of ±3.2 dB(A) for the rolling component of type 2 vehicles. Calculating independently the uncertainty of type 2 vehicles would not be correct, so the uncertainty for type 2 is equal to $dB_{NMPB}/2.5*3.2$.

The second source of uncertainty for the emission power level of tire 1 and tire 2, called $dB_{exp}$, comes from the measurements. $dB_{exp}$ has been defined as the minimum level of decibel required to envelop every measurement points within $L_{ref}/m/Tire x \pm dB_{exp}/Tire x$. This error is dependent on the tire: ±1.3 dB for tire 1 and ±1.8 dB for tire 2. These values have been set as the standard deviation of a normal distribution centered on 0.

A standard deviation of 2% was set for the population number to represent the good quality of data from INSEE.

For the exposure of the population to $L_{den}$, extrapolation of data covering only a third of the total population can lead to important mistakes. To avoid additional hypothesis, the maximum value for each decibel-range is the one from the NOISE platform (big cities most exposed to environmental noise) and is multiplied by the percentage of concerned population to obtain the minimum value (i.e., no exposition for the population not covered by the NOISE platform). A uniform uncertainty distribution was set between this minimum and maximum for the exposure in each decibel-range.

Concerning the number of additional people highly annoyed by the additional decibels of $L_{den}$, uncertainties come from the exact position in a given decibel range because this coefficient is lower in the lower part of a given decibel range than in the upper part. A uniform distribution is defined based on coefficients in both extremities.

The weighting factor linking additional highly annoyed people to DALYs have been modeled from Fritschi et al. (2011) values. To fit the median given by the WHO, two triangular distributions have been used, one between the minimum and the median and the other between the median and the maximum. Then, when using these distributions, for a sample of size $N$, $N/2$ elements are coming from each distribution.

Regarding the characterization factors for the Cucurachi model, the author suggested an uncertainty of two orders of magnitude above and below the values specified in Cucurachi and Heijungs (2014). A triangular
distribution has been chosen with a logarithmic base of 10, where the median equals the characterization factors by Cucurachi. As only two values for the Mid_to_end factor are available, a uniform distribution has been set between these two values (as conservative hypothesis).

The different parameters, their mean, standard deviation, and distribution are given in Tables 5 and 6.

### 4.3 Sensitivity and uncertainty analysis methods

Sensitivity analysis is a recommended step by the ISO standards 14040-14044 (ISO 2006) to observe the influence of the assumptions and choices made during the LCI and LCIA phases. With the set of uncertainties described above, uncertainty and sensitivity analyses have been made using the R software.
For the uncertainty analyses, a Monte Carlo approach with two samples of 100,000 iterations was adopted. Regarding global sensitivity analysis, Sobol indices of each parameter were calculated using the `soboljansen` function from the R package `sensitivity`, the samples generated with Monte Carlo approach, 500 bootstrap replicates, and a level for bootstrap confidence intervals of 0.95. The first-order Sobol index $S_i$ represents the contribution to the output variance of the main effect of parameter $i$, standardized by the total variance to provide a fractional contribution. The total-effect Sobol index $S_{Ti}$ measures the contribution to the output variance, including all variance caused by its interactions, of any order, with any other input variables. The difference between these two indices provides information on the level of interaction in the system.

5 Results interpretation

5.1 Integration with other impact categories

When integrating noise impacts into the overall life cycle impacts of the tire, its contribution is 8.1 % for tire 1 and 76.7 % for tire 2 with the Franco model. This can be a surprising result because tire 1 produces more noise than tire 2. However, other sources of DALYs have been considerably reduced between the two tires, in a bigger proportion than noise. This is because, despite the decrease in absolute value, the importance of noise between the different sources of DALYs has increased in tire 2 compared with tire 1. In the case of the Cucurachi model, the impact of noise is so high that it accounts for almost 100 % for both tires.
In most of the LCA studies, the impact of noise is not taken into account. The results obtained in our case study show that the impact of noise can be the most important among the different impacts on human health caused by a tire. This result invokes that more effort is needed toward the systematic integration of noise into LCA. It however also raises many questions. Are the noise assessment models representative enough? Are they robust? Can they be improved? In the Sect. 5.2, we will analyze in more detail the two studies and try to shed light on weaknesses of the existing model.

5.2 Relative change

The first aspect when analyzing a noise impact assessment method is how it reacts to noise differences in the inputs. To calculate the impact between the two tires on human health, the relative change calculated as in Eq. 16 must be analyzed.

\[
\text{Relative change} = \frac{\text{DALY}_{\text{Tire 1}} - \text{DALY}_{\text{Tire 2}}}{\max(\text{DALY}_{\text{Tire 1}}; \text{DALY}_{\text{Tire 2}})}
\] (16)

Using the baseline values, the Franco method gives a relative change of 64.8 % between the two tires. The Monte Carlo sampling with 200,000 iterations gives, for the relative change, a mean of 60.0 %, a median of 64.7 %, and a standard deviation of 21.3 %. The relative change in the Franco method seems reliable. This method validates the improvement between tire 1 and tire 2, even taking into account the important uncertainties, if they have been modeled appropriately.

The sensitivity analysis on the Franco method shows that two parameters, \( dB_{\text{exp,Tire 1}} \) and \( dB_{\text{exp,Tire 2}} \), account for 84 % of the sum of the first-order Sobol indices and 99.6 % of the sum of total-order Sobol indices. It means that the uncertainties of the noise emission levels of the two tires are responsible for a very large part of the uncertainty about the relative change in DALYs between tire 1 and tire 2. More precise measurements of the noise emission levels of the different tires coupled with well-defined and narrower uncertainty and better fitting of measurement curves will lead to smaller uncertainty on the relative change. The difference between the Sobol indices of \( dB_{\text{exp,Tire 1}} \) (\( S_T = 0.33, S_T = 0.36 \)) and \( dB_{\text{exp,Tire 2}} \) (\( S_T = 0.63, S_T = 0.67 \)) is probably due to the difference in the standard deviation of these two parameters. The difference between the first-order and total-order Sobol indices indicates that there are only a few interactions in this model.

Regarding the Cucurachi method, the baseline value gives a relative change of 56.0 % between the two tires, while the uncertainty analysis leads to a mean of 55.4 %, a median of 63.0 %, and a standard deviation of 32.2 %. This method also validates the improvement between tire 1 and tire 2, even if it is slightly lower than that with the Franco method.

Based on the total-order Sobol indices for the Cucurachi method, \( dB_{\text{exp,Tire 1}} \) for tire 1 and tire 2, explaining 46.9 % of the output variance, and the characterization factors, 50.9 % of output variance, are responsible for most of the result uncertainty. As for the Franco method, the contribution of \( dB_{\text{exp,Tire 1}} \) is approximately half of the contribution of \( dB_{\text{exp,Tire 2}} \). Looking into detail into the characterization factors, the ones for urban roads have a higher contribution, probably because of the larger part of the population impacted. Concerning the temporal period, day characterization factors are higher than those during evening and night, probably because most of the traffic occurred during the day. Characterization factors have a large contribution on the uncertainty of the relative change because they have wide uncertainty distribution, roughly determined from suggestion from Cucurachi. Developers of characterization factors should provide detailed uncertainty distributions in order to allow proper uncertainties and sensitivity analyses.

The two methods do not show big differences when assessing the relative change between tire 1 and tire 2. In both cases, tire 2 is better and the reduction in DALYs is significant.

5.3 DALY score

To analyze the score in DALYs resulting from the two methods, it has been chosen to focus on tire 1 as analyzing tire 2 would naturally give similar results.

The obtained values were compared to the ones of Müller-Wenk (2002) and Franco et al. (2010) to check their validity. The level increase for 1000 vehicle-kilometers was 5.00e-7 dBA (measured as \( L_{\text{Aeq}} \)) for Müller-Wenk (2002) and 3.80e-7 dBA in \( L_{\text{den}} \) for Franco et al. (2010), compared to 1.64e-8 dBA with the base values of this study. This lower value can be explained by the longer road network (1,028,261 km instead of 13,872 km in Franco et al. 2010). On the other hand, the traffic on non-urban and urban roads is lower, so the resulting background noise is lower, which explains the smaller difference in \( L_{\text{den}} \) than in road length. Concerning the annoyance, Müller-Wenk (2002) found 3.8e-2 cases of communication disturbance and Franco et al. (2010) found 1.3e-3 additional cases of annoyance. This study identified 1.0e-2 additional cases of annoyance for tire 1. Differences can be explained by the lower \( L_{\text{den}} \) increase, counterbalanced by a population 20 times bigger. Despite the differences between the models used, the results obtained here are in the same order of magnitude than the ones from these two studies. It does not seem to have major errors in the adaptation and application of the chosen methodology.

In the case of the Franco method, a value of 5.00e-8 DALYs has been found for 1 vehicle-kilometer for tire 1 using...
the base values. A Monte Carlo run with 200,000 iterations gives a median of 3.90e-8 DALYs, a mean of 5.82e-8 DALYs, and a standard deviation of 4.89e-8 DALYs. Uncertainties do not radically change the mean value but show an important standard deviation. Based on the sensitivity analysis on Monte Carlo samples, two parameters, \(d_{\text{exp,Tire1}}\) and \(\text{disability weight}\), account for 84.0% of the sum of the first-order Sobol indices and 99.6% of the sum of the total-order Sobol indices. The first one, \(d_{\text{exp,Tire1}}\), was already discussed before. The second one, \(\text{disability weight}\), is based on the Fritschi et al. (2011) with \(S = 0.71\) and \(S_T = 0.81\). In the case of the Franco method, to achieve a better accuracy of the result, it seems that the focus has to be put on diminishing uncertainties to link annoyance and human health. This result is coherent with the Fritschi et al. (2011) presenting this link as very uncertain due to the intrinsic difficulty of assessing noise impact and shows the importance of refining it to improve assessment reliability.

In the case of the Cucurachi method, a value of 5.85 DALYs (based on the mid_to_end factor calculated by Cucurachi from the WHO study) has been found for 1 vehicle-kilometer for tire 1 using the base values. A Monte Carlo run with 200,000 iterations gives a median of 9.74 DALYs, a mean of 16.95 DALYs, and a standard deviation of 22.77 DALYs. The difference between the median and the mean is probably coming from the form of uncertainties chosen for the characterization factors.

The Cucurachi method has never been applied, to our best knowledge, to any case study. This means that there is no other point of reference to check the result validity. However, we will compare the values coming from the two different methods summarized in Table 7. Taking the mean, the Franco method gives 5.82e-8 DALYs and the Cucurachi method gives 16.95 DALYs. There are more than eight orders of magnitudes between the two methods! This is a huge difference even for LCA. Even if noise impact can be seen as difficult to assess and measure, it is improbable that the damage on human health due to 1 vehicle-kilometer driven by one tire is anything near unity. Between these two results, the one from Franco seems more realistic and reliable. Moreover, the consideration of uncertainties in the case of the Cucurachi method leads to a range of possible results whose average is increased by a factor 3 compared to the case of base values. This means that the uncertainties are not responsible for the very significant difference observed on the results obtained from the two methods.

For the Cucurachi method, the sensitivity analyses show a significant difference between the sum of the first-order Sobol indices 0.72 and the sum of the total-order Sobol indices 1.42. It indicates strong interactions in the model. Looking at the total-order Sobol indices, uncertainties on the input parameters \(d_{\text{exp,Tire1}}\) explains 9.3% of the output variance and uncertainties about the emission \(d_{\text{NMPB}}\) explains an additional 8.6%. The highest contribution comes from the characterization factors accounting for 53.0% of the output variance (higher for urban roads and daytime). Impact on the uncertainty of one characterization factor among others is directly linked to the contribution of this road/period into the whole DALY score. The contribution to the output variance of the mid_to_end factor is 17.7% despite a very conservative assumption of a uniform distribution between the two values given in Cucurachi and Heijungs (2014). Diminishing the uncertainties on the output implies refining the characterization factors and the link between the midpoint chosen by Cucurachi, person-Pa*’s, and the endpoint in DALYs. However, taking into account the really high result in DALYs, there are probably other problems to treat before looking at the uncertainty of the output.

### 6 Discussion

The impact of an additional amount of sound power is very dependent on the geographical situation because it depends on the affected population (thus density), the existing sound level, the topography, the absorption characteristics of the environment, etc. A lot of different parameters play a role in the impact of an additional noise; consequently, it can be difficult to elaborate generic characterization factors. However, a regionalization of the life cycle impact assessment is not very useful if there is not a similar regionalization of the life cycle inventory. In the methods applied here, the inventory is done at the national scale and it does not fit the predefined archetypes from Cucurachi and Heijungs (2014). The motorways and non-urban roads of our study can be used with the archetypes of unspecified location (chosen for this study), of rural location, or of suburban location. To evaluate the impact of

<table>
<thead>
<tr>
<th>Table 7</th>
<th>DALY score and uncertainty for the two methods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Base</td>
</tr>
<tr>
<td>Franco</td>
<td>5.00E−08</td>
</tr>
<tr>
<td>Cucurachi</td>
<td>5.85</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 8</th>
<th>Different location used for the characterization factors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cucurachi</td>
</tr>
<tr>
<td>Tire 1</td>
<td>5.85</td>
</tr>
<tr>
<td>Tire 2</td>
<td>2.57</td>
</tr>
<tr>
<td>Relative change</td>
<td>0.56</td>
</tr>
</tbody>
</table>
this choice, we calculated the DALY score and relative change with three different possibilities for the location of motorways and non-urban roads. Table 8 shows the importance of this choice.

Our incapacity to fit the inventory into the predefined archetypes does not explain the high result coming from the Cucurachi method. Looking at Cucurachi and Heijungs (2014), it is possible that these mid_to_end factors have been overestimated. To calculate it, the L95 value, noise level (dB) exceeding 95 % of time, was used coming from the full BANOERAC report (EASA 2009). Even without looking more into details into the methodology, it is understandable that a noise level exceeding 95 % of the time can be very different from the equivalent noise level of the same area (equivalent noise level often chosen as a measure of the environmental noise). It means that Cucurachi and Heijungs (2014) may have underestimated the background noise and thus the calculation of the midpoint for the studied zone. Consequently, the mid_to_end factors can be largely overestimated.

Moreover, Cucurachi and Heijungs (2014) calculate the mid_to_end factors in two studies accounting for the total impact on noise damage on human health. This approach does not take into account the possible non-linearity of the problem as already stated by the authors. In order to have a better estimation of the mid_to_end factors, we advise to use an incremental approach. LCA considers, in most cases, small variations around a base scenario assumed to be representative of the current conditions. An incremental approach would give a mid_to_end factor closer to the modeled situation and thus would allow decreasing the uncertainty from non-linearity.

Regarding the general philosophy of these two different methodologies, they have both their pros and cons. The Franco method used an incremental approach to assess the additional impact of noise of a small increment in a specific situation. This methodology has been developed by several authors and seems to give reliable results. However, it needs a specific modeling numerous data on the considered situation. This can be time-consuming and would not allow systematic integration of noise impact in LCA. Also, it would only be possible for the foreground system.

On the other hand, the advantage of the Cucurachi method to use archetypal situations and precalculated characterization factors can lead to a quick and systematic integration of noise damage on human health in both foreground and background of LCA studies. Of course, this exercise remains very difficult, considering that the characterization factors should show sufficiently low variability within an archetype and should be easily understandable and applicable. However, the Cucurachi method failed to give a plausible result and it is quite difficult to know why and how to improve this methodology.

We think that there may exist a way to conciliate these two different approaches: use the first approach to generate characterization factors in a given number of archetypal situations. This third way may be a good compromise, using the strength of the two studied methods. The best way to study the feasibility of such characterization factors and to calculate them seems to use up-to-date data and tools. The European Directive 2002/49/EC forces European cities of more than 100,000 inhabitants to generate noise maps and to collect the needed data. This data could be used with up-to-date noise propagation software to study the change in exposure due to increment in existing traffic in a large panel of situations. Using such GIS software and data can allow the elaboration of spatialized and temporalized characterization factors. This possibility will be studied in future work.

7 Conclusions

This study aimed to compare the noise impact on human health of two different tires, based on existing LCA methodology. The noise characterization is still marginal in LCA studies, and the present paper compares two very different available methodologies, allowing the comparison of their results. Since noise impact category is still in development, it was important to understand the applicability and the outcomes given by the available methodologies. The large contribution of noise effects on overall human health results with Franco and Cucurachi methods highlights the necessity to integrate noise impact on human health in LCA. More research and efforts should be encouraged, toward the study of noise impact, its integration in LCA, and its mitigation.

Franco and Cucurachi results showed an impact decrease of 60.0 and 55.4 %, respectively, thanks to the technical characteristics of tire 2, as compared to tire 1. The outcomes are consistent between the two methods because they are of the same order of magnitude and they also show the improvement efforts made at the design phase to decrease the noise emissions. A good way to significantly reduce impact from noise emissions seems to work on the design of the tires. The two methods give a very different result in terms of DALY scores with more than eight orders of magnitudes between them. The result given by the Cucurachi method seems to be overestimated with several DALYs by kilometers for one tire.

Both methods have advantages and drawbacks. However, it can be possible to choose a third method, in-between, combining the strength of the approach initiated by Müller-Wenk and the one imagined by Cucurachi. To do so, an incremental approach used on accurate localized and temporalized data processed with noise propagation software could provide characterization factors for a set of archetypes. This way seems a good compromise between both approaches, and we will work on it in the near future.
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A B S T R A C T

Engineering software products allow for quantifying environmental noise and a population’s exposure to road traffic noise which can then be linked to human health damage. This paper investigates the impact of the search radius, a parameter used in emission and propagation models, on noise exposure results. The search radius is the threshold distance from which noise sources are not considered anymore in the exposure assessment. To understand the influence of this parameter on the evaluation of population’s exposure, the search radius has been successively fixed to three different values (500 m, 1000 m and 2000 m) in four different geographical situations (village, industrial, suburban and inner city). The result of this investigation highlights several points. First, despite a search radius often fixed to 1000 m by noise prediction software users, going up to 2000 m shows significant increase in population’s exposure. Second, the impact of a change in search radius is very dependent of the presence of preponderant noise sources. Third, increasing the search radius can quickly lead to an impractical calculation time. A solution to avoid underestimating the exposure without increasing too much the calculation time may be to only account for preponderant noise sources beyond a given distance.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Noise is defined as an unwanted sound. The impact of environmental noise on human health has been abundantly discussed by scientific communities in the last decades. The World Health Organisation (WHO) has provided a comprehensive review of these studies\textsuperscript{[1]}. The impacts taken into account are cardiovascular disease, cognitive impairment in children, sleep disturbance, tinnitus and annoyance. The WHO quantified the burden of disease from environmental noise on human health, finding a range of burden of 1.0–1.6 million disability-adjusted life year (DALYs) for Western Europe. More than 90% of this amount is coming from sleep disturbance and annoyance. This important burden of disease pushed the WHO to consider environmental noise as public health problem.

There are several sources for environmental noise, such as transportation (road, railway and aircraft traffic), industrial activities, construction work, energy resources (wind turbine), and leisure activities. Among them, transportation, especially road traffic, is predominant. For example, in France, it has been estimated that the health costs due to environmental noise are largely caused by road traffic (89%)\textsuperscript{[2]}. For this reason, this paper focuses only on road traffic.

In order to assess the impact of noise on human health, it is necessary to evaluate the population’s exposure. The European directive 2002/49/CE\textsuperscript{[3]} requires the assessment and management of the environmental noise for major European cities. One of the fastest and most efficient ways to evaluate exposure is to generate noise maps with prediction software using simplified sound propagation models. There are various noise emission and propagation models that can be used, including the ones developed under the European projects IMAGINE or HARMONOISE and the French NMPB08 method\textsuperscript{[4–7]}. NMPB08 has been preferred because it is more recent and more accurate than previous noise emission and propagation models, as described in Ecotiere et al.\textsuperscript{[8]}. Engineering software products allow for quantifying exposure to environmental noise coming from road traffic for a given population (as well as noise coming from railway traffic and industrial activities). They also allow to take into account different scenarios such as the presence of sound barriers, absorbing grounds, changes in road surface characteristics, speed limits, and changes in traffic.

Once the exposure of the population has been calculated, it can be linked with impacts on human health by following the...
recommendations of the WHO [1]. In this paper, only the two major impacts will be calculated, i.e. annoyance and sleep disturbance. The link between exposure and human health is the percentage of highly annoyed (HA) persons, in the case of annoyance, and the percentage of highly sleep disturbed (HSD) persons, in the case of sleep disturbance. Knowing the exposure, the number of persons highly annoyed and/or highly sleep disturbed can be calculated using the dose response curves given, respectively, by Miedema and Oudshoorn [9] and Miedema and Vos [10].

When implementing this approach, several parameters have to be optimized, e.g. the search radius. The search radius defines a circle around a receiver point, where the sound sources inside this circle will be considered in the calculation while the sound sources outside this circle will be neglected. It can be seen as the allowed “maximum propagation distance”. Studying the impact of this search radius on population exposure assessment is the main objective of this paper.

2. Material and methods

2.1. Population exposure assessment

In this study, a noise prediction software called CadnaA [11] is used. Among the calculation parameters of CadnaA, the so-called “Max. Search Radius” is the parameter of interest for this paper. This parameter is also called “maximum path length” in the NMPB 2008 methodological guide [12]. For the sake of simplicity, this search radius will be referenced as $d_{\text{max}}$. When taking the point of view of a building, all roads within the $d_{\text{max}}$ will be considered to evaluate the noise level at which this building is exposed. The value chosen for $d_{\text{max}}$ can have a large impact on the noise level calculated on each building’s facade.

Despite the sensitivity to $d_{\text{max}}$, there is no imposed or even recommended value for this parameter in the European directive 2002/49/EC [3]. In most cases, a typical value of 1000 m is used [13,14]. According to the NMPB 2008, the method used in this paper for the configuration of CadnaA, the $d_{\text{max}}$ is valid up to 2000 m [12].

On the one hand, a higher value for the maximum propagation distance implies that more sources will be considered in the calculation of the noise level on the studied façades. If the noise propagation software works properly and the simulation is well done, a result with a higher $d_{\text{max}}$ should give a result more representative of the reality. On the other hand, the number of considered sources will grow at the same rate as the square of $d_{\text{max}}$ since the number of considered sources is proportional to the surface taken into account in the calculation (assuming a homogeneous distribution of sources). Moreover, the $d_{\text{max}}$ parameter also modifies the number of potential reflection and ray paths. Thus the calculation time can quickly become unpractical.

Since a value of 1000 m is the typical value used by people working on noise maps [13,14], a $d_{\text{max}}$ Value of 1000 m is chosen as a reference point. It may be interesting to compare two different changes in the value of the search radius to evaluate the benefits of fixing $d_{\text{max}}$ at 2000 m instead of the mostly used value of 1000 m. As a result, it has been chosen to compare a doubling of $d_{\text{max}}$ from 500 m to 1000 m and from 1000 m to 2000 m.

In order to study the impact of the search radius, Geographic Information System (GIS) data was used. It is given by a local French agency, Acoucité [14], and contains all the necessary information for the exposure assessment (roads, traffic, buildings, inhabitants, topography, ground characteristics, etc.). The area of the study is the Grand Lyon region that corresponds to the Metropolitan of Lyon, a French territorial authority. The GIS data has been manipulated with a free and open-source software: OrbisGIS [15]. For the spatial scale of the study, a geographical mapping of the French territory called IRIS (Aggregated Units for Statistical Information - Ilots Regroupés pour l’Information Statistique) was chosen.

IRIS is the basic unit for the collection and transmission of statistical data coming from the French National Institute of Statistics and Economic Studies (INSEE) [16]. These geographical areas (16100 IRIS in France in total) are on a district scale and contain between 1800 and 5000 inhabitants. More importantly, IRIS are built in a way to ensure homogeneity among geographic and demographic criteria [17], and that is the main reason why they have been chosen for this analysis. Moreover, while IRIS are large enough to contain hundreds of buildings to be evaluated for each situation, they are small enough to allow for a lot of different calculations. This leads to a large amount of results which could be statistically analysed.

For each studied IRIS, all of the inhabited buildings in the area contained in the IRIS itself and an additional buffer of 1000 m have been evaluated for three values of search radius ($d_{\text{max}} = \{500 \text{ m}; \ 1000 \text{ m}; \ 2000 \text{ m}\}$). The buffer was chosen to have a higher number of evaluated buildings to ensure a real “signal” and not just some “noise”. The purpose of the buffer was to add more points in the studied cases by considering a larger area.

For each evaluated building, the noise level, $L$, is the maximum noise level found at four meters above ground and at two meters in front of all the façades of the studied building, following the standard of European directive 2002/49/EC [3]. The noise prediction software gives noise levels $L_{\text{day}}$, $L_{\text{evening}}$, $L_{\text{night}}$ and $L_{\text{den}}$. $L_{\text{day}}$, $L_{\text{evening}}$ and $L_{\text{night}}$ that correspond, respectively, to the noise level during day (6–18 h), evening (18–22 h), and night (22–6 h), while $L_{\text{den}}$ is a day–evening–night equivalent level.

The few existing typologies for IRIS seem to be based on socio-economic factors (e.g. [18]). To our knowledge, there is no existing typology based on environmental noise at the IRIS scale. There are some typologies based on noise for urban situations, but they are at the street scale [19,20]. Nevertheless, the aim of this paper is not to establish a noise typology of IRIS, but to show the influence of the search radius on different types of IRIS. The studied IRIS have been chosen to cover the different possibilities with a relatively low sampling rate. Four IRIS have been selected which are considered to be representative of the different types of configurations encountered in the Grand Lyon area. This choice regarding the geographical areas will be discussed in Section 4.1. For the sake of simplicity, a nickname is given for each of the four studied geographical area: Village, Industrial, Residential and City. It has to be noted that, as the four IRIS do not represent prototypes of any typology, the so-called Village is a geographical area which is not necessarily representative of every village.

In Fig. 1 representing the Village, the space between the two outlines is the 1000 m buffer. It means that the noise level in front of all the inhabited buildings contained inside the exterior outline will be predicted. All the black squares are buildings while the dark curving lines are roads. Finally, the grey lines are contour lines representing the topography. The noise prediction model will search for all the noise sources at less than $d_{\text{max}}$ from the studied building.

The Village is centred on a small town in a hilly landscape. Within the buffer and the search radius, the considered area is more heavily urbanised than the IRIS alone, but it is one of the least densely inhabited areas in the Grand Lyon region. There is a railway line, but the road traffic is the only noise source considered in this work. There are no major roads in the area, so the environmental noise is expected to be low.

In the Industrial area, Fig. 2, most of the buildings in the IRIS are uninhabited. This is because it is an industrial area with big buildings and open space. Once again, railways are present but not taken into account. It means that most of the inhabited buildings that will be evaluated are not in the IRIS itself but in the buffer.
The landscape is relatively flat. Some roads present very dense traffic, so the environmental noise is expected to be high.

In Fig. 3, most of the buildings in the IRIS and its buffer are residential houses. This small town is surrounded by crops. There is a road with heavy traffic crossing the IRIS; in this flat landscape, the sound will propagate without encountering any obstacles, so the environmental noise is expected to be high. The south of the evaluated zone is mostly uninhabited buildings.
Fig. 3. Geographical area nicknamed “Residential”. The interior bold outline is the IRIS, the exterior bold outline delimits the 1000 m buffer. The black squares are buildings, the black lines define the road network, and the grey ones represent the topography.

Fig. 4. Geographical area nicknamed “City”. The interior bold outline is the IRIS, the exterior bold outline delimits the 1000 m buffer. The black squares are buildings, the black lines define the road network, and the grey ones represent the topography.
In Fig. 4, one can see a very densely urbanised area. This is downtown Lyon, hence the high population density. This is a flat terrain with a lot of roads, but with the speed limit in city, one can expect medium environmental noise for such an area.

The most important characteristics of the four studied IRIS are summarised in Table 1.

2.2. Environmental noise impact on human health

Using the CadnaA prediction software (Section 2.1), the exposure of the population to environmental noise is obtained through $I_{day}$, $I_{evening}$, $I_{night}$ and $I_{den}$ index. The WHO [1] quantifies the burden of disease using the DALY indicator defined by the following equation:

$$DALY = YLL + YLD$$ (1)

This indicator combines two different metrics, the years of life lost due to premature death ($YLL$) and the years lived with disability ($YLD$). The $YLL$ are expressed by:

$$YLL = N \times L$$ (2)

where $N$ is the number of deaths due to the studied condition, and $L$ is the standard life expectancy at age of death (expectancy - age at death). In this paper, the two major contributors to the DALYs coming from environmental noise are annoyance and sleep disturbance. In these two cases, there will not be any premature death, so $YLL = 0$. $YLD$ can be estimated with the following equation:

$$YLD = I \times DW \times D$$ (3)

where $I$ is the number of incident cases for the studied condition, the disability weight ($DW$) reflects the severity of the disability on a scale from zero (no adverse health effects) to one (equivalent to death), and $D$ is the average duration of the disability in years.

Accounting only for annoyance and sleep disturbance, the human health impact calculated in this paper with the following equation:

$$HHI = N_{HA} \times DW_{HA} + N_{HSD} \times DW_{HSD}$$ (4)

$N_{HA}$ is the number of highly annoyed persons and $N_{HSD}$ the number of highly sleep disturbed persons. The disability weights for annoyance ($DW_{HA}$) and sleep disturbance ($DW_{HSD}$) can be found in the study of the WHO [1] and are reported in Table 2.

The only step missing between population exposure to environmental noise and human health impact is calculating the number of HA and HSD persons. The relationship from Miedema and Oudshoorn [9] can be applied to obtain the number of highly annoyed persons knowing noise exposure in terms of $L_{den}$ for each building and the number of inhabitants. It is given by:

$$\%HA = 9.868 \times 10^{-4} \times (I_{den} - 42)^3 - 1.436 \times 10^{-2} \times (I_{den} - 42)^2 + 0.5118 \times (I_{den} - 42)$$ (5)

The relationship from Miedema and Vos [10] can be used to obtain the number of highly sleep disturbed persons knowing the exposure in terms of $L_{night}$ for each building and the number of inhabitants:

$$\%HSD = 0.01486 \times I_{night}^2 - 1.05 \times I_{night} + 20.8$$ (6)

Using these formulas, the human health impact of environmental noise can be linked to population exposure and calculated for each of the four cases exposed in Section 2.1.

3. Results

3.1. Qualitative approach for noise levels

The change in $L_{den}$ values resulting from a doubling of $d_{max}$ is calculated. In order to visualize this change for each evaluated building, the increase in the evaluated noise level is plotted versus the noise level evaluated for the smaller value of $d_{max}$. The results are given for each geographical studied area in Fig. 5.

Fig. 5(a) and (b) show important increases in noise level for an initial noise level between 25 and 40 dB(A). In Fig. 5(c–f), the most important increases in the noise level are occurring between 40 and 60 dB(A). As expected, environmental noise is lower in the small village than in IRIS near major roads.

Fig. 5 also shows another anticipated trend: the maximum difference between the noise levels obtained when doubling $d_{max}$ decreases with the initial noise level. In other words, lower noise levels are more sensitive to a change in maximum propagation distance than higher noise levels. A given amount of acoustical power will lead to a higher increase in noise level when starting from a lower initial noise level. This is a direct consequence of the logarithmic scale on which the decibel is built. The increase in noise level can be very important for lower initial noise level, as seen in Fig. 5(c), (e) and (f), where increases can exceed 10 dB(A).

It can be also observed that the four selected geographical areas represent different behaviours. Fig. 5(a–f) show a higher increase in noise level between 500 m and 1000 m than between 1000 m and 2000 m. On the contrary, (g) and (h) show a significant increase in the noise levels for some of the evaluated buildings when the maximum propagation distance passes from 1000 m to 2000 m but none for a change from 500 m to 1000 m. This behaviour will be discussed later in Section 3.4.

3.2. Quantitative approach for noise levels

With the first approach considered in Fig. 5, it is hardly possible to see the percentage of buildings undergoing an increase in noise level, as thousands of points are plotted. Moreover, an increase can only be considered as relevant if it occurs at a noise level that has an impact on human health and if it exceeds a certain threshold. In this study, a threshold of 1 dB(A) has been chosen, considering that an increase of less than 1 dB(A) is negligible as it cannot be

### Table 1

<table>
<thead>
<tr>
<th>Nickname</th>
<th>IRIS</th>
<th>Description</th>
<th>Number of evaluated buildings</th>
<th>Studied population</th>
<th>Density (inh/km²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Village</td>
<td>692330000</td>
<td>Small village in a valley.</td>
<td>2408</td>
<td>9832</td>
<td>800</td>
</tr>
<tr>
<td>Industrial</td>
<td>692730101</td>
<td>Industrial zone and suburban area, near a road with dense traffic.</td>
<td>2865</td>
<td>14737</td>
<td>820</td>
</tr>
<tr>
<td>Suburban</td>
<td>692710104</td>
<td>Crops and residential area crossed by a road with dense traffic.</td>
<td>3563</td>
<td>29223</td>
<td>920</td>
</tr>
<tr>
<td>City</td>
<td>693830501</td>
<td>Heavily urbanised, in downtown Lyon.</td>
<td>4034</td>
<td>93923</td>
<td>18 000</td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th>Health problem</th>
<th>Disability weight (DW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annoyance</td>
<td>0.02</td>
</tr>
<tr>
<td>Sleep disturbance</td>
<td>0.07</td>
</tr>
</tbody>
</table>
detected by the human ear, thus it is not worth the computational effort and calculation time.

Identifying the minimum sound level to be considered is difficult. Based on the WHO [1], the lower limit is 45 dB(A) for $L_{\text{nacht}}$ and 55 dB(A) for $L_{\text{den}}$. This last part involves knowing exposure above 45 dB(A) for $L_{\text{nacht}}$, above 50 dB(A) for $L_{\text{evening}}$, and above 55 dB(A) for $L_{\text{day}}$. In order to show the impact of a change in $d_{\text{max}}$ related to the noise level exposure in a quantitative way, the

Fig. 5. Noise level increase for a doubling of $d_{\text{max}}$ for our four IBIS (a) village, going from $d_{\text{max}} = 500$ m to $d_{\text{max}} = 1000$ m, (b) village, going from $d_{\text{max}} = 1000$ m to $d_{\text{max}} = 2000$ m, (c) industrial, going from $d_{\text{max}} = 500$ m to $d_{\text{max}} = 1000$ m, (d) industrial, going from $d_{\text{max}} = 1000$ m to $d_{\text{max}} = 2000$ m, (e) suburban, going from $d_{\text{max}} = 500$ m to $d_{\text{max}} = 1000$ m, (f) suburban, going from $d_{\text{max}} = 1000$ m to $d_{\text{max}} = 2000$ m, (g) city, going from $d_{\text{max}} = 500$ m to $d_{\text{max}} = 1000$ m, (h) city, going from $d_{\text{max}} = 1000$ m to $d_{\text{max}} = 2000$ m.
relative number of evaluated buildings above these thresholds undergoing a change in exposure higher than 1 dB(A) has been calculated. The results are given in Table 3.

With this second approach, it is possible to detect two different behaviours. In Village and City areas, the increase in noise level exposure due to changes of $d_{\text{max}}$ is very low. In these two IRIS, less than 5% of the buildings exposed to noise levels above 45 dB(A) undergo an increase superior to 1 dB(A) and none for the one exposed to noise levels above 55 dB(A). However, in Industrial and Suburban areas, a significant part of the evaluated building undergoes an increase of more than 1 dB(A), especially between 45 dB(A) and 55 dB(A). In these two IRIS, a doubling of $d_{\text{max}}$ has more impact on $L_{\text{night}}$ than on $L_{\text{day}}$ or $L_{\text{evening}}$. The night period may be more sensitive to a change in search radius because the difference between heavily trafficked roads and the environmental noise due to the rest of the road network may be more important.

### 3.3. Impact on human health

In order to quantify the impact of environmental noise, it can be interesting to push the analysis one step further. Following the recommendation of the WHO [1]: the number of HA persons and the number of HSD persons can be calculated in these four geographical areas (see Eqs. (5) and (6)). Knowing the numbers of HA and HSD persons in each case allows the calculation of the DALYs due to environmental noise as detailed in Section 2.2. These three indicators have been calculated for each maximum propagation distance (Table 4).

The human health impact in Table 4 is calculated using Eq. (4) and the disability weights given in Table 2. Studying the importance of HA and HSD on the human health impact in DALYs, the share of HSD in the DALYs can be calculated as explained in the following equation:

$$\text{Share of HSD in the DALYs} = \frac{N_{\text{HSD}} \times DW_{\text{HSD}}}{N_{\text{HA}} \times DW_{\text{HA}} + N_{\text{HSD}} \times DW_{\text{HSD}}}$$

The bigger contribution comes from HSD ranging between 58% (Industrial, $d_{\text{max}} = 2000$ m) and 67% (Suburban, $d_{\text{max}} = 500$ m). While averaging on the whole table (12 values), the mean share of HSD in the DALYs is 61%. Even if there are more HA persons, the higher disability weight for HSD is compensating. The studied population changes considerably between the Village and the City, which partially explains why there is a difference in the DALYs’ amount. Dividing the amount in DALYs at $d_{\text{max}} = 2000$ m by the population gives values ranging from 0.0022 DALYs/person for the Village to 0.0087 DALYs/person for the City. On average, someone living in the studied City loses 3.2 days of “healthy” life per year while one living in the Village loses 0.79 days of “healthy” life per year. It is not surprising to find a higher human health impact in

### Table 3

Percentage of evaluated buildings in the four IRIS undergoing an increase in noise level exposure higher than 1 dB.

<table>
<thead>
<tr>
<th>Geographical area</th>
<th>$d_{\text{max}} = 1000$ m</th>
<th>$d_{\text{max}} = 500$ m</th>
<th>$d_{\text{max}} = 2000$ m</th>
<th>$d_{\text{max}} = 2000$ m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Village</td>
<td>23.0% 21.0% 33.5%</td>
<td>23.0% 21.0% 33.5%</td>
<td>23.0% 21.0% 33.5%</td>
<td>23.0% 21.0% 33.5%</td>
</tr>
<tr>
<td>Industrial</td>
<td>24.4% 24.3% 22.5%</td>
<td>24.4% 24.3% 22.5%</td>
<td>24.4% 24.3% 22.5%</td>
<td>24.4% 24.3% 22.5%</td>
</tr>
<tr>
<td>Suburban</td>
<td>21.2% 14.4% 0.6%</td>
<td>21.2% 14.4% 0.6%</td>
<td>21.2% 14.4% 0.6%</td>
<td>21.2% 14.4% 0.6%</td>
</tr>
<tr>
<td>City</td>
<td>29.0% 29.6% 38.8%</td>
<td>29.0% 29.6% 38.8%</td>
<td>29.0% 29.6% 38.8%</td>
<td>29.0% 29.6% 38.8%</td>
</tr>
</tbody>
</table>

### Table 4

Number of highly annoyed persons, highly sleep disturbed persons and DALYs for each geographical area studied and each maximum propagation distance.

<table>
<thead>
<tr>
<th>Geographical area</th>
<th>Village</th>
<th>Industrial</th>
<th>Suburban</th>
<th>City</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population</td>
<td>9832</td>
<td>14737</td>
<td>29224</td>
<td>93924</td>
</tr>
<tr>
<td>Number of HA</td>
<td>411</td>
<td>727</td>
<td>1655</td>
<td>15601</td>
</tr>
<tr>
<td></td>
<td>414</td>
<td>858</td>
<td>2200</td>
<td>15615</td>
</tr>
<tr>
<td></td>
<td>416</td>
<td>1010</td>
<td>2679</td>
<td>15641</td>
</tr>
<tr>
<td>Number of HSD</td>
<td>183</td>
<td>365</td>
<td>975</td>
<td>7207</td>
</tr>
<tr>
<td></td>
<td>183</td>
<td>380</td>
<td>1081</td>
<td>7213</td>
</tr>
<tr>
<td></td>
<td>183</td>
<td>398</td>
<td>1150</td>
<td>7227</td>
</tr>
<tr>
<td>Human Health Impact</td>
<td>21</td>
<td>40</td>
<td>101</td>
<td>816</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>44</td>
<td>120</td>
<td>817</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>48</td>
<td>134</td>
<td>819</td>
</tr>
</tbody>
</table>
a louder situation. However, the amount of days of healthy life lost is important and explains the concerns related to environmental noise.

Regarding the WHO report [1] and taking only into account annoyance and sleep disturbance, between 922,000 and 1,490,000 DALYs have been found for a population of 285 million. The numbers from this WHO report lead to an impact per person ranging from 0.0032 DALYs/person to 0.0052 DALYs/person. The quietest area studied in this work (0.0022 DALYs/person) is under the mean for Europe while the noisy city (0.0087 DALYs/person) is over that mean value. Given the limited sampling of this study, it makes no sense to evaluate an average, but the results have nonetheless the same order of magnitude.

One way to understand the importance of the amount found in DALYs concerning environmental noise is to take a look at the impact of air pollution. Van Zelm [21] considered the human health effects of fine particulate (PM_{10}) and ozone in Europe. They found 0.003 DALYs/person for a European average. It means that the impact on human health coming from environmental noise is, to the current knowledge of scientists, in the same order of magnitude as the impact of fine particulate and ozone.

The focus of this work is the assessment of the increase of the three indicators (HA, HSD, DALY), while increasing the maximum propagation distance. In order to better understand the importance of this increase, the results are normalized and exposed in Table 5. For example, when looking at the increase in the number of HA persons when \( d_{\text{max}} \) goes from 500 m to 1000 m, the percentage of HA people at 1000 m explained by the change will be \( (\text{HA}(1000 \text{ m}) - \text{HA}(500 \text{ m})) / \text{HA}(1000 \text{ m}) \).

Table 5 shows two main results. First, in the Industrial and Suburban areas, the variation of the three indicators when increasing the maximum propagation distance is important. Up to 10% of the impact in DALYs can be explained by the change in \( d_{\text{max}} \) from 1000 m to 2000 m. Thus the impact of increasing the maximum propagation distance to 2000 m can be very important when evaluating environmental noise impact on human health. One has to keep this information in mind while looking at a DALY score. It seems sensitive to parameters that are not always discussed or even stated when the results of population exposure assessment are given (e.g. in the case of the application of the European directive 2002/49/CE [3]).

The other major result is the presence of two different behaviours. Table 5 shows normalized increases between 4% and 24% for the three indicators in both Industrial and Suburban areas, whereas there is almost no increase for Village and City areas. These results are in agreement with the observations made previously (see Fig. 5 and Table 3). Heavily trafficked roads can explain the large difference between these two behaviours, as developed in the next section.

3.4. Heavily trafficked roads

Table 1 shows that the geographical areas most affected by the increase in the maximum propagation distance are the two that contain a heavily trafficked road. Indeed, the Industrial and Suburban area contain, or are adjacent to, roads with a daily traffic greater than 2000 passenger cars per hour at a speed of 90 km/h.

Fig. 6 presents all the roads with an hourly traffic higher than 2000 passenger cars. The interior, bold, black outline is the IRIS, while the exterior, bold, black outline delimits the 1000 m buffer. The red, orange and yellow areas are areas located at less than 500 m, less than 1000 m, and less than 2000 m, respectively, from a heavily trafficked road.

These heavily trafficked roads are the most important noise sources compared to the other roads taken into account in the exposure calculation. That is why they have an important impact on the noise level evaluated at buildings’ façades. If the change in the maximum propagation distance adds a heavily trafficked road that was not considered before (a building in an orange or yellow zone on Fig. 6), the noise exposure at the building undergoes an important increase (see Fig. 5(c–f) and Table 3 concerning Industrial and Suburban). Fig. 6(b) and (c) show this phenomenon very well with a large number of buildings in the orange and yellow areas. If all the studied buildings are located under 500 m (in the red area) or over 2000 m (in the white area) of all heavily trafficked roads, changing the search radius would not lead any buildings to consider a heavy traffic road that was not considered before, so it would change almost nothing in the exposure results.

Concerning the City, Fig. 5(g) and (h) and Table 3 show a similar but less significant effect. Fig. 6(d) shows that there are less buildings in the orange zone than in the yellow zone. That explains why a cluster of points can be seen well above the baseline (at 0 dB(A)), when \( d_{\text{max}} \) goes from 1000 m to 2000 m but not when \( d_{\text{max}} \) goes from 500 m to 1000 m. However, when looking at Fig. 6(d), one can be surprised that the large amount of buildings in the orange zone do not have a higher impact compared to Industrial and Suburban. This difference is explained here by the fact that heavily trafficked roads in this area are limited to 50 km/h and the surrounding noise is higher. Moreover, the high density of buildings in the city creates a “mask effect”, which blocks some of the noise that could reach another building’s façades.

If an IRIS is in the neighbourhood of a heavily trafficked road, the most influential parameter when assessing the importance of a change of the search radius is the distance between studied buildings and heavily trafficked roads. The results for Village in Table 3 show that in the absence of heavily trafficked roads (Fig. 6(a)), the impact of a change in the search radius seems to be lower when \( d_{\text{max}} \) goes from 1000 m to 2000 m than when \( d_{\text{max}} \) goes from 500 m to 1000 m.

3.5. Calculation time

The drawback of a higher \( d_{\text{max}} \) is its longer calculation time, a result of taking more roads into account. The calculation times for the four IRIS considered and different values of \( d_{\text{max}} \) are given in Table 6.

Table 6 shows that the calculation time for a \( d_{\text{max}} \) value of 2000 m is much higher than \( d_{\text{max}} = 1000 \text{ m} \), roughly a day instead

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Percentage of HA persons, HSD persons, and DALYs explained by the change in the search radius.</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRIS</td>
<td>Village</td>
</tr>
<tr>
<td>Increase in HA persons</td>
<td>From 500 to 1000 m</td>
</tr>
<tr>
<td></td>
<td>From 1000 to 2000 m</td>
</tr>
<tr>
<td>Increase in HSD persons</td>
<td>From 500 to 1000 m</td>
</tr>
<tr>
<td></td>
<td>From 1000 to 2000 m</td>
</tr>
<tr>
<td>Increase in DALYs</td>
<td>From 500 to 1000 m</td>
</tr>
<tr>
<td></td>
<td>From 1000 to 2000 m</td>
</tr>
</tbody>
</table>
of few. If one needs to perform a lot of calculations or to calculate a population’s exposure over a large geographical area, choosing $d_{\text{max}} = 2000$ m may be impractical.

The calculation time per building varies with different geographical areas. On the one hand, the Village area is a complex landscape with a complex topography which implies a longer calculation of the noise propagation. In the other hand, the Suburban area is significantly lower because it is a relatively flat landscape and not densely urbanised.

In theory, due to the 2D geometry of the problem, the calculation time per building should grow with the square of $d_{\text{max}}$ if the road network is uniform, growing in the same pattern as the surface considered ($\pi \times d_{\text{max}}^2$). If one plots the calculation time per buildings, one will see that it follows roughly what was theoretically predictable.

4. Discussion

4.1. General consideration

This study was carried out in a limited number of areas. Even if they were selected to represent very different situations, they probably do not represent all the possibilities. The Village, Industrial, Suburban and City areas likely do not represent every village, industrial area, suburban residential area, or city found in France or around the world. However, to study a limited amount

<table>
<thead>
<tr>
<th>Geographical area</th>
<th>$d_{\text{max}}$ (m)</th>
<th>Calculation time (min)</th>
<th>Calculation time by buildings (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Village</td>
<td>500</td>
<td>85</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>508</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>1479</td>
<td>36.9</td>
</tr>
<tr>
<td>Industrial</td>
<td>500</td>
<td>68</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>302</td>
<td>6.3</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>959</td>
<td>20.1</td>
</tr>
<tr>
<td>Suburban</td>
<td>500</td>
<td>50</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>184</td>
<td>3.1</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>826</td>
<td>13.9</td>
</tr>
<tr>
<td>City</td>
<td>500</td>
<td>63</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>241</td>
<td>3.6</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>1548</td>
<td>23.0</td>
</tr>
</tbody>
</table>
of geographical area is not a problem because it is sufficient in finding some specific behaviours. A more exhaustive approach would be necessary to validate the observations.

This study shows that the higher noise levels are more resistant towards a change in the search radius than lower noise levels. Looking at the impact on human health coming from environmental noise for low levels, such as 45 dB(A) or even 50 dB(A), can be tricky because of the sensitivity of these noise levels to simulation parameters. The uncertainties regarding lower noise levels will be substantially higher than the ones of high noise levels because of their higher sensitivity. These important changes in noise levels when changing the search radius are also visible in the results in DALYs, i.e. on the human health impacts of environmental noise as it is calculated today. A practitioner calculating the burden of disease attributable to environmental noise must keep this in mind and interpret the results accordingly.

In the presence of heavily trafficked roads in the area of study or in the surroundings, the chosen search radius will have a strong influence on the result. The presence of a noise source stronger than the majority of the noise sources in the studied zone can significantly affect the exposure of the evaluated buildings, particularly when a change in the search radius integrates a heavily trafficked road in the calculation. To account for this, the search radius should be adjusted according to different situations. If the area has a heavily trafficked road, the search radius should be increased to the possible maximum while it can be decreased in areas where the emission sound power level of the noise sources is relatively homogeneous. Applying this kind of rule on the Grand Lyon area would imply the use of a search radius of 2000 m in nearly all the IRIS because there are only few cases where there is absolutely no influence from heavily trafficked roads. However, using 2000 m instead of 1000 m will considerably increase the time of calculation (see Section 3.5).

A more elegant solution for this particular problem could be to associate a search radius to each road, depending on the emission noise level of this specific road in absolute terms or compared to the other noise sources in the surroundings. Above a given distance, an evaluated building will not consider all the noise sources but only the strongest, i.e. the heavily trafficked roads. This methodology would have the advantage of being more economic in terms of calculation effort, but it would need a change in the approach used in the environmental noise prediction software. In the selected software, CadnaA, the same search radius is used for each source without consideration for the relative importance of a noise source compared with its surroundings.

Beyond this paper, the goal of this research is to integrate the impact of environmental noise on human health in the framework of life cycle assessment (LCA). The need for accuracy and representativeness is not the same in LCA as it is in acoustics: only a simple and robust method is needed. A non-systematic method could be criticized for the possible biases coming from the operator’s choices. Nothing in this study justifies choosing a search radius of 1000 m. On the contrary, the results presented here push toward a search radius of 2000 m. There is no theoretical reason to use a $d_{\text{max}}$ of 1000 m instead of 2000 m, but there is a practical reason. A lot of calculations cannot be feasible with a search radius of 2000 m.

### 4.2. Proposition

Taking a search radius of 2000 m can lead to high calculation time. Since the presence of heavily trafficked roads seems to be the most important parameter, these roads can explain a large part of the difference in the noise levels of exposure when the maximum propagation distance is increased. Therefore, a good compromise could be to take into account the road networks at less than 1000 m from the studied buildings and then only the major roads between 1000 m and 2000 m.

In order to identify the feasibility of such proposition, an IRIS has been chosen where most buildings are located at a distance between 1000 m and 2000 m from all major roads. This IRIS is different from the other ones in this paper and has been chosen only to satisfy this condition. All the 641 buildings in this IRIS are evaluated. The whole population contained in this geographical area is 1765 persons. The buildings and landscape have been picked inside a buffer of 2000 m around this area. The road network has been entirely selected up to 1000 m and, depending on the case, the whole road network or only the major roads between 1000 m and 2000 m have been picked. Three simulations were run: (1) a maximum propagation distance of 1000 m, (2) a maximum propagation distance of 2000 m and the whole road network, and (3) a maximum propagation distance of 2000 m but only major roads between 1000 and 2000 m. The resulting calculation time is given in Table 7 along with the three indicators studied in the previous section: number of HA persons, number of HSD persons, and DALYs.

As expected, the three indicators and the calculation time increase with $d_{\text{max}}$. Taking into account all the roads instead of only heavily trafficked ones lead also to higher results, both in human health impacts and calculation time. The calculation time of Scenario 2 is 4.6 times higher than Scenario 1. Scenario 3 provides a compromise between the two, with a calculation times 2.7 times higher than Scenario 1, but also greater coverage of noise-related human health impacts. Applying Scenario 3 instead of 2 leads saves 40% of the calculation time. Additionally, Scenario 3 explains 76% of the change between Scenarios 1 and 2 in the number of HA persons, 82% of the change in the number of HSD persons, and 77% of the change in DALYs. In other words, considering only major roads between 1000 m and 2000 m adds only half of the supplementary calculation time but explains more than three quarters of the difference in terms of HA persons, HSD persons or DALYs.

This small experiment is only qualitative because of technical reasons. The buildings in the middle of the IRIS take into account the whole road network up to 1000 m plus their distance to the border of the IRIS in each case. So this experiment is only a rough approach to test this hypothesis on the importance of heavily trafficked roads with the available tools. Taking only one building into account leads to a too quick calculation time to allow comparison between scenarios, so this calculation had to be carried out on a larger scale. However, even doing the experiment on the single IRIS and in an approximate manner, it shows a good compromise to obtain a more precise noise level evaluation without increasing the calculation time too drastically. This proposed methodology may be a path worth exploring to refine the calculations of noise prediction software.
5. Conclusion

Studying the impact coming from a change in search radius highlights several interesting elements. A search radius is often fixed to 1000 m by noise prediction software users, but a significant increase in the noise level evaluated can occur in some situations when setting the search radius at 2000 m.

The impact of this change in the maximum propagation distance is very dependent on the presence of one or several preponderant noise sources, such as a heavily trafficked road in a calm/quiet area. However, setting the search radius at 2000 m can be problematic for practical reasons. In particular, the additional cost in terms of calculation time may not be sustainable. Choosing the maximum distance propagation on a case to case basis can also lead to criticism over the choices made by the operator.

An accommodating way to solve this problem could be to have a search radius depending on the emission noise level of the noise sources in absolute or relative terms. Noise prediction software may look in this direction to integrate heavily trafficked roads in the evaluation of noise exposure, allowing a more accurate evaluation of human health impacts without increasing too much the calculation time.
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Abstract

Noise affects human health, causing annoyance, sleep disturbance and increasing the risk of cardiovascular disease. The quantification of noise impacts highlights it as a public health problem for which road traffic is mainly responsible. Life cycle assessment (LCA) is a technique to assess the environmental impacts of a product, a service or a process. Despite taking into account many environmental problems, the impact of noise on human health is not yet properly taken into account in LCA. The aim of this PhD thesis is to integrate the impact of traffic noise on human health in the LCA framework.

The scientific elements of acoustics and epidemiology that allow this integration are presented. An analysis of the existing methods is conducted by applying them to a case study. This helps to understand the advantages and drawbacks of the different approaches while comparing the results they provide. A method to integrate the impact of road traffic noise on human health in the LCA framework is then proposed. The method is based on noise prediction software and data made available by the Directive 2002/49/EC. This makes it possible to establish, with great precision, characterisation factors (CFs) connecting elementary flows of the LCA inventory with an impact on human health.

The method is then applied to a sample of small geographic areas selected in the region surrounding the city of Lyon (France). The application of the method and the analysis of the results provides a multitude of information regarding the potential existence of a typology for spatial differentiation, the best form for the collection of noise information at the LCA inventory level, the spatial variability of the CFs and the uncertainties that may be associated with them. The CFs obtained show that integrating the impact of noise into LCA could double the impact of road transport on human health. This PhD thesis also identifies further potential research topics. Similar work needs to be done for other transport modes (mainly trains and airplanes) to allow for a fair comparison of different transport modes in LCA studies. Repeating this method in other geographical areas with other acoustic emission and propagation models and/or other noise prediction software would also help the generalisation of this work and the assessment of possible sources of uncertainties.

Résumé

Le bruit affecte la santé humaine, provoquant de la gêne, des troubles du sommeil et augmentant le risque de crise cardiaque. Les quantifications de l’impact du bruit montrent que c’est un problème de santé publique et que le trafic routier en est majoritairement responsable. L’analyse du cycle de vie (ACV) est une méthode d’évaluation globale des impacts environnementaux d’un produit, d’un service ou d’un processus. Malgré la prise en compte de nombreux problèmes environnementaux, l’impact du bruit sur la santé humaine n’est pas encore correctement pris en compte dans l’ACV. L’objet de ce doctorat est d’intégrer dans l’ACV l’impact du bruit du trafic routier sur la santé humaine.
