6‘2[m2M+V KQ/mH iBQM Q7 bTBM iQ‘[mZ M
UahLPbV 7Q rB 2H2bb +QKKmMB+ iBQM
MBF2 Sm # r iB

hQ +Bi2 i?Bb p2°bBQM,

MBF2 Sm # r iBX 6°2[m2M+v KQ/mH iBQM Q7 bTBMiQ [mM2M MQ@Qb +F
MB+ iBQM TTHB+ iBQMbX L2irQ " FBM; M/ AMi2 " M2i “+?Bi2+im 2 (+bX
1M:HBDb?X ILLh, kyRd: 1 uykj=X li2H@yReejddj=

> G A/, i2ZH@yReejdd]
21iTb,ffi2HX "+?Bp2b@Qmp2 i2bX7 fi2ZH@YyRee
am#KBii2/ QM R9 .2+ kyRd

> G Bb KmHiB@/Bb+BTHBM v GOT24WB p2 Dmbp2 "i2 THm B/BbBIBTHBN
"+?Bp2 7Q i?72 /2TQbBi M/ /Bbb2KIBEBMBR MNQ@T™+B2® " H /BzmbBQM /2 /
2MiB}+ "2b2 "+?2 /Q+mK2Mib- r?2i?@+B2MMiB}2mM2b#/@ MBp2 m "2+?22 +?22- T
HBb?2/ Q° MQiX h?2 /IQ+mK2Mib MK VW+RK2Z2EF IQKHBbb2K2Mib /62Mb2B;M
i2 +?BM; M/ "2b2 "+? BMbiBimiBQWER BM?8 7M#M2I @b Qm (i~ M;2 b- /2b H
#Q /-Q 7 QK Tm#HB+ Q T ' Bp i2T2HRAB+B @2MT2BIpXib X



THESE

Pour obtenir le grade de

DOCTEUR DE LA COMMUNAUTE UNIVERSITE
GRENOBLE ALPES

Spécialité : NANOPHYSIQUE

Arrété ministériel : 25 mai 2016

Présentée par

Anike PURBAWATI

Thése dirigée par Ursula EBELS, Ingénieur -Chercheur , CEA,
et codirigée par Liliana BUDA -PREJBEANU, Enseignent -
Chercheur, Grenoble -INP

préparée au sein du Laboratoire Spintronique et Technologie
des Composants
dans I'Ecole Doctorale Physique

Modulation de la fréquence d'un
oscillateur spintronique (STNO) pour
des applications de communication
sans fil

Frequency modulation of Spin Torque
Nano-Oscillators (STNOSs) for wireless
communication applications

Thése soutenue publiqguement le 17 juillet 2017,
devant le jury composé de :

Monsieur OLIVIER FRUCHART

DIRECTEUR DE RECHERCHE, CNRS DELEGATION ALPES,
Président du Jury

Monsieur MATHIAS KLAUI

PROFESSEUR, UNIVERSITE J.G. DE MAYENCE - ALLEMAGNE,
Rapporteur

Monsieur JEAN -PHILIPPE ANSERMET

PROFESSEUR, ECOLE POLYTECH. FEDERALE LAUSANNE SUISSE,
Rapporteur

Monsieur GREGOIRE DE LOUBENS

INGENIEUR DE RECHERCHE, CEA SACLAY,

Examinateur







ACKNOWLEDGMENT

This work would not have been possible without the help and support of a number of
people. | would like to take this chance to acknowledge ealbfe who have supported and
contributed to this work. First of all, | would like to thank my supervisor, Ursula Ebels, for
giving me the opportunity to perform my PhD Thesis in her group and the trust in me. | am
deeply grateful for all her guidance, sopp and important advice during the work. She has
always been available whenever | needed her advice and help. She has also helped me in
improving my writing and presentation skills. Her creativity, academic diligence, and
profound knowledge make her axrcellent role model for me to follow. Also, the efforts of
my co-supervisor, Liliana Prejbeanu Buda, are greatly appreciated. | would like to express my
appreciation for all of her help and guidance, in particular for the simulation and theoretical
part abieved in this work. Ithank her a lot for valuable discussions, support amef
hospitality.

| gratefully acknowledge CNRS for funding my research. A huge thank for
nanooscillator group. Jerome, thanks for being such a nice office mate and also toelgour
whenever | had any problems with the measurements and the data extraction dragnaoh.
also thankkarla, Erika, and Chandra, who have fabricated the nanooscillators devices so that
the experimental part of this work can be realized. | am vetgfgido Ana Ruiz Calaforra
who has helped me a lot in the device characterizations and measurements. Thanks for nice
discussions and advice during the work. Mathiew and Michael, thanks for the fruitful
discussions and the jokes during the group meetiwguld also like to thank intern students,
Hiteshika and Fanjian Du, for helping me in the device characterization and sharing their
experience with me. Finally, | would also like to thank other previous nanooscillator group
members, Christopher, Elmer, K@, and Miguel, for training me on how to do the
measurements and how to interpret andlyze the data measurementthatbeginning of my
thesis. Thanks also for helping me in understanding the scientific concept of nanooscillators.

| would also liketo thank Mosaic partner, Rui Ma and Martin Kreissig, from Technische
Universitdt Dresden (TUD) who were responsible for the design and the realization of
nanooscillator emittereceiver electronic cards. In particular, | gratefully appreciate Rui Ma
for performing together the measurements. He is really hard working and never gives up
before getting satisfying results. | have been lucky to collaborate with him and sharing
experiences during his stay@renoble

| thank Hieu Tan Nguyen for the nice tinmside and outside the lab. | also thank Claire,
Lamprini, Safeer for fruitful discussion and amazing road trip in California. It was
unforgettable moment. | thank &l PhD students in Spintdor sharing their experiences
and for the joy in the lal.greatly thank Caterine Broisin and Rachel Mauduit for their help
in administration issues. Finally | would like to thank all Spintec members for their help and
support during these years.

I am thankful to Indonesian student community in Grenoble. Thémk®€eing my
second family and great moments we have spent togettinamhi tomy best friengd Ria We
got France together and travelling together. Thanks for supporting and caring me during these
years. Thanks to BFF (Best Friend Forever) communitydppsring me everthough we are
apart



My special and huge thank, go to my fiancé, Anthony Naddeo, for caring, encouraging
and powering me every moment. You make my dayerful and full of happinesd. also
thank to his family who gives the support artouragement these days.

Ultimately, | would like to express my deepest thanks to my family, my parents and my
brother, who has encouraged and supported me with their unconditional love. Though they are
on the other side of the earth, | know that theyer stop caring about me for even a single
minute. Thanks very much for standing behind me with your endless love and support.

Thank you all!

Anike Purbawati

17 July 2017, Grenoble



Tomy mother, myather,
and mybrother






ABSTRACT

Spin Transfer Nan@scillators (STNOs) are a novel type of Radio Frequency (RF)
oscillators that make use of the Spin Transfer Torque (STT) effect in a magnetic tunnel
junction (MTJ) device to produce highequency autascillations.STNOs provide compact
solutions forwireless communication used in wireless sensor networks (WSNSs) since their
frequency can be tuned via the DC curreflis frequency tuning permits to eneothe
information via frequency shift keying (FSK) by digital modulation of the current between
two discrete values withouhe need of an external RF mixer, leading to potentially less
complex RF components. In this thesibe feasibility of the FSK schee by current
modulation has been studiefor in-plane magnetizedMTJ STNOs in view of wireless
communications used in WSN$he parameteraddressedn this study are the achievable
frequency shift and the maximum modulation rate, up to which the freguamcbe shifted
between two discrete values

To characterize the maximum data rate, macrospin simulation and experimental studies
have been performed. The simulations reveal that the maximum data rate for FSK by current
is limited by the relaxation fregncy f§ of the STNO, which is on the order of a few hundred
MHz for standard irplane magnetized STNOs. This means that the data rate is limited to a
few hundred Mbps which is targeted here for moderate data rate wireless communication as
used in WSNsExperimental studies of the FS¥¢ digital current modulatiom STNOshave
been performedor standalone STNO devices and for integrated STNOs within microwave
systems. The FSK on standalone STNO devices shdvesjuency shift around 200MHz (the
frequency VKLIW EHWZHHQ § *+] DQG § *+] DW WKH PRGXO
modulation rate is less than the upper limit given byrétexation frequency,fof the STNO
as predicted in the numerical simulation due to the relatively high phase noisedelvite
measured. In order to test the feasibility of the STNO within microwave systems, the FSK
modulation of STNOs was performed on a printed circuit board (PCB) emitter. The PCB
emitter was realized and developed by the partner of the Mosaic FP7 ,pfaJEcUniversity.
The analysis confirms that a frequency shift around 300MHz I(thed TXHQF\ VKLIW EHW Z
*+] DQG 8§ *+] ZDV REVHUYHG ZLWK D PRGXODWLRQ UDWH
by characteristics of the PCB emitter and not intrinsic to the STNO. The simulation and
experiment studies of frequency modulation of ®ENdemonstrate that the data rate is
adequate for wireless communication used in WSN. However, further improvements in
materials and nanofabrication of STNOs are required to enhance the output power and
improve the spectral characteristics of the osalltadito push the data rates to higher values
with large frequency shift.

Keywords: spin transfer nanoscillators, magnetic tunnel junction, relaxation frequency,
frequency shift keying, data rate.
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General Introduction

A. Research Background

A wireless sensor network (WSN), as part of the internet of thivagsattracted a lot of
interest in the industry and research community due to its huge potentiahttol cand
monitor wirelessly physical or environmental conditions such as temperature, pressure, and
pollution [1-3]. A critical issue orWSNSs is that the sensor nodes employ batteries whose
lifetime is limited andit is difficult to change or recharge baties since the sensor nodes is
deployed unattended and in large numbers. Therefore, it is important to desigowew
sensor nodes The most power consuming part of sensor nodeis the wireless
communicationThis is drivingresearch on wireless commioation that needs to lm®mpact,
low cost, and low power consumption.

Here, spintronic oscillatorsr socalled Spin Torque NarOscillators (STNOs) can
provide compact solutions fowireless communication compatible with the needSvV&Ns
STNOs, congting of ferromagnetic material heterostructures, have the capability to convert a
DC current of a few mA into an RF output voltage signal at a frequency that can range from
100MHz to several tens of GHz. This conversion makes use of two fundamentarspintr
effects which are the Spin Transfer Torque (STT) and the magnetoresistance effect. The STT
effect induces periodic oscillations of the magnetizationspia angular momentum transfer
from conduction electrons to the local magnetizafi®]. These ragnetization oscillations
are converted into an RF output voltage signal [7] through the Giant Magnetoresistance
(GMR) [7] or Tunneling Magnetoresistance (TMR) effect [8]. An STNO with GMR is a spin
valve STNO and an STNO with TMR is a Magnetic Tunnel lanc(MTJ) STNO. MTJ
STNOs offer a larger output power than spin valve STNOs which is of importance for RF
applications.

STNOs allow for compact wireless communication since their frequency can be tuned
via the DC current. This permits transmission different base frequencies (different
channels) with the same device and circuit, whereas in current wireless communication
schemes, different base frequencies require different circuits. Furthermore, the frequency
tunability permitsto encode informatiowvia frequency shift keying (FSK) onto the carrier
signal without the need of an external RF mixer, leading to potentially less complex RF
components. Therefore, it is of great interest to demonstrate the FSK scheme by current
modulation in STNOs for wireks communication used in WSNs.

B. State of the Art

Research on STNOs and their associated microwave properties has made major
advances in the past years towards the understanding of thEne@mn magnetization
dynamics under STT, understanding of i&®mn modes and their frequency tuning
characteristics, enhancing output power and reducing phase noise ttirewyhchronization
of STNOs [914] as well asa large variety of different magnetic stack compositiand
nanofabrication optimizations [1&l]. This permitted to improve the microwave
performances (output power, spectral coherence, frequency tunability) and to define new
operational principles other than the often highlighted microwave signal genefdteon.
agility of STNOs has also been died theoretically [22] and experimentally [23,24] through
the modulation of STNO properties via the application of sinusoidal RF currents, in terms of
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investigating the maximum achievable data rate for communication applicaiassd on

these achievemé&n and considering the fascinating potentialities in terms of microwave
excitation properties, frequency tuning, miniaturization and modulation data rate, studies are
currently focusing on the implementation of STNOs for wireless communication applications

FSK modulation using vortex MTdased STNOs, that emit in the @2X5Hz range, has
been first reported by Manfrini et al. in 2011 by modulating the DC current between two
values at modulation frequencies up to 10MHz [25]. In 2014, the first ever demypteless
communication scheme using homogeneous dased STNOs has been recently
demonstrated by Choi et al. [2@doptingnoncoherent wireless communication systems
based ordigital On-Off Keying (OOK) modulatiorand envelope detection techniqueeyh
reportedwireless communication with a decent data rate, 0.2Mbps, amphal to noiseatio
(SNR) of 12.5 dBm at a distance between the transmitter and receiver of 100cm. One year
later, using the same wireless communication concept, R. Sharma[2T]alvere able to
improve the data rate up to 4Mbps at the same communication distance as demonstrated by
Choi et al. The SNR is however 6dB smaller due to the larger STNO noise. Further
demonstration of a homogeneous Miased STNO modulation using OOKnoept on a
printed board card (PCB) level has been first reported by Oh et al. in 2014 [28], resulting in
communication over 10mm with the data rateOo4Mbps. This data rate is slightly less
compared to Choi et al. and R. Sharma et al. The data ratevexthn the mentioned
demonstrations above are all limited by the rising time and falling time of the electronic
components in the measurement system, i.e. theThiasd not to the intrinsic of STNOs as
mentioned in Ref. 224.

Another FSK concept usj STNOshas been recently demonstrated by Tleshiba
group [2933] for dynamicread head applications, i.e. to read the data bit orientations in the
media field In this concept, the FSK is achieved by digital modulation of the applied field
instead ofhe DC current as reported by Manfrini etHhis results in an enhancement of the
modulation rate up to Gbps. This FSK concept would be of interest for wireless
communication used in WSNs when data rates up to Gbps and more are hirtdeder,
this additonally requires amicrostructuredantennato generate the magnetic fiefzhttern
from a current pattern injected into the antenna. As a consequence, the integrated chip size for
wireless communication system becomes larger and potentially consumes nvereTpe
power consumption and the data rate trafféhus needs to be evaluated wienploying the
FSK field modulation for WSN applications or wireless applications in general. .

For compact and low power WSN#)e FSK by current is more suited and wile
explored in this thesis. For this, the maximum achievable datamtitbe limited by the
relaxation frequency of STNOs, as investigated in Ref2£22which for the homogeneous
MTJ-based STNO devices is on the order of a few hundred MHz and measnghé¢h
maximum data rates on the order of a few hundred Mbps. This limit remains suitable for the
data rates targeted here for WSN applications which is up to 100Mbps.

The FSK modulation is better than OOK modulation in termswa@fe immunity,
distorion, and propagation conditions [34[The FSK concept is thus a good strategy for
STNO-based wireless communication used in WSKSs. for the demodulation, a nen
coherent demodulation technique (delay detection technique) proposed by Toshiba [29,30,33]
provides solutions for the poor phase noise characteristics ofdd3dd STNOs.



C. Thesis Objectives and Contributions

The objective of this thesis is to characterize the RF performances of STNOs and to
study the FSK by current in STNOs for wireless camioation used in WSNs. The
parameters that need to be addressed are the maximum datapratewhich the STNO
frequency can follow the modulating signarhievable frequency shift, achievable emission
power and signal to noise ratio that will deterenithhe distance of communication. In this
thesis,we onlyaddress thenaximum data rate and the achievable frequency 3m&.STNO
devices explored in this thesis for FBiésed wireless communication are homogeneous in
plane magnetized MTdased STNOs. Fothese devices, the wireless communication is
targeted to achieve data rates ofIDD Mbps with the frequency ranging frorl6 GHz.

This thesis is part of a collaborative project on STNO technology realized within the
FP7 Mosaic projectWithin Mosai¢ the STNO materials were deposited by the International
Iberian Nanotechnology (INL) laboratory, Portugal. The nanofabrication was carried out by
Leti and Spintec at th&echnological Platform (P$ *UHQREOH 7KH DXWKRUTYV
was to characterizand evaluate the RF performances of the realized STNO dduiggge
feedback for further development and optimization of the material deposition and
nanofabrication processes, and to identify devices with good RF performances to be used for
FSK measureents. Moreover, the author has carried out the macrospin simulation to
investigate and characterize the maximum modulation rate of STNOs for different frequency
modulation configurations, i.e. under the application of sinusoidal RF current and RF field.
This suggests an important stratefgy the design of wireless communication usedM8Ns
and how to achieve high data rate wireless communicalio®.author has also realized the
FSK measurements for standalone STNO devices and in parallel performedrteecal
simulations of the FSK scheme by digital current modulation in STNOs. In order to test the
feasibility of STNOs within microwave system (RF emitter), the author has also characterized
the FSK modulation of STNOs integrated within an RF emitteGoltaboration with the
partner of the Mosaic FP7 project, the Technische Universitat Dresden (TUD). In this work,
TUD was responsible for the design and the realization of the RF emitter. The author was
responsible to select STNO devices of suitable RHopwances and realized the RF
characterization together with Rui Ma from TUD. .

D. Thesis Organization
The thesis is organized into five chapters as follows:

IChapter 1 provides theheoretical background needed to understand the presented work in
thisthesis. The chapter starts with an introduction to STNOs, including the operating principle
and their microwave properties. Next, a theoretical approach of understanding the
magnetization dynamics in presence of STT is reviewed based on the direct lapgrtiee
LandaulLifshitz-Gilbert-Slonczewki (LLGS) equation and the analytic approach of the
nonlinear oscillator model described in the Kinberkvich-Slavin (KTS) model. The latter
describes the power and frequency of the generated microwave signdNOs 3T the free
running state (no external signals) and under the influence of external signals, i.e frequency
modulation. The noise extraction method as well as the noise properties of STNOs is also
described. Finally, the basic concept of modulation #ed state of the art of frequency
modulation of STNO are reviewed.

¥Chapter 2 is dedicated to theharacterization of RF performances of STNO devices
realized by different groups: Mosaic devices (realized within Mosaic project) and Hitachi
devices (relized by HGST Inc., San Jose, USA). They differ by their magnetic stacks and
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compositions. This chapter starts with the description of the experimental setup and
measurement techniques used to characterize the RF performances of STNO devices.
SubsequentlySTNO devices measured within this thesis will be introduced. The discussion
will be then specialized for the Mosaic devices, including their nanofabrication process and
optimization. Next, the RF performances of Mosaic devices and Hitachi devices arseyal

and compared in terms of their microwave excitation (single or multimode), their linewidth,
their output power, and their signal stability (phase noise). The remdtsised to give
feedback for further development and optimization of materials siepo and
nanofabrication processes, and to identify devices with good RF performances to be used for
FSK measurements

Chapter 3 is dedicated tanacrospin simulations of frequency modulation in STNOs under
the application of a sinusoidal RF currerdurfent modulation) and RF field (field
modulation). The aim is to investigate and characterize the maximum achievable modulation
rate for different frequency modulation configurations. As the maximum achievable data rate
for current modulation in STNO hden investigated in Ref. 24, this chapter highlights the
maximum data rate achievable with field modulation in STNO at different RF field
orientations with respect to the static field-filane direction), i.e. longitudinal and transverse
field modulation. First, an analytic approach based on the KTS model of current and
longitudinal field modulation in STNOs is described for further understanding on different
mechanisms of frequency modulation in both configurations. Next, numerical simulations of
field modulation in STNOs are presented. This starts with the description of the simulation
parameters which are chosen in order to stay close to situations of experiments and
applications and also to stay within the validity range of the analytical model. thext,
extraction method of the maximum achievable data rate from numerical simulation is
presented. The results are discussed and compared with the analytical model. As additional
studies, the maximum achievable data rate as a function of applied RFriggédaand the
dependence of the modulation peaks as a function of the modulation strength are also
presented and discussed.

IChapter 4 presents the studies of FSK by digital current modulation in STNOs for wireless
communication used in WSNs. This stastsh the introduction of the FSK communication
scheme using STNOs. In this part, the FSK concept and the delay detection technique
proposed by Toshiba are described. The study of FSK modulation in STNOs is divided into
three parts. The first part is dedied to numerical simulation of FSK by digital current
modulation in STNOs. The second part is the experimental demonstration of FSK current
modulation on standalone STNOs. The STNOs with different types of nanofabrication are
measured and compared in termaf the modulation capabilities, i.e. frequency shift and
modulation rate. The calculation of delay detection of the modulated signal is also presented
to read back the digital input. The last part is the FSK measurements of STNOs within
microwave systemi.e. RF emitter card. The same analysis is done as mentioned for FSK
measurements on standalone STNOs. The measurements are done using STNOs from
different types of nanofabrication. The frequency shift performance and the corresponding
modulation rate areharacterized. The demodulation is done numerically using the delay
detection to read back the digital input signal.

Chapter 5 summarizes the simulation and experimental results of this thesis and gives an
outlook on potential future investigations gretspectives.



Chapter |
Literature Review

This chapter gives fundamental aspects of Spin Torque -Ranilators (STNOS)
which are important for the understanding of the results of this thesis. This starts by a brief
introduction to spintronics, witemphasis on magnetesistance (MR) and the spin transfer
torque (STT) effectlt will be shown how these concepts are used to défie&TNOcapable
of generating ahigh frequency voltage signal. The understanding of the magnetization
dynamics of STN® described by the Landdlifshitz Gilbert equation including the STT
term (LLGS) will also bediscusgd.In order tounderstandhe nonlinear dynamical processes
taking placein STNOs, the analytical model derived from the transformation of LLGS
equation tacomplex evariableswill be reviewed In particular, hemodel describes the power
and frequency of STNO as a function of DC current and DC field, predict the magnitude and
properties of the generation linewidth, and also explain the STNO behavior umaer t
influenceof periodic and stochastic external signdlkis provides the understanding of basic
analytic model for STNO that can be developed for any different cases, i.e. STNO behavior
under the influence of RF fielthat will be investigated in Chapte8. Finally, the research
advance of STN&ased applications will be discussed to better understand the motivation
and objective of this thesis.



1.1 Introduction to Spintronics

The advent of improved thifilm deposition ad nanestructuration systems haled to
an emergingfield of nanoelectronics calledpin electronics or also called Spintronics.
Spintronicsexploits the spin degree of freedom of conduction electronghaidinteraction
with magnetization t@ontrol the flow of electrons and magnetization stafteanoelectronic
devices which are made fronmagneticthin film heterostructuresSpintronics research
following the discovery of the giant magnetoresistance (GMR) effect in the late [BE50§,
which exhibits magnetic field dependent changes in resistancemagnetic thin film
heterostructures, composediwb ferromagnetic layers separated by a-n@agnetic spacda
normal metal layer)This discovery was followed, in 1997, by the commercial introdudtyon
IBM (Stuart Parkin and his colleagues) rafvel magnetic field sensors hard disk drive
(HDD) read headsThe GMR head enablddDD to read smaller data bitathich boosted the
areal density of HDDwith 16.8 GB of storageFor this reason, the discoyeof GMR was
honored with the Nobel Prize in Physics in 2007 to Albert Fert and Peter Griinberg and with
the Millennium Technology Prize to Stuart Parkin in 2(@4.

A few years later, due to the advances in the thin film growthdertte fabricationan
even more significaneffect, called the tunnelinghagnetoresistance (TMR) effedte. a
phenomenon where electrons tunnel through a thin insyl#yer, was observedtaroom
temperature in magnetitunneling junctions (MTJs)38,39. In MTJ-devices the non
magretic spacer layer in a GM&eviceis replaced by this insuliaig layer.Because of theinuge
variation in the electricalesistancghigh TMR), whichis almost 100 timesargerthan that
from a GMRdevice, MTJs promise attractive applicat®nn magnetic #ld sensor and
magnetic randonaccess memory (MRAM) in very small scaléde read headwith MTJs in
HDD has been commercially available witle areal density up terabytes and more of storage.
MRAMs based on MTJs were first commercializby Everspin in 20064D,41, which uses
the magnetic moments for storing data. As the magnetic bit will not lose its magnetization
over time, it can retain information without consuming any power (@@SRYQRODWLOH" 7K
reading and writing of datae done electrically (unlikéhe mechanical reading and writing in
hard drives), which allows a high sensitivity with a reduced energy consumption and fast
operation speed.

Another important breakthrough of spintronics is the discovery of spin traoségret
(STT) effect bySlonczewski 4] and Berger 3] twenty years ago. The STT effebts
received much attention since ttseoretical predictiorwas experimentally verifiedn 2000
[42-44). Slonczewski and Berggredictedindependentlya way to controlthe magnetization
stateof magnetic thin film heterostructurdsssed on the spiransfertorque (STT) effect
from a spinpolarized currentinstead of an applied fieldleading to several possible
applications The angulamomentum carried by the sppolarized current exerts a torque on
the local magnetization inducing either magnetization reversal or steady state magnetization
precession. The curremduced switching (reversaiy of interest forfuture MRAMs (STT
MRAM) since commutatiorbetween the twatates of the memory can be directly driven by
an eledtical current thanks to the spin transfesrue effectHence, this could improve the
scalability of MRAM. There are significant progress and many ongoing effortgalize
STT-MRAM [4549]. They are seen as high impact applications either as standalone
memories to replace other random access memoriembedded in complementary metal
oxide-semiconductor (CMOS) lag

Another important consequence of STT effect is the large angle steady state
magretization oscillations of the thin magnetic heterostructures. By using the
magnetoresistance (MR) effect, these oscillations are converted into an oscillatory output
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signal at highfrequency, ranging from 100MHz to several tens of GHz. This STT effect and
MR effect togetheenablesiew type of highrequency tunable nanoscale oscillators, namely
spintorque naneascillators (STNOsS)The first steadystate precession of the magnetization
in thin magnetic heterostructures, at frequencies of a few GHz, \wtzeteld by Tsoi et dl7]

in a pointcontactgeometry and then was directly observeth nanoscale device strucésr

by Kiselev et al. [6] and Rippard et al. [13jfter these experimental demonstrations, it has
rapidly become clear that the steadyestadcillations in the microwave range were generated,
whose frequency depends on the applied current or external magnetid fisldrequency
tuning properties is desirable for RF applicatiohserefore, STNOs are seen as promising
technologies that ppmse solutions for low powehigh frequency tunabilitycost effective,

and compact RF components and systéviemy research efforts are currently being devoted
to improve the RF performances of STNOs (output power and phase noise) and to test their
feasbility in the microwave system

In this thesis, the study is focused on the STNO spintronics devices for wireless
communication application. The STNO devices studied in this thesisaarepillar MTJ
devices In the following, the basic concepts of spamics for an overall understanding of the
STNOs will be discussed. It starts with the origin of ferromagnetism in materials composed
by 3d elements which is used in spintronics devices. This will be followed by an introduction
to spin dependent transpophenomena, with a focus on tunneling transport and the
corresponding tunnel transport models. Afterwards, the spin transfer torque effect which is
responsible for the steady state oscillagian STNOs will be discussed.

1.1.1 Ferromagnetism in 3d trandion metals

The macroscopic magnetic properties of materials are a consequence of magnetic
moments associated with individual electr¢®8]. In addition tomass| gand chargeA an
electron has an additional degi&#efreedom, the electron spigach electron in an atom has
magnetic momen#originatesfrom the orbital motion and the spin of the electrdine
orbital motion of the electron around the nuclbasging a magnetic momerfigalong the axis
of rotation given by:

AL F= X (1.1)

Where &, is the Bohr magnetorgiven by a, Lgand xis the angular momentum of the
b

orbital electrorwhich is antiparallel(opposte direction) to the orbitalhagnetic momentAg

In quantummechanicsthe orbital angular momentuntis quantized in units o (reduced
Planck constant) By analogy with orbital magnetic momenthe magnetic moment
originating from the electrompin, Az.which is directed along the spin axis, is given by the
formula:

Aol Fg » (1.2)

With %is the the Landéactor and e is the spin angular momentumr simply spin,
characterized by a spin quantum numbB¥r Gs t, i.e. « L 0™Due to its quantum nature,
the spin of the electrocan only point up (sphup) or down g$pin-down).

The spin of the electrons in atoms isetimain source of ferromagnetisnin
ferromagnetianaterials, thenagnetic moment of adjacent atoteads to alignspontaneously
due toa quantum mechanical effect called exchange interaatibich arises from the
&RXORPE LQWHUDFWLRQ EHWZHHQ HOHR#&Aidgh@ant bfiepué 3D XOL
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magnetic moments in a systegivesrise to gspontaneous magnetizatjoeven wherin the
absence of a magnetic fielflhe magnetizatiory in a material of volume V is expressed in
terms of density of net magnetic mame A

y L1, AD 8 (1.3)

In ferromagnetic metals like Co, Fe, and Ni, magnetization is better described with band
theory, also known as the free electron model, which was initially developed by Stoner and
Slater p1]. In this model, the echange interaction results in a spitting of energy barfdAs
a consequencehe numbers of filled spiop ([ ;and spindown :];are wmequal, as illustrated
in Fig. 11. This leads tdhe asymmetry in density of states (DA&) the majority §pinup
([» and minotity spin (spindown :];) at Fermi energy, & andgivesrise toa spin polarized
current electrons are less scattered when their spin moment is parallel to the local spin than
when it is antiparallel

Fig. 11-Schematic of DOS in a ferromagdite3d transition metal

The degree of spin polarizatiadin ferromagnets is defined:as

ct2g!
2Lsa (1.9)

where 0land 0!is the density of state€OS) of majority spin and minority spimt the
Fermi lewel. The quantity of spin polarization in ferromagnets is important for the efficiency
of spindependent effects such as magnetoresistaneetefbr the sphtransfer torquen
MTJs

1.1.2 Tunneling magnetoresistance (TMR)

A magnetic tunnel junction (M7)Jconsists of two ferromagnetic (FM) layers, called
electrodes, separated by a very thin insulating layer (IL), called tunnel barrier. The thickness
of the barrier ranges from a few angstroms to a few nanometers, allowing electrons lto tunne
through the dilectric layer.The concept of tunnel transport or spin dependent tunnelling was
introduced by Tedrow and Mersevey in 19%2][and four years later Jullier®3] measured
the tunnel magnetoresistance (TMR) inGePb and Fe5e-Co structures at 4.2K. A ahge
in the resistance of 14% as a function of the external magnetic field was found by Julliere.
Julliere proposed ghenomenological model, where the spin is conserved during the
tunneling processAs a consequencéhe spin up(down) electrons from orleatrode FMy,
must tunnel into the up(down) states available in the other elecibtie as illustrated in In
Fig. 1.2 The tunneling probability for a single electron of the first electrode is proportional to
the DOS of available empty states at theoedcelectrodeln the parallel state (Fig. 1.2ahe
electrodes present the same DOS for their majority and their minority band, respectively. The
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majority(minority) electrons ofthe first electrodgFM;) tunnel to the majorifyminority)
electrons othe secondelectrode (FM). In this configuration, the tunnel conductanGe, is
dominated by the majority electrons. Since there is large number of states available in the
majority electrons, the tunnel conductance in parallel configuration is large andthiibus
resistance Rp, is low. In the antiparallel state (Fig. 1.2h)the majority(minority) band
electrons can only tunnel to the minority(majority) band electrons of the second electrode. In
this case the conductand@ap, is dominated by a mix between mority and majority band
electrons. Du¢o the reduced number of states available for the antiparallel configuration, the
conductance is low and the resistariRgp, is large. Hence,the tunneling conductanand

thus the resistancef MTJs dependn the elative orientation of the magnetization of the
electrodes with respect to each ofleer expressed as follow:

)e L 0dof Eodof (1.59)
)oe L 0404 E 0d 0} (1.50)

where Oy is the density of statedOS) at theferromagnetic layesri for the spin directioré
at the Fermi levelThe corresponding tunneling magaresistance ratio (TMR) is defined as:

As? A4 E:4 ?E4
6/4 L " L £ (1.6)

The relation between the TMR ratio and the spin polarizafioh both electrodes is
described by the Julliere model:

6E E

6/4 LS?EE

(1.7)

where R and B and are the spin paiaation factors (given by Eq.4) for the two electrodes,
respectively. Therefore, the higher the spin polarization of theretisst the larger the effect
andif P, = P, = 1, the TMR ratio isnfinitely high.

Fig. 12-Schematic representation of thaneling procesm (a) the parallel configuration and (b) the
antiparallel configuration of the two electrodes. These two band models supposes the existence of an
effective barrier potential \& FM,, SL, AM, correspond to first ferromagnetic layer, insulating spacer
layer (a tunnel barrier), and second ferromagnetic layer, respectively.



In reality, the Jullere model is a simplification and the magnitude of the TMR ratio
depends additionallypon the effective polarization of the electrode surfattes quality of
the interfacedetween the electrodes and the barrier, and the propertieshrtier itself. A
more realistic model was proposed by Slonczewdd],| which takes into account the
factors.Slonczewskiexpressed Eq. 1.7 by writing the transmission coefficient for each spin
when taking into account the effective polarization of the DOS at each ferromagnetic/insulator
interface:

L :E[?B;: '?HB; 1.8
RCECTRECTY (1.8)

Where G and G depends on the Stoner energf, L tl 47, F" .+ Qis the effective barrier
height and7,is the total barrier height. Usirtgis formalism, the angular dependence of the
conductance G through an insulating barrier of wi@s given by:

Y:a; L) 4SS E 2,2,? KQ®With ), B A6 > (1.9)

When ais large, theSlonczewskimodel (Eq. 1.8) is equivalent toethJuliere model for
infinite barrier height,7,is large.

The improvemenbf deposition techniques since the first experience of Tedrow and
Julliere, has allowed the fabrication of MTJ structures showing large TMR at room
temperature. A reproduciblarge TMR (~18%) at room temperature was achieved in MTJs
with an amorphous AD; [55,5. Ever since then, many researches in spin dependent
tunneling have focused on MTJs with an@das a tunnel barrieb/-59]. Although intensive
efforts in such MTJshowed that the maximum TMR only reached about 76%61].
Meanwhile, extensive theoretical and experimental work has been carried out to increase the
TMR by studying cystalline tunneling barriers [62,53

Butler et al. carried out first calculations @ TMR ratio higher than 1000% in Fe(001)
MgO/ Fe(001) crystalline junction$f]. This enhanced TMR is due to the coherent tunneling
process in MgO barriein Fe(001) MgO/ Fe(001)crystalline tunnel junctionghe electrons
propagate or tunnel withirpscific electronic Bloch stateq for majority electrons,( and s
for the minority electrons)as illustrated in Figs. 1.3a,b. tgnneling conductance depends
strongly on the symmetry of the Bloch states in the electrodes and ofaieseent states in
the barrier. Tius Bloch stas of different symmetry decay at different rates within the barrier.
The (; statedecays slowest among all the states and can make a significant contribution to the
tunneling conductance.

Fig. 1.3(a) Evolution of thedensity of states as a functiohthe numbers oMgO layers. Adapted
from [62]. (b) Schematics of the electrons tunneling through (a) amorphou® Barrier and (b)
crystalline M@ (001) barrierAdapted from Yuasgb4]
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The discovery of a high TMRn MTJ due to MgO produced thesorienation of
research towards the improvementiie MgO deposition with a goaexture withadjacent
ferromagnetic layers. The most successful Mialdate have used (001) MgOrhars with
recrystallized bodyentered cubic (bcc) CoFeBeetrodes, which havBIR ratios of 200%
600% at room tempature and over 1000% at 42 [65-67]. The advantage of CoFeB
electrodes is that after deposition, the CoFeB/MgO/CoFeB stack is amorpiawder to
generate a lattice matching i.e crystallize the two CoFeB electindég® bcc MgO(001)
structure, it is necessary to anneal the devicea.MTJ device with very low resistance area
(RA), studied in this thesishé annealing is fundamental to obtain high TMR but it gives rise
to several problems such as the degradasioimne MgO barrier (pinholes) due to themn
diffusion to the grain boundaridé7,68] In order to protect the MgO barrieganst Boron
diffusion, the CoFeB can breplaced by CoFeB/CoFe and CoFe/CoFeB bilayers respectively,
using D WKLQ &R)MH5n@PDdtHRe in®@rface to MgO. As shown Ref. 69this can
increase the TMR from 105% to 192%.

1.1.3 Spin transfer torque (STT)

The previous sectiodescibes he TMR effectin MTJs whichcan be considered as a
control ofcurrent flow via the magnetition state. The reverse effect, calledspha transfer
torque (STT) effecis the control of magnetization state through a spin polarized current. In
other words, in a thin magnetic heterostructure device, there are two spintronics effects, MR
effect and STT effect, leading to various applications, i.e. magnetic sensor in HDD read head,
MRAM, STT-MRAM, STNOs, etc. Hence in order to observe the STT effect, it requires the
same magnetic heterostructure as MR effect, i.e. two ferromagnetic layierarfe AV,
separated by a thin spac® (either a metallic layer or a tunnel barriéfhe physic origin (in
the macrospin approach) and the effect of STT in the magnetization state of such thin
magnetic heterostructure are shown in Fig. 1.4. A microscopicreiofispin transfer torque
can be found inq0-72).

Consider a thin magnetic heterostructure, illustrated in Fig. al.4ith the
magnetizations of both ferromagnetic layeyss; and y ¢ are misaligned DW DQJOH $Q
electrical current passes through the structure, perpendicularly to the interfaces, with electrons
flowing from the left (ferromagnetic layer RMto the right (ferromagnetic layer M
Electrons flowing inFM; are spin polarized alonifpe direction of the magnetizationsand
carry a magnetic momenE ( Aparallel toy ), once they have passed through Rikeir
magnetic momenitotates toalign with the direction of thenagnetizationy ¢ The outgoing
magnetic moment is nowk,

Fig. 1.4(a) lllustration of spin transfer torque in magnetic heterostructures, consisting of two
ferromagnetic layers, Fvand FM WKHLU PDIJQHWL]DWLRQ LV DOLJQHG E\ D(
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NM layer as spacer layer SL. (b) Schematic of the transferred angular momerurin (the
magnetization of the ferromagnetic layer FMhich is then decomposed in two partsand €
respectively acts on the magnetization of the first ferromagnetic |gyerand the second
ferromagnetic layely ¢ Adapted from [72]

The rotation of the conduction electron momgnEand A is due to a torque applied by the
local magnetizationFM; andFM;respectively. lence, the local magnetizat®feelan equal
and opposite torque. The transverse component of the conduction electron négareh€g
(see Fig. 1.4b)s transferred to the local magnetizasoifhis spintransfer torque on the
magnetizationeads tothe change in spin momentum dietlocalized moment per second.
Howeverthelength of thanagnetization vectorsy sand y ¢ are conserved

- LtyaiLr (1.10)

It results that any variation of magnetizat'fxg%is necessarilyransverse to the maepization

The total transferred angular moment#m the systems a sum of two moment€sand €,
where €5is a torque transferretb y sand €gis a torque transferred tpg In practice,the
magnetization oFM; is designed tde fixed (polarizing layer PLfor example by using a
Synthetic Ant-Ferromagnetic (SAF) structufé3-75] or a thickelectrode FM, in orderto
make FM less suscdjble to spin torqueand mainlyserves as a polarizer to provide spin
polarization Whereasthe magnetization of FMs usually thin and can be excited by spin
torque called as free layer FL. In this case, the spin torgaeting on the fredayer
magnetization* due to the misalignment with the polarizing layer magnetizatigngiven

by two terms.7KH ILUVW WHUP FDOOHG WKH §¥SEQUNUDNQR [(HINV W
transfer of the transverse component of the spin momentum that lies in theoplamnd -
while the second term, called fieliéke term €y, corresponds to a transfer of the transverse
component that is perpendicular to the plane @nd — The spin torque€dncluding two
terms is described as follow

€.L €ExE€ L U= H:* H— EUQx:“ H—; (1.11

Here, “ is theunitary magnetization vectaf the free layer given by Léwith Ms is the

spontaneousmagnetization (J,is the gyromagnetic factorsis the spin torque raplitude
proportional to the applied currer@nd >is the prefactor of théeld-like term depending on
the netcurrent charge. In this thesithe contribution from>will be neglected as it is

assumed thatydoes not have strong imgaan the dynamics of MFbased STNOS%?) ''s

This assumption is justified by the maximal value encountered in MT¥farhich is 30%
the value of=/[74].

12



1.2 Magnetization Dynamics

It has been introduced the physidgin of spin transfer torqu&TT in thin magnetic
heterostructures. In this sectithe effect ofSTT on magnetization dynamicg STNOsin the
macrospin pproximation will be discussed. This Section starts with the introduction of
LandaulLifsthitz-Gilbert-Slonczewski (LIGS) equation. The constant energy trajectory
obtained by solving the LLGS equation will be discussed. The evolution of magnetization
dynamics under external control parameters, applied field and applied current density, will be
shown forthe case of zero temperature and finite temperature.

1.2.1 Introduction to LLGS equation

The magnetization dynamics is described by the Latdfahitz-Gilbert equationthat
includesthe conservative precession of the magnetizatiwh the dampig toiques (first two
terms of @. 1.12). In order to take the effect of spin transfer into account, the longitudinal
spin torque€s included to e LLG equation (third term ofge1.12), thus leading to the
LandaulLifsthitz-Gilbert-Slonczewski (LIGS) equation as given by eq. 1.12. Theb; term
is neglected, two magnetizatiatynamical modes occur under thdluence of STTin its
simplest form & 3 Japp).

%;L FOK Ht.ceE U@ H%;AF Q=" H:* H-: (1.12)

Here (Jis the gyromagnetic factogiven by U, L &, UL td&sTsr® Oiaewith &, is vacuum
permeability Uis the natural damping constant, s the saturation magnetization args
the spin torque amplitude proportionalthe applied currerttensity ,s 5 given by thegeneral
expression

= |_—°® Afﬁi R (1.13)

Whete, t is the thickness of the STNO device diid the spin polarization value.

t (g the effective field given by the negative gradient of the free energy dénsity

with respect to thenitary magnetization vectdr, t (¢ F pr'I'

thatthe free energy densit¥ is the sum of alpotential energieEi resulting from anyields

t; acting on® . For STNO devices the most importamteegy E terms are (i) the Zeeman
energy, 'oask Fé/ B8“ t +__, due to an external applied bias fietd;__ (ii) the
demagnetization energiue togeometryof thesample,’ ,, (iii) the anisotropy energy duo
crystalline or interfaciakenergies' s, and (iv) the exchage energy de to spirdependent
guantum mechanical interactiong; ¢ Detail of each contribution fields can be found for
instance in [71]In the case ofsingle domain or macrospin mog#ie exchange interaction is
assumed to beufficiently strongso that all of the magneticmoments in a device yar are
aligned andmove together. In this modéhe magnitudeof the moment is constant in time
Since the exchange energy is negligitile; L r, the effective field can be described as
follow:

—3/4 It is important to note

t gk ts EtsEt, (1.14)
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Due to the demagnetization and anisotropy contributions to the effective tfiiggthe
equilibrium orientation of the magnetizatidn will be different from the direction of the
applied fieldt 5+ _.

A simple illustration of the evolution of the magnetization dynamic under the LLGS
equation is givenin Fig. 15. The magnetization dynamic under the torgélexerted by a
magnetic fieldt . ¢ is givenby the first termin the righthand side of eq..12 (conservative
term). Theterm says simply thahe magnetization® precessearoundthe effective magnetic
field t . @ a constant energy trajectqigonstant magnitude), i.e. closed loopacapry, as
illustrated in Fig. 15a (red curve). The send term is a relaxation term and describes the
energy losses (energy dissipation) due to interaction of the magnetizationitsvith
environmentThe parameter that characterizes the losstgi§ilbert damping constant It
should be noted that is ratrer small, . ~ 0.01 in typical magnetic materials used for spin
torque experiments. The damping torque itseltisgjally, comparable in magnitude with the
spin transfer torque and much smaller than the conservateeessionatorque FJ,¢¢ H
t . gHencethe damping term calpe consideredsa small perturbation to the precessional
term.From any inital position, the damping torque will relax the magnetizatmmardsits
energy minimum (low energy state), i.e. realigned with the local eféeetigid, on a timescale
given by Mis(few nanoseconds).he effect ofdamping on the overall trajectory is shown in
Fig. 1.5b.As the magneticmoment relaxes, it will saphe a family of nearly constaenergy
orbits. To first approximation, these are the orbits #ratstabilized by th&ansfer & spin,
STT, from the applied currenThis STT, i.e. described by the last term of eq. 1.12, can be
either as arenergy source or an additional dissipative (or damping) contribution for the
system, depending on the current sign. In the caser gdfnargy source or gain, the STT
cancels and compensates the damping torque and thus brgnagnetization into the
steady state precession (closed loop trajectory), as illustrakeg. 15c. In contrast to this, in
the case of an additional dissijpat, the STT enhances the damping torque and relaxes the
magnetization towards the energy minimum.

Fig. 1.5lllustration of the evolution of the magnetization dynamic (red curve): (a) conservative
precession term (b) negative damping (dissipative)t¢cinSTT term, i.e. STT cancels the negative
damping torque. Adapted from [76].

The illustration above is a vegeneral picture of magnetization dynamic in the presence
and the absence of damping term and spin transfer torque term. In the next Sub#ectio
solution of LLGS equation withithe macrosin approach will be discussed in ordegdba
more intuitive macrospin description of the magnetization dynamic for magnetic thin film
geometry, by considering special trajectories and their frequendiee the simplest
magnetic thin film geometry, i.@an inplane magnetized MTdonfiguration where the free
layer and polarimg layer are iaplane magnetized, is considered whadrresponds to the
devicesstudied in this thesigFig. 1.6). In coordinatsystem, the free magnetic layer lies in
the xy plane, axis z is normal to the thin film plane, and the easy axis of {plkarna
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anisotropy is along the x axis. The in plane rotation is characteriztétetspherical anglé
and the out plane rotatios characterized by the spherical angle

Fig. 16-Left: definition of the (X, y, z) coordinate system and the spherical afglasRight: the free
layer considered is an-plane magnetized thin film.

A uniaxial magnetocrystalline (MCA)gnisotropyfield t , along xaxis direction is
considered of amplitude K(K,>0), t, LG—AZ_D:I & I I; The demagnetizingffect are

included by the demagnetizing tensd&L :0y0p&s;. For ananopillar geometryt sis
assumedn the zaxis direction,t s L F/ gr r Ogl o The external applied fieldt +_,

is applied parallel to the easy axis of theplane anisotropy (in the-direction) so that
ty__L:*6az I I, The nagneticenergydensityE of this system can be written as the
sum of the anisotropglemagnetizating (magnetbpolar), and applied field energies:

" L-e>SFIEBE- &/ &0;1 $8EFA/ £oad 8 (1.15
With kI sd ;d ;oL :?KOa?&QDaCGBEYa
1.2.2 Constant energy trajectories

Since the damping torque and the spin torque are small as compared to the precession
(conservative) torque, a first approximation to thegneization precession trajectories at
constant energy trajectories (eigenmodes of the undamped system) can be made. In a
macrospin description, the constant energy trajectories of the magnetization dynamics are
determined by theonservative precessionrte (first term) of LLGSeq. 112, (i.e. for .=0
and =#0). The solution of the precession term for a givetal energy densit¥, (eq. 115)
yields the static and periodic solutions white shown in Fig. .X. There are three static

states see Figs. 1.7a,l{defined by— L r) which are the irplane energy minimum (along

the in-plane easy axis), the out-pfane energy maximum (representitng demagnetization
energy costvhen rotating M perpendicular to the film plarend the saddle point folane
hard axis). Preparing the systamtially in one of these three stasitates, the system does not
change and remaim its initial state (constanénergy). When perturbing the system, the
magnetization will follow periodorbits around either the energy minimum tbe energy
maximum asndicatedby the colored lines ifrigs. 1.7a,bThe precessioaround the energy
minimum (mx=rl) is generally alled inplane precession (IPBjnce the energy minimum of
a thinmagnetic filmis in-plane(Fig. 1.7a)and the precessonaround the oubf-plare energy
maximum is called outof-plane precessionNOPP) (Fig. 1.7b) [7672,77]. The IPP
magnetization trajectories are described by a windscreen wiper motion in a «docierise
oscillation sense. The 4plane excursion anglévbf IPP mode trajectoriegicrease with
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increasing initial energ¥o. When the trajectories pass through the energy saddle pomnts (in
plane hard axis), the trajectories bifurcate into two energetically equivalent OPP modes (one
for positive mand one for negative 2an These OPP odes trajectories are described by a
circular motion, or a tilted circular motion in a clockwise rotation sense around the energy
maximum.

Due to the nodinearity of the equation of motiont . & "“ ), there is a strong
dependence of the precession frequency on the precession amplitude, which is different for
the IPP andOPPmode, as given in Fig. Ic7 They are plotted as a function of the initial
energy E,, expressed by the maximum 7 value a the trajectory. & IPP mode the
frequency decreases with increasing amplitude of initial energy (redshift) since the length of
the orbit increases faster than the local velocity. Close to the saddle point, the local velocity
goes to zerpexplaining the zero frequency at the transition from IPP to OPP. For the OPP
modethe frequency increases with increasing amplitude (blueshift). The frequency value is
given by the oubf-plane demagnetization field which is proportional to the-aflane
magnetization component;m

Fig. 1.7(a) Conservative IPP and (b) OPP oscillations as a function of the initial eBgrgg)
Precession frequency for conservative IPP and OPP oscillations as a function of the initiaEgnergy
expressed by theawimum | 7 value on the trajectonAdapted from [72].

Adding damping in the system, the magnetization dynamics are determined by the
conservative precession term (first teramd the damping term (second term) of LLGS eq.
1.12 (i.e. for .=0.01-0.02 depending of the materiadgd ==0). The precessioterm will
change the stabilitpf the three static solutiondlow, only the energy minimum is stable,
leading to IPP oscillations at small precession angles around the energy minimumediss
that the energy maximum and saddle point are not stable against small perturfthéons
dampingterm canbe consideredsa small perturbation to the precessional denvhich will
relax the magnetization on a spiral orbit away from the energy maximtine saddle point
towards the stable energy minimuifhese small IPP precession angles correspond to the
FMR excitations and are indicated for comparison in Fig. 1.7a.

Including the STT in the system,e. full LLGS equationtheir contribution can be
either, an energy source for the system if the-gpiqueopposes the damping torquz an
additional dissipation (odamping) contribution if the spitorque torque has the same
direction as the damping torque. In the case of an additissgpdtion themotion is damped
and thus thestatic state in the energy minimum is stable, i.e. in th@ane magnetized MTJ
configuration, the spin polarizationis collinear to the effectivéeld t . gf the free layer
energy minimumin contrast to this, for the case of an enesgurce the motion isexadted
away from the static state amlgus thestatic state is unstabldJpon increasing the current
density from zero, amitially stable state can become unstablee €hrrent value for which
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this occurs is called the critical curredt. When the initial static state become unstable, the
magnetization can either transit into another static statet@ridynamic state, depending on

the current amplitude. It is important to note that the STT does not change the energy surface,
the STT moves the magnetization along the energy sunfadethe magnetization stabilizes

on a periodic orbit defined by tipgecession term (see Figs. 1.7a,b). faather understanding

on the transition from the static state to a dynamic state, the illustratibae géneral features

of the dynamic state for the case ofplane magnetized magnetic thin film will be diseaass

in thefollowing.

1.2.3 State diagram of an in plane magnetoresistive device (0K)

State diagrantdefines the different static andynamic states in the currefield plane.
As already mentionedpr in plane magnetoresistive dewscéhe spintorque ismore or less
collinear with the damping torquend he free layer has a uniaxial anisotropy (given by an
anisotropyfield t ,) in the samalirection as the appliefleld, t ;+_. For this configuration
the state diagrarhas been predicted from mewspin simulationsat T=0K as shown in Fig.
1.8 This diagram is asymmetric as a ftion of the sign of currend,p, (normalized)and
field, t +_, which is normalized by anisotropy field,. At zero applied field and no current,
thereare twoenergy minimgstable states) which are given by the parallel (P) and antiparallel
(AP) alignment of the free layer magnetization with respect to the polarizer magnetization
direction. The initial state dines the evolution of thenagnetization with appd current.
This magnetization dynamic evolution is summarized as follows:
(i) In the subcritical regime (dh<Xn1) the spin torque acts such that for one sign of the
current, it enhances the natural damping and stabilizes the initial state, while Gppibsite
current direction it will counteract damping and destabilize the initial state.
(i) Above the critical regime {J, >Jn1), for the correct sign, the magnetization goes into
steady state oscillations of the type IPP, which are around thd btdiale state (energy
minimum).

Fig. 18-Left: State diagram of the magnetization staténiplane magnetized structures. Right, IPP
and OPP trajectories in the energy landscape as a functioplafia anglel . Adapted froni72].

(i) Upon increasing the current further, the oscillation amplitude increases and the
magnetization transits into steady state OPP oscillations when the current is larger than a
second threshold currentinfd Japp >Jn2). This transition occurs however only when the bias

field is larger than the anisotropy field dgg>Hu). For Hpp<Hu, the magnetization transits

from the IPP steady state oscillations into the reversed static state. This transition into the OPP
state or the reversstatic state occurs, when the IPP trajectories are pushed up on the energy
landscape such that they pass through the energy saddle point.
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According to the state diagram shown in Fig. it.& possible to induce the steady state
oscilation in the par&l and antiparallel state depending on the direction of the field and
current. For example, at positive field and positive current the steady state oscillation around
the antiparallel energy minimum exists and at negative field and negative currergaithe st
state oscillation around the parallel energy minimum can be exkitedever, in reality, only
the steady state oscillations at antiparallel state can be induced. This is because in the
antiparallel state, the resistance is higher than in the pastdtel, such that higher amplitude
or voltage oscillation can be achieved. However, only IPP mode can be exciteeplanen
magnetized MTJ device whereas the OPP steady state oscillations seem to be difficult to
realize experimentally for this geometryadto the breakdown voltage limitationhere is
experimental confirmation of this excitation for the standard in plane magstaiictures
(spin valve) [78 The OPP excitation in standard in plane magnetic structuoesver
requires either relatively tge current amplitudesr relatively largeout of planebias fields,
which is not suitable for RF applications. In contrast, for out of plane polarizer combined with
an in-plane magnetized free layer, it has been shown experimer[i@lyand theoretically
[72,8082] that the OPP mode can be induced at relatively small current close to the critical
currentJy, as well as in zero external fielfihe state diagram for perpendicular polarizer will
not beshownhere(since this thesis will be focused onrptane magnetized STNO) and can
be found in Ref. 72.

1.2.4 State diagram of an in plane magnetoresistive device with temperature

The date diagram presented in Fig.81can be different from what is observed
experimentally since it does not take into accdhateffect of temperature. The state diagram
obtained from diret integration of eq. 1.1%hen taking into account a fluctuating thermal
noise fieldto the effective fieldt . g given by €. 1.16 [83, is shown in Fig. 10.

8 2L (4 (tPF P, (1.16)

A Po :P:AL &

The i,j representing Cartesian coordinates &d the Boltzmanrconstant.The 6 is a
magnetic random field with zero mean and its autocorrelétination is given by eq. 1.17,
which corresponds to a whit&aussian noise with a variance proportional to the
temperature T, the damping factorand t is inversely proportional tohie magnetic volume

V. In Fig. 1.9, the state diagrams were deduced from macrospin simulation by taking into
account the thermal noise in the system for different temperaftoes|eft to right: T=3K,
T=300K, T=300& [84].

Fig. 19-State diagrams fro numerical integration of LLGS with therm#@lctuations (fromleft to
right: 3 K, 300 K, 3000 K). Adapted from [84].
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As can be seen in Fig. 1.8t low temperature (3K and 300K), the state diagrams are
close to the one deduced at zero temperature (geé.B, forH,,>Hy) where the two static
states, P (parallel) and AP (antiparallel), and two dynamic modes, IPP and OPP mode, are
observed. Upon increasing themperature, the W WDEOH UHJLRQ GHQRWHG 33
due to thermal activation wherelifie magnetizatiory can overcome the energy barrier
EHWZHHQ WKH WZR PLQLPD 33" B®@i@ depéidencd/ ofQhe @i@Gical WR D
lines (switching from AP to P or P to AP) with temperature. The dynamic state corresponds to
the case in which IPP trajectoriessfigrow in amplitude until switching occurs. The stable
dynamic states of the magnetization exists whose critical lines (stable state to dynamical state
or dynamical to stable state) are temperature independent (especially Hypet,).
Particularly, thebifurcation between a static state and IPP is temperature independent in
LLGS, since temperature does not affect damping and STT terms (when thermal fluctuations
are cmsidered in the form of eq. 1.16lowever, material parameterslg U and = are
temperature dependent and will induce a temperature dependence of critical or threshold lines
Jin1 experimentally.

Since the resistance of TMR structure depends on the relative angle behgeen
magnetization of théree layer and thepolarizing layey stde diagrams can be deduced from
the measurement of the resistanEer the static state, it cde realized by monitoring the
resistance and for dynamic &8, onecan monitor the alternating dynamic resistance iaduc
in the gigahde (GHz) range For that rason, direct comparison betweerperiments and
expected state diagrams can be performed.

Fig. 1.10-Experimental measurements of the dynamic st@g:HI| diagram of the output power
measured on a Co/Cu/Co nanopillar. (ijferential resistance plotted in colors for the samd) (H
region. (c) Deduced stateagjram.S and L refer respectively to small and high amplitude IBBas.
W refers to chaotic mode&) Output Spectra for ffierentoperating points. Adapted from][6

Fig. 1.10 shows the first experimental measurement of the dynarate siagram by
Kiselev et al. [§ with corresponding voltage output in the GHz ranglee measured state
diagram shows that only IPP mode can be excited, i.e. it is difficult to exei@RFP mode in
an inplane magnetized magnetic structures even though it is predicted in the simulation (Fig.
1.8 and Fig. 1.9)The information extracted from both output power (FlglOa) and
differential resistance measurement (Fig. blOndicates a gpod agreement with numerical
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integration of LLGStaking into account the thermal noise fluctuations (Fig).1r® Fig.

1.10d, the linewidth broadening present in the emitted spectra of those structures under a
current/voltage biass observed This broadeing is considered to be a consequence of the
fluctuations of the trajectory due to the fluctuating field defined by2Hd.

In Fig. 1.11, the macrospin trajectorginset figure)is given wittout (Fig. 1.11a)and
with considering the fluctuating fiel(Fig. 1.11b) [85] The calculated power spectral density
(PSD) of the signal emitted from a MTJ is also given. It is clear that the noise broadens the
linewidth of the microwave emissiqffrig. 1.11b) Doing the inverse Fast Fourier transform
(FFT) for thesePSD, one can obtain the corresponding output voltage of the STNO
oscillations in time8:P. For Fig. 1.11a, when thermal noise fluctuation is absent, the output
voltage can be expressed as in the eq. 1.17a. This corresponds to an ideal noiseléss oscilla
whose output voltagd: B oscillates in time at constant amplitutle and constant angular
frequency given by, L t €éB. However, noise is inevitable in the system, thus the output
voltage in the presence of the fluctuating field (noise)vemiby eq. 1.16b. This corresponds
to the output voltaged: P, oscillations in time whose amplitude |and angular frequency
(phase)1 fluctuates around its average valugand fi, respectively. As a result of these
fluctuationsthe PSDof 8:PR, (Fig. 1.11b) showthe oscillation powewhichis spread around
the main central frequencfg,

Fig. 1.11-PSD of theM, componenin double logarithmic plofor a typical IPP mode for (a)=0K
and (b) T=400K. The broadening of the trajectorp) implies the broadening of the emission
linewidth. Adapted from [85].

8:P L 8... 4P (1.17a)
8L 8sSEU=P?KO,PE] P? (1.17b)

An analytical study of the impact of the noise on the system is difficult from the LLGS
equation.A simple analytic theory of curreimiduced microwave generation in magnetic
nancstructures based aomplex evariables which is developed byoovon Kim [86] and

Slavin and TiberkevicH87], providesa powerful tool to predict linewidth broadening of
oscillation. In particular, it allows one to directly link the noise source to the oscillator output.

In order to understand this, Section 1.3 summarizes the analytical model and is meant to give
an insight into underlying concepts. Before coming to tilseusision of the analytical model

RlI 6712V LW LV LPSRUWDQW WR VXPPDUL]H WKH 6712YV E
previous discussion on spintronics effects (magnetoresistance and STT effect) and its
magnetization dynamics (LLGS equation). Henceglear understanding of the physical
concepts of STNOs can be achieved. An analogy between the STNO and the conventional
oscillator (LGVCO) will be also reviewed to introduce the general modeudd-oscillatory
systemgcomplex evariables.
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1.2.5 Summay: Magnetization dynamics

To conclude, the magnetization dynamic is generally described by the LLGS equation,
including a precession term, a damping term, and an additional term that represents the torque
from spin momentum transfer. The LLGS equation ¢en solved in a macrospin or
micromagnetic approach. This gives the understanding of qualitative pictures of the
magnetization dynamics under the presence of spin transfer torque effect in the system, such
as the stable solution, precession mode, statgadia evolution of magnetization dynamic as
a function of effective field and current, etc. This Section is important to understand the
results that are shown in Chapter 2 (characterization of STNOs). In this chapter, the
microwave excitations of STNOs aoharacterized under external control parameters, i.e.
applied field and current, to observe the microwave excitation properties, i.e. excitation mode,
frequency dependence on the applied field and current, the threshold current, transition to
steady stateetc. However, as already mentioned, the LLGS equation does not provide an
intuitive understanding of the effect of the noise to the dynamics of STNOs, i.e. amplitude and
phase noise properties and the linewidth broadening and the extraction of itseaonli
parameters. The transformation of LLGS equation intomplex evariables oscillator
equation is thus required to provide intuitive understanding of the STNO dynamics that
contains the nonlinear parameters. This analytical model will be discussediexthSection.
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1.3 Kim-Tyberkevych-Slavin (KTS) Model

An analytical model for STNGbased on thegeneralmodel approach of an auto
oscillator (complex evariableg was frst described within the KTS modéhat refers to
scientsts J:V. Kim (IEF Orsay),V. Tyberkevych and A.N. SlavinQakland University).
Details of ths model have been summarized in a tutor&d,87 for perpendicular polarizer
(circular/symmetric trajectory) STNO configuratiorhis thesis is mainly focuseddhein-
plane magnetized free layer andplane magnetized polarizer STNO (see Fig. li®)the
following theanalytical model fothis STNO configuration will be discussed. The model was
developed by L. Buda Prejbeanu [74,75], following the model deon procedures as
discussed in the Refs. 86,8lhe essential features ofithmodel will be summarized to get
insight on howthe nonlinear oscillator model can be derived for STN@ from the LLGS
equation to KTS modelts stationary solution andafility for the case of the absence of the
driving forcewill be discussed, i.e. thKTS model forautonomous ofree running STNO.
The model is then expdad for the specific case whartriving force is present, i.e. thermal
fluctuations(linewidth broa@ning) phase locking to external signals (synchronization), and
frequency modulatiorlnderstanding the basic derivation from LLGS equation to KTS model
is of importance for this thesis for further model derivation of different cases, i.e. frequency
moduhtion of STNO under external RF field (see Chapter 3).

1.3.1 Introduction to complex evariables model

The general model of autuscillatory systems with three key elements (resonator,
dissipative element, and the active elemepfardless of particular physical realization, can
be describedtby [87]:

%SEFF] ?%72E 51 ?%?2F 51 ?%?L B:R (1.18)

Here ?:PBis the complex amplitude of autscillations which measures both the power
LL ?%and phased L f ” % of the oscillations.fi:L;is the frequency of autoillations
due to the resonator or equivalent to the precession term,is the positive damping which
is responsible for the energy dissipation or equivalent to the damping tertn;,is the
negative damping which acas an energy source aor active elementand B: P, is the driving
force, i.e. influence of external signals or/and thermal fluctuatmtise auteoscillations The
resonance frequencii:L;and both damping ratesx:L; in general,are functions of the
autooscillation power L L 2?8 which makes the autoscillator is a nonlineardynamical
system.In the following, the analytical model of STNO for specific configuratiofplane
magnetized free layer andplane magnetized polarizer, which is based on this genedzim
approach, will be discussed. It will be shown that STNO is a nonlinear oscillator and it is
possible to extract these nonlinear parameters from the analytical model.

1.3.2 From the LLGS equation to complexwariables (KTS model)

The derivation ofthe nonlinearoscillator modelfor the STNO is deduced from the
LLGS equation given by eq. 1.1% has been noted, that the Gilbert damping constant
Ulras is rather small (in typical magnetmaterials used for spin torquexperiments
Therefore, the damping torqure the second term of eq. 1.it8elf is small compared to the
conservative precessional torqtiee first term in eq. 1.12¥he sn-transfer torque described
in the third term of eq. 1.18, usually, comparable in mgaitude with the damping torque
Thus, both nonconservative torques (damping torque and spin transfer iargge)l.12are
much smaller than the conservative one. Hilisws one to substitute ithe second term of
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eg. 1.12the exact time derivativc’e;“—g E\ LWV 3FRQVHUFDKV IHY Hg g YO X H
substitution,xT“g \ FUk* Ht .ggleads to thextendedandaulifsthitz equation [87].

L LFOk Ht.ceF U Hk Ht . ceFd=* H* H-? (1.19)

As can be seen in eq. 1,1fhe damping torquésecond termpow hasthe LandatLifshitz
form instead of Gilbert form, wherg] L Theextended_andaulifsthitz equationhas a

clear advantage comparéal the LLGSform in eq. 1.12 as the equation of magnetization
dynamics with the Landalifshitz form of the damping torqudéecomes an explicit

differential equation for“ . Therefore, theextendedLandaulifsthitz equation is more

convenientto perform reduction tdhe generaloscillator modeland also to perform the
numerical simulation

In this Section, the reduction from thandauLifsthitz equationto thegeneraloscillator
model (eq. 1.18) is considered for the-ptane magnetized STNO (see Section 1.2.1).
Fdlowing the HolsteirPrimakoff transformation[88], the extended Landaulifsthitz
equationis rewritten in canonical coordinates. Through this transformation, the components
of the magnetization vectomf, m, m) DUH WUDQVIRUPHG WoRpBx@ HTXDWI
variable” $suming thathe magnetization inside thieee layer is unifornfonly one mode or
oscillation type is excitdd and keeping only potential resonant terms, (weakly
nonconservative systerapdalso neglectingrigher order terms in?® IRULP SO LRFQMW \F D Q
R E Weanip@xc-variablemodel for STNO:

ZOL FRA,EO 25%F ,3SE3 ?%%F 2% F 2%

The first termin the righthand side of EqL.20 corresponds to precession terin;, 2 ;, the
secondermis the positive damping - : 7 ; whichis responsible for the energy dissipation,
and the last term ithe negative damping,: % ; which acs as an energy soura@e active
elementprovided by the STTTheexpressions fothe coefficients are the following:

n
0L FuizQRFER;E: tho Eﬁ;E;:Q‘ERgEv@RG;?—;

4L U#
u i
3LFAQREE:QER;IfisEufle E- ﬁ;E;pth
al U=
The noations are similar to that &fef. 85:
fo L O* e, s L B*oza el U/ &
#L Ao Efig E=2, QL 5, RL F§&——

with fi, L ¥#5 F $%and $ L F—g/". Here, fi, is the ferromagnetic resonance (FMR)
frequencyof thein-plane magnetized STNOj. is the frequency due to anisotropy fietq,
4 is the frequency given by the a stathagnetic field* 5 5 gand i gis the frequency due to

the demagnetization field in eq. 1.20 is the magnetization of polarizing layer in the plane
x-direction.
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The analytical model of STNO in eq. 1.20 contains nonlinear parametensl DaThe
extraction of these nonlinear parameters is of important for the STNO to predict the general
STNO behavior. Since?® L L, the precession term, the positive and the negative damping
terms ineq. 1.20 can be expressed as follows:

A:L; Nfis EOL (1.218)
s:L; N 4:sE 3sL; (1.21b)
2:L; N vZ:sFL; (1.21c)

From eq. 1.21agne can see that the frequency nfSTNO, fi:L;, stronglydepends on the
power L The STNOs are thus characterized &3 R Q O hufolddzillatos.

1.3.3 Autonomous dynamics of STNO

The nonlinear oscillators model (eq. 1.18) has a general solution which can be easily
found in the form of2P, L ?:P A% where ?:P, L ¥Lcorresponds to dimensionless

power andd: P, correspondgo the phasep:P, L f "%, This form permits taewrite eq.
1.20as a system of two real equatidasthe powerp and the phasé:

—2|_ Ft>.:L E -:L;1 (1.22a)

—;L A, EOL (1.22b)

The first equation determines tbgnamics of the oscillatiopower Lin an autonomos aute

oscillator, whereas theecond one describes the dymeasnof the oscillation phasé or
defines thenstantaneoufrequency By P, L?S%Of

The static solutiorL L ris trivial and corresponds to the absence of asgillations.
Linearizing (1.22) near this zerpower solutionL \ r, one obtains the equation

—2|_ Ft>.ir; F -ir;d (1.23)

From the linearized equatioft, is shownthat the zergpower solution is stale when the
positive damping is larger than the negative oney; P - :r; The generation frequency at
zero power solution corresponds fiy (ferromagnetic resonance frequency). When the
positive and negative damping are equal;r; L - :r; the oscillation of the system has a
nonzero powerThis corresponds to the threshold of dynamic oscillatn®&TNO, above
which the dynamic steady state oscillation occAtghis point, thefree running poweir,and

the amplitude relaxation ratg can be derived from eq. 1.21b and 1:21c

{,>Ta{»
L4 L Fm) (1243.)
3 L . 435 F & A,L4 (124b)

For dynamic solution, the oscillation has a nonzero powdr L, where L, is
determinedfrom the conditionof >.:L4; L ,:Ly;7 see Fig. 1.12aThis means that the
energy losses due fositivedamping - :L,;should beexactlycompensated by the energy
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supply from the external energy soulspin transfer torque)- :Ls; and the total effective
damping should bexactlyequal to zero>. :Ly; F »:Ls; L r?

The stability of dynamic solutionk L L,above theéhreshold current]can be obtained
by doing the linearization of eq. 1.22a fanall perturbtions U laroundthe power po, such
that L:P, L Ly E U LThus the eg. 1.22 has a form as follow:

s L Ft ;0L (1.25a)
—;L g EOUL (1.25b)

Where iy L i, E 0 Lyis the free running frequency. The output powethaf autonomous
STNO (eq. 1.25a) is characterized by the nonlinear paramgt&€his parameter corresponds

to the amplitude relaxation rate (or also called effective damping rate) of poaér
perturbations U Laround the powerl, (see eq. 1.29b In autonomous (free running)
oscillators, 5relates to the timescale required to recover from an external perturbation such
as noise, or it also relates to the timescaline rate at which the frequency can be effectively
tuned(by the applied auent densitythrough theSTNO devicefor instance)Large 5 (fast

time response) is desired in most RF applications, in particular, as will be shown in the next
Subsection, this 5 limits the modulation data rate of the STNO when an externalurierd

is applied to STNO, i.e. frequency modulation.

Fig. 1.12-Dependences of the damping ratesL; (a) and oscillationfrequencyii:L; (b) on the
oscillation powerL Intersection of the curves. :L;and - :L;determines the freainning operation
point of the oscillatowith the power’ ;and freerunning generation frequendyy L fi:ly;

Eq. 1.25b shows the dynamic of the oscillation phase or frequency of the STNO. From
the equation, it is clear that the phase or frequerfi the STNO is coupled nonlinearly, \Ng
with the output powel: P. Hence, any change in the output power will induce changes in the
output frequency, leading to a large slope frequeymyer tunability. The corresponding
slope is related to the nbinear frequency shift coefficienl. The larger N, the larger the
slope frequencypower (Fig. 1.12b). Large slope frequermywer is of interest for RF
application such as in wireless communication system where large frequency shift is needed
to achievdarge signal to noise ratio. This large frequepoyver tuning is difficult to achieve
in conventional oscillator as their frequency does not depend on the output power. The
nonlinear frequency shift coefficientl, can be negative or positive dependimgtbe mode
excitations as already discussed. For posily¢he frequency increase with the increase of
the current, i.e. blueshift behavior, and this corresponds to the out of plane precession (OPP)
mode excitations. Whereas, for negatNiethe frequeay decreases as the current increases,
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i.e. redshift behavior, and this corresponds t@lane precession (IPP) mode excitations.
However, large nonlinearitid of STNO is also disadvantage for RF application because this
nonlinearityenhances the phaseige of the STNO through the coupling with the power noise
(see Section.B.5) In contrast to this, weak nonlinearity of the frequency to the power in
conventional oscillators makes their phase noise better than the one of STNO.

To conclude, the analyticaolution (KTS model) for the case of autonomous (free
running) STNO provides direct analysis on their output power and frequency under the
external control parameters such as DC curfemtthermorethe analytical model predicts a
frequencydependencen the generated powén STNOs. Thus, STNOs are characterized as
nonlinear oscillatorsThe predictions coincide with the experimental and numerical resfults
STNOs of various cadingurations For the practical applications of 8IDs, it is important to
undestandhow these autoscillators will behave under the influenoé external periodic
signalswhich can lead to a synchronization or frequency modulation. The KTS model for the
case of synchronization can be found in literature [86,87]. In the followhegKTS model
for frequency modulation of STNO will be summarized since this thesis is focused on
frequency modulation of STNOs.

1.3.4 Frequency modulation of STNO via current modulation

In this sectiorthe dynamic behaviors of STNO undbe influenceof external periodic
signalswill be discussed. The external signal considered here is an RF oscillating current,
given by +,... “fiy B, where +,and iy L téR correspond to the amplitude and the
angular frequency of RF current, respectivel (s the frequency of the RF current).
Depending on the} value, on can distinguish differentaveperational regimes:

(&) B is much less than the free running STNO frequergyinduced by the DC current.
This is the case of frequency modulatidg, O B,
(b) B is on the same order magnitude as the free running STNO frequgnioyuced
by the DC current. This leads to synchronizatign,N B;(or J B .
As already mentioned, ¢hfrequency modulation ofhe STNO is of interest of this &sis.
Hence the discussion will be focused on the case of frequency modukadetail discussion
of the synchronization can be found in the literature [87].

For practical applications, the frequency modulation of STNOs can be easily or directly
achieved by modulating the currehyg.

P L>SEY..“fiyR?%,,, (1.26)

Where +tB LV WKH PRGXODWHG '& FXUUHQW DQ@Apd). IhthisWKH PR
modulation, the negative dampin@pin transfer torque),,:L;, is considered to be
modulated, since it depends on the bias currept] = The modulated negative damping,

S2#EC PAL;, is given by:

FHECPY L >SEY... “fiy R?,:L; (1.27)

Assuming that the modulation deptfis small (Y' ) the oscillation powerl: P, can be
representedas L:P L L, EUL:P, where L, is the free running power unmalulated
oscillator, YL r:; and U LPis a small modulation around the free running powetL,P, 1Y
Doing the linearization of eq. 1.22 for smaf{small modulation around the free running
power), one can obtain a system of equatidas the powermodulation U land the phase
0 L f 7 %8 of the modulated STNO:
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LFt 3ULEtY,:Ly;ly ... 43 P (1.28a)

x—"fL Ag EOULP (1.28D)

X

In comparison witleg 1.25a, thgower fluctuation§modulation) U bf free running STNOs
has an additionalanhomogeneous term proportionalthe modulation deptly A stationary
solution ofeq. 1.28&nhas the form

Utp L VY28 -&, PES; (1.29a)

§ »>8{0
—;L teB;P L Ag EOQULP (1.29b)
0:P L igPEO O e<¢fiy PES; E 6, (1.29c)
Where 6 L Y6{§7—a>a8{|s the amplitude of the induced phase modufatibis the
nonlinear frequency/‘shiQ:‘t cl;efficienté LFf”...+Hfaet 5;, and 5 is the amplitude

relaxation rateThefinal output signal of an SNO modulated throughs DC current has thus
both a sinusoidal varying amplitude and phésequerty). As given in egs. 1.29b,c, the
modulation of the phase (frequency) of the STNO occurs doertiinear couphg 0 with its
modulated power U LP. The spectrum of the frequeneyodulated oscillationsan be

obtained by writing the solution fothe @mplex amplitude ?:P, L ¥LPAY" and
developing tle solution in a Fourier series

2R L ¥LRAY 0@ Al oo 00,8 ¢ (1.30)

where 4 : T;is the Bessel function of theth order. The spectrum (eq. 1.3@onsists ofa
central peak at #h frequencyigwith an infinite numberof sidebands at the frequencies
Ay E J iy having relative amplitudes, : ¢,0;. This predics a dependence dhe intensity of
the spectrum sidebes on the modulation frequency

The equation forU LP, eq. 1.29apredictsthat the modulatedoower cuts off at the
relaxation frequency,= 4 (End, thereforef, determines the maximum modulation rate of
the amplitude (power) modulation. Due to tmenlinear coupling N between frequency and
amplitude, the same coff appears for frequency modulation. Hence, tiedulation data
rate of the frequency modulation is also given by the relaxation frequigndyis becomes
evidence when taking the FasiUfier Transform (FFT) of eq. 1.29a:

258 :B; R WLl ARy o

- e (1.31)

For slow modulation frequencie® ' R, the contribution of in eg. 1.31can be neglected
such that the response 8f R ;is constantFor ths case, the amplitude in the frequency
response is modulated in white Gaussian manner, i.e. the same strength at all frequencies
below the ", at the same time. This means that under slow modulation frequencies (slow
perturbation) compared to the STN@egpession period, the STNO has time to follow the
perturbation such that the STNO can respond and follow the modulating RF cimrent.
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contrast for faster modulation frequencie®) ( B, the amplitude response#:R ; is
inversely proportional to the square @f This means that underfaster perturbation (faster

than its relaxation rat&), the STNO does not has enough time to follow the modulating RF
currentand will resultin an amplitude attenuatiortence, the largef, (as compared tto

), the larger the attenuation of the amplituéeR ;. This analytical modelhence, predicts

the behavior of the amplitude and frequency modulation of TidCBvia currentmodulation

and it is shown that the maximum achievable data rate of amplitude and frequency modulation
of the STNO are given by its relaxation frequeficylhis has been confirmed experimentally

in Ref. 89 by using a noise spectroscopyhteégue, i.e the extraction of the amplitude and
frequency noise. This technique provides a very simple method to extract the amplitude
relaxation frequency, and to characterize the modulation data rate of STNO. Hence, this
technique is of importance this thesis since it will be used for further investigation of the
modulation data rate of STNO for different modulation configuration that will be discussed in
Chapter 3.

To summarizethe KTS model is able to explaime behavior ofSTNOs underan
externalperiodicsignaland the importance of the extraction of the most important parameter
of STNO, 3 In addition, the experimental results qualitatively coincide with the prediction of
the KTS model, i.e. the nonlinear dependence on the modulating signal parameters (amplitude
and frequency) and most importantly the extraction of thigom frequency modulation
experimental studiesAnother major achievement of the model involy@sviding a full
description ofthe STNO dynamics in the presence of thermal noise, as discussed in the
following.

1.3.5 Thermal noise in the KTS theory: Amplitude andpohase noise

It has been discussed in detail the deterministic component of the system, i.e. the stable
trajectory, and how the system returns to it adtsingleperturbation around the free running
power p, i.e. the returning time is characterizedthg amplitude relaxation rat€21s s
This Section descrilsghe analytical model of an STNO in the presence of thermal noise and
its influence on the STNO dynamical systemi¢hen a stochastic forc&:P acts on the
systemgq. 1.18 can ke rewritten as follow:

ZOEFAL?E »:Li?F 5:L?L B:Rwith o =p (1.32)

The statistical solution oég. 1.32 requires some assumptions: (i) the ndoes not
perturb the system too much so ttte eq 1.32 can be lineaeid, (ii) stochastic forceg : B in
eg. 1.32is considered as a phenomenological telescribing action of thermal fluctuations.
Hence, is expression should verify a proper thermodynanbedlavior of the SNO in the
state of thermal equilibrium (i.¢he Boltzmann distributioof the system state when:L; L
r) [87]. This isobtainedby consideringR : P, to be a white Gaussian noise with the zero mean
valueand seconarder correlator given by8[7,89:

B:PR:FAL ra B:PRYPF;AL t& U PF P, (1.33)
Where & is thediffusion coefficient that characterizéise noise amplitude-or a nonlinear
oscillator (STNO), i.e. the strong dependences of the frequéncyand damping g:L;0n

the oscillation power, this diffusion coefficierdalso depends on the oscillation powér
> @
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&:LiL »iLRL L oLl (1.34)

(&;

where 3:L; L% is the effectivenoise power in the nonlinear regimé, is the Boltzmann

constant,T the temperature and factdis a scale factor that relates the energy of the
oscillationto the oscillation powep.

With the definition ofthe dffusion constant Pand wsing B:P L B: RA?Y%‘??, the solution
of eg. 1.32 has forms

ijEt JULL t¥L,4 AB:Pg (1.35a)

—;E ﬁUEOULI_¥—%+Ica:F:g (1.35b)

Eq. 1.35is of main importance for this thesis, becausdldws a simple expressidor both
amplitude (power) and phasd the STNO in the presence of white Gaussian noise. Let us
first consider the amplitude (power) noise given by the eq. 1.3@aadtocorrelation function

of power fluctuations, leads to the direct extraction of theldnde relaxation rate,5[87],

i.e. the power fluctuations can be directly extracted from the Hilbert transformation (see
Chapter 2 Sectiod.1.3.1).

K LPULPF i:AL %, :i; L{LOU' A 8{0 (1.36)
Where ¢B is the linear linewidth of the STNO, i.e. (B L & :L;. The autocorrelation
function of the power fluctuations (eq. 1.36) is an exponential decaying function with the time
constantis given by the inverse ofs, inL s t 5. This time constant describes the
relaxationtime needed for the STNO to drive the magnetization back to its stable limit cycle
(constantrajectory) after perturbations.

Fig. 1.13(a) The power fluctuation autocorrelation functiogfor a MTJISTO. (b) The powephase
cross correlation funahn . from the same set of data. The red curve is an exponentially decay fit
with a time constanf®yequal to 12 5 (c) The zas a function of the applied cant or voltage.
Adapted from [9]

The first experimental extraction of through the power autocorrelation function was
performed by Bianchini et. al [90]. The was extractedrdm single shot time domain
measuremas of the output voltage of aMTJ based STO by using the Hilbert
transformation to obtain the power (antypdie) fluctuations. The autocorrelation functioih
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powerfluctuations gives the value a§ L s t 5by fitting the response with the exponential
decaying function. The results are giverFig. 1.13, showing that 5lies in the range of tens
of MHz (Fig. 1.13c).

It is more convenient to express the solutadrpower fluctuations (1.35ahrough its
Fast Fourier Transform (FFT), téorm power spectral densities (PSD) of the power
fluctuations as given by eq. 1.44. From this the occurrence éewbrietation of the roloff
frequency f=1/N zin the amplitude (power) noise plots becomes clear.

¢U 5
6 U>W

258&:B; L (1.37)

In addition, it is possible to extract the linear linewigB through the PSD of the power
fluctuations. @nsidemg two limiting behaviors of the system amplitutiepresence of noise
low frequency:B' RB; and high frequency perturbation8( B;. For low frequency
perturbations:B' B, the eq. 1.37 can be written:

Y

258 1B L0 (1.38a)

This means that the system respotius perturbations ithe white Gaussiamanner, 1A, (the
same nature as the excitatiforce) For this case, there is a restoring torque (given by the
balance between spin transfer and damping torque) that drivesatieetization back to its
initial stable trajectory. For high frequency perturbatioBs B it becomes:

¢y

25&:B; L6 5

(1.38b)

This resultsin a random walk behavior /fi.e. power fluctuations aradding up, meaning

that the STNO does not have time to relax to its stable trajectory. The predictiorsypsttra
response for these two limiting cases has been experimentally demonstrated by Quinsat. et. al
[85,91] as shown in Fig 1.14. The experimental results (red plots in Figs. 1.14b,c,d) were
compared with the ones obtain from the macrospin simulationp(ogsl in Figs. 1.14a), and

both showed good agreement to the analytical model. In experiment [85,91] tb# cut
frequency is on the order of few hundred MHz which is slightly larger with the one measured
in [90].

To summarize for the case of amplitug@wer) fluctuations, there are two methods of
the extraction of 5 direct from power autocorrelation function (extracting the time constant
i3 and from the amplitude noise response (extracting the roll of frequgnd@hé latter will
be discused in detail in Chapter 2 since this technique will be used for the data analysis in
this thesis. Furthermore, this analysis technique can also be used to determine the upper limit
of the modulation frequency for the case of modulated STNO as confirnfed.if91].
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Fig. 1.14The amplitude (red curve) and phase noise plots (blue curve) obtained frarag@spin
simulation (bd) experimental measurements of different STNO devices: high tunneling
magnetoresistance (HTMR) and low tunneling magneisieexe (LTMR) Adapted from [91].

It has been discussed in detail all information that can be obtained from the study of
amplitude/power fluctuations. This part is focused on the information that can be obtained
from the study of the phase fluctuatioirs.the phase equation adq. 1.39, it is shown that
the phase has a direct contribution from poflectuations0 U Li.e. powesphase coupling
To investigate the power fluctuations on the phase ndisg,convenient to express tleg.
1.35bthrough itsFast Fourier Transform (FFT), form power spectral densities (PSD) of the
phase fluctuations as given by. 4939.

g Y lU &l
256,:B; L ERTYSY! (2.39
With RL 0 j;L4is the dimensionless nonlinear amplitude phase coupliig first term

(right hand side) corresponds ttte linear contribubn to the phase noise, while teecond

term is the nonlinear contribution to the phase noiBee linear contributioris the direct

effect of noise on the phase term, the nomlineontribution is the noise dhe phase term
originating from the amplituglfluctuations. Since the frequendgpendon the amplitude of

the auteoscillation (i.e. STOs are ndimear oscillators), itnaturally induces thisonlinear
contribution Two limiting cases can be also made @6 &:B;, as mentioned previously for

the analysis of amplitude fluctuations: low frequenc' B; and high frequency
perturbations:B ( B;, see eq. 1.40For low frequency perturbationsB' B, the phase

noise is indeed given by theonlinear contribution from amplitude fluctuations. This
amplitude noiseenhances thehase noiséevel by a factor s E F. In this case, there is no
restoring force for the phase and the phase is free. This is why the phase accumulates all
fluctuations resulting in a random walk behavior, 2/for high frequency perturbations

:B( B; the phase noise is linear and mainly given bydihect dfect of noise on the phase

This also results in random walk behavior. The phase noise plots are tle#sa tm extract

the nonlinear parameteR
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1.3.6 Summary KTS model

In conclusion, the KTS model provides a metmsransform the LLGS equation into a
general oscillator modefrom which the basic behavior in the autonomous regime and in the
nonrautonomous regim@inder the influence of periodic and stochastic external sigoais)
be derivedThis model permits textractthe nonlinear parametel§ A, and RN (nonlinear
frequency shifts) represents the strong dependence of the generated frequency on the power of

xU

the generated signal. Depending 011 xApositive or negative, the frequency dependence on
the power can be redshift (IPRode) or blueshift (OPP mode). In one hand, strong N induces
large slope of frequency current tunabiﬁxtiz\which is of interest for many applications such

as for digital wireless communication application where large frequency shift is desired to
achieve high signal to noise ratio. On the other hand, strong N leads to enhance a phase noise
due to nonlinear contribution from amplitude fluctuations. This makes the phase noise of
STNOs poorer compared to conventional oscillators whose frequency vkgddnd on the
power. Studythe noise properties @TNOsprovide a means textract the most important
parameter of STNOA, which gives the timescale or the rate of STNO to drive the
magnetization back to its stable trajectory after perturbations. This is possible by doing the
autocorrelation function of the amplitude fluctuation or forming the power spectral density of
the amplitude fluctuations (amplitude noise). While the phase noise provides a tool for the
extraction of the nonlinear amplitugidhase coupling parametéand tostudythe linewidth
broadeninghat is also relevant for applications

Under the influene of periodic signals, the KTS model is also able to explain the
dynamics behavior of STNO for example for the case of frequency modulation. It is predicted
that A limits the upper modulation frequency for the case of modulation current and hence it
characterizes the modulation bandwidth up to which the modulation is efféCtivinish,
this Section isimportant since it isich of information for te understanding #results
achieved in this thesis.
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1.4 State of the Art of Expermental and Theoretical of Frequency
Modulation

This thesissubject is todemonstrate the use of STNOs for wireless communication
applications In such applications, modulation is an important signal processing concept.
Modulation processdsave been sucssfully emplod in the case of microwa&TNO [26-

28]. Some recent experiments have already demonsigaded potential of STNOs to be used

as modulators in wireless communication systems. It has also been demotisita8IOs

can beemployed to deveb novel highdatatransferrate readerfor hard disk drives (HDDs).

This Section aims to give a brief review of stafeart of STNO modulation to highlight the
motivation of this thesis. Before coming to the review, the fundamental of modulation in
sigral theory will be first present to understand the mechanism behind the STNO modulation
and to follow easily the discussion of the review.

1.4.1 Fundamental of modulation: amplitude and frequency modulatio

Modulation is the process of varying the ch&eastic parameters of a periodic high
IUHTXHQF\ ZDYH 3FDUULHU" L QfredDénEyR nfGrD&iénH sighalW K D
SPRGXODWLQJ’ WR R Eighél.LTDe Darfiér Rvevis @éngvaiyGa sinusoidal
waveform characterized by adifiable parametrs: amplitude andrequencyor phase The
corresponding analog modulation processes are referred to as amplitude modulation (AM),
frequency modulation (FMYespectively [92,93 as illustrated in Fig. 1.15.

Fig. L15Figures (a), (b), (c), (d) cornesnd to carrier signal, modulating signal, amplitude
modulation signal and frequency modulation signal, respectively. The left figure shows the waveform
signal, while the right figure presents the corresponding power spectral density (PSD), leading to the
sidebands generation around the carrier frequency. Adapted from [93].

%  Amplitude modulation

Amplitude modulation isite simplest form of modulation, whichasults in a variation of
the carrier amplitude that is proportional to the amplitude of the miitylsignal asshown
in Fig. 1.1%. The amplitude modulation dhe carrier wave S(t) is created by multiplying the
carrier wave witramodulating signam(t):
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5:P L #5SE Gyl :P ... “¢@BP? (1.413
5:P L #y... MoPE— ... “igE fiy ;PE— ... “figF iy ;P (1.41b)

Where, #3and Bycorresponds to amplitudand frequencyof the carrier wave, Gyis the
amplitude sensibility of modulator responsible for the generatiorthef modulated signal.

| 'R L #; ... “¢teR Pis the modulating signal haviregsinusoidal formSubstituting!l P

in relation 1.41a and definingas themodulation index, given byJ L #; # one can obtain
relation 1.41b. This relatioshows thathe amplitude modulation resulis a sum of three
sinusoids of different frequencies. One of these sinusoids has the same frequandy f
amplitude A as the uamodulated carrier. The second sinusoid is at a frequency equal to the
sum of the carrier frequency and the modulation frequengy.ff this component is the
upper sideband

The third sinusoid is at a frequency equal to the carrier @émyuminus the modulation
frequency (#fr); this component is thiewer sidebandThe two sideband components have
equal amplitudegsymmetric sideband)which are proportional to the amplitude of the
modulating signal A. The frequency domain @&n ampliudemodulated carrier, Fig. 1.&5
(right), shows the modulated spectrum consistihcarrier and sideband componeatsqual
amplitude (symmetric sideband)The bandwidth of amplitude modulation is twice the
frequency of the modulating signal, BW#2f

¥  Frequencymodulation

In frequency modulation (FM), the carrier frequency is modulated Inyodulating
signal, while the amplitudis constan{see Fig. 1.15d, leftAnd ideal FM signal has a form:

5:P L #y... R ? (1.42)

where #gis the constant carrier amplitude arig; P, is the instantaneous phase of the
modulated signal, related to the instantaneous frequendy By L ?5@ In a typical FM
system 92,93, the instantaneous frequency variisearly with the modulating signal
BiP L B E Gl :B, where Gjis called frequencysensitivity (Hz/Volt). According to the
previous definitions,1(.42), the FM signal may bewritten as

5P L #... BeRPELEGI, | :R@® (1.43)

The modulated signal defined by relation 1igla nonlinear functioof the modulating signal
5:B, which makes FM an intrinsisonlinear modulation process. Nevedless, beause of
the linearity betweenB; P, and | : B, this phenomenois referred toa linear modulation
process Assuming now that the modulating signal has a cosine forin;P L

#, ... "t eR P, relation 1.43 becomes:

5:P L #5... *t &R, PE UeceteR ;P (1.44

. 1y PR°g U
With UL_L}; LL};

Here, Ucorrespondsto the modulationindex (unitless), indicating by how much the
modulated variable varies around its unmodulated lelgels the highesfrequency in the
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modulating signal (Hz), and¢B g o b G#; correspondgo thefrequency deviation of the
peak (Hz)which represents the maximum shift away frignim one direction Relation1.44
can be written in thé&ouriertransform fem by usingthe formalism of complex envelopes
[92,93]:

5P L #54 Mlgq 4 Ut SRS BEJIR ;P (1.45

With, 4:U; L= 38R0« TFIT2@T
where 4 :U;is the nth-order Bessel function showintie relation between the carrier and
sideband amplitudes of the modulated wave as a function of the modulationUnEem
(1.45), it can beseen that the spectrum of wideband FM signal consists of the carrier
frequency § andaninfinite number of sidebarsdwhose amplitudes are proportiotal,4 : U;,
althoughin practice the spectrum of an FM signal is imdinite. Their sideband amplitudes
decrease antiecome negligiblysmall beyond a certain frequency offset frohe carrier,
depending on the magW XGH R 7TKH EDQGZLGWK UrdriBXikdibH&GnIRU OR
be now determinedy counting the number ofignificant sidebands. For high fidelity,
significantsidebands are those sidebands that have a voltéepestai percent#0 dB) of the
voltage of the unmodulate6 DUULHU IRU DQ\ EHW ZAgHIQ6shon@te PD[LP X

spectral behavior of an FM signal for different valuesotiulation indexU L p’i{;” L%O

In Fig. 1.16A the spectra of a signal fdy=0.2, 1, 5, and 1@re shownThe sinusoidal
modulating signal has the constdrequency B, so Uis proportional to its amplitudeG#; .

In Fig. 2.16B the ampitude of the modulating signaf#, is held constant and, théoee, U

is varied bychangingthe modulating frguency, B. In Figs.1.16B-a,bgc, individual sectral
components are shown, whereas in Big.6B-d, the compaents are not resolved, but the
envelope is correct.

Fig. 116-(a) Amplitude-frequency pectrum of an FM signal (the modulation frequengisfiixed the
modulation amplitude Ais varying for (a), U= 0.2 (8 U= 1, (c) U= 5, (d) U= 10. (b) Amplitude-
frequency spectrum of an FM signal (the modulation frequencys fvarying the modilation
amplitude A, is fixed) for (8 U=5, (b) U= 10, (c) U=15,(d) U\ ». Adapted from [93].

Two important facts emerge frofigs. 1.16A and 1.16B [93]
(1) For very low modulation irek  lessthan0.2), only one significant pair of sidebanids
obtained.The requiredtransmission bandwidth in thisase isapproximately2 B, as for
AmplitudeModulation (AM). This corresponds to narrowband FM (see Fig. Td)6A
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(2) For very high moduladn index Bre than 100), the transmissibandwidh is2 (B g 6 p

This corresponds to wideband FM. While wideband FM uses more bandwidth, it can improve
the signal to noise ratio significantly (see Figs. 1.46&d) where the value ofB g sis
varied, while keepindgg constant.

For YDOXHV RI EHWZHHQ WKHYV Ht thif Bigdifiténid sidebdhd&® Y H W R
calculate the required transmission bandwidth (BW) orcah be calculatedising the
approximation:

$9LtB EtiBgonp
or
$9 LtR:sEU;

So farthediscusson of FM sidebands and bandwidihs been basl on having a single sine
wave as the modulating gnal. Extending this to compleand more realistic modulating
signals is difficult. We can, however, look at an example of sistglee modulation for some
uselll information.An FM broadcast station has a maximum frequedeyation (detemined
by the maximum amplitudef the modulating signal) of¢ B g s%75kHz. The highest
modulation frequencyg is 15 kHz. Thiscombination yields a modulation index of DQG
the resulting signahas eight significant sidebanpéirs. Thus the requed bandwidth can be
calculated as 2 x 8 x 15 kHz = 2dz. For modulation frequencidmlow 15 kHz (with the
same amplitudeassumed), the mathtion index increases above @d the bandwidth
eventually approaches ¢B 4 a5l5kHz for very low modulation frequenciedNe can,
therefore, calglate the requed transmissionbandwidth using e highest modulation
frequencyB and the maximum frequency deviatig/ g ¢ b

Conclusion

An important thing to note from tregpectrum of atinear FM signalshows in Fig. 1.16
is that the carrier frequendoes not change with the modulating signal parametefsa(@l
fm) and also the sidebands in the left and right side of the carrier signal have an equal
amplitude (symmetric sidebands amplitude). It will be shown in the next Section, that this not
the casefor STNOs. Due to the STNO nonlinearity, the carrier frequency is shifted as a
function of the modulating amplitude and the sidebands amplitude are asymmetric [94,95].

1.4.2 Experimental and theoretical studies of frequency modulation of STNO

It has keen discussedhe spectrum of:SXUH"~ ©GM QighBléhas a function of
modulating signal parameters, i.e. the modulation frequenend the modulation amplitude
An 7KH WHUP 3SXUH RU OLQHDU” )0 VLIJIQDO UHIHU¥Y WR WKF
during the frequency modulation. So that it does not affect the carrier frequency while varying
the amplitude of the modulating signal,/And leads to symmetric sidebands amplitudes
around the carrier signal (see Fig. 1.16). However, this is not tedaaSTNOs. As already
discussed previously, STNOs are characterized as-near oscillator which means that the
precession frequency strongly depends on the precession amplitude or power, i.e. power
phase nonlinear coupling. In the modulation casegutating the amplitude or power of the
STNO will also induce frequency modulation due to such nonlinear coupling. The term of
3SXUH RU OLQHDU” )0 PRGXODWLRQ LV QRW Ym@xkds DQ\PR
frequency modulation in STNOS%his has bee confirmed experimentallgy Pufallet al. [94]
andAkerman et. al [9b The experimenta/ere performed at a fixed modulation frequengy f
and varying the modulation amplitude,Aln the pioneering frequency modulation
experiment[94], the authors took adntage of the strong phapewer coupling of GMR
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based STNOs to obtain a frequency modulatidme modulation was performed at a single
operating point of the free running STNO, which is in the curve region of frequency versus

DC current (nonlinear regignAlthough the grosdeatures of frequency modulation were
SUHVHQW VLJQLILFDQW GLVFUHSDQFLHV IURP WKH 3SXUH
unexpected carrier frequency shift as a functiomotiulation amplitude#; (or +n Ref.

[94]) (Figs. 1.13,b) and (ii) asymmetric sideband amplitudes in contrast to the expattted

order Bessel function$igs. 1.13,c,d)

The attempt to justifitheseresultswas carried out byonlinearFM (NFM) theory
which takes into account the nonlinearache in the intrinsic operatinfrequency during
modulation and performing numerical macrospin calculatianghis theory is able to
accurately describe the frequency shifts during modulatidawever, the amplitude
asymmetryof the modulated sidebands ordgrees with calculations based on a theory of
combined nonlinear frequency and amplitude modulaiMifAM) developed by Consolo et.
[96], see Fig. 1.18In this theory, the temporal signalj. 142 was defined to be both
amplitudemodulated and frequeneyodulated:

5:R L #e34 (R?2... 6 P2 (1.46)

x%3a G,

xC

where the amplitude#yand instantaneous frequenci; P L?S are polynomial

expansions of a modulating signil: P.

Fig. L17-(a) PSD of the STO output (farnanocontact) with and without modulatizurrent. (b) Shift

of the center frequency versus modulation amplitudeMeasurednormalized sideband amplitude
(squares) and calculatedeo(full lines) from a nonlinedrequency modulatioNFM model usindirst
order sidebands (c) arstcondorder sidebands (d). Alinear modulation model is unable to explain
the frequencyshift versus + and tle asymmetnpbetween the upper and lower sideband amplitude
which shouldbe equal in a linear modulatiomodel. Adapted from [93.

By using the formalism of complex envelod62,93], the relation (1.46) can be written
in the Fourier transform. As can be seen in Fig. 1ti8 derived analytical solutioshows
remarkable agreement with thecromagnetic calculationsf the carrier frequency shifFig.
1.181) and asymmetramplitude of the modulated sidebandbigs. 1.1®,c, blue line) In
contrast to this the NFM theory failed to explain #symmetry amplitudef the modulated
sidebandg¢Figs. 1.1®,c,red dashetine).
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In experimenl{95], the author investigatethe impact of different levels of frequency

nonlinearity(xx—l;'\ being zero, positive, and negafijyveon the frequency modulation of

nanocontact STNOThe samemoduldion features as in Ref.49i.e. a shift of the center
frequency and asymmetric sideband amplitudigls modulation amplitude?;, are observed

for the case of a nonlinear frequency dependepasit{ve and negativexx%\). In contrast to

this, for the linear frguency dependence cas:;e%( L r), the carrier and sideband frequencies

are entirely independent of the modulatiamplitude #,. However,the asymmetry of
sideband amplitudes was still observed.

Fig. 118(a) Dependence of the camigequency § on the amplitude of thenodulating signal A.
Dependence of firsdrder (§ and secodrorder (c) sidebands amplitudatio on the amplitude of the
modulating signal A. Symbols, together witlerror bars, are representative of numerical tesul
whereas the analytical onase denoted by lines (dotted lines for NFM and solid lines for NFAM

Error bars associated to numerical results are representative of a computational error of about 2.5%.
Adapted from [96].

This case of linear frequency ehdation provides strong experimental evidence, that
amplitude modulation is also taking place. Usihganalytical model of NFAM proposed by
Consolo et.al96] remarkable agreement between the experimental data and calculations were
shown.Moreover, it vas possible to fit the modulation data with very good accuracy with a
polynomial expansiomup to the third orderHowever, the information acquired from these
coefficients does not reflect the intrinsic mechanism of NFAM in STNOs, nor its
consequences fa specific choice of experimental conditions and device characteristics. To
investigate the origin of NFAM in STNOs, ReB7] derived the modulation spectrum as a
function of the intrinsic STNO parameters as suggested by Slavin @T&l mode) (eq.

1.30). The Fourier coefficients obtained by this method give quantitatfeemation, such as
the carrier frequency shift, the modulation index, and the modulation bandM&W) of
the STNO.The MBW is measured fronthe peakfrequency deviations,B g o(@ function of
the modulation indexdiependence on the modulatimequency as shown in Fig. 1.19

A common criterion of the 3 dB power attenuation that is usually used to characterize
filters was used to determine the cutoff frequency thecgiven byt s This modulation
bandwidth (MBW) gives a measure of the frequency range in which an oscillator has optimal
modulation propertieslhis means that above the cutoff frequency, the modulation properties
such as a full frequency deviatiwB g g Fcannot be achieved. i.e the frequency deviation
(B g ois attenuated. This leads to a degradation of the modulation bandwidth.

38



Fig. 1.19Peak frequency deviatiop dependence on the modulation frequency for different opgratin
points of free running STNO (different DC current)tained via numerical simulatioffhe plots
have a lowpass filter behavior with a cutoff frequency given il 5 & Adapted from [97]

A more straightforwardmodulation analysis techniquen the determiration of the
modulation bandwidtlof an STNO wageportedby Quinsat et. al [24]. This technique is
based on the extraction of the amplitude and phase noisesinghe-shot time traceas has
been discussed in Section 1.3.5 (see Fig. 1.2d)a&ting the amplitude and frequency noise
plots of the modulated output voltage traces will provide the same plots as shown in Fig. 1.14,
with the addition of a weltlefined peak appearing above the noise level (red plot) at the
modulation frequency, sd€g. 1.20.Varying the modulation frequency, bf the modulating
signal (from 1MHz up to 1GHz) for a constant modulation amplitude and superpose the
responses, one can see that its amplitude envelope (peaks above the noise level) has the same
cut-off as he noise spectra (red plot), this for amplitude (Figs. 1.20a,c) and frequency noise
plots (Figs. 1.20b,d), in simulation and experiment.

Fig. 1.20The amplitude PSR(a,c) and frequency noise Pgplots (b,d) of modulated output
voltage STNO obtained from numerical simulation and experimental measurements. As a guide to the
eye, the envelope of these peaks is giveraj(d) by the dashed lines indicating the +off at f,
estimated by the vertical dotted lines. For the simulation, a ratig/lpk-#0.1 was used. For the
experiments on the MTJ devices, a modulation powe8@fdBm was used, which corresponds to
I/15c=0.03 with bc=0.5 mA.Adapted from [24].
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For current modulation this is understandable, since the current modulation will in a first
place modulate the power of the STNO. As discussed previously in Section 1.3.5, this cut off
frequency f determines the maximum modulation frequency where the amigltan follow
an external modulation signal. Hence the bandwidth for amplitude modulation via current
modulation is given by,f Due to the nonlinear coupling between frequency and amplitude,
the same cutoff appears finequency modulation via current madtion. Its modulation
bandwidth is thus given by a = (Hhis coincides with therpdiction of the KTS model (eq.
1.30 and the numerical results obtained by Akerman et al by analyzindgrabaency
deviation ¢ "dependence on the mhalation frequency (see Fig. 1)1RAnother technique of
the extraction b zwas reported in [23,25]n the context of characterizing the agility of
STNOs as frequency synthesizeis. the shortest time it takes for the STN©O hop and
stabilize from one frequency to anothelowever this leads to complex measuremenipse
and the determination ofywasobtained from a complex fit of the data from the frequency
domain experiments (for different modulation frequencié®r this thesis, the technique
presented by Quinsat et. al. [24] will be used to analyze theeinegumodulation simulation
results in Chapter 3.

Besides understanding the physical concept behind the frequency modulation of STNO
and the method for the extraction of the modulation bandwidth of STNO, recent studies of
frequency modulation of STNOs hawdemonstrated the use of STNO for wireless
communication application&SK digital modulation has been first reported by Manfrini et al.
[23,29 using vortex MTdbased STNOs that emit in the @21GHz range by modulating the
current between twaliscretevaues at frequencies up to 10MHz. The first ever complete
wireless communication scheme using homogeneous-$dd STNOs has been recently
demonstrated by Choi et alkq], adoptingnoncoherent wireless communication systems
based ordigital OnOff Keying (OOK) modulationand envelope detection technique. They
reportedwireless communication with a decent data rate, 0.2Mdopd, SNR of 12.5 dBt a
distance between the atrsmitter and receiver of 100cnUsing the same wireless
communication concepR. Shama et al. [2] were able tomprove the data rate up to 4Mbps
at the same communication distance as demonstrated by Choi et al. The signal to noise (SNR)
ratio is however 6dB smaller. Further demonstration of a homogeneoub&d®&d STNO
modulation using@OK concept on a printed board card (PCB) level has fiestmeported by
Oh et al.[28], resulting communication over 10mm with the data rat8.4Mbps. This data
rate is slightly less compaté¢o Choi et al. and R. Sharma et al. The data rates achieveel
mentioned demonstrations above are all limited by the rising time and falling time of the
electronic components in the measurement system, i.e. thd ,béasl not to the intrinsic
(agility) of STNOs as mentioned in Ref.-22.

A recent applicatio of STNOs that has been proposed by Toshiba is to use them as
dynamicread heasl in hard disk driveg29-33]. In this concept, th&TNO frequency is

PRGXODWHG E\ WKH GLSRODU VWUD\ ILHOG IURP WKH ELW

two discete values which refer tBSK digital modulationFor the read out, this frequency

shift can be converted into a voltage signal level usingaodrerent demodulation technique
(delay detection technique). In order to increase the bit data rate, the SENO Hespond

fast to the changing bit stray field. The challenge is to define the STNOs with modulation
bandwidths that achieve high bit data rate. This means also that the investigations presented
previously for current modulation need to be extendetetd modulation, to see whether the
modulation bandwidth is controlled by the same parameter. The investigation of field
modulation in STNO is thus essential for read head applications. This is the aim of Chapter 3,
where the field modulation in STNO wilbe carried out numerically within macrospin
approach. The upper limit of modulation bandwidth for the field modulation will be
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investigated for different field configurations and compared with the one for current
modulation that has been intensively stddie

1.5 General Summary

To conclude, an overview of fundamental aspects of STNOs has been discussed starting
from the physical concepts underlying the STNOs, its magnetization dynamics, and the
analytical model that explains the dynamic behavior of 8¥hh the autonomous and ron
DXWRQRPRXV UHJLPH 7KH 6712V RSHUDWLQJ SULQFLSOH |
transfer torque effedb set the magnetizatioslynamicinto steady stat@scillation, and the
magnetoresistanceffect to produce an utput voltage The effect of spin transfer torque on
the magnetization dynamias described by the LLGS equation. The LLGS equation solution
predicts the evolution of magnetization dynamics under the external control parameters which
permits to acquire iportant information such as the threshold current, the excitation modes
(IPP and OPP), the frequency dependence on the external control parameters, influence of the
noise on the magnetization dynamics, etc. The LLGS equation does not show direct insight
into most pertinent nonlinear parameters. The transformation of LLGS equation to universal
oscillator model (KTS model) gives a clear and simple physical picture of the nonlinear
dynamical occurs in STNOSs, both in the autonomous-asitdlation regime andnder the
influence of periodic/stochastic external signals. In particular, the model suggests a direct way
of extracting the most important parameters of STNOs, which is the amplitude relaxation rate

% and predicts that this parameter determines the agility of STNOs, i.e. the rate of STNO to
drive the magnetization back to its equilibrium trajectory after perturbations. Moreover, it has
been shown by many studies that this parameter also lirgtsnttdulation frequency of
STNOs and hence the modulation bandwidth of STNO is given smnder current
modulation. Finally, recergtudies of frequency modulation of STNO have been summarized,
which took advantage ofhe strong frequenegower couplingof STNO to obtain the
frequency modulation. It demonstrated the use of STNOs forcobarent wireless
communication system, i.e ASK modulation. The maximum data rate is however still lower
than the expectation due to setup limitations. This motivatestticly which is carried out in
Chapter 4, where the FSK concepts will be applied to investigate the maximum data rate of
STNOs. For some other applications such as the use of STNOs for dynamic read heads in
hard disk drive technologies, the frequency matioh studies of STNO need to be extended
to field modulation, in particular for the determination of the maximum achievable data bit
rate and to see whether an upper limit exists and whether it is controlled by the same
parameter as in current modulatidmis is the main aim of Chapter 3 where the investigation
is performed via numerical simulation. The amplitude and phase noise technique will be used
to analyze the maximum achievable data bit rate. To confirm the simulation results the
analytical modelKTS model) needs to be developed for the case of field modulation.
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Chapter Il
STNO realization and characterization

To demonstrate the feasibility of STNOs in ttaglio frequencyRF) application level,
one hasifst to optimize theRF performances oSTNO devices For such applications, the
STNOs have to emtigh frequency oscillation with good spectral purlw linewidth, high
output powerwide frequency tuninggood signal stabilitf{good phase noiseyoa barrier
stability and low threshold currentor this, one has to define appropriate magnetic
nanostructures andancfabrication processes and to charactertbeir RF performances.
Prior to the starbf my thesisthe RF performances d8TNO devicesHitachiGST (HGST),
have beenstudied These studiepermited to acquirethe basic knowledgef the RF
performances o5 TNO. Within Mosaic projectthe state of the arof STNO devicedas been
realizedby International Iberian Nanotechnology (INL) laborgtdéor material(MTJ stack)
deposition and Spintec for nanofabrication processes and RF characterization.hEere, t
authorf V. F R Q W U L EchavacterQe Areivaluat®the RF performances of STNO devices.
The resultsareusedto give feedback foturther development andptimization of the material
deposition and nanofabrication processesl to identify devices with good RF performances
to be used fofurther studies, i.e. FSK measurements.

In this chapter, the RF performances of STNO devices rdalizéhis thesis(Mosaic
devices) will be investigated, evaluated, and compared th@RF performances obther
STNO devices, such as Hitachi devicedich have different magnetic stackmpositions
To characterize the RF performances of STN®@e, meaurement techniques are considered,
i.e. frequency domain teclgue and time domain techniquEhe measurement setup for this
characterization is discussed in Sect@d. Afterwards,in Section2.2, the discussion is
continued on the introduction &TNO devicesinvestigaedin this thesis, i.eMosaic devices
and Hitachi devices The advancement@and the optimizatiorof Mosaic devices and its
challenge during the realization, magnetic stack development and nanofabrication process, are
also discussed in thiSection. In Sectio.3, the statistical analysis of STNGsom different
nanofabrication processes and different magnetic stacks widvbkided The dynamic
characterizatiomf STNOswill finally be evaluated in SectioB.4. The results areompared
in terms of their microwave excitation (single or multimode), their linewidth, their output
power, and their signatability (phase noise)lhis defines important strategies for further
improvement and optimization of STNO devices, especially for STN@ekevealized within
Mosaic.
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2.1 Experimental Setup and Measurement Technique

This section is devoted to the measurement techsigog experimental setup f&F
characterization of STNO®rior to the start of m thesis, appropriat&kF mesurement
techniques for the characterization of STNOs have been developefrequency domain
[76] and time domain measurement techng)[85]. The frequency domain measurengent
provide direct extraction of thenicrowave emissiompeaksof the STNO whib leads to an
easy way t@analzethe evolution ofrequency, linewidthandoutputpower of theSTNO as a
function ofexternal control parameters, i[RC current and applied fieldkor characterization
of the microwavesignal stability the time domairtechnique is needed, showing thatage
variation (amplitude oscillationsover a period of timeThe main advantage of using time
domain technigue is the possibility toextract theamplitude andphase (frequencyhoise
characteristics of the STNO. Thsovides direct access to deduce thmportantnonlinear
parameters of the STNO: the dimensionless-Inear ampitude-phase coupling parameter,

4 and the amplitude relaxation ratg,(see Chapter,1Section1.3.5), which arethe relevant
technological parametgrin this thesis, both techniques are used to investigate the RF
performances of STNOsvhich is the major importance for the optimipati of device
performancesin the first partthe experimental setup for RF measurements and the problem
of the extraction ofhe actualsignal emitted by the STNO will lsiscussedThe basic issues

of the power transmission in Rfircuits i.e. impedancenismatcheswill be introducedn the
second parto give an idea on theorrectionof the signal measuremenin the last part, the
analysis method of the extraction of amplitude and phase noise of the STNO will be
discussed.

2.1.1 Experimental setup

The frequency and time domain measurenuamt be achieved at the same time using
the experimental setup shown in Fig.1. For the frequency domain technique, the
measurements are done usagpectrum analyzer, while the time domain technique ases
real ime oscilloscopéeo register the time traces of the output voltage signal.

Fig. 21-Experimental setup for STNSZharacterization

The STNO devices generate a microwave signal in high frequency in the range of GHz.
This requires specialomponerd, RFcomponentsio guide the microwave signal froan
input port tothe output port.The RF cmponent needed in tasemeasuremest from left to
the right (Fig. 3.1), ara pico probeabiasT (Marki Microwave BTN0040) an attenuator, a
power splitter(Clear Microwave D20218 with an insertion loss of dB9over 2GHz to
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18GHz), an amplifier Miteq AMF-5D with a 43 dB gain ovet00 MHz to 12 GHz), a 3GHz
high pass filter (HPF)a spectrumanalyser(Agilent PNAE8363B witha bandwidth of 1 MHz
to 40 GH2 andareal time oscilloscop€Textronix DPO7200). Besides RF componerd,
source meter (Keithley 24013 Kepcopower supplyand aninductive circuitare neededlhe
measurement procedure is as follow:

1. The STNO device is placeth the middle of the cones adn electromagnetso that the
magnetic field felt by th&TNOis homogeneous.

2. An in-plane magnetic fieldwith maximum strength of £15000e generated by the
electromagneivhichis controlledoy a Kepcopower supplywith aLabviewinterface The
magnetic ield orientation can be adjustedthe inplane direction

3. A GroundSignalGround (GSGpico-probe is used to make an electrical contact with the
STNO devices

4. A DC current is injected to the STNd&vicesthrough theDC part of the biagd'. Injecting
asmall current of 0.05mA and sweeping the magrfetld from 15000e to-15000e, og
obtairs the magnetoresistance (MR) curve of the STN®the evolution of the resistance
as a function of magnetic fieldcrom the magnetoresistance curve, sketic prgerties
such asthe deviceresistance and the correspondigistance area (RA) product and
TMR value can beobtained. The maximum DC current can be applied to the STNO
nanopillar is determined by thdegradation orbreakdown voltage divided by the
antipaallel resistance b=V /Rap.

5. In order to observe theynamic microwave signahduced by the STNOQthe DC current

is increased to the maximum valaad the magnetic field is swepthile adjustingits

orientationwith respect to the easy axis directidrttie STNO.

The oscillating microwave signal $&parated fromyt by a biasT.

A 3dB attenuator is positioned after the blaso reduce the standing wave due to the

impedance mismatch between the high STNO resistanggo RLOO , and the 50 RF

componets.

8. Since the output power emitted by the STNO is very low, on the order of nWatt, the
output signal is amplified by a 43dB amplifierer 100MHz to 12GHz.

9. The amplified signal idiltered usinga 3GHzHigh Pass Filter (HPF)o reject the low
frequency naes that arise from the RF comporsent

10.The filtered signal isplit into two outputdy a power divider (splitter One output is
connected toa spectrum analyzer (frequency domain technigs@pwing a peak in
voltage as a function of the frequenegd the othemutputis conneceédto anoscilloscope
(time domain technigugeshowinga signal oscillation in voltage as a function of the time.

N

The signal received bthe spectrum analyzer and oscilloscofgenot theactualsignal
emitted by the MTbased SWNOs. In order to extract the corresignal (power)emitted by
the MTJbased STNO, one has to take into account the power transmission issues and the
impedance mismatches that occur in arRFasurementTheimpedance mismatch between
each interfacef two elements of the measurement chain,the.STNO § DQG WKH
measurementhain leads to a reflected wave (and thus power), that decreases the transmitted
powerto the RFmeasurement chaitn addition, the signal amplification by the amplifier is
not ideal becausthe amplifier gain is varying with the frequen@s shown in Fig..2. The
measured signal will be thus a modulation of the real signal by the amplifier Qaiswill
modify the form of the spectra observed in the spectrum analyzerconclude, it is
indispensabléo correct the measured specfrar this, two steps are considered:
- The evaluation of the impacf WKH 6712V HOHFWURGH®NMNM2aQWG WKH |
between the STNO and the RF component on the power transmission tr@shsanthe
measuement chain.
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- The calibration othe RF chainby measuring the-Bhatrix obtained via a vector network
analysis (VNA)in order to correcineasured spectra, itlee actualoutput power emitted
by the STNO.

These steps will be discussed ie tiext section.

Fig. 2.2-Characteristic of RF amplifier measured via a vector network analysis (VNA). The gain (dB)
is varied with the frequency with cutoff frequency is about 12GHz.

2.1.2 Specifics of RF measurement&requency domain technique

Before showing the evaluation of the impedance mismatches of the STNO agmirthe
correction from the REhain, it is important to introduce first the basic issues of the power
transmission in Rifeasuremest i.e. theory of transmission line, to understdreorigin of
the impedance matching and its effect on the power transmission.

2.1.2.1 Transmissionline theory

Theequivalent circuit othe RF measurement chain (Fig. 2.1) is shown in F&).The
Device Under Test (DUT)in this case is the STNQs measured at one end of the
measurement chain (characterized ebyoad Zyy = 50). Since the signal generatdxy the
STNOis in high frequencyGHz range theirjwavd nature must be taken into aceduFor
instance, if a 16GHz signalis consideredthe wavelength is about 3 cm that is a similar
length to most of the componerftaund in Fig. 21. When the wave length of the signal is
comparable to the length of tRF- componentsthe quasstatic appoximationthat allows the
use of KirchhélfV ODZ LV QHRW théeXiddwareOdifnal is considered as a power
guantity (a wave) that propagatedo a certain direction. Most of the RF composeate
waveguides that guide thmicrowave from their riput port to their output port. The
description of the propagatiasf the power through the filerent components makeseusf
continuity equations giveby Maxwell's equationand transmission line theory

Fig. 2.3Equivalent circuit of the measurenmteznain given in Fig. 3.1. The measurement is done on a
ORDG VSHFWUXP DQDO\]JHU RU RVFLOORVFRSHRpR I3NMHeU WKH J

resistance of the STNO which is more complex than only a resistance (see sectieendredding).

Adapted from 85].
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To take into account thepatial variation along a wageide, the tedgraph model is used
as given in Fig. 4. In the circuit, the letter C corresponds to the capacitance and L to the
inductance. In the transmission line the signaplispagated in the +x direction. In the
telegrapher model, the wave will be propagated in an infinite medieparatecdhfinitesimal
parts of sizedx ZKHUH .LUFKKRIITVf tBeDiAndMissHD dé (S lossless, only a
linear capacitanc€ and inear inductancé is needed to define the propagation of the wave
describedy (u, i). Hereu and irepresat the voltage and current waaeplitudes The wave
propagation for the case aflossless transmission line is calledtelegraph equatigrgiven
by:

I-e 51-¢
e FAug - (2.13
-0 51U
& FK%_Q Lr (2.1b

Fig. 24-Telegraph model of ideal (lossless) transmission Auapted fron{88§].

Solving the telegraph equatiofeq. 2.1), ore can obtaina general expression for the
characteristic impedance of a lossless transmission kgé& ¥. % This characteristic
impedance ¢Zindicates the ratio oinductive/capacitive ratio of a lindn a real case of
transmission lines, the resanceR and the conductance G will introduce losseh@system.

The real circuit of the transmission line is shownFig. 25. In this casethe characteristic

impedancas a complex quantitythat explicitly depends on th&fequency <g L %& The

real impedance of transmission lindspends on its geometry and electrical properties that
could be for example the size of ttables or the dielectric media inside them.

Fig. 25-An equivalent circuit of finite (nofosses) tramuission line Adapted from 88§].

The common value of the characteristic impedance used for components in the RF range
is 50 . It is important taoremembethat the characteristic impedaniseelatedwith the wave
propagation energyn the transmission rie and is notto be confused witithe ohmic
resistanceepresentinghe energydissipation.

2.1.22 Impedance matching

Impedance matching means that the impedance betweaemedhfacesof two different
mediashould match to minimize the reflection am@ximize the power transmissiorfhe
different impedancéetween two media leads toraeflected wave (and thus power) that
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decreases the transmitted powé&ig. 26a shows the different impedance (impedance
mismatch) Z.; and Z, between the interfaces of two different transmission lines.
Considering aincomingwave (@, E) is travelingthrough the transmission line from 1 to 2.
When this waveeaches the interface, one paftthis wave istransmitted( @, E) and the
other pat is refleced ( @, E). Hencethe transmissiorand rdlection coefficients are
describedasfollow:

@b Y

caoabkezs @  aousbas (2.2)

Fig. 26-(a) Two infinite media linked at = O with two diferent characteristic impedancgg, and
Zco. (b) Transmission line terminated by a load of impedahcé&dapted from 88].

From he continuity conditions€ L E E E, theabove equationsanbe written as follows;

6Q. . 9.7 Q.
ca0akg g @ aourbeg g 2.3

For the case of a load terminated line as showtign26b, with a load of impedance
Z,, theZc; is replaced by, . The reflection coefficient is tts:

Q-2 0,
aourbeg o (2.4

It is clear nowthat an impedance mismatdietween the transmission lines wlidad to a
reflection of the incident wav@.he reflection createdstanding wavgf there is reflection at

both ends of the transmission line, which leads to further power waste and may cause
frequencydependent loss. Therefore, impedance matching is desirable. In the case of a
terminded transmission line shown iridg: 2.6b, the reflection can be minimized by matching

the impedancescZand Z so that they are equat0).

2.1.23 Measurement of the voltageower spectral density (PSD)

We focus now on the last components of the RFrcliaat is the Spectrum Analyzer
(SA). This instrumenis used to analyze thggnak in the frequencylomain, ie. WKH WLJQDOY
amplitude as a function of frequencyhe basic theory of operation @ spectrum analyzer,
the heterodyne method¢an be found in 98]. In this section, important measurement
parameters usintipe SA will be highlighted toobtainaccurateRF measurements

(a) Resoltion Bandwidth (RBW)
RBW determinefiow close two signals cdre resolved by the analyzer into two separate
peaks The RBW setting must thus be considered when concerned with separating spectral
components. Using a narrow RBW is necessary to get accaratecorrect signal
measurements, i.e. to resolve peaks abthin thecorrect linewidth and output power
estimation. When using a narrow RBW, the displayed average noise level of the spectrum
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analyzer is lowered, increasing the dynamic range and imprakegensitivity of the

spectrum analyzertdowever narrower RBW translates to longer sweep times, which
translats to a tradeoff between sweep speed and sensitivay.efficient measurement

but still to get correct information of the signal, the RB3Wout be sett least four times

smaller tharthe signal linewidthi las can be & in Fig. 27. In the examplegiven in

Figs. 2.4, the correctHYDOXDWLRQ RI WKH OLQHZLGWKHRI D /RUI
and powerP=30.5dBm (parameters are set in thgr&l generator menu) is obtained

when theRBW< ( | In this thesisan RBW of 1 MHz is applied during the measurement,

for aminimum linavidth of the measured devicasound 15MHz.

Fig. 27-6 LJQDO FKDUDFWHULVWLF RI D /RUH3Q.BdBnDgen&fatddbpp O RI1 I
VLIQDO JHQHUDWRU ZLWK GLIITHUHQW 5%: XVHG@GsuRRBW&H PHDV X'
(b) power versus RBWAdapted fron76].

(b) Sweep time
Sweep time is the time to sweep the frequency across the displayed frequency span.
Sweeping an analyzer too fast causes a drdpenlisplayed amplitude and a shift tine
indicated frequencyThe sweep time must be selected to be compatible thvitiRBW.
Sweep time of a spectrum analyzer is approximated by the span divided by theo$quare
the resolution bandwidth (RBWIiror examplethe sweep time foan 18 GHzfrequency
span and 1 MHz RBW is 1.

(c) Trace averaging
From the basic principle of spin torque driven excitations, stating that the spin momentum
transfer cancels natural dampimgye would expect that the linewidth isra (perfect
Diract peak). However, mge in the system is inevitable. In particular STNO are nanoscale
devices which are very sensitive to noigdslevident that the linewidtbf the emission
peak of STNOgs na zero. This means that the frequency oscillation is not stable but
fluctuating leading to a noisgmission pealor spectrumThe noisyspectrummeasured
on a spectrum analyzer can be improved dpeating the experiment several times and
averaging allowing noise to be averaged owtnd yieldng more accurate power
measurementdn a spectrum analyzethe tace averagings accomplished over two or
more sweeps on a poiby-point basis. At each display point, the new value is averaged
with the previouslyaveraged data. The display gradually converges to an average over a
number of sweepsThe trace averaging is done by setting the number of sweeps over
which the averaging occurs. Figu2e88 shows trace averaging for different numbers of
sweepsAs the numbr of sweeps increasehe spectrum ismoothened and wetlefined
However, helarge thenumber of sweepshe longer the measuremeime. In this thesis,
the trace averaging of 15 is used to improvestrertrunof the measured STNO
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Fig. 28-Spectum of the measured STNO (netorrected spectrum) as a function of the trace
averagingWhen the number of sweeps is increased to 20 (blue curve) or 30 (green curve), the
spectrunis better (one single peak instead of two peaks).

To conclude, the parangts ofthe spectrum analyser discussed above are applied during the
RF measurement of the STNOs in this thesis in order to have an accurate and better sensitivity
of the measured signal. Tispectrumof the STNO measured with the spectrum analyser is

not arrected yet.In order to correct thespectrum i.e. to have a correct output power
extraction, the correction of the signal measurement is necessary. The procedure of the signal
correction will be discussed in the following.

2.1.2.4 Correction of the sighal measurement

The Section 2.1.2.Aighlights the importance of a good matching between the elements
in the RF measuremesétup. This condition is not always accomplghgenerating losses in
the STNOemitted signal. Irorder to extract the real outppower emitted by the STN®wo
types of signalcorrections are taken into accouite frst is the deembedding, which
corresponds to finding the equivalent electric circuit of the electrode layout of the MTJ
inserted inbetween a top and bottom electeo Second is the correction of the gain of the
measurement chain (i.e. from the picoprobes to the spectrum analyzer) by using a vector
network analysis (VNA) and measuring the transmitted power.

2.1.2.41 De-embedding

Detail studies of the dembeddig of the STNO on reflection devices have been done
by Houssameddine [7&nd M. Quinsat [88]The goal of the dembedding is to extrathe
actual RFpowergenerated by the MTJ pillaince a MTdased STNO has a load impedance
RI DERXW WR N WKH VLIJQDO JHQHUDWHG LQ WKH 6
measurement chain because of the impedance mismatch problem discussed in Section 2.1.2.2.
Moreover,the STNO pillar is embedd in coplanar waveguide electrodes, ieetop and
bottom electrodeSince the top and bottom electrodes overlap, it implies a capac#tieace
between these electrodess illustrated in Fig. .2a with a zoom at the position of the MTJ
device This Setion discusses the extraction of the actual power generated by the STNO from
the measurement of reflected power witveatorial network analyz€vNA).

Two different geometries of coplanar waveguide existlled transmission and
reflection device. Inhte transmission device, the central line is split into two parts to contact
the MTJ. The reflection device is presented in Fig & a zoom at the position of the MTJ
device The reflection device is used in this thediaking into account the spedifiof the
electrode geometry dhe STNO refctiondevice anequivalent circuican be modeletly a
bast RLC circuit asshown in Fig. 2.9bThis modelkonsistsof the resistance of MTJ (Ry),
capacitance C (formed by the overlap of the upper and lovestr@de), inductance
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component L, and the resistance of the electrod&feequivalent impedance.dcalculated
from the equivalent circuit model is definad follow:

E3/A» ~ IE‘X/A»:I/4
sL INE—————pEH.A F————— 2.
24 N 5>KEs, A ¥4 O b 5>kEsy, A ¥4 O P (2.9

By measuring the characteristic impedance of the STNOaWANA and fitting the
measured curve (impedance versus frequency) using the e(Fi@.2.10a),the electrode
parameters;, L and C can be extractedThe corregonding value of;, L and C from the
fittingisn N /INL2pH, and Q\b4f (seeFig. 2.9b).

Fig. 2.9-(a) Schematic view of the SI0 geometry encapsulated in its electrodes. (b) Block diagram
of the equivalent electrical circuit for each componAdiaptal from [88].

,Q WKLV HI[DPSOH WKH UHVLVWDQFH RI WKH 07-va8luteDODUYV L
of the gain the ratio of the YROWDJH SRZHU PHDYV XU td GhedtalWw K H
voltage/power emitted by the MTJ pillaan be deduced frothis expression:

5
) L R (2.9
5>5 @By 52 A AT IE%A>y>ELf>%f>’éXVA P

with <gis the load impedance

Fig. 210-(a) Real and imaginary part of the characteristic impedancheoSTNO embeddeith its
electrodes measured bythe VNA. The fitted cures correspond to the modet. 25 (b) The
transmittedvoltagepowergenerated ahe MTJpillar (50 toa 50 load.Adapted from 8§].

The curve of the gain as a function of theguency (eq. 2.6) for<y L IS given in
Fig. 2.10b. The curve shows that the high resistance value of the MTJ pillar reduces the
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transmitted voltage/power to the FKDLQ WdumdV0.0B W¥mes lower than its actual

value for a given frequencyange (1GHz to 17GHz). Moreover, the curve shows small
variation of the gain over the frequency range. This small variation is due to the small
capacitance value (C=54fF), such that the capacitance effect on the voltage/power
transmission can be negleci@8]. The voltage/power transmission from the MTJ to the

chainis thus mainly affected by the high impedance mismatch between the high resistance
07- SLOODU DQG WKH FKDLQ 7KHUHIRUH LQ RUGHU WR
by the MTJ pillar, it is necessaty multiply themeasured voltage/peer by a constanvalue

around 11.

To conclude, the characteristic impedance méeigl 2.5)of the STNO embedded in its
electrodesan be used to estimate thetualpower generated by the RD. In particular this
model will be of use when injecting lngfrequency signals to the STNO, iraodulation
experiment.

2.1.2.4.2Gain correction of the RF measurementchain

The RF measurement chain plays an important role for the extraction of the actual power
generated by the STNO. As an example signal amlification by the amplifiein the RF
chainis not ideal The amplifier gain is varying with the frequen@s shown in Fig. 2.ZT'he
measured signal will be thus a modulation of the real signal by the amplifieagaimill
modify the form of the specarobserved in the spectrum analyZdioreover, the other RF
components, such as attenuator, power divider; biasc, have their own characteristics that
can attenuate the power generated by the STNO. Therefore, the correction of the RF
measurement chaia needed to extract the actual power generated by the STNO.

A VNA is used to measure the characteristic (scattering matrix) of the RF measurement
chain. Here,hle input of theRF measurement chain (without STNO)lirsked withthe output
of the chainvia a VNA. From VNA measuremestthe scattering matrik76,89 is obtained,
as shown in Figs. 21. The scattering matriformalism has a very direct use for tpaysical
interpretation of its elements. For instan8g, i.e. the ratio of output voltag® the input
voltage, is actually théroltage) gain of the component.

Fig. 2.11-The scattering matrix of the measurement chain measured via VNA.

As shownin Fig. 2.11, the total gain othe RF measurement chain, & varieswith
frequency.The gain dops at the cut-off frequency of 12GHz which imainly given by the
characteristic of the amplifielhe cutoff frequency at low frequency, 3GHiz, given by the
high pass filter (HPF). As mentioned previously, the HPF of 3GHz is tasegject the low
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frequency noises that arise from the RF componénis to the power transmission losses in

a RF measurement chain, i.e. the use of attenuator, the RF cables, and other RF components,
the total gain of the chain reduced by 10dBompared to thénitial gain of the standalone
amplifier, seeFig. 2.2. The transfer function of the total gainRIF measurement chaing$
measured byhe VNA provides thus an accurate tool to extract the real output signal (spectra
and power) emitted by the STN@; g0 = e sk » 1B &8 ice The proceduresf the correction

of signal measurement obtainfgdm frequency domain measurengate summarized in the
following:

(a) Baseline correction

The spectrumof the STNOis measuredvith aspectrumanaly®r, asshown in Fig2.12a.
A 3GHz HPF(vertical red line) wasppliedin the RF chairto reject the noise at low
frequency. TheRBW and trace averaging of spectrum analyser were set to 1MHz and 15
sweeps, respectivelyrhe spectrumcontairs theintrinsic noise of the RF measurement
chain i.e a baseline.lts amplitude is amplified by thgain ofthe RF chain In order to
obtain the real spectrum emitted by the STNO, the baseline noise level and the total gain
of the RF chain have tbetaken into accountThe baseline ofhe RF chain ismeasuredt
zero DC current and zero applied fiedthown in Fig2.12b. The baseline profile is mainly
determined by the amplifier profile whose amplitude rolls off at 12GHz, se.Riglhe
following is the baseline carction procedure:

> A

Step. 1 Normalization of the baselin®L) in V¥Hz: $. 5342 L =5

Step. 2 Baseline correction from the RF chain gaiie total gain of the RF chain is
given by scattering matrix,& in Fig.2.11.

$-C")é§— $-éaéaUS r?UOtlﬂsé:I__; 54

Fig. 212-(a) nm-corrected spectrum ofie STNO (b) the baseline profile die RF chain-Thevertical
red dashed line corresponds to theaf@ifrequency of high pass filter, HPF.

(b) Spectrum correction

The same step dse baseline, the correction procedure of the speat of STNO is given
as follow:
Step.1 +Normalization of the spectruwf STNO in \?/Hz to obtaina power spectral density

Elpgaioy
PSD 25§45 L ——2200F

Step.2 +PSD correction from the RF chai® 5 &4 25 &;s4Us 700 110 54 Gajn,
dB, here, is given by the scattering matrix. S
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Step.3. +PSD correctiorfrom the baseline:25 &4d:25 & s F $ .¢ asThe corrected PSD
of the STNO is now in urstv?/Hz, shown in Fig2.13.

Fig. 2.13-Corrected PSD (blue curve) and noorrected PSD (black curve) of the STNO. The-non
corrected PSIhas beershown previously in Fig.12a.

(c) Power measurement of the corrected PSD

In this step, the corrected PSD shown in the blue curve of Fl@. is fitted witha
Lorentzian functionAs can be seen in Fig.12, the Lorentzian fits well with the PSD.
From ths fitting, the centre frequency, fand thelinewidth @ land the integrated peak
(over the frequencinterval are obained. The output power is then calculated by dividing
the integrated peak®VE \ LPSHGDQFH L%50. 3 :DWW 9

Fig. 214-Extraction of RF properties of the corrected PSD withentzian fitting: frequency f
O L Q H Z Land\bHUtpatipower P.

In order to facilitate the data measurement analysésaforementioned proceduyes.
the baseline subtraction, the gain correction and the lorentzian fitting of the corrected PSD,
wereintegrated intanatlab programsuch that the data analysis can be done automatitrally.
this way,the STNOparameters extraction such as the frequency, the linewidth, and the output
powercan be performed correctind efficiently.

While measurementsith the SA providdinewidth (f, they donot provide a deeper
insight into its origin, in partigar, as to amplitude and pha$ectuations.The next section
describes a time domain technique that allows one to andigzemplitude and phase of
STNOs by using signal analystschngues.
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2.1.3Time domain measurement technique

The time domain measurement technigsigoerformed using high speed real time
oscilloscope(Textronix DPO7208). The cetail informationabout this instrument can be
found in Ref 99. Important parameterneeed to adjust using this instrument for STNO
characterizatiomre the sampling ratée record lengthand the bandwidttFor instance, this
instrument has the capability to measure Vidtt sampling rate up t60G samplegs which
corresponds to anme resolution of 20ps/poinRkRecord lengths the number of points in a
complete waveform recordextronix DPO7208 hasa maximumrecord length (memory) of
5 x10° pointswhich corresponds to a tinteacesof 0.1ms atthe highest sampling rat&he
longerthetime tracesthe more accuratdie measurement is, i.&@igh frequencyresolution. In
this thesis, the record length is se2sd @ points which gives rise to the timteacesof _ V
(2x1 points/50G samples/sThis corresponds to frequencyresolution of25kHz which is
small enough for STNO devices measured in this shesbmpaed with its minimum
linewidth (around 20MHz Apart from the sampling ratethe bandwidth (the maxium
frequency range that the oscilloscope can accurately measurextodbnix DPO7208 is up
to 20GHz, enabling high frequency measurements.

8VLQJ RVFLOORVFRSHYV SD UtbeRiMé\ddroaih $igdad 8 BRN@8IG DER
registered on a single shot dexscope is given in Fig 2.1%b, where thevoltage V
oscillation over time can be clearly seefhe voltage oscillation reveals that the amplitude
fluctuates in time andodoes the phase via the nonlinear coupling of amplfldese These
fluctuatiors are due to noise in the system such as thermal fluctuatims.corresponding
voltage signal is therefore written as:

L 4sSsEAf(=P«s,—-ET:5?

Where\ LV WKH PHDQ DPSOLWXGH /D LV WKt thetpeeesgiork H DP S
frequency, andT :5is the phase fluctuation. Evidentlgking the Fourier transform (FFT) of

the voltagesignal V ( Vlong), does not result in a Dirac peak, but in a peak of finite
linewidth (given inFig. 2.15c) as also measured on the spectrum aealy

Fig. 215(a) 200 ns long segment of time domain trace ofaimplified voltage signal (total
OHQJWK LV V E D ]JRRP RI QV VKRZLQJ FOHDUO\ WKH YROWD
the black arve. (c) The PSDf the full trace \%

In the past years, many studies have been sebjdct understand the origin of the
linewidth broadeningof STNOs.From theoretical models developed for STN@g], phase
noise(fluctuation)is a major contribution to linewidth broadenifihe phae and frequency
are directly related by e BL @ 1 @ Bo phase and frequency noise are as well. Hence if the
frequency fluctuates, evidently the linewidth will be enlargEde existence of frequency
fluctuatiors in a STNO device has been fiddtmongtatedin Ref. 100 by taking the FFT of
the signal voltage over only a short windswweand then gliding the window along the trace.
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Fig. 2.16-Spectrogram shows theefjuency fluctuation in timeAdapted fron10(Q.

This will result on the evolutionfdhe frequency as a function of time, called frequetnTye
spectrogram as shown in Fig. 2.However, this spectrogram technique does not provide
good quantitative informatioof frequency fluctuationand it is related to time windaown

fact frequencyluctuations exist on all timescale and are better described by white noise. This
becomes evident when extractiagplitudeand phasenoise[85,9]. This technique is more
appropriate to investigate the frequency fluctuations and thespamnding time sdes for
STNOs,igNs 5 In the following, the extraction of amplitude and phase nofs8TNOs

via the Hilbert transform method will be reviewed.

Amplitude and phase noise extraction

An appropriate method for the extraction of amplitude and phase noise wblthge
signal V(t) has been achieved by constructing the analytical signal using a Hilbert transform
of the measured signa®(,91. This method allows one tdirectly extract the instantaneous
amplitude and phase (frequency)adtime domain signal V(t)in this method, the analytic
signal is acomplex signal S(tjvhose real part ithe measured sighV(t) ard imaginary part
is the Hilberttransformof V(t), H(t). H(t) is obtained fronthe convolution of the real pavt
(t) with theHilbert transform kemel s € P

5:P L 8:REF*P L #:PA* ¢ (2.7)

The modulus and the argument tbe complex signal S(t) are thastantaneousmplitude
A(t) andthe instantaneoyshaseO : P, respectivelyTherelativeamplitude fluctuationr(oise
Af:saraundthe average amplitudd#: P, As expressed ine2.8a The Af:has a zero mean
distribution

Af:= LA)—GA (2.8a)

Thephase fluctuation (nois€) : 5 is obtainedy subtracting the instantaneous phéise’
with themean angulafrequencyt eB;

T:-PLO:PRFteBP (2.8b)

Themean angular frequencdyeB is extractedrom the linear regression of the instantaneous
phase 0:P, and the slope of the linear regression gives the value of the mean angular
frequency (br simulation and experimental phase noise extractiim)terns of data
presentation, i.e. frequency modutatti(discussed in Chapte}, 3he frequency noise is also
important to extract. fie frequeng noise U BR is definedas the time derivative ohé phase

noise U BR Lg% Normalizing the U BPR, by the mean frequency dj gives the relative

frequency noise whicis also used to compare thaality of an oscillator of different carrier
frequency.
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In order to qualify anavaluate the performances of an oscillatbrs more convenient
to expresshte amplitude and the pha@eequency) noiseliscussed abouvrough itssquared
FFT transforms to form the PSD of amplityd25& :B; L ((6:Af:=; 8, and phase
(frequency) noise25&:B; L ((6:T:R; 6 The PSD of amplitude and phase noise is then
plotted on a double logarithmic scaledtypically expressed in units [dBdHz, asshown in
Fig. 217.1t represents the noise power relative to the carrier contained hzabandwidh
centered at a certain offdedm the carrier. For examplthe phase noiséblack curve)of the
simulated STNQs -50dBc/Hz at an offset of MHz and-70dBc/Hz at aroffset of D MHz.
This isageneral way to characterize the performances of an oscillator.

Fig. 217-Double log plot of themplitude(red curveland phase noigblack curve)of STNOs for IPP
modes of planar devices obtained from simulated time trawasr¢spinsimulation. Adapted from

[83].

From the inverse power law dependence of the PSD on the Fourier frequency PSD~1/f
one can conclude on the type of noise that gevéra phase fluctuations (Fig18), i.e. x=0
corresponds to white noise, xebrresponds to 1/f noise, x=2 4Horresponds to random
walk noise 85].

Fig. 218Model of phase noise in power laws. On &allog plot, noise PSDhas different slopes
depending on typical noise contributiorglapted from §5]

As has been discus$aen Chapter 1 Section 1.3.5he amplitude noiséFig. 2.17red
curve) provides an important tool to extract the amplitude relaxation frequegncyhe
amplitude relaxation frequency is extracted at the frequency when the noise power PSD
drops by 3dBhalf-power attenuation)lhis cut-off frequencyf, detemines the frequency up
to which the amplitude fluctuations are damped dedr low noise frequencielf, (slow
perturbation) the system relass to its equilibrium amplitude.h& amplituderespondsand
follows the external perturbiain in awhite noise mannei.e. the perturbation is white noise
For noise frequencies fp{fast perturbation)the amplitude does nbave time taelaxto its
equilibrium amplitudeand the fluctuationadd up. Thigeaults inrandom walkbehaviorwith
1/f? characteristics
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The phase noise (black cunajown in Fig. 2.1 behave mostly as 14 (random walk)
changes over to f/above b, and then returns to f/lependence above a frequencyThe
high frequency 1ffrandom walk dependence results from white noise frequency fluctuations
(teBL @ @ Rhere the noise influences directly the phastow the f*, this random walk
noise in phase is enhanced by the amplitude noise due to the nonlinear coupling thetsesen
two parameters. This coupling results in a* ldependence forp€f<f* and in a 1/f
dependence for fgivith a noise level that is enhanced as compared to the intrinsic noise level
(compare full and dashed blue lines in RAdL7-back curve).If one neglects the transition
region from intrinsic phase noise (at higher frequency) to amplilod@nated phase noise at
lower frequency, then this means that white noise frequency fluctuations exist for a large
range of excitation frequencies (<100kHz upr1d5Hz). In other word, white noise frequency
fluctuations exist for time scales going from miliseconds to nanoseconds. Phase noise plots
are therefore the adequate method to characterize the time scales of fluctuations. In addition,
the difference in the two noise levels (at low frequencygj phase noisgrovides direct
access to the dimensionless #dmear amplitudephase coupling parametdr, i.e. L
srH K EE i®; Hence phase noise plots provide an important tool to extract the amplitude
and phae coupling parametet

In this chapter, the extraction of amplitude and phase noise using Hilbert transform
method will be used to characterize the nqsgperties of STNOs studied in this thesis. In
chapter 3 the amplitude and phase noise techniguk be used for determination and
characterization ofthe modulation data rate of STNOs for different modulation
configurations. Since it is also possible to extract the instantaneous frequendclydigitbert
transform, this will also be of great impance for frequency modulation analysisttivl be
discussed in Chapter 4

2.1.4Summary

Themeasurement techniques used to characterize the STNOSs, i.e. frequency domain and
time domain measurement technique, have been discuBseguiency domain teolgue
provides information on the microwave excitation spectra and direct analysis on the
frequency, linewidth, and the output power of STNOs as a function of external control
parameters, i.e. DC current and applied fieldthe signal stability and the re@ properties of
STNOs are characterized by using time domain technidhe. following sectiors are
dedicated to theharacterizatiof MTJ STNOsrealized within Mosaic to be compartxthe
other MTJs STNO devices realized outside Mosacwell as to th state of the arfThe
characterizations are carried out using frequency domain and time domain techniques. Before
coming to the characterization resuligeneral properties oSTNOs based in plane
magnetized MTJ STQs.e. Mosaic devices and nd&uropeandevices, will be presented in
the next Section
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2.2 Description and Realization of STNO Devices

This Section discussed the STNO devices measured in this thesis, i.e. Mosaic and
Hitachi devices In the first part, the STNO configuratioand te magnetic stack
compositions of different STNO devices will be described. In the second pantatieation
of Mosaic devices as well as tthallenges will be discussed.

2.2.1 Description of STNO Devices

The STNO devicesstudied in this thesisre lomogeneougquniform magnetization
system)STNGs based on Magnetic Tunnel Junction (MTHuch STNOs operate at the
frequenciesin the range of1GHz to 2@5Hz which is compatiblefor FSK-based wireless
communication scheme3he magnetic stack consists arf in-plane magnetized free layer
(FL) and an inplane pinned layefPL), separated by very thin MgO bartias illustrated in
Fig. 219. TheFL is capped by capping layer (CL)'he PL is a Synthetic Antiferromagnetic
(SAF) consisting otwo ferromagneticdyers exchanged coupled via a metallic NM spacer
Ruthenium(Ru) so that the magnetization of the ferromagnetic layers is antiparallel. The
bottom layer of the SAF is pinng@xchange biased) by a stroAgmtiferromagnet (AF)
layer (IrMn or PtMn)so that loth layers stay stablep to relatively higher magnetic field
[73,75] With this a standardMTJ structure iSAF/SAFPL/MgO/FL/CL. The MTJs are
nanopatterned into a pillar form with nominal diameteggiven in Table.2. Theshapes are
circles ancellipses.

Fig. 219-(a) Magnetic structure of MTJ deviceThe arrowscorrespond to the magnetization
direction (b) The free layer magnetizatiaas uniformly magnetizedn-plane i.e. homogeneous MTJ
devices.

Two types ofSTNO devicedrom different nanofabrication are investigdt

(a) The STNO devices that are fabricated within MosaicM@saic devices
MTJ stack deposition from the Mosaic project partnénternational Iberian
Nanotechnology LaboratoiyNL) at Braga Portugal, using a Tima$ngulus deposition
tool and nanofabrication &feti and Spintec at pstream Technological PlatformTR),
Grenoble The MTJ properties are shown in Table 2ik thicknes®f MTJ stackin the
bracket is in nmThe shape of these devices is mostly circulae devices correspond to
two sets with different Resistance Area (RA) product, i.e. RAx#fH? and RA=1.5 pm2,
These devices have also variations, with different top layer of the SAF (CoFe), and Free
Layer FL composition (insertion of composite layer HeNi

(b) The STNO devices that arbficated by other laboratories:
- Hitachi: MTJ stack deposition and nanofabrication from Hitachi GST, USA

59



- AIST-LETI: MTJ stack deposition from AIST, Japandananofabrication dteti and
Spintec at Pstream Techrogical Platform (FA), Grenoble and;
- SeagateMTJ stack deposition and nanofabrication from Seagate
The MTJ properties are given in Table 2.2. The devices have the same RA value
(1 : pm?) with different magnetic stack composition and thickness: the use of IrMn instead of
PtMn (Mosaic devices) as antiferromagnetic AF layer, Ta insertion in SAF, SAF composition,
and FL composition.

Table 21-The summary of the properties of STNEvites from Mosaicwith deposition from INL and

nanofabrication at LETI

. Nominal
Mosaic : RA .
Devices AF/SAF MgO/FL/capping layer umd) dl?r:nn:e)ter

PtMn(20)CoFe(2)/Ru(®B5)/CoFeB(2)/ .
INL-LETI Circle/
REHRO46 CoFe(0.5) MgO/CoFe(0.5)/CoFeB(1.5)A(5)/Ru(7) 1 100
PtMn(20)CoFe(2)/Ru(®B5)/CoFeB(22)/ .
INL-LETI Circle/
REL733 CoFe(0.5) MgO/CoFe(0.5)/CoFeB(1.5)A(5)/Ru(7) 1 100
PtMn(20)CoFe(2)/Ru(®B5)/CoFeB(2)/ .
INL-LETI Circle/
RFL731 CoFe(0.5) MgO/CoFe(0.5)/CoFeB(1.5)A(5)/Ru(7) 1.5 100
PtMn(20)CoFe(2)/Ru(0.B)/CoFeB(22)/ .
INL-LETI Circle/
REL742 CoFe(0.5) MgO/CoFe(0.5)/CoFeB(1.5)A(5)/Ru(7) 1.5 60-140
INL-LETI | PtMn(20)CoFe(2)/Ru(0.8)/CoFeB(22)/ MgO/ 15 Circle/
RAL741 CoFeB(1.5)/ Ta®B)/Ru(7) ) 50-300

Table 22-The summary bthe properties of STNOeavices fromother laboratories (realized outside
the Mosaic project)

Other . RA Nominal
Devices AF/SAF MgO/FL/capping layer ur?) | diameter (nm)
AIST- IrMn(7)/CoFe(2.5)/Ru(0.85)/CoFeB(1.2 .
LETI (Taz(O.ZXCEJFe)B(l.(Z)COIZe(O.QJ ( MgO/CoFe(OZF)z/C(;FeB(l.S)TaG)/ 1 Cllrgloe/
7366D u(7)
Circle and
. . IrMn(6)/CoFe(1.8)/Ru(0.4)/CoKg)/ MgO/CoFe(0.5)/CoFeB(3.43u(6)/ .
Hitachi Ta@)Ru(4 1 ellipsd
50-150
IrMn(7)/CoFe(2.6)/Ru(0.8)/CoFeB(1.6)/
Seagate Ta(0.13)CoFeB(1.4)/ MgO/CoFeB(2)/ Ta(1)/Ru(7) 1 unknown

2.2.2 Realization of Mosaic devices and its challenges

The RF performance of STNO deviceswill depend on the influence of all layers
composing the magnetic stacBesides the magnetic laystructures, the magnetiayer
depositionand nanofabrication processalso playanimportant role in the RF performances
Hence, it is important to go through thdevice realizationprocessand its challengeto
understand the outconmaeasurement resulttn the following, issues on theealization of
Mosaic STNO devicewill be summaried.

The MTJ layersincluding the MgO barrier are depositean ahigh resistivitysilicon
(Si/Si02) substrateby sputtering. The development of the MTJ stack using industry
compatible sputter deposition techniqie®ne of the most crucial points to obtain magneto
resistive stacks ohigh tunneling magnetoresistan(EMR) and low resistance areéRA)
product.Low RA values require thiMgO barrier close to 1 nrfor injecting the minimum
current density in the MTJamopillars to induce the magnetic excitations without degrading
or breaking the thin tunnel barriekn ideal thin MgO barrier has a homogeneous structure
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and nopinholes orocal defects as illustrated in Fig.20a, which exhibits 3 S X Wudreling
transprt Rrvr [101]. The total resistancean be described as a sum of two resistors
connected in serial betwearanopillar resistanc®myr and contact resistande. (small
defects in contact electrodes illustrated in Fig2.2(. This results in &igh resstanceand
thus highTMR (HTMR). However, deposition of such thin Mdgarriersis quite challenging
Low RA risks in the presence of thainholes (Fig. 20-c) or local defectsand the
inhomogenities of the structure or topogragfig. 2.20d) inside theMgO tunnel barriethat

can degrade the TMIRG6,102]. The presence of pinholes maka direct metallic contact
between two ferromagnetic layefBausthe pinholes behave like an ohmic conduct®his
means that the electron transpirtno longera puretunnel process but a mixing between
tunnel Rryr and ohmic transporRyinnoles It can be described as a sum of two resistors
connected in parallel.e. parallel resistand@&ig. 2.202). One resistor represents the pinholes
and the other is the reminder dkttunnel junctionAs a consequenc#)e overallresistance
decreasewhich results in low TMR (LTMR) The possible cause for the formation of
pinholes is the incomplete oxidation of deposited Mg to oltg® and also diffusion of
Boron into the grain handariesln order to minimize the Boron diffusion into MgO batrrier, a
CoFe free is inserted between the MgO and CoFeB layer and also the use of Ta and Ru
capping layer witch have Boron affinity (Table .2), therefore can act as a Boron sink
Another chaknge is to deposit a homogeneous MgO barridren¥he tunnel barrier is too
rough, the irregular surface may letadthe barrier inhomogeneityhese inhomogenitiesalso
lead to a mixed conduction regimieurthermore the inhomogeneudarrierinduces a no-
homogeneougurrentdensity flowing through the barriewhich caninfluencethe dynamic
excitation of the STNOHence, i is a real engineering challenge to produce ddva RA
MTJs withhigh TMR ratios. Further efforts to improve barf@mogeneity ath stability are

by growing the MgO layer at low power deposition conditions to control the barrier thickness
distribution and using ultra smooth buffer layetse(substrate and the bottom electrode). The
buffer layers roughness might play an importang ialthe view of the very thin MgO barrier
impacting its homogeneity.

Fig. 220-(a) MgO barrier withhomogeneoustructure/ topology and no pinholés) The equivalent
circuit model corresponding to the Fig. @) The pinholes creation in the barrieand (d) the
inhomogenious barrier, leading to a parallel resistdms@veen tunneRryr and ohmic transport
Roinholes The contac(electrodesyesistance is assumed to be small ena@that its influence to the
overall output resistance can be neglécéelapted from 76].
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Besides the materials developmentes$pthe nanofabrication procassalso crucial for
good RF performances, where the definition of straight pillar sidewalls artepesition of
material duringphysicaletching onthe MTJare mgor issues.This can lead to variations of
the quality of the realized devices from one wafer to the otheragiathfrom one device to
the other.To understand the reasons behind the different characteristic featis@ss$d
later) shown by differentalices taken from different stacksjs necessary to go thugh the
nanofabrication procesd he nanofabrication process was carried out by member of RF
group: Karla, Erika, and Chandra. The author contributed to the Risumement and
characterizationAs shown in Fig. 2.21, the nanofabrication processMofaic devices
(realized at PTAis summarized in 16 steps:

(1) MTJ Stack is deposited on to Si/ SiO2/ bottom layer (Ta5nm/CuN30nm/Ta5nm) by
sputtering Bottom layer ignultilayer with low resistance hich is used to provide a good
growth in the subsequently layers, avoid roughness and grains. The Tantalum (Ta) hard
mask of 150nm was deposited after annealing (at 350F@¢ next step was the
deposition of the resin polymethyl methacrylate (PMMA) ondbpardmask. A PMMA
is a polymer that allows extremely high resolution (at nanoscalepe@am lithography.
E-beam lithography was used to transfer the geometric pattern of the nanopillar to the
PMMA and later by chemical process (development), thetredighe pattern was
removed.

(2) Evaporation of Cr 20 nm for pattern transfer.

(3) Chemical process (lHdff) to removethe remaining unexposed PMMA and metallic
residues on top of.it

(4) Dry etching of Ta hard mask using Reactive lon etching (RIEg.hard mask etching
leaves the MTJ surface with Ta duserly dirty surface) and needs annealing to improve
cleanliness of wafers surface posttft of the Cr.

(5) Etching of the MTJ stack using lon Beam Etching (IBE).

(6) Definition of bottom cordct: The deposition of photoresigtZ 1512 HS ¢ptical
lithography) to transfer the geometric pattern of bottom contact.

(7) Etching the bottom contact using IBE.

(8) Strippingthedamageghotoresistising RIE and acetone ultrasonication.

(9) A polymercalled Accuflo was spin coated to insulate the top and bottom electrodes.

(10) The definition of the mask using optical (UV) lithography.

(11) Dry etching of polymeiAccuflo using RIE.

(12) Chemical process (lHbff) to remove the photoresist.

(13) The bp and bottom electrodes were opened usingdylehinning down the Accuflo

(14)Definition of top contact. The photoresigtZz 1512 HS ¢ptical lithography) was
deposited to transfer the geometric pattern of top contact.

(15) Top contact (Aluminium) depdgon.

(16) Lift-off to remove the resisfccuflo acts as an isolation layer between the top contact

and bottom contact.
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Fig. 2.21-Nanofabrication process of STNO devices

The process of etching the MTstep 5,is critical forhigh TMR and low RAwhich are
vital for good RF performancesh@& process used to define the pillars requires the use of IBE.
IBE uses arAr ion beamto etch theMTJ nanopillarat a certainangle. A part of the removed
matter is redeposited on the walls of the pillarhis re-depositionacts as aesistance in
parallelto the MTJ and this decreases the overall resistance of the STiN@sfect MgO
deposition, i.e. the presence of the pinholes and inhomogeneity of the barrier, and the re
deposition of material during etclgrave thus a big contribution to the reduction of the TMR
and influence the dynansof microwave excitationsOutput power of the oscillator scales
according to the TMR. Hence, lower the TMR transfers into lower output power which is not
suitable for sHt keying applicationsAnother contribution that also degrades the TMR of the
junction is the serial resistance, associatgith top contactslf contacts made during the
fabrication are not good enougthe surfacdas rough and not clean. Moreovérad ift-off
during contacts developmetén cause contact issuenl®small part of injected current goes
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2.3 Static Characterizations

The realization of Mosaic devicés quite a challenging task amdas performed in an
iterative processDifferent optimization aspects of the MTJ stack have been achiand
investigated, including the MgO batrrier thickness, its stability and homogeneity, the free layer
thickness and compositioand the nanopillars size (Tablel®? In parallel to this,an
optimization of the nanofabrication process to further improeeyibld of working device,
thestaticproperties, and the RF performaneess undertaken.

In this Section, the statistical analysis of static measurements of Mosaic devices will be
evaluated For static experiments, working at low current is desirabjacéjly 0.05 mA to
avoid dynamic excitation. The magnessistance (RH) curvesn each device were measured
using theautomaticwafer testef VEECQO, at a fixed DC current 0.05mA and swaepthe
magnetic field From these loop the values for TMR% and RAdach device were extracted.
This type of tester is used to characterize MTJ materigperties and the nafabrication
processTypical magneteresistancéMR curve (of RFHR046)s shown in Fig. 23,

Fig. 2.23-Magnetorsistance cung RFHR046 (JdD0nm)at low current 0.05mA

The magnetgesistance curve ialmostcentered at 00eco¢mpensated SAF The negatie

field stabilizes the parallel state, leading to low resistancéRzero field the magnetization
reversal of the free layer is observten at positive field the magnetizationtbé free layer

and SAF polarizing layer are antiparallel to each otkading to high resistanceasR At high
positive field (5000e to 10000d}e plateau has a more or less steep skageicing the AP
resigance. This is called spin flop which occurs when the magnetization of the top layer of the
SAF is rotatingwith respect to thenagnetization of the free layérhe presence of spin flop
should be avoided in order to hawkng plateaun theantiparallelstate and thus tavoid the
coupling between free layer excitation and SAF layer excitati@mce, the optimization of

the SAF layer is needed to achieve a rigid SAre TMR is calculated by the ratio between

the difference of resistance and the paraksistance, TMR¥00%*(05 k) and the RA

value is calculated by multiplying the resistance in parallel state to the devices area,
RA=Rap [ ®senm)’. Here @sew is the diameter measured in the SEM imagke
measured diameter is larg@sem110nm, than the nominal diameter, @hén.

2.3.1TMR versus RA distribution
The TMR versus RA distribution and the optimization of nanofabrication process of
Mosaic devices will be discusses in this part and the results will be compared with Hitachi

devices.
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2.3.1.1 TMR versus RA distribuion of Mosaic devices

At the beginning of this thesis, three wafers wealized and characterized. They had
the same nanopillar size and magnetic stack composition with different free layer FL
thickness, i.e. CoFeB 1.5nm (RFHR46), CoFeB 2nm (RFHR16), @oFeB 2.5nm
(RFHR19). The wafer with the thinnest free layer HIRFHR46) showed better RF
performances, characterized by the transition to steady state that are relatively robust
(increased degradation voltage) compareHitachi devicesIn contrast tdhis, the two other
wafers did not show transition to steady state. Hence RFHR46, shown in the first lines of table
2 LV XVHG DV WKH pPUHIHUHQFHY 07- IRU we{lh&W KHU P
nanofabrication pragss and will be discussed here.

Fig. 224-TMR versus RA distribution of RFHRO04&sg\110nm).

Typical TMR versus RA distribution of RFHR046 is shown in Fig. 2.24. J1 and J3
correspond to the reflection devices, whereas J2 and J4 are the transmission devices (see
Annexe A). The TMR versuRA shows low yield of working devices due to the baddift
during the nanofabrication process. The TMR versus RA is mostly characterizéte by
parallel resistancelhis confirms thegresence of theinhdes or local defectsandthe non
homoge®rous topagraphy inside the MgO tunnel barrietAs mentioned previously,hée
redeposition material during etching the MTJ stack also play role on the creation of parallel
resistance.The maximum TMR achieved for this wafer is 50% (LTMR) with the
corresponding RA végs from 1 .um? to 2 .um> HTMR at low RA devices are not
achievable in this wafer. At low RA below Lum? the MTJ nanopillars are broken, leading
to a low static and dynamic yie(dorking devices
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In order to improve the yield of the devices, new wafers weaibzedwith MTJ stacks
that were similar to RFHR46. The variations on the stack (Table 2.1) were (i) a slightly larger
RA (RA=1.5 pum?) to obtain more robust and more homogeneous tunnel barriers and (ii) a
slightly different free layer composition, i.&et use of a CoFeB/Ta/NiFe composite free layer
to reduce the threshold current and improve the dynamic properties. In parallel to this, the
nanofabrication process has also beptimized to improvehe straightness of the MTillar.
The detail of each war will be discussed in the following.

The magnetic stack and composition of RFL738& exactly the same dbke reference
RFHR46. The nanofabrication was optimizedrtmimize theMTJ pillar sidewallsdue to the
re-deposition ando improve the pillar saightness. The nanofabrication optimization was
done byetching the bottom electrodBE), (see step 7 ifig. 221),in two stepsat different
angles: first step at 20degree during 19:15minutes and the second step at 65 degree during
6:01minutesinstead the etching of bottom electrode for RFHR46 was done only in one step
at angle 20 degree. The TMR versus RA distribution of reflection and transmission devices in
RFL733 (using new statistic program t@plMR vs RA) is shown in Fig. 2.258he TMR
versusRA is characterized by the serial resistance. Good concentration o Z04R80%) at
RA around 2 pm?2 was achieved due to the optimization of the BE etchihgwever the
wafer mapping of RFL738iven in Fig. 2.25lshowsa low static yield (working devicéger
wafer), which is due to the crystal bonding in the nanofabrication prodéss blue color
means that the devices are broken, i.e. no magesistance curve. Only 50% of devices in
wafer can be measured for further RF studies.

Fig. 2.25-(a) TheTMR versus RA distributiomand (b)the wafer mapping of RFL733
(QSEM13Onm)

Wafer RFL731 has the same magnetic stack and composition as RFHR46, but the RA
value is slightly larger, 1.5um2. The aim is to obtain more robust and more homogeneous
tunnel barriers. The nanofabrication steps were similar as for RFL733wuatkteps etching
of bottom electrode (BE)see step 7 in Fig. 2.21) to improve the straightness of pillaes.

TMR versus RA distribution given in Fig. 2.26 shows a lot of serial resistance in the reflection
devices with TMR varies between 20P8% at measured RA between|Zn? to 4 um?2 (the
targeted RA is 1.5um?2). The static yield (working devices/per wafer) is still lowel0%

and the transmission devices are all broken.
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Fig. 2.26TMR versus RA distributionfdRFL731(Dsgn130nm).

RFL742 has exactly the same magnetic stack and RA value as RFL731. Further change
in nanofabrication process was done étghing the bottomelectrode in two stepsis
previously ancetching the MTJ in two stefdstep 5, see Fig. 2.21) at different angle (45 and
65 degree, respectively) and duration (18:34 minutes and 3:26 minutes, respectively). This is a
different process as previous mentidiveafers where etching of MTJ was done in one step at
angle of 45degree with etching duration of 23:40 minutes.

Fig. 2.27TMR versus RA distribution of RFL742Z he diameter of the devices in RFL742 is varied
with themeasured diametgishown in blackis larger tharthe nominalone(shown in grey)

In addition, the diameter of the nanopillar has been varied (previously it was constant at
nominal 100nm), from 60nm to 140nm, and the use of a new mask allows one to fabricate a
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larger number of STNO desés in a wafer. Compared to the other wafers realized within
Mosaic, RFL742 has the best TMR versus RA performance and VieddTMR versus RA
distribution shown in Fig. 2.27 is characterized by the parallel and serial resistance with a
good concentratioof TMR and RA value. The TMR varies from 56220% at RA value
ranging from 1 pm?2 to 1.5 um?, which is close to the targeted TMR and RA value. In
addition, the wafer mapping given in Fig. 2.28a shows the increase of the yield of working
devices compared with the previous wafers. This means that more devices can be tested for
RF meaurementsRFL742.

Fig. 2.28-(a) Wafer mapping and (BJEM image of MTJ pillar oRFL742by Eric Gautier

Despite the improvements in the nanofabrication process, with higher yield of working
devices and good improvement of TMR and RA value, the dgnar@asurements (discussed
in Section 2.4) did not show sufficiently good performances, i.e. no steady state dynamic
excitations. This is due to the nateal nanofabrication as shown in Fig. 2.28b. The TEM
image of MTJ pillar shows the pyramidal shapd¢ead of the straight MTJ pillar.

The last Mosaic devices investigated in this work iRFL741. The nanopillas were
patterned into circkeform with measured diameter varies fromn&4330nm. The RA value
is 1.5 pm?, the same as RFL731 and RFL742. Theatimm of this wafer is the use of
composite free layer CoFeB/Talfie The Ta layer is used to decouple the growth of CoFeB
and FeNi. From a magnetics point of view, FeNi is softer and has lower saturation
magnetization (leading to lower critical currers), it should improve the dynamic properties.
The nanofabrication processssnilar as RFL742 withwo steps of bottom electrode etching
(angle 20 and 65 degreand two steps of MTJ pillar etchin{g5 and 65 degreeln order to
optimize the straightnessf nanopillars (remember that RFL742 has pyramidal shape of
pillars), the etching duration of MTJ pillars was changed to 22 minutes for the first step
etching (angle 45 degree) and 16 minutes for the second step etching (angle 65degree).

The TMR vs RA dstribution givenin Fig. 2.29 is dominated by theerial resistance
(TMR decreases as RA increases). Good TMR concentration (20% to 60%) at RA around
1 pm2to 2 pm? was achieved. The wafer mapping is shown in Fig. 2.g@#ding more
working devices that can be tested ®F properties The use of composite free layer in
RFL741 and the improved straightness of MTJ pillars result in good dynamics of RF
performances (Sectio2.4) and permit to perform FSK measurement on these devices
(Chapter 4).
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Fig. 2.29TMR versus RA distribution of RFL24(@sen84nnt- @sew 330nn7)

Fig. 2.30-Wafermapping of RFL741
2.3.1.2 TMR versus RA distribution of Hitachiand other devices

Besides the Mosaic devices, the devices from other laboratories outside Mosaic were
also measured: Hitachi, AISOIETI 7366D, and Seagate. The statistical analysis of TMR
versus RA distribution of AISTTETI 7366D does not show a good centration of TMR
versus RA and it has low yield of working devicBgagatealevices were realized within the
first Mosaic project period and they had not been characterized in detail. Instead, the
statistical analysis of Hitachi devices as well as themadyic excitations has been intensively
studied by Houssameddine, Quinsat, and Dieudonn24Z8,85,91,100. The studies show
that the Hitachi devices have very good TMR contribution, yielding high static and dynamic
yield. The TMR of Hitachi devices ramg from 50% to 100% with RA value spreads from
1 um2to 1.5 um2. The studies of Hitachi devices permit to acquire the basic knowledge of
the RF performances of STNOs. However, lineakdownvoltage is limited to 30@00mV
and the device finally breaks &t several measurement runs. This makes further RF
measurements (synchronization and modulation) difficult to perform. Hence, further effort
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was to realize STNO devices within Mosaic project with high barrier stability. In the
following the barrier stabity and thebreakdowrvoltage of Mosaic devices will be discussed.

2.3.2Degradation voltage of Mosaic devices

Magnetic tunnel junctions are very sensitive to degradatrahbreakdown, due to the
ultrathin (few nm) tunnel barrier. When the junction isessed with a constant current or
voltage, a conductance change of the tunnel junction is observed. Sufficiently high stress will
lead tobreakdown of the junctiothat changes the properties of the bartitence, the study
of the degradation voltage of WO nanopillars is important for performing the dynamic
measuremenfs i.e. to not break the device during dynamic measuremenke
characterizatiorof the degradatiorvoltage of an MTJ nanopillar gives thus the knowledge
about the maximum voltage thatrcbe applied during dynamic measuremewntshout
change in its propertiesin the following the procedure of the characterizatminthe
degradationvoltage of an MTJ pillawill be discussed. Afterwards, the comparison of the
degradation voltage of Mosaievices will be summarized.

2.3.2.1 Characterization of the degradation voltage of an MTJ pillar

In order to characterize tloegradation (breakdownpltage of MTJ nanopillarsa DC
FXUUHQW ZDV DSSOLHG WR WKH G HniLtReHddexicendggrades kho WD L Q
more magneteresistance curye After each increment’i, the magneteresistance curve was
measuredat low current (0.05 mA) tacheck whether themagneteresigance curveor
magnetic propertieare FKDQJHG R U QR Wi=0QRioA HHU B=SODME mA, $=0.1
mA, 15=0.05 mA, k=0.2 mA, E=0.05 mA, } P$ « D Q@(untiRthe device breaks).
The antiparallel resistanceaiRand parallel resistanc®p are etractedfrom the magnete
resistance curvemeasured at different DC currentgc.l The corresponding voltage at
antiparallel stateVap (Rap X Ipc), parallel stateVp (Rap X Ipc), the differencebetween
DQWLSDUDOOHO DQ &, &DtheDdROat@alcukhéd shd/ idoRdel s @ function
of the applied currenthe results are given in Fig. 2.31

Fig. 2.3%(a) Resistance current dependence at high applied current. (b) Resistance difference versus
applied current at high and low curreft) TMR curent dependence at high and low currédj.
Voltage current dependence at high applied current.
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Normalbehaviorof resistance (R and RB), dR (Rap-Rp), and TMRversus current for a
tunnel barrieris observed, given in Fig. 2.3IhcreasingDC currentup to 36mA leads to a
gradual reduction of R, while Rpis constan{Fig. 2.31a). Above 3.6mA, both resistances,
Rap and Ry, decreaseabruptly with the increase oturrent. This changein the resistancean
be associated to @egradationor breakdownof the dielectricbarrier due to the gradual
increase in thepinholes size at high applied currenin order to confirm that # slight
decrease in resistance is associated to barrier degradatiai #rel TMRas a function of
applied currat is plotted ashown in Fig. 2.3k and Fig. 2.3&, respectivelyThe Hack curve
corresponds to théR (TMR) extracted at high current (given iraxis) while the red curve
corresponds to théR (TMR) extracted at low current (0.05mA) after applying haghrent.
For low current (red curve in Figs. 2.Bk) no change in théR (Fig. 2.3b) andTMR (Fig.
2.31c) observed until 3.6mAOnN the ontrary for high currentblack curvein Figs. 2.3b,0),
the drR (Fig. 2.3b) and TMR (Fig. 2.3k) decrease gradually with increastthe current
which isthe normal behavior for a tunnel barrié&dpon further increasing the current (above
3.6mA) there occurs a sudden change indReand TMR (see for instance in théR and
TMR for low and high currentréd andblack curve)). The extration of voltage was made by
multiplying Rap and R per the corresponding current, giving the voltage at antiparaliel V
and voltage at the parallel curreng {Fig. 2.31d). The voltage corresponding to the currexit
which the abruptdecreasés observedis termed to béhe degradation or breakdowoltage
In the example given in Fig. 2.31, the degradation voltage is arthOmV. Using the same
procedure, the degradation voltage of Mosaic devices was obtained and will be discussed in
the following.

2.3.2.2 Comparison of the degradation voltage of Mosaic devices

The degradation voltage of Mosaic devices measured from several MTJ pillars is shown
in Fig. 2.32.The scattering value of degradation voltage is due to imperfection in the
magnetic stack depibi®n and nanofabrication procesFHR46has the lowest degradation
voltage, 400mVv500mV (black dot in Fig. 2.32), compared to the other Mosaic devices
because the RA value is smaller,l dm2 For the same magnetic stack, size, and RA value as
reference RAR46, RFL733 has largetegradation voltagevhich is around 600myw700mV
(red dotin Fig. 2.39. However,as already mentionethe staticyield is still low due to the
crystal bonding problemFor larger RAlargervalue, 1.5 um?, the degradation voltage of
RFL731 (blue dot in Fig. 2.32and RFL742 (green dot in Fig. 2.32 slightly larger than
RFHRA46. This means that large RA valogproves the barrier stability.

Fig. 2.32The degradation voltage as a function of TMR valuklo$aic devices

Compared @ Hitachi devices, Mosaic devices havegher degradation voltagelhis is

important achievementor tunnel junctions with insulating MgO barriersince high

degradation voltage (robust barri@m)proves thedevice stability under DC curreand thus
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no degradation upon injection of current to induogcrowave oscillations However, the

dynamic yield (working devices with good RF properties) of Mosaic devices is still low
compared to Hitachi devices. Hence, furthestimization of the MTJ deposition and
narofabrication process neededoinorGHU WR FRPSHWH ZLparoridakcels + LW D F K

2.3.3Conclusion of statistical analysis of Mosaic devices

The magnetic stack andanofabrication procesd¥ Mosaic devices haveeen optimized
in order to achieveéhe targetedMR (100%)and RA valug(l pum#2 pm?) as well as to
improve the yield(ratio of operational devices to naperational devices)lhe results are
summarized in Tabl2.3.

Table 23 Statistical analysis and its optimization of investigated StiNices

Nominal

Optimization

Degradation

Mosaic diameter TMR vs RA Voltage Static
Devices (nm) MTJ stack Process distribution mv) yield
BE: 1 step etching .
INL- . RA:1 —% Parallel resistance .
LETI le_rg(I)EI Free Layer: MIT- (fggsge)tching TMR 12,:50% § OmVv Lozvl)él‘;!d/
RFHR046 CoFe(0.5)/CoFeB(1.5] (45deg/23:40mih RAngl5 —P
BE: 2 step etching
INL- . RAI1L —P (20deg/19:15min | _Concentrated/ .
Circle/ : ; . TMR : 309%80% Low yield/
LETI 100 Free Layer: and 65deg/6:01min concentrated at RA § P9 10%.30%
RFL733 CoFe(0.5)/CoFeB(1.5] MJT: 1 step etching > e 7oV
(45deg/23:0min) H
i . . BE: 2 step etching | Serial resistance/ Low vield/
INL Circle/ RA'15 —P (20deg/19:15min | TMR: 20%70% at oy
LETI 100 Free Layer. and 65deg/6:01min| RA:2 pm2to $0OmV e
RFL731 CoFe(0.5)/CoFeB(L5] \\ 1.y step etching 4 e
BE: 2 step etching
i . . (20deg/19:15min Concentrate/ .
I'_'\é'}l Circle/ Ré'reléSLayer_b and 65deg/6:01min| TMR: 40%120% | ¢ pg ;é?(;‘/
60-140 | | MJT: 2 step etchingf RA:1 pm?2to o
RFL742 CoFe(0.5)/CoFeB(1.5) (45deq/B:34min 15 me >50%
and 65ded:26min)
BE: 2 step etching
INL- RA:15 —%P (20deg/19:15min | Serdal resistance/ High
LETI Circle/ Free Layer: and 65deg/6:01min] TMR: 20% to 60% 5 P9 ie?d/
REL741 50-300 | CoFeB(1.5)/Ta(0.2ie | MJT: 2 step etchingf RA:1 pm?2to ZSOO/
Ni(2) (45deg22min and 2 um? 0
65degl 6min)
Other Nominal Optimization Degradation
Labs diameter MTJ K P TMR vs RA Voltage Yield
(nm) stac rocess (mv)
RA:1 —% Serial resistance
AIST- . Free Layer: . . (Spreadl
LETI cirgz)e/ CoFe(0.2)/CoFeB(s) | = | 5t°P eéfg;rl‘r? TMR: Uupto60% | § P9 Low
7366D Ta insertion in the : P 9 5% 240°4
SAF —
Circle RA'1 —%b Paral!el resignce/
. . and : . TMR: 50%100% § P9 .
Hitachi . Thicker Free Layer: unknown . High
ellipse/ CoFe(0.5)/CoFeB(3.4 RA:1 pm?to 400mV
50-150 ' Y 1.5 ym?
RA:1 —%
Free Layer CoFeB(2) Ao o § P9
Seagate | unknown Ta insertion in the unknown TMR: 40%100% 600mMV unknown
SAF

The optimization was done by varying the etching process of the bottonoé&eind MTJ

pillar to improve the straightness of the pillar and to reduce tdepesition materials at the
bottom electrode and at the MTJ pillar. The best TMR and RA performance as well as the
yield was achieved in RFL741. However, the dynamic progentiid not show good RF
performances (discussed in Sectihd), i.e. no steady state dynamic excitatiofisis is due
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to nonideal nanofabrication, i.e. nestraight of nanopillar shape as shown by TEM image.
Hence, good controls and further optimizatiointhe nanofabrication process arecracial
point to obtain goodtatic and dynamic performances of the MTJ pillars.

An important result of Mosaic devices is that robust barriers can be realized with the
enhanced degradation voltage (600#®00mV) as comared to Hitachi devices (300mV
400mV) that were available at the start of the thesis. iBh&a important achievement for
tunnel junctions with insulating MgO barriers. Higher degradation voltage and robust barrier
improve thedevice stability under DC ctent and thus no degradation upon injection of
current to induce oscillations.

Another aspect to be considered is the measured diameter of the pillars. A large offset of
diameter around 10 30 nm from nominal diameter after IBE is observed. Futureteftoe
to optimize the IBE recipes in order to reduce the diameters offset and strengthen the wall
profiles of the pillar to produce straight walls (critical for the coherence of the dynamic
oscillations).
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2.4 Dynamic Characterizations

In this Section, thedynamic characterization of STNOsnder external control
parameters such as magnetic fielstlndinput current levelspk will be investigatedwhich
is critical for RF applicationdn the first part, the dynamic chatadzation obtained from the
frequency domain measurements will be discus§bd second part focuses on the dynamic
characterization obtained frotime domain measurements.

2.4.1 Frequency domaircharacterizations

The cetails of frequency domain measmens have been discussed in Secti@rl. The
characterizatiogwereperformed by taking intaccount the RF chain correction to extract the
actual output power of STNOsIn the frequency domaircharacterization the basic
performance parameters are @seillation modes (single or multimoddjequency oscillation
range, the linewidthandthe output powefat minimum linewidth)as a function of external
control parameters current and field (amplitude and orientation). Further parathataeed
to be characterizd are thefrequency tuningia current(df/dl), which isof important forFSK
measurements (Chaptej, &and the threshold curreeitractionat which the steady state
oscillatiors start. Lower threshold current of STNOs is desirable for RF agpions, leading
to low power consumption.

In the frequency domain measuremerntse standard procedure to characterize and

evaluate the devices starts with the acquisition of the voltage PSD spectra as a function of

external control parameters, currept land field Hc values. From this the following

information is extracted

(@) The current-field state diagram i.e. the integrated PSD spectra as a function of
current bc and field Hc. The spin torque driven steady state excitations of the free
layer occurin two quadrants of the currefield diagram, namely for fields stabilizing
the antiparallel (parallel) state (with respect to the free layer and SAF top layer
magnetizations) and for currents for which electrons flow from the SAF (free) layer
towards tle free (SAF) layer(see Chapter ,1Section1.2.3. In practice only the

antiparallel configuration leads to pronounced steady state excitations of the free layer

and therefore the state diagram is usualbasured anshown for one quadrant only.

(b) The PSDspectraof frequency \ersusfield. The PSD spectra of frequency versus field
is measureat a fixed DCcurrent pc, larger than the threshold critical currenty>and
below the degradation voltag@&hese plots providérst information on thedynamic
excitation modes(spectral purity) single or multimodeand which mode gaeinto the
steady state regimé&rom trese plots, thenode which goes into steady statgimee is
fitted using Lorentziarfitting to extract thefrequency and linewidtlas a function D
appliedfield Hpc at a fixed DC currenpk. These plots are evaluated as discussed).in (

(c) Field dependence From the field dependence, the field values will be identified for
which the linewidth is minimum. The current dependence at ad fikeld valwe
(minimum linewidth) is used to anaBe the transition to steady statscillatiors as
discussed in (d)

(d) Current dependence These plots are used to confirm that the excitations are really in
steady state oscillatioifhe transition from damped modeangéteady state mode can be
observed clearly through these plotsr Btandarchomogenouslevices the transition
from damped mode into steady state mode is characterizedrbgre or less linear
reduction of the linewidth until a minimum valase to thecritical threshold current
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ltn and a strongncrease in powerFrom these plots theasic parametsrof RF
performancesre extracted.e. theminimum linewidth the corresponding output power
and the frequency

Following the aforementioned procedurt®e RF performancesf STNO devices studienh
this thesiswill be evaluaed and discussedThe results are then comparéd the RF
performances ddTNOdevices from different nanfabrications

2.4.1.1Dynamic performances of Mosaic devices

The repesentative results of dynamic characterizations of Mosavticds are
summarized in Table.2. In Table 2.4, Figs..33, 2.34, 2.35, 236, and 237 correspondo the
dynamic characterizations of RFHR46, RFL733, RFL731, RFL742, and RFL741,
respectively. Thelescription of figures (ale) of each Figcan be seen in Tablex2

RFHR46 KDV QRPLQDO 5%, ahbancéd degravlation threshold@nV and
above), and no degradation upon RF studies. Most of magemsttance curve of the devices
are characterized by the presence of spin flop field around 6&XDE00e. In total there
were not more than abow@l devices that showed steady stdiee to low static yield in
RFHR46 (Section 2.3.1.1Pespite only 8 devices that showed the steady state, good RF
SHUIRUPDQFHYV LQ WHUPV RI ORZ OLQHZLGWK (leab+] ZHU
of low linewidth was achievable in RFHR46 (Table 2.4, Fig. 2.33d) which is an important
parameter to perform frequency shift keying measurement.

In Fig. 233, an example of dynamic measurements of RFHR46 devices is shben.
investigated device hasMR of 32%. For this device, the best dynamic performance was
found at an irplane angle of 6 degree with respect to the easy axis directimanfgleis
varied from one device to others in RFHRZ6e PSD spectra plotfdrequency versus field
(Fig. 233a) reveals a multimodéehavior instead of a cleagingle mode behaviofThe
multimodeis characterized byWKH H[LVWHQFH Rl VHYHUDO PRGHV | DQC
close.The mode with the lowest damping (1f in this case) is driven into steaay veitt
stronger amplitude than the others. Possible reasons for multimode behig¥ibresult from
a combination of noideal nanofabrication process (mstmaight pillar shapes), nen
homogeneous barrier and theplane magnetization configuration, the@n give rise to
excitation of spatially separated modes
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Table 24-The summary of dynamic characterization of Mosaic devices

Dynamic characterization

RFHRA46 RFL733
Fig. 2.33-see the description in table 3.5 Fig. 2.34- see the desiption in table 3.5
RFL731 RFL742
Fig. 2.35-see the description in table 3.5 Fig. 2.36-see the description in table 3.5
RFL741

Fig. 237- see the description in tableb2
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Table 25-Desciption of the figures in Table.2

Figures Description

(a) The PSD spectra of frequency versisld, at a fixed currentlf is the first mode, 2f i
WKH VHFRQG KDUPRQLF RI | I LV Eapaniket e othdr
mode.

(b) Field dependencéat a fixed current)The Lorentziarfitting of the PSD spectra versl

field plot. Black curve is the field dependence of the center frequency and red ct
the field dependence of the linewidth.

Note: In Fig. 236, figure b corresponds to PSD spectra (in 3D) as a function @
current

(c,d, e) The current dependenéat a fixed fietl). The vertical line is the threshold current.
(c) current dependence of the center frequency (f vs 1),

(d) current dependence of the linewidtl s 1), and

(e) current dependence of the output power (Power vs ).

At high field (9000e10000e), the SAF layer is weakly excited which corresponds to a
weak spin flop observed in magnetsistance curve (white curve). Focusing now on the 1f
steadystate mode, one can clearly observe thatmode is characterized bgveral branches,
where at the intersection of two branches two modes can coexist over a small range of fields.
This is more evident in thediid dependence plot (Lorentzifitiing of PSD spectra) shown in
Fig. 2.33b. In the field range of the experiment{000 Oe), five branches the frequencies
(black curve)are observedFor each branch, the linewidth (red curve) goes to a minimum
value and then increases at each transifiotersection of two branch@sThe increase is
understood as a thermal activation between two modes, as a result of which the temporal
coherency is reduced. Their origin is not well understoodHetvever, from the studies on
the influence of the coupling betes the free layer and SAF reference layer on the free layer
excitations 75,103, such branching can be attributed to the interaction between the FL steady
state excitation and some other (damped) mode of the freghaykimode interaction)Such
interactions and the resulting branching influendke performances of the device anditithe
operational range of field (tuning in frequency via field). The conditions to limit or suppress
this branching still need to be further explored. Posgialeameterdo optimize arestack
composition and baer homogeneity, nanopillar sizearm, and edge definition (stight or
slanted pillar walls).

From the field dependence plot, one can find the field vaklesre the linewidth is

minimum, i.e. 5000e, 6500e, 8080and 9000e€kixing the field at 6500e, one can obtain
the current dependence of frequency, linejidind the output power (Figs32c,de). From
these plots, the transition from damped mode to steady mode can be observedTtisarly.
transition ischaacterized by a abruptlineardecrease ithe linewidth until a minimum value

8 0 +]close to the critical threshold currept (Fig. 233d) andfollowed by the strong
increase in powe(Fig. 233e). From this the critical threshold current is estimaaeound
ln=-2mA. Above the threshold current, the steady state frequeacilation (Fig. 233a)
GHFUHDVHYV DV WKH FXUUHQW L QFUH D-SOMMz/mAVehkowkded TUHT X
normal IPP mode behavior of standard homogenous MTJ. Doing the same analysis, the RF
performancesneasured irB devices(low dynamic yield)in RFHR46 are summarized in
Table 2.6. Only one deviceshows a clean single mode excitation. The mode which goes to
VWHDG\ VWDWH FDQ EH WKH PDLQ PRGH | RU WKH RWKHU
characterized by the presence of the branching beheaich is related to the multimode
excitation For instance, strong multimode leads to at least one branch. When the multimode

LV ZHDN L H WKH RWKHU PRGH I KDV PXFK ORZHU DPSOI
no branching behaviolhe frequencyrange over the field can be varied depending on the
HIFLWDWLRQ PR QHe thresthold cuRdnt vafies froth.5SmA to-2mA (except the
device in Chip 4.4 B2J3). The frequency current tuning is on the order of few MHz/mA,
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except the device (Chip.5 B1J1) whose linewidth goes to minimum value (long plateau) at
large current range. Thminimum linewidthcan beDFKLHYHG LQ 5)+5 LV § 0+]
is comparable with the Hitachi devices. However the maximum output peb@nW,is still
muchlower compared to the Hitachi devices38 Q:

Table2.6-The summary of RF performancestioé devices ilRFHR46
fvsH

n TMR Multi STT | Branching ln df/dl 0 hin Power | at H(Oe)/
Device | gp) | ANDI€ | 11ode | mode | /number (rggﬁf)’ (mA) | (MHzimA) | (MHz) | (W) I(MA)
CR;%:&.S 24 | 10° |swong| 19| VYesi | 55t085| -2 30013 | 33 03 | 710-22
Chip1.5 1o Very ) 880/ (2mA

e 26 15 | Pl af No 4t08 1.9 0 (flat) 24 7 | 1o 2.6mA)
CQ'Z"J13'5 43 | 15 |stong| 17| Yess 6t09 | -15 | -400/1.2 63 2 830£1.7
CQ'ZPJlg'G 32 6° | strong| 1f Yes/5 4106.3 -2 -50/0.8 24 45 500£2.9
CQLPJ21'5 41 | 200 | stong| 1f Yes’5 | 5t010 | -1.7 | -300/15 | 20 7 600£2
Chipg5 | gg o | Vey | g Yes/4 5t09 | -1.35 | -20/0.4 33 | 035 | 415115

B4J3 strong
Chipd4 | oq a1 | Ve 17| Yes/3 | 85t010 | -0.55 | -150/0.2 28 0.7 | 700t0.75

B2J3 strong
Chip4.4

s 45 5 | strong| 1f Yes/4 4t07 | 22 | -100/0.8 37 18 680£2.5

RFEL733 has thesame RA vhie as reference RFHR46 but different optimization in
nanofabrication process te@movethe pillar sidewalls redeposition and improve the pillar
straightnessThe dynamic yield is lower compared to RFHR46, i.e. only three devices show
steady state exciianh. The resllts are summarized in Table72 The PSD spectra plot of
frequency vs field isagain characterized by stromgultimodeand branchingehavior The
minimum linewidths are slightly larger compared to RFHRA®B. example of dynamic
measurements oRFL733 (Chip1.5 B2J3) can be seen in Table 2.5, Fid42Strong
multimode behavior, i.e. free layer excitation mode and SAF excitatiode, can be
observed in Fig. 34a. The SAF excitation mode has an opposite direction with the free layer
excitationmode. The SAF oscillation increases as the field decrease and vice versa the free
layer excitation increases when the field increases. The crossing between SAF mode and the
free layer mode and the interaction between the free layer excitation modesx1f bfi OHDG
to enhanced linewidtfi75,103 as can b seen in Fig2.34b, red curve. A strong reduction of
linewidth is observed in the field range of 4006#0e, just before the SAF mode crosses
the main mode 1fThe analysis on current dependence wasezhiout at 4200e where the
linewidth goes to a minimum valueG18 0 #The current dependenes given in Figs.
2.34c,d,e confirms that the transition from damped mode to steady state mode occurs at
threshold currenty=-1.1mA. The minimum linewidth is however still large, 110MHz, and
the frequency current dep#gnce is characterized by the blueshift (increases with the current)
instead of redshift (decreases with the current). Compared to RFHR46, the RF performance of
RFL733 is worse and the dynamic yield is lower than in RFHR46.

Table2.7-the summary of dynamicharacterization of RFL733
fvsH

. TMR Multi STT Branching/ lin df/dl 0 hin Power | at H(Oe)/
Device | op) | ANGIe | ode | mode | number (rgr‘ng‘)a MA) | MHzZmA) | (MHz) | (W) | I(mA)
Chip3.6 o Very

B33 50 -32 strong 19 YesR 5to0 10 -1.4 -300/0.5 75 6 250/-1.5
Chips.7 420
. 34 0° strong 1f Yes/3 3t09 -1.25 0 (flat) 50 12 /(-1.5mA to
B3J3
-1.7mA)
Chip1.5 o Very +100/0.5
B2J3 49 8 strong 1f YesBB 4t09 -1.1 (blueshift) 110 3 480-1.7
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REL731 with slightly larger, 1.5 um? was also characterized, expecting better dynamic
performances since larger RA lsdd more robust and more homogeneous tunnel barrier, i.e.
potentially reduce the multimodend branching behavior as observed previously. The
nanofabrication steps were slari as for RFL733 (see Section32 The dynamic yield is
however still lower, only 4 evices/44devices (two chips) go steady stateas can be seen in
Table 28. Multimodesremain an essential problem, and transition to the steady state could
not be observed in all cases. Some devices are characterized by branching behavior with
linewidth higher than 100MHz and some other devices are not characterized by branching
behavior with lower linewitdh, below (or equal) to 50MHz. An example of dynamic
measuremds of RFL731 is given in Table£ Fig.2.35 The PSD spectra plot of frequency
YV ILHOG VKRZV FOHDU P X QtadloRIRIy Hbdut 1IGBEIZXEg.3B%). Boti S D U
modes are parallel to each other. First mode 1f has much stronger amplitude but the peaks are
PRUH EURDGHQHG 7KH DQDO\VLV ZDV GRQH IRU WKH VHFR
QDUURZHU WKDQ WKH PDLQ PRGH | 7KH lbHA@L3IBMNSHQGHQI
branching behavior observed (black curve). However the linewidth as a function of field (red
curve) fluctuates, i.e. no long plateau of minimum linewiditam current dependence plot
(Fig. 2.3%,d,e), tle steady state oscillations ocsuat Iy=1.1mA The frequencurrent
tuning is difficult to extract since the frequency fluctuates around the average value. The
minimum linewidth is 20MHz with the corresponding output power around 0.6nW (really
small). For instanceghe RA value does m@eem to play a snjficant role, the devices show
similar multimode and branching behavior.

Table2.8-the summary of dynamic characterization of RFL731

Sevice | ™R | acio | Multim | STT | Branching fr;’f]'; I df/di fun | Power | atH(Oe)/
(%) 9 ode | mode | /number (Gng) (MA) | (MHZ/mA) | (MHz) | (nW) I(mA)
cgéisz.z 11 | -74° | swong | 1f Yesi 3t08 | 15 | -100005 | 150 | 12 | 480175
Chips.2 . 1
Cll1 39 10 Strong 1§ No 6t09 11 (flat/fluctua 20 0.1 540/1.25
tes
Chips.2 ; 351
CoLo 27 54 Strong 1f YesA 57 - - 150 - 500/2
cg;iez.z 23 | 3 | swong | 1f No 3t07 | 12 | -5000.4 50 06 | 49014

*No current dependence measurement. The device was broken during the measurement.

From the static characterization in Sectib8, RFL742 reveat the best static statistics
and yield.Fast screening of dynamic measurements on devices in RFL742 has been done and
surprisingly none of them revealed a transition to steady $tatecuriosity, the MJ pillars
wereobserved undeFEM and indeed it showed nestraight pillar shapes (Fig. 228 due to
norrideal nanofabrication process, which influertbe dynamic excitationsSuch dynamic
charaterization is shown in Fig2.36. The PSD spectra plot of frequency vs field in Fig.
2.36a reveals aery strong multimode, including the first 1f athet other free layer excitation
modes, 1IDQ G 191D YheSAP&citation due to the presence of spin flop at high field
(6000e10000e€) in the magnetesistance curvgwhite curve) This multimode is also
observed in current dependence plot shanwfig. 2.36h i.e. PSD spectra as a function of
applied current. The fregncies of multimodes are clogeeach other, separated only by few
MHz. The frequency, linewidth and the output power as a function of the current at a fixed
field (Figs.2.36c,dg) does not show the transition to steady state. The minimum linewidth is
arounnd 200MHz which is too broad

RFL741 has RA 1.5 um? and slightly different free layer composition which is a
composite free layer CoFeB(1.5)/Ta(0.B@Ni (2) instead of CoFeB(1.5)/CoFe(0.5p note,
usingFeNi in conjunction with MgO MTJs is not usual since it does not promote the texture
required fo good TMR properties (note: the TMR of vortex devices with FeNi free layers is
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lower than for CoFeB free layers). However, from a magnetics point of view, FeNi is softer
and has lower saturation magnetization (leading to lower critical current), so uldsho
improve the dynamic properties. Combined with the optimization of nanofabrication process
to have straight nanopillars, the dynamic characterization of RFL741 shows better
performances than the previous measured devicespresentative dynamic chateczation

of RFL741 isshown in Fig. 2.37This device is also used for KSneasurement given in
Chapter 4The PSD spectra of frequenes field shown in Fig. 2.3, reealthe presence of
multimodeand SAF excitatiom 7KH PRGH 1Y LV FGRVWNWUOE) FoZihswence W K H
the SAF excitatiordoes not cross the main modestf that the branching behavior is less
observed for this saple as shown in Fig. 2.B7(black curve). The linewdith vs field shows
that minimum linewidths below 50MHz is observedepd large field range from 2000e to
10000e (red curve) which is a great improvement of dynamic performances. The minimum
linewidth is around 15MHz observed at 8600e. At this field, the current depende@sce
measured as shown in Figd.37cd.e. Fromthe current dependence, one can observe the
dynamictransition from damped mode to steady state mode at threshold curkgrt®obmA
(vertical dashed lineyvhich is much lower than the threshold current investigated in the
previous devicesThis can be attbutedto the use of FeNi ithefree layer which is softer and

has lower saturation magnetization, leading to lower critical current. The use of FeNi also
improves the frequenegurrent tunability, i.e-400MHz/1.5mA, (Fig.2.37c) which is larger

than theone obtained from the previous devices. In addjtfong plateau of minimum
linewidth below 50MHz is achieved from.5mA to-1.25mA. Above-1.25mA the linewidth
increases to 100MHz. The output power is however still low compared with the power of
Hitachi devices (discussed later).

Hence, it is of interest to study the FSK modulation on this device due to its large
frequency currentunability and low linewidth below 50MHZ£eigth times smaller than the
frequency separation in twaodulatedstates).In the following the dynamic performances of
other devices (outside Mosaproject) will be investigatednd compares with the Mosaic
devices performances, at which point the Mosaic performances needs to improve.

2.4.1.2 Dynamic performances ofother devices

For comparison, other devices from other laboratories with different magnetic atacks
different nanofabricationra also shown in this sectiofhe results aregiven in Table2.9.
The referenceare Hitachi_devices that were previously chargerized with respect to
synchronization and modulation, but it reveals low breakdown thresholds (300mV as
compared to 50800mV for Mosaicdevices).This makes them very fragile anlifficult to
perform further measurementsuch as FSK measurement anahayonization since the
device degrades and even breaks after several measurementhanmain difference is that the
VSHFWUD DUH YHU\ pFOHDQY L H LW LV VLQJOH PRGH EHK
high output power (0.60.1 W). This is smilar to other reports in literature e.g. Toshiba with
output power of 13nW, minimum linewidth of 44MHz @&Hz, TMR=44% [16].An
example of dynamic characterization of Hitachi devices is shown in Table 2.9, Fig. 2.38. It
reveals a very clean single modehhavior (Fig. 2.38a). The field dependence does not show
branching behavior (Fi®.380b, black curve). Long plateau of narrow linewidth is achievable
within the frequacy range of 50008000e (Fig. B8b, red curve). The threshold current
(vertical dashe line) extracted fronthe current dependence (BigR.38,de) is comparable
with Mosaicdevices.A long plateau of narrow linewidth around 15MHz is observed above
the threshold current as welk large output power up to OW. Best values for Mosaic
devices (RFHR46 and RFL741) are close int&mR 1 O L QH ZL G WKz, arsanewhat 8
less power (210nW).
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Table2.9-The summary of dynamic characterization of other devices (outside Mosaic project)

Dynamic characterization

Hitachi GST Seagate

Fig. 238-see the description in table52 Fig. 2.39-see the description in table52

AIST-LETI

Fig. 2.40-see the description in tableb2

Only few devices ofSeagate have been measured. A representative dynamic
characteristic o Seagate is shown in Fig.39 The magnetoresistance curve (fencurve in
Fig. 2.39a) shows a strong loop shift around 5000e an8Alfespinflop field is larger than
10000e (around 20000e as measured on tlieaces).The PSD spectra of frequency versus
field show multimodes excitationft.is not clear whetheht applied current is sufiient to
reach the steady state. Tlbevest linewidth is 76100 MHz(Fig. 239d).

The last device to compareAdST-LETI . The materials deposition was done at AIST,

Japan, andthe nanofabrication process was doat Leti and Spintec at Upstream
Technological Platform (PA). The dynamic characterization of AISTETI shows alow

dynamic yield. Many devices have been measured and all of them are characterized by the
multimode and no clear STTsimilar to RFHR46, RFL733, RFL731, érRFL742 The

branching behavior is however less pronounced. Only one device in a wafer shows transition

to steady state. The corresponding dynamic characterization is given ir2.40g.The

dynamic characteristic is again limited by the presence of RUtIG H V I I 9 1T ZKLFI
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separated only by few GHz of frequen€yg. 240a). Interestingly, in most AIST devices, the

PXOWLPRGHV I DQG I LV IURP WKH VDPH PRGH sDW ORZ

in two modes at high field above 3080The branging behavior observed in Fig.4Bb

EODFN FXUYH LV DFWXDOO\ ndK)Hvhose Ratjudhcy W Zlése Pgv/G H V
tensMHz, i.e. the automatic fitting will fit the peak that has stronger amplitude. Hence for
instance, the braneig behavior is less pronounced in AKRETI devices. The current
dependence (Fgy2.40c,d,e) shows the transition to steady statehatthreshold arrent
around-0.8mA with df/dl of -200/1.2mA and minimum linewidth arod 50MHz at peak
power of 1nW.

For a final comparison, the power versus linewidth of different devices is plotted as
given in Fig.2.41. From that plot, it can be concluded that the RF performances of Mosaic
devices, RFL741 (blue dotted), are comparable with the reference Hitachi dédices
dotted) However it isstill lower comparedd the state of the art of STNQgported by AIST
for an out-of-plane free layer configuration (violet stavjth the linewidth of4MHz andthe
power of 2.5 W at 50% TMR [17] This is the best RF performances for homogeneous
devices reported so far

However, considerable advancements have been made by RFL4d. use of
composite free layer CoFeB/Ta/FeNi in RFL741 improves the RF performances and reduces
the threshold currents, leading to low power consumption. Further nanofabritabbiain
the straightness of the pillar will contribute iimprove the dynamic excitatiospectraof
RFL741 Hence,the presence of multimode and branching behavior can benipéd.
Besides the optimization of standard homogeneous dealifterent STNO configurations, i.e.
out of plane free layer, vortex, and nanocontactMTJ], are also explored within Mosaic to
improve the RF performance of STNOs. The results of differ€MCSconfigurations are not
discussed here since this thesis is focused on the demonstration dfab&K wireless
communication scheme using standard homogeneous MTJpleni@a magnetized free layer
and polarizing layer.

Fig. 241-lllustration of thke performances power vs linewidth for different desic@range dashed box
is Mosaic devices, green dashed box is other devices (outside Mosaic project)

2.4.2 Time domaincharacterizations

For characterization of the signal stability, single shot timaees of the magneto
resistance output signal ameeded, showing the signal stability over time. Another important
parametethatcan be extracted from tim#omain measuremenis the amplitude and phase
noise which determines the quality of STNQ@s this Section, the signal stability and phase
noise of different STNO devices will be investigated amanpgared for further device
optimization
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2.4.2.1 Amplitude stability and extinctions

In the previous Sectigrthe RF performances were investigated bylyaneg the PSD
spectra as a function of current at a fixed field valtevas shown that the steady state
oscillation is characterized kyminimum linewidth accompanied by a stromgcrease in the
emitted pwer (precession amplitude) for all devicasinvestigated in SectioR.4.1. In this
section, the signal stability of steady state oscillation of different devices is investigated by
analyzing the single shot time traces givem ditxed current and field value. The results are
shown in Fig.2.42for a reference Hitachi devicfrig. 2.42a) and forMosaic devices (Fig.
2.42). In the first column, the$D spectraf steady state oscillatismat optimumcurrent and
field value (minimum linewidth)areshown.ThesePSD spectrareobtained from frequency
domain measurements dfifferent devices investigated in Sectidh4.l, see Table2.4
(RFL733, RFL731, and RFL741) and Tald® (for Hitachi). The correspondirgmplified
time tracesR | V @Qniegsdred via adloscope) of each PSD specisashown in the
second column, revealing the letime stability of the signal.

(a)Hitachi GST
. , Histogram of Instantaneous
Device PSD Time traces e frequency
= E
g8
S
0118MHz
f=9.1GHz
Device PSD Time traces Histogram of Instantaneous
extinction frequency
al 0+]
f=5.2GHz
0 120MHz
f=7.3GHz
f=15MHz
f=8.4GHz

Fig. 2.42Comparison of amplitude stability and extions of (a)the Hitachi deviceand (b)Mosaic
devices. First column corresponds to PSD spectra of the excitation at given current anchéeld.
corresponding time traces ashown inthe second columnThe analog HPF filter with cutoff
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frequency of &Hz was used during the measurements andmerical bandpass filter of +2GHz
aroundthe main peak was applied to reduce the ndibe. histogram of time between extinctions
extracted from time traces is shown in the third column. The last column is dtataneous
frequency extracted from the time traces via Hilbert transform.

Comparing now the time traces of Hitachi and Mosaic devices, two comments can be
made. First, the amplitude tie Hitachi device is ten times larger than the onévlolaic
devices, i.e. measured using the same setup and the same amplification. This is consistent
with the output power extracted from frequency domain measurements which shows that
+LWDFKL GHYLFHVY KDYH UHODWLYHO\ KLIJIKHU RMi&agEXW SRZI
GHYLFHV LQYHVWLIJDWHG KHUH HPLW RQO\ WKH SRZHU LQ
comment is that there is different signal amplitude stabilities observed in Hitachi and Mosaic
devices. For the case tife Hitachi device, the signal amplitudsallation is stable on the
time scale of measurement which is dQbesides smaller fluctuations of amplitude due to
thermal fluctuation), i.e. in this plot the signal is shown only for 20ns. Instead, in most of
Mosaic devices, the signal amplitude islueed many times to the noise level for several
SHULRGV RI RVFLOODWLRQV FDOOHG MPH[WLQFWLRQVY 7KFH
is only sustained over a short time scale. There aretwwsdifferent fluctuation mechanisms
with different coherencies: thermal fluctuation of the amplitude and phase (intrinsic
contribution) and extinctions.

The time between extinctions is counted every time the amplitude of the signal reduced
by 85% (close to the noise levedhd the correspondinghistogramis shown in the third
column of Fig. 2.42 For the Hitachi device there is no extinction found time V ORQJ
traceswhich indicates that the amplitude oscillation is sustained, as already mentoned.
Mosaic devices, the number of extincararies fom one device to the ath For example in
RFL733 and RFL731, thamplitude is sustained only f2@ns maximum. While for RFL741,
the signal stability improves with the longest time of sustained amplitude is around 80ns and
the extinction is not often cqmared to RFL733 and RFL741. Surprisingly, RFL731 and
RFL741 have almost the same linewidth as Hitachi, which is around 20 MHz but different
signal amplitude stabilities. The output power might influenicghe existence of extinction.

The origins of thextinctions are not yet well understood and are still under investigatien.
extinction might come from the inhomogeneous tunnel junction barrier, the branching
behavior (norcontinuous frequenefjeld dispersion due to mode interaction) and the
existerte of multimodes, which are characteristics of RF performances of most Mosaic
devices, see Secti@¥.1.

The signal extinctions need to be avoided for RF applications such as for the
demonstration of operation within a phase locked loop and the dentimmsivé the FSK
communication scheme. The existencetlod signal amplitude extinction influences the
frequency coherency as can be seen in Eig2in the last column. This is because the
frequency of the STNOs is nonlingacoupled with the amplituddhe amplitude fluctuation
is thus translated into frequency fluctuation via nonlinear coupling. As can be seen in the last
column for the case dhe + LWDFKL GHYLFH ORQJ WLPH VLJQDO DPSO
DFKLHYHG DQG WKXV WKH LQVWDQWDQHRXV IUHTXHQF\ 8§
fluctuations of frequency due to thermal fluctuation). While for the case of Mosaic devices
(RFL733and RFL731), the amplitude extinction leads to the presence of the spikes in the
instantaneous frequency. This is not good for the demonstration of FSK modulaticialBspe
at high modulation rates, on the order of fewsnsce high frequency fluctuatiemvill hinder
the observation of the frequency shift.
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2.4.2.2Amplitude and phase noise

In this Section, the extraction dhe amplitude relaxation frequency from the
amplitude noise plot and the phase n@sd00 kHz offset frequency PSwy, of different
STNO devices will be showand compar@ with the phase noise of existing oscillatofs.
typical example of the PSD of amplitude and phase noisa tachi device is given in Fig.
2.43, plotted as double logarithmic plots.

Fig. 2.43-PSD ofamplitude and phase noise for Hitachi device as double logarithmic plots

Fig. 2.44-PSD of amplitude and phase noise for RFL741 device as double logarithmic plots.

Fig. 2.43a shows the amplitude noise and the extraction of amplitude relaxation
frequeng f, which is defined as the frequency at which the PSD amplitude drops by 3dB. The
corresponding fis around 160MHz which isa typical f, value obtained for standard
homogeneous MTJ. This means thatplitude fluctuations are damped out on a timé/ff
When the perturbation is faster than,fiie STNO does not have timeftdlow perturbations
and accumulate. The response is then that of a random wlzdkacterized by d/f?
dependenceélable2.10 gives the values of for devices studied within Msaic. The f varies
from one device to the othéFhe highestfis achieved by RFL741, the one with a composite
free layer. The amplitude noise plot actually does not show clear roll of frequency as shown in
Fig. 2.44a The other devices haveg Value of standard homogeneous MTJ devices, few
hundred of MHzFor the FSK communication schemes émplitude relaxation frequengy f
is important because it limits the modulation bandwidth or modulation rédesussed in
Chapter 4)Hence large value of fs needed to achieve large modulation bandwidth and high
modulation data rate which is desirable for wireless communication applications.

Tabe 210-Comparison of the linewidth, amplitude relaxation frequency, and phase noise of different
STNO devices

. . PSDy(dBc) Phase noise
Device f (GHz) al 0+] fo (MHZ) @100kHz type
RFL733 5.2 54 90 -20 1/
RFL731 7.3 20 150 -10 1/
RFL741 8.4 15 400 -40 1/f
Hitachi 9.1 18 160 -40 1/f
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The phase noise shown in FRJ43b behaves almost like 1/@green line)over the full
range of frequencies measured, i.e. ovérdecades. This corresponds to random walk noise
of the phase. In fact, due to the amplitygde&se coupling, the amplitude noise contributes to
phase noise and should lead to an enhanced phase noise level,b&&eR.10-last column
summarizes the phase noise values, measuredOakHz offset frequency for the different
devices studied in Bsaic The ones with larger linewidth (RFL733) and small linewidth but
strong multimode (RFL731havelarger phase noisealues of 4#0dBc¢/Hz and -20dBd/Hz,
respectively The device oRFL741 and Hitachi have lower phase ne#@dBdHz, the factor
of 20, reflecting that linewidth arelower and high signal stability compared to two first
devices.The phase noise of measurexides behaves random walk noise 1/f2, seeZ4d-b
for the PSD of phase noise of RFL74dlomparing to the phase noise value of conventional
oscillators, Voltage Controlled Oscillator (VCO), the phase noise of the device investigated
here is still muchigher, where VCOs havd10dBc/Hz at the same offset frequency (100
kHz) [18].

To conclude, the studies of time domain measurement permits to compare the
performances of STNO devices studied within Mosaic to existing technologies, showing that
further eduction of phase noise is needed. Some of the strategies to achieve this are by
exploiting coupling phenomena, where one can distinguish two different couplings, either
between different layers within the magnetic stack, or between oscillators (synatiom)iz
These strategies have been extensively studied via numerous experiments (and simulations) to
better understand the mechanisms of coupling for thdinear oscillations, to define routes
of improving the phase noise characteristicstanghin cotrol over the phase
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2.5 Summary and Outlook

The e of different magnetic stacks and the variation ofRBevalue (MgO barrier
thickness) as well as different optimization in theanofabrication procesdiave been
exploredin order to optimize the RF performancekstandard homogeneous MTJ devices.
Considerable advancements have been achieved within Mosaic as compareavldbée
standard devices usatithe start of this thesis (Hitachi devices).

From the static characrization, Mosaic devices showobust barriers with much
enhanced breakdown and degradation thresholds-§80V) as compared to itdchi
devices (300mW00mV). However the dynamic yield of Mosaic devices is much lower than
Hitachi devices, i.eonly few d Mosaic deviceshow the transition to steady statillation
In addition, the steady state oscillatioesealthat most of Mosaic devices are characterized
by the multimods and branching behavior, even for slightly largek value (RFL731 and
RFL741). Hence,the RA value does not seem to play a significant role on the dynamic
results.The best dynamic performances with a clean single mode and less branching behavior
for instance can be achieved by Hitachi devidesxlean single mode and less bramchi
behaviorare of interest for FSK modulation in STNOs.

In terms of the dynamicperformancessuch asthe threshold currentpower, and
linewidth, considerable improvements have been obtained in RFL741 with the use of a
composite free layer CoFeB/Ta/FeNhis composite free layer leads to a slight reduction of
the threshold current, three times smaller than those devices use CoFeB/CoFe fréaiayer.
leads to low power consumption which is importantvitneless sensor network applications
In addition linewidth as low as 15MHz at output power of 45nW has been achieved in
RFL741, which is comparable with the linewidth and output power observedost of
Hitachi devicesFurther improvement in nanofabrication proceskich seems to be related
with the straightness of nanopillagris neededo improve the static and dynamic yield of the
devices and to obtain a clean single mode oscillation

In terms ofthe signal stabilitymost of Mosaic devices are characterizedgmor signal
stability, showing bythe large numberof extinctions which reveal that the amplitude
oscillation is sustained onlg few ns (RFL731, and RFL733lowever, a gredatnprovanent
of signal stability is achievedof RFL741, the one with a composite free layerth less
number ofextinction.Hitachi device, owning almost the same linewidth as RFLg410 + ]
UHYHDOV GLIITHUHQW DPSOLWXGH VWDELOLWLHYV J/RQJ WLE
extinction are achievedhis results in stable instantaneous frequency over long time. scale
For RF applicationsuch as FSK modulation using STNQsng tme signal stability is
required. The origins of the extinctions are not yet well understood and are still under
investigation.The origins of extinctiorare might from the inhomogeneous tunnel junction
barrier, the branching behavior (roantinuous frequecy-field dispersion due to mode
interaction)and the existence of multimasle

The last aspect which determines the RF performances is the phase noise. The phase
noise of Hitachi and RFL741 are comparable since they own the same linewidth, which is
arond -60dBc/Hz. The other Mosaic devices have higher phase noise at the same offset
frequency. Compared to the existing oscillator, VCO, the phase noise of STNOs is still much
higher, where VCOs havd10dBc/Hz at the same offset frequency. Hence furtherctish
of phase noise is required.

To summarizethe change in the magnetic stack, i.e. the use of a composite free layer,
realized within Mosaic des improve the RF performances sucla atrong reduction in the
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threshold current, low linewidth, lesstaction (good signal stability), and less branching
behavior. This makes Mosaic devices comparabléditachi devics. Even though, the
multimode behavior remains essential probl@&ifferent aspects thus need to be explored for
avoiding the multimode sicture. The first is improving the nanofabrication process, by better
defining the nanopillar shape (straighter edges). The second is the optimization of the
magnetic stack deposition as well as configuration.
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Chapter Il
Numerical simulation: Enhanced modulation rates
via field modulation in STNOs

The study of frequency shift keying (FSK) based wireless communication schemes
needs to address the maximum data rate up to which a signal can bkatewadr the
frequency be shifted between two discrete levels. Previous studies on frequency modulation
of STNOs undesinusoidal RF current reveal that the maximum data rate is limited by the
relaxation frequencypfof the STNO [22,24]. This is due toehfact that the frequency
modulation occurs via the amplitude modulation through thelinear amplituderequency
coupling within STNOs. For homogeneouspilane magnetized STNOs characterized in this
thesis, the relaxation frequencylies on the ordeof a few hundred MHz (see table 2.10
Chapter 2 Section 2.4.2.2). This means that the maximum data rate is limited to a few hundred
Mbps. This limit remains suitable for the data rates targeted in this thesis for low to moderate
data rate wireless commuaion used in sensor networks (10 to 100 Mbps), but will be too
low when high data rates up to Gbps and more are neededfidgresncy modulation by an
RFfield (field modulation) provides a solution.

This chapter focuses on the study of ffteuencymodulation in the STNO under the
application of a sinusoidal RF field (field modulation) via numerical macrospin simulation.
Here the maximum achievable data rate of the field modulation will be characterized. In this
simulation, the field modulatiowas analyzed for homogeneous-plane magnetized STNOs
which are characterized by anptane precession mode. Two cases were considered here
which are for longitudinal RF field modulation (the RF field is applied parallel to the easy
axis of the free layer) a@ntransverse RF field (the RF field is appliedplane and
perpendicularly to the easy axis of the free layer). For the extraction of the maximum
achievable data rate, the amplitude and phase noise technique used in Ref. 24 (see Chapter 1
Section 1.4.2) ws applied. This technique provides direct extraction of the maximum
achievable data rate. As additional studies, the maximum achievable data rate as a function of
the RF field angle with respect to the easy axis of the free layer and the modulatioti streng
dependence on the modulation signal were considered here.

This chapter is divided into several sections. In the first Section, the analytical model for
the current modulation discussed in Ref. 22 will be reviewed to remind the mechanism behind
the curent modulation and the kind of predictions that can be generated from the model. The
second Section discusses the derivation of the analytical model for RF field modulation. This
model is important to understand the numerical simulation results. It exsoged by
Liliana Prejbeanu. In the third Section, the numerical simulation parameters, analysis
technique (amplitude and phase noise technique), and the simulation results of RF field
modulation are discussed.
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3.1 Review ofthe Analytical Model for Current Modulation

Before coming to the derivation difie analytical model and the numerical results of
longitudinal RF field modulation, the analytical model fimquency modulation of the STNO
via current modulatiorwill be briefly reviewed in ths Section to remindhe mechanism
behind the current modulation amige kind of predictionsthat can be generated from the
model. The detaslof thedelivation can be seen in ChapteBéction 13.4.

The following equation shows the instantaneous moduiaif the powerU LP, and the
instantaneous frequendy: P, of the STNO via current modulation.

Utp L Y224 -4, PES; (3.1a)
§ >8{p
teBR L Ag E0OYZEA  «d, PE&;with Aig L i, EOLy, (3.1b)
§ »>8{py

Here, Yis the ratio of theRF current to the DC current,is the free running power of the
unmadulated STNO L r; -:L,;isthe negative dampingpin tansfer torque) depending
on L, N is the coefficient of the nelinear frequency shiftR L fiy teis the modulation
frequency, sis the amplitude relaxation raté is a phase shift betweethe externalRF
current and the STNO-generated signaland fiy is the free running frequencyof the
unmalulated STNO.

The equation forU LP, shows thathe modulated amplitudeuts off at the relaxation
frequencyfp=+ (Eand, thereforef, determines the maximum modulation rate and also the
frequency bandwidth of the atitpde (power) modulation. Due to the nonlinear coupling N
between frequency and amplitude, the sameftfudppears for frequency modulation. Hence,
the bandwidth of the frequency modulation is also given by the relaxation fregigentys
becomes evide when taking the Fast Fourier Transform (FFT) of &4b, as shown in Eq.
3.2 (Note that the PSD the magnitude squared of its Fourier transform

25&B;, R #:B;UBFR; (3.2)

‘R - 6 :6C{7z:d ;4 ;- 5
Where #:B ; L Y—"— Ho=a

+ H Uidthee Dirac function and#: B ;is the frequency response of the STNO as a function of
the modulation frequencgy . Thus there arewo limiting behaviors of the frequency response

of the STNO. For slow modulation frequencié},' B, the contribution of, in Eq. 4.2can

be neglecteduch that the response 8f B ;is constantFor this casethe amplitude in the
frequency response is modulated in white Gaussian manner, i.e. the same strength at all
frequencies below,, at the same time. This means that under slow modulation frequencies
(slow perturbation) compared to the STNO precessiomghethe STNO has time to follow

the perturbation such that the STNO can respond and follow the modulating RF duarrent.
contrast for faster modulation frequencieR, ( B, the frequency response of the amplitude

#:B ;is inversely proportional to the square §f. This means that undea faster
perturbation (faster than its relaxation rgtg the STNO does not ti@aenough time to follow

the modlating RF currentThis results inamplitudeattenuationThe higher | with respect

to 7, the larger themplitudeattenuationThisresponse of theystemIRU VPDOO 0 PRGXO
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strength has actually a similar meaning to the solution of an autwus (free running)
oscillator with thermal noise as discussed in Chapt&ectionl.3.5 This analytical model
hence, predicts the behavior of the amplitude and frequency modulation of the STNO via
currentmodulation and it is shown that the maximuohiavable data rate and the modulation
bandwidth of amplitude and frequency modulation of the STNO are given by its relaxation
frequencyf,. These predictions have beamfirmed experimentally in Re24, for the case of
in-plane magnetized STNO The STND was modulated by a sinusoidal RF current at
constant modulatiorstrength Band different modulation frequency,.f The results were
analyzed by using the amplitude and frequency noise technique, sde2Bign Chapterl,
Sectionl.4.2 and show that themodulated amplitude and frequency of the STNO cut off at
frequencygiven byf,. Hence, the results coincide with the predictionthefinalytical model.
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3.2 Analytical Model for Longitudinal RF Field Modulation

The frequency modulation of an STNO via field modulation is based on the fact that the
precession frequency of the magnetizatodrthe STNO is coupled with the effective field,
Herr, (the conservative term in the LLGS equatisee EQ.1.19). This effedive field
determines the equilibrium position around which the magnetization precesses. Modulating
the effective field via aRFfield, will result in a modulation of thE TNOfrequency.

In this thesisthe analytical model for the case of longitudiR& field modulation (RF
field is applied along thequilibrium positionor the easy axis directiomgas been developed
by Liliana PrejbeanuOther RF field modulation schemes, i.e. the RF field is applied with and
angle respect to the easy axisection are not considerechere since this leads to much
complex derivationsThe developed model for longitudinal RF field modulation is based on
the KTS model(see Chapter 1 Section1.3.2. Hereafter the model is presented and the
predictions are discussed
3.2.1 Transformation to complex cvariables

To be consistent with the previous studies on current modula2idn the in-plane
magnetizedSTNO configuration, i.e. both free layer and polarizing layer are in plane
magnetized, is considered in this model aswa in Fig.3.1. The in plane rotation is
characterized byhe spherical angldJand the out plane rotation is characterized by the
spherical anglea A static magnetic fielaéf amplitude, ,is applied in the plane alortige
x-axis direction A uniaxial magnetocrystalline (MCA)anisotropyfield t , along xaxis
direction is considered of amplitude, KK,>0). The demagnetizingffectareincludedby the
demagnetizing tens®=(Nx, Ny, Nz). To perform the field modulation, &F magneticfield
is applied to the system in thepplanet -, L :*g, e *eg.1 I

Fig. 31. The schematic of the field modulation foipilane magnetized STNO

The magnetization inside the free laydr is supposed to be uniform, thus the free
energyassociated of the ferromagnetic free layer of the nanopillar is:

S
" L-a:sFI -g?>;8E—t 8,/ 2k0s1 SEOQ, 1 SEO; I f08

Féy/ KoasE*e, 0 e8F &/ el 8 (3:3)
Here m=M/Ms is unitary magnetization vector, V the volume of the samplg, tivé

spontaneous magnetization.
The effective field igyiven by the functionadlerivative of the free energy Wwitrespect to the

magnetizationt . & F [553].—3/“
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Following the HolsteirPrimakoff transformation the variables, m,, m, are replaced
~ N :?2VY A
by the canonical varialbde(=&"; defined such as= Li’f‘s'—;a‘f‘_. It is convenient to express
. as
the reduced free energy as toik:

a0 L #ERg =&Y E- $k=" E Po (3.4)
Edk==Y E="=Y%E i = Efi,:=E =%, ¥s F ==V

&

Here J L = with Uis the damping constant), L &, Us the gyromagnetic ratiof the free
electron multiplied by the vacuum permeability. The notations are similar to that Bef.

[87].

#L Ao Efig E— figL U/ 50sF Op;
AaL B*oaa
$LF-2 With Ao LL‘J?B%E/&;OOFON;C
3L F@. EZA e, el U e s
T L E—g% ﬁEg,i L Q:I*Eé,i

Where fio is the frequency due to anisotropy fietd, fisis the frequency given by the a
static magnetic field" ¢ 54 N £is the frequency due to the demagnetization fieft; ; and

fig ,jare the fregency induced by the longitudinal and transverse component of the RF field,
respectively.

A second transforation is used for the diagonalization of the quadratic part of the
reduced free energy> L Q £ R=Uwhere QL §%, RL F§%With fi, L ¥#5 F $8is
ferromagnetic resonance (FMR) frequenchhe last transfor@ation is a normalization
L 5= 2

3.2.2 Complex equation for modulation under longitudinal RF fields

Applying the three transforations presented above \ =&Y\ :>&Y \ 28
and keeping onlypotential resonant termgweakly nonconservative systenthe extended
LandauLifshitz equation(see Eq 1.19 Chapterl, Sectionl1.3.2 is transformed to an
HT X D W tdnledcyafiable”

%SL FRfi, E0 ?20%F FB- fig, E= fig, &CF F :QF Riig,,

. $ - . s. #
F 4>SE35 26 E 35 ?877E Ul , fHFSE ?° Eﬁ_Ll(?6 E %0l ?E UﬁEé_t ‘= QER
4
I'»

2 kP EPo?E 2355 :QER (3.5)

FixBF ?°F
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The first line of eq3.5 corresponds tthe precession termii: ? ; thesecond line is the
positive dampig term, .: % ; and the thirdine is the negative damping term,: % .
Theexpressions for the coefficients are the following:

o,
D

OLFUQRFPER;E the Efig,:FEREVQER;"
4L U#

u )
3 LFAUQRLE:Q ER;Ifiz E ufio E—tﬁ/E;pth

3L UQRFER;ifE.:FEREVQPR; tfioc Efig;?

Al U=g.0aa

H*

=]
N

6
A

+P

S
#

N
Where, =4 L 0 T

layer andKis the spirpolarization of the charge currehp,

is the spintorque amplitude coefficient, t is the thickness of the free

The Eq.3.5 represents the extension of ti&S model (K. 1.20 Section 1.3.2for the case
of RF field and it will be used to describe the spectral proprieties of the STNO with the RF
field modulation.

3.2.3 Amplitude and frequency equations for longitudinal RF field modulation

To find the stationary solution of EQS5, it is rewritten as a systenf owo real
equations fopower L L ?%and phased of oscillations:? L ¥LA’Y”% Forthe case of the
longitudinalRFfield, fig , sL i g, e-.. -fiy P, two coupled equations are obtained

—zL Ft 4SE35LE3GLSAFt 5 ¢>FLALFtUJ*e,q.. iy P>SFLL (3.6a)
L, EO L2E— (* ¢, ... 5615 P (36)

In the free running regime (no RF magnetic fidlke), these generic equations all@meto
extract thefree running powerlL,and the free running frequencdyas already mentioned in
Chapter 1Sectionl.3.3:

{, >Ta{»
Ly L Fm) (3.7
teg L A, EOL, (3.7b)

and to define the amplitude relaxatiorerag and the nonlinear frequency shift parameder

al435F s aly (3.8)

[S

aL= (3.9)

(e

Assumingthat the amplitude of longitudinal RFagnetic field ¢, sis small (neglecting
high order term)the osdiation power L: P can be representeas L:P, L L, E U LP. Doing
the linearization of E¢B.6afor smallmodulation U LP, aroundthe free runningpowerp,, one
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obtains a system of equatiofog the powemodulation U lof the STNO under the algation
of longitudinal RF field.

sUFtUg™ e, dy ... 53 P (3.10a)

From the stationary conditiorhé powermodulationis derived:

26 A|UUa

ULP L V9% &, PF3; (3.10b)

8 »>8{p

with the phase? K PLES—U and Yis the modulation strength defined 3(1 AR5 . Whereas,lte
instantaneous frequenw) of the STNCOfor longitudinalRF field modulatlonls

x %

. LteBR LAGEOULR E—L£' £, e Sy P (3.10c)

At this point, few conclusions might be drawn from the analytical model:

a)

b)

The power modulationU Llis proportional to the modulation strengtfi(or the
modulating fieldamplitude Hr) and the damping parametdy, Since the damping
constant Uin ferromagnetic material is usually small ~0.01 and for snfalthe
resulting power modulatiorlJ lis also small and can be neglectdthis power
modulation U is smaller cenpared to the one of current modulation (see3.19)
sincein current U lis proportional withObut independent on the dampirtdy

The instantaneous frequentift) is given by eq.3.10c similar to the eq3.1b. One
might notice there is one additianterm— L‘f*géé... “fiy Rdirectly related to the
RF field. Consequently there are two \)vays to act on the frequency: via the term
= @*Eéé... “§i; Pand indirectly through the ndinear term propuional to 0 U.L

However since0 U lis very small, the direct term is dominating the frequency
modulation.

In contrastto the current modulation case, the analytical model of longitudinal RF field
modulation predicts that the frequency modulatigrab RF longitudinal field is not mediated
by the norlinear amplitudecoupling but it is given directly by the RF field. Hence, the
amplitude relaxation rate does not set the upper limit of the modulation rate and the
modulation bandwidth.

To confirmthis analytical prediction and check the limits of the above model, numerical
simulation via macrospin approach will be discussed in the next settienconfrontation
between numerical and analytical models is one of the objectives of this chapter.
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3.3 Numerical Simulation ofthe Field Modulation in STNOs

To confirm the predictions given by the analytical model discussed in the previous
Sectionandto check the limitsof the model,numerical simulations of field modulation in
STNOs have beewrarried out in this thesis and will be presented in this Section. The
modulation concept is similar to whatdtzeen performed previously lyuinsatet. al for the
case of current modulatidr24]. The difference is that in this work the external modulating
signal is a sinusoidal RF field instead of a sinusoidal RF current. The amplitude and frequency
noise technique developed in R24 provides a direct way of the extraction of the maximum
modulation rate and thus will be used in this work to extractpgarameter for the case of
field modulation, whether this parameter limits the modulation rate as for the case of current
modulation.

This Section is divided into three parts. The first part is devoted to the description of the
simulation parameters and theck the limits of the analytical model. The second part is
focused on the analysis method which is the amplitude and frequency noise technique.
Finally, the numerical results and the discussion will be presented in the last part.

3.3.1 Simulation parameters

Thefield modulation inSTNOs was studied in the frame of a macrospin apprdduh
numerical analysis is carriamlt for the extended Landautifshitz equation of the free layer
(see Eq1.19, Chapterl, Section1.3.2) in which the dampingdike spin transfer torque was
included A white Gaussian noise fieith a variance proportional to the temperatures T
accoungdfor thermal fluctuationgdiscussed irsection3.3.1.2.

An in-plane magnetize8TNO configuration, i.e. both free layer FL gmalarizinglayer
PL are in-plane magnetizedwas considered in this simulatiomhe schematic of this
configuration and the corresponding magnetization precession trajectqigrie precession
(IPP) trajectory) around its equilibrium positiomaxis, s illustrated in Fig.3.2. A static
magnetic field of amplitude 43, is applied parallel to the frdayer easy axis (//X)The
polarizer is aligned iplane at 165° from the free layer easy axdach that the system is
slightly noncollinear The negate current density means that the electrons flow from the
polarizer to the free layer which destabilizes the magnetization of the free Tyer.
simulation material parameters such asthe spontaneous magnetization JMmagnete
crystalline anisotropy (K, the demagnetizing factors {\Ny, N,), WKH GDPSLQJ SDUDPH
the size of the free layer (FL), atite polarization value , are given in table.3.

Fig. 3.2-(a) Schematics of the STNO configuration with arplane magnetized free layer and
an inplanepolarizing layer.The polarizhg layeris aligned inplane at 165° from the free layer easy
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axis (b) Thein-plane precessiofiPP) trajectoryof the free layer magnetization in the free running
state (H=0).

Table 31-The simulation material parameters

Parameter Value
M (KA/m) 1000
Ky (3/nT) 0

Ny 0.052553

Ny 0.059408

N, 0.888038

FL size (nm) 90x80x3.9
U 0.02
R 0.30

Py -0.965925

Py 0.258819 TLOWIBSS 3

Using the simulation material parameters and specific STNO configuration discussed
above, the limits (range of validity) of analytical model will be firstly investigated. This step
is important so that the sidation operational parameters used in this work, such as the free
running parameters (the static magnetic fielgh,Hand the current density,,) and the
modulation parameter (the modulation stren@thk<Happ are in the range of model validity.
Hence,a comparison between numerical results and analytical calculations can be performed.

3.3.1.1 Free running STNO (T=0K): comparison between analytical and numerical

In order to check the limits dhe analytical model othe STNO in the free running state,
the output power,of STNO calculated vidghe analyticalmodel is compared with the one
extracted from numerical simulation.

Fig. 3.3-Numerical simulabn of free running STNO obtained frothe full Landaulifshitz
integration usingthe complex oscillator variablctransformation (a) time varying components of
my(t) (b) the PSD ofmy(t) showing the excitation frequency around 6 GHz (c) the instantaneous power
(d) the instantaneous frequency obtained from the first derivation of the instantaneous phase. The
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simulation was performed at magnetic field of 40 mT and current density0afLd° A/m? and at
T=0K.

The analytical powel, of the free running STNO isalculated using eq. 3.7a (see
Section 3.3) andthe numerical powel,is obtainedbased on thdull LandauLifshitz
integration (containin@ll contribution$ as shown in Fig. 3.3rrom numerical simulation, the
time varying componentsf my(t), my(t), andm,(t) were obtainedandthentransformed into
the complex variable transformationThetime varying components afi,(t) is given in Fig.
3.3a Since the simulation was taken at zero temperatueeamplitude ositation is constant
and the phase is supposed to be coherent in filmes the corresponding power spectral
density (PSD) results ia dirac peak as shown in Fig.3B. The instantaneous powey: P,
andinstantaneoufrequencyB; P aregiven in fig. 3.3c and fig. 3.3ckspectively Taking the
average value of the instantane@asver A, Zandthe instantaneous frequend Aone can
obtain thenumericalpower L,and freqency B,of the STNO.

In Fig. 4.4, the free running power (Fig. 3.4a) extracted from the analytical model (black
line) and from the numerical simulation (red dotted line) as a function of current d&psay
a fixed magnetic fieldH.p= 40mT) areshown.It can be seen that the analytical value of the
free running power fits well with the ones extracted from numerical simulation for the current
density applied betweerB7x10'°A/m? QJapp Q-50x10'°A/M?, i.e. Jypp -37x10"°A/m? is the
threshold curnat at which the steady state precession is induced. Alhgye50x10°A/m?,
theanalytical calculation of the free running power sligldiffers fromthe one extracted via
numerical simulationFrom this comparison, it can be seen that the limithefanalytical
model is atJup=-50x10°A/m? This limit can also beeen by looking at the IPP mode
precession trajectory as a function of current density, as shown in Fig(3D4cajectory)
and Fig. 4.4 (2D trajectory) The amplitude of the precessionjédory increases with the
increase of the current density. Increasing the current density-88r10°A/m? QJ,pp Q-
50x10°A/m?, the amplitude of the precessionmf component is not crossing 07 B<1, so
that the precession amplitude is consideredlisrsee Fig. 4.4d. In this current range, the
analytical model is valid, since the model was developed for small precession arsplitude
around the equilibrium point. For large precession amplitimtduced above50x10°A/m?,
i.e whenthe m, component vads from-1 to 1 (1" B<1), the analytical model is no more
valid. In this casgone needs to take into account the higher order terms remjiacthe
model.

Fig. 3.4-(a) The free runningpower extractedfrom analytical calculation and numerical
simulation The bias fied is 40 mT and the temperature is.Okhe analytical model is valid onfgr
current density which is from37x10'° A/m? to -46x10° A/m? (the threshold current density is
37x10° A/m?). (c) The IPP precession trajectory in 3D plot as a function of dudemsity,from -
37x10'° A/m? (red curve)to -49x10"° A/m? (green curve)The amplitude precession increases upon
increasing the current density. (d) TherXprojection (2D) of the IPP trajectory.
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From this investigationt can be concluded that the &recal model developed in this
thesis is valid within the current range &7x10"° A/m* QJyp Q-50x10° A/m? for the
chosen magnetiteld amplitudeof 40 mT. This magnetic field amplitude was chosen in order
to inducethe IPP mode precession and alsp stay closeto the situation of interest for
experiments.

3.3.1.2 Free running STNO: thermal fluctuations

The simulation and calculation in the previous part was carried out at zero
temperature, neglecting the influence of thermal fluctuations. Ibéeas discussed in Chapter
1, Sectionl1.3.5 that thermal fluctuations determine the generation linewidth of the STNO
which is one of the most important parameters from the practical point of view. In this part,
the generation linewidth of the STNO as adtion of external control parameters, i.e
magnetic field and current density, and temperature will be investigated. The aim is to choose
the operational conditions (magnetic field, current density, and the temperature) for numerical
simulation for which he linewidth is small. The small linewidth is required for the
observation of the sidebandader modulation. fie amplitudeof the sidebandss a function
of the modulation frequency,fwill be of interest

% White Gaussian noise and linewidth extraction

To simulate this generation linewidtthe thermalfluctuationsin the STNO magnetic
structures are taken intcountoy addinga thermahoisefield [83] to the effective fieldH s
in the LandatLifshitz equation of the free layer

> 1 0,0 PF P (3.12)

A :Ro :P;AL T &

The i,j representing Cartesian coordinates and the brackets are the time averadg.ig he
magnetic random field with zero mean and atgocorrelationfunction is given by Eq.

3.11, which corresponds to a whitgaussian noise with a varianceoportional to the
temperature T and the damping factgrand inversely proportional to the magnetic volume

V. Since Hy, is a random field, it accounts for noeterministic $tochastic) processes.
Therefore, running the same simulation several times at finite temperature leads to a
distribution of magnetization trajectories shown in Rda This distribution is translated

into magnetization oscillations whose amplitude afl as the phase fluctuatia time around

its average valyeas can be seen in thiene traces othe my-componentn Fig. 35b. The
corresponohg PSD of time traces resulta the broadening of the peak (Fig. 815 The
Lorentzian function is used to fihe PSD and to extract the center frequengyarid the
OLQHZLGKW dlI +RZHYHU WKH /RUHQWILDQ IXQFWLRQ FD
distribution is too dense or noisy. To further reglunoise in the PSD, the welelveraging
method k] is appled on the time traces e my-componentin this method, the time trace

split up into overlapping segments which are then windowed. The windowed segments are
converted in the frequency domain by computing its Fourier Transform (periodogram). The
ensenble average periodogram is shown in Fig.58l (black curve), which results ia less

noisy PSD. The Lorentzian function now fits successfully the center frequency and the
linewidth of the averaged PSD.
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Fig. 3.5 -Numerical simulation at magnetield of 40mT, current density 660x10'°A/m? and
temperature of 50Ka) The 3D trajectory of IPP mode shows that the precession fluctuates around the
average valud€b) The precession fluctuatias translated into the magnetization oscillatigtise
traces).The total time traces was 4¥ F 7KH FRUUHVSRQGLQJ 36" RI V WLPF
averaging treatment) leads to the broadening of the peak (d) The averaged PSD by welch averaging
method with averaging window is 327r®ed curve in (c)(d) corresponds to Lorentzian fitting, which
permits to extract the center frequency and the linewidth broadening of the peak.

¥ Linewidth as a function of external control parameters and temperature

Using the welch averaging method and Lorentzian fitting introduced previously, the
frequency and thdinewidth of the free running STNO as a function of external control
parameters, i.e. current densify,, and magnetic field, g, and temperature, T, are shown
in Fig. 3.6. In Fig.3.6a, the center frequencyds a function of current density,gdat a fixed
magnetic field (H,=40mT) for different temperature, T, is showine center frequency does
not change with temperature. The transition from a damped mode into a steady state IPP
precession mode is observed at threshold cuyrrént Below the theshold current the
frequency is constant and above the threshold current the frequency decreases upon increasing
current density (redshift), which ke normal behavior of an i#plane magnetized STNO. The
correspongohg linewdith is shown in Fig. .Bb. As predicted in Ref.87, the thermal
fluctuations (temperature) lead to the blurring of the generation threshold. Below the threshold
current ¢ (damped regime)the linewidth decreases linearly with the current and it is
independenof the temperature. Ithe transition regime, the linewidth increasle® to strong
thermal fluctuations in the transition from a damped mode to a steady state mode. The
influence of temperature on the linewidth is seen in this transition regime. Above the
transition regime (staly state regime)he linewidth decreases upon increasing the current
andincreases upon increasing the temperateig 4.& shows the linewidth dependence on
the magnetic fieldlt is shown that the linewidth is smaller at low magnetic field.
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Fig. 3.6-Numerical simulation of the free running STNO as a function of external control
parameters and temperature, T. (a) the frequency and (b) the linewidth of the free running STNO as a
function of current density ), at a fixed magnetic field (g=40nr) for different temperaturesy, Js
the threshold current, showing the transition from a damped mode to a steady state IPP precession
mode. (c) The linewidth as a function of current densify, at a fixed temperature (300K) for
different magnetic filels, Hypp

¥  The importance of linewidth for sideband observation

The linewidth of the free running STNO has to be smaller such that the sideband
observation around the carrier frequg is possible, especially ltw modulation frequency
fm (below the redxation frequency,pf. It is important to note that besides analyzing the
amplitude and the frequency noise response of the modulated STNO, the PSD of the
modulated STNO containing sidebands will be also analyzed. The aim is to investigate the
dependencef amplitudeof the sidebanden the modulation frequency,fespecially aslow
modulation frequencyf(<f,) andfast modulation frequency>f,) with respect to the STNO
relaxation frequencyyf i.e. whether the sidebands amplitude is attenuated domntite case
of the presence or absence of theaftifrequency given by the relaxation frequengy f

Fig.37-7KH 36' RI WKH PRGXODWHG 6712 DV D IXQFWLRQ RI ILQL
of the carrier peak as well as the sidebands are bmivedas the temperature increases. The upper and
lower sideband around the carrier frequeng\are separated by the modulation frequengy, f

Based on thenodulation theory (see Chapter 1, Section1),4he modulation spectrum
contains the carrier dguency and the sidebands around it (upper and lower sidebands). The
sidebands are separated fhyfrom the carrier frequency,, asillustrated in Fig. 3. If the
linewidth of carrier frequency/i |is larger than {, the sidebands will be hiddeso tha the
sideband observation is impossible order to observe sidebands latw modulation
frequency (fi<f,) with respect to the STNO relaxation frequefigyone should consider that
the linewidth ofthe FDUULHU IUHTXHQF\ G4l KDV W.RTaE# 3P XFK VP
summarizes the,fvalue for constant g=40mT and varied current density (within the range
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of validity of the analytical model, see SectiorB8.3.1). Thef, was calculated from the
analyticda model Eq. 3, which is independendf temperature T. The corresponding
linewidth, G ) given at finite temperature, i.e. 50K and 300K, is also shown in table 4.2. It can
be seen that there are twet of parametsrto fulfill the condition of G<4f, shown in the
dashed boxThe operational condition at curredi=-50x10"° A/m* and T=50Klead to a
much smaller linewidth, 0, compared with the correspondirfg value. Hence, at this
operational condition, the sidebarate expected to beearly observed. These parameters are
chosen fothemodulation gnulation discussed in Sectiom3

Table3.2-&RPSDULVRQ RI WKH OLQHZL GWyKat dgiven paga@ettt&« H UHOD[D

3.3.1.3 Summary Free running parameters

To summarize, the free running STN@arameters used in the simulation are

summarized as follow:

(a) The magnetic field, K, is 40 mT: to induce the IPP mode precession, to stay witise
situations and experiments, and small linewidth

(b) The current density i&,=-50x10"° A/m* to induce the IPP mode with small amplitude
precession (0<pxl) andto stay within the validityange of analytical model

(c) The temperature, accounted for thermal fluctuations, is 50K. The free running
parameters, i.eHap=40 mTand J,,=-50x10° A/m?, give rise to the STNO relaxation
frequency f of 212.24 MHz. The temperature of 50K leads to a benad) of the PSD
with the corresponding linewidth around 60 MHz, which is much smaller than the
STNO relaxation frequency.fThis allows the investigation of tisgdebands amplitude
dependence on the modulation frequengyeispecially aslow modulationfrequency
(fm<fp) and fast modulation frequencyf,(>f;) with respect to the STNO relaxation
frequency §.

3.3.1.4 Modulation parameter: PRGXODWLRQ WWHIFHQIWK 0 +

In the field modulation in STNOs, the modulation stren@tis defined as the ratio
between the RF field amplitudegH and the bias field amplitude,afd (0 &<Happ. The
choice of the modulation strengtis motivaed by several factorsOn the one hand,
considering the application of an STNO for wireless communicatitdnin an FSK scheme,
the induced shifts in the instantaneous frequency due to shifts imattpeetic field(given by
the RF field amplitude)should @ sufficiently large to reach required signal to noise levels.
This has been reported Ref. [29-33], designingthe use ofan STNO for dynamic read head
application based othe FSK modulation concept. The modulation fields (arising from the
stray fieldsof the magnetic bits) can have a considerable valudes diundred Oe (see table
| of Ref. 29) in order to induce a modulation of the instantaneous frequency that is sufficiently
large (few hundreds of MHz) for a good signal to noise ratio.
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The modulaton strengthshould not be too small, while too largedulation strength
will lead to an overmodulation phenomenon. This ovaodulation leads to periodic
extinctions in the modulated time traces, i.eafinmodulation, which is not considered in the
andytical model. This ovemodulation can be observed by increasing the the modulation
strength at a constant modulation frequency as shown in F&y¢ted dashed box). For the
case of longitudinal RF field modulation (F§y8a), the modulated time tracgsowsthe pure
frequency modulation, i.e no amplitude variation (modulatifor) moderate modulation
strength &0.1-0.5. At high modulation strength@1, the overmodulation occurs. In Fig.8b,
the modulated time traces for the case of transverse RF field modulation as a function of the
modulation strength is shown. The amplitude variation (modulation) iswamsat medium
modulation strength30.3 and &0.5 and the ovemodulation occurs aé-1. The modulation
strength restriction for current modulati¢®Jze/Japp iS also investigated here (Fig.8c),
since the current modulation will be also performedhi@ simulation to compare with the
field modulation results, for the same parameters such as current density, magnetic field,
temperature, simulation material parameters, etc. For current modulation, the modulated time
traces show strong amplitude modulatiand the ovemodulation occurs at modulation
strength of@0.5.

For the case of longitudinal RF field modulatignjs also shown (Fig3.8) that for
large modulation streng{tO HigiWmodulation frequency,{ this can inducenonlinear
effects such as a change in the trajec{@wt of Plane trajecty), see Fig. 3.9that is not
taken into account in the analytical model.

Fig. 3.8 The modulated time traces oftomponent for different modulation strength values
for the case of: (a) current modulation (b) longitudinal RF field modulation (cyerse RF field
modulation.
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Fig. 3.9 The 3D trajectories (top) and-X projection (bottom) of modulated STNO for different
modulatonVWUHQJWK 0 DQG O DW IP *+] IRU WKH FDVH RI OR
The free running parameters are in the range of validity of analytical modely#60x10° A/m?,

Hap=40 mT, and T=50K.

To summarize, in order to avoid the ovenodulation (oroff modulation) and the
change in the precession trajectottye simulationwill be restricted to moderate values of
€0.1-0.3 (varying hkr at constant kpy. In order for modulation to occur there is no lower
cutoff of Hgr, only the moduleed amplitude will decrease ag# Hence smaller k means
smaller signal to noise rati@iscussed later in the next Sectiomhis is independent of 45,
as long as kp does not induce a modification of the type of the trajectdy.make a
comparisonwith RF field modulation, the current modulation which is performed using the
same parameters as used for field modulation simulation will be also demonstitaged. T
modulation strength is algestricted to moderate values 8f0.1-0.3 (varying Jrr at constant
Japp to avoid oveimodulation or oroff modulation.

3.3.2 Analysis method: Amplitude and phase noise technique

The deta# of the amplitude and phase noise technique of the free running $aslO
been discussed in Chaptl and Chapter.2n this Section, the amplitude and phase noise
technique will be briefly discussed to highlight the difference between the amplitude and
phase noise response of the STNO in the free running state and in the modulation state. An
approprate way of the extraction of the amplitude and phase noise of the STNO in the
modulation state will be also investigdte L H WKH HIIHFW RI WKH ILOWHU
averaging method on the amplitude and phase noise of the modulated STNO. Finally, the
extraction of the maximum modulation rate from this technique will be shown.

3.3.2.1 Free running and modulated STNO at T=0K

As has been mentioned previously, in the absence of noise (zero temperature), the
magnetization oftte free running STNO precss @ a constant energy trajectory around the
static equilibrium point (isplane ensgy minimum), as shown in Fig. 3.40This constant
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trajectory means that the magnetic componentmy, and m oscillate in time forever with a

constam amplitude and ptse (Fig. 3.18: the my-component). This stable oscillation can be
expressed as a function of tinmy(t)=m,° F R \{t).&Them,’ LV WKH DPSOLW>XIIH DQG
is the angular frequency of the free running STNO.

On the contrary, in the modulation stakie. modulation by an RF current, at given
PRGXODWLRQ VWUHQJWK 0 D Qen&yReGz4tDpeteRDnitthjdcIoiyH F\ |
modulated around the average trajectory, as can be seen in Fig. 3.10c. The corresponding
magnetization oscillation ohe m-component is given in Fig. 3.10d. It shows the amplitude
modulation of the magnetization oscillation at the time period givengy/iy, i.e. T,=20ns.

Fig. 3.10(a) The IPP precessions trajectory (3D trajectory) of the free running STNO d@heund
static equilibrium point (Xaxis). (b) The corresponding time traces gfaomponent of the free
running STNO. Modulation state: (c) The IPP precession in 3D trajectory of the modulated STNO. (d)
The time traces of gcomponent of modulated STNO witPRGXODWLRQ VWUHQJWK O
modulation frequency, £50MHz The simulations were performed fog,3-40x10° A/m* and
Hap=40 mT atzero temperature (T=0K)7 KH WRWDO WLPH WUDFHV LV V ZKI
frequency resolution of 23.8 kHz.

3.3.2.2 Free running and modulated STNO at finite temperature
In this part, thermal fluctuations (represented with T=50K) are added in the free
running state and the modulation state of the STNO. The magnetization oscillatiogs of m

component of the freeunning STNO and the modulated STNO under the application of
thermal fluctuations are shown in Fj1la and Fig3.11b, respectively.
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Fig. 3.11-The ime traces ofthe m,-component of: (a) free running STNO (black) and (b)
modulated STNO (black) undethermal fluctuations(T=50K). The amplitude oscillations are
fluctuating around its average value whose envelbB is shown in red curvec) The PSD ofthe
amplitude noise and (dhe PSD of thefrequency noise of the free running STNO at T=50K
(badkground noise)(e) The PSD of thamplitude noise and (fhefrequency noise of the modulated
STNO at T=50K. Sharp peaks (red plots) above the background noise level show the peak (and its
harmonics) of the amplitude and frequency modulatidre simuléions were performed for,}=-
40x10° A/m® and Hy,=40 mT.

It is shown that the magnetization oscillations are fluctuating around the average value
(see red curve). These magnetization fluctuations around the average value can be expressed
as a functionof time: my(t):myo[ /)] F R \¢t+& ], with /Dthe amplitude deviations
around the mean amplitudeyci”rand NK) frequencydeviations U B= L?S - :Qr;) the phase
(frequency) deviations around the average phase (frequency).

X

3.3.2.3 Extradion of amplitude and frequency noise of STNO

The amplitude and frequency of the STNO in both state, i.e. free running and
modulation stat® are extracted using thlechnique developed in Ref24] and has been
discussed in detail in Chapter (Section 1.3.5 and Chapter ASection 2.1.3. In the
following, the procedure of this technique will be summarized
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Fig. 3.12-The diagram of the amplitude and phase (frequency) noise extraction procedure

Fig. 3.12 shows the procedure of the extraction of angditand phase noise of the
STNO, which is valid not only for the free running state but also for the modulation state. As
illustrated in the diagram in Fig. 3.12het amplitude @(t) and the phasealeviations
(fluctuations) & W) around the averagamplittde m,° are extractedusing the Hilbert
transform (see Chapter 2, Section 2.1.3)he phase fluctuationdt) are extracted by
subtracting the average of the phasbke corresponding power spectral densities for the
amplitudefluctuationsPSDg and phasdluctuationsPSDyare calculated from the Fourier
transform. The phase noise is converted into frequency noise using the relation
PSDef?PSDy 85 @Typical amplitude and frequency noipts are shown in Figs. 3.11c,d
for the free running STNO and Figs13e,f for the modulated STNO. From the plots, one can
see the difference between the amplitude and frequency noise response of the STNO in the
free running state and the modulation state. This difference will be discussed in the following.

In the case fothe free running STNOapplying only the current densityyd to the
STNO), the background contribution due to noise in the amplitude&81d frequency noise
PSDg is shown in Figs3.11c,d, respectivelyThis background noise enables one to extract
the amplitude relaxation frequengyffom the transition from the constafwhite Gaussian
noise)to the 1/f2 dependence of the noiserexample in Fig 3.11c, this gives a f, value of
around42 MHz as indicated by the vertical dashed line. This is consistent withatle
extracted from the analytical adel, f,=42.36VIHz, as shown in table.2, for the same
parametersl,,=-40x10° A/m* and H,=40 mT.

In the presence of the modulati®f signalwith D PRGXODWLRgdAWWUHQJW

modulation frequency,{ an additional sharp peakd its harmonics (in redjecomes visible
at the frequency f, in the amplitude noise PS{and the frequency noideSDg above the
backgroud noise level (black) in Figg.12ef. This sharp peak corresponds to a modulated
signal (modulated amplitude and frequency) whose position depends on the modulation
frequency, §. For examplefor a modulation frequency, of 1 MHz, the modulated peak
will appear at, =1 MHz, etc. Keepg the amplitude othe modulating RF signal constant

FRQVWDQW PRGXODWLRQ VWUHQJWK 0 pDhesupddsdibgdJ WKH
the corresponding amplitude and frequency noise (for diffeg@mildts together in one plot,
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permitsthe extraction bthe maximummodulation rate fothe modulation of an STNO. The
extraction ofthe maximum modulation rate for field modulation in STNOs is the main
purpose of this chapter.

3.3.3 Numerical simulation results and discussion

In this part, the results of numerical silation will be shown and discussed. The
discussion is divided into several parts. The first part is focused on the extractioa of
maximum modulation rate of field modulation using the amplitude and frequency noise
technique discussed previously. Theultssare compared with current modulation that is also
simulated in this simulation by using the same parameters as used for field modulation.
Additional studies on field modulation were also performed in this simulation:

(i) The field modulation response asfanction of the angle£of the applied RF field
direction with respect to the easy axis (see 49, which will be discussed in the
second part of this Section,

(i)  ThePSD modulation level dependence onriedulation strength) which is important
since withinan FSK scheme¢he shifts in the instantaneous frequency depend on the
amplitude of applied field k. This will be discussed in the last part.

3.3.3.1 Enhanced modulation rates via longitudinal field modulation in STNOs

The parameters used in the simulation hawnlmiscussed in the frevious Section. The
magnetic field, By, is 40 mT and the current densityyplis 50x18° A/m?®. These parameters
induce the irplane magnetization oscillations (IPP mode) around the static equilibrium point
at a frequency around 5*+] 7KH FRUUHVSRQGLQJ DPSEbWhesgH UHOD
parameters is 666.77 Mrad/s, giving riseatbamplitude relaxation frequency 6f 212.24
MHz (see table 3.2)The temperature of 50K is taken into account as thermal fluctuations.
Such tempeture generates the linewidth broadening of 60 MHz around the frequency
oscillations (5 GHz). To perform the field modulation, a sinusoidal RF field is added to the
effective bias field whose orientation can be adjusted with respect to the easy-axis)(X
longitudinal andransverse RF field, see Fig23a. For longitudinal RF field modulation, the
modulating RF field is applied along the easy axislirection (Hre//Happ. Instead, for
transverse RF field, thenodulating RFfield is applied in-plane and erpendicularly with
respect to the easy ax{$lrrdHapy. The RF field amplitude for both, longitudinal and
transverse RF fieldhlrg, is 12mT. This corresponds tomodulation strengthHHre/Happ, Of
0.3. The RF field frequency is varied from 1 MHz to 1 GHFor the case of current
modulation, an RF current is added to the applied current dengigy, The RF current
amplitude dg is -15x10° A/m?, corresponding to modulation strengtHJz7Jap, 0f 0.3 and
its frequency is also varied from 1 MHz to 1GHz.

7KH VLPXODWLRQV ZHUH SHUIRUPHG IRU V WLPH LQW
100x10 point/seconds to have small enough frequency resolution (23 kHz). The amplitude
and frequency noise of the modulated time tracgscémponent) extracted accandito the
proedure described in the sectiorB2. The amplitude and frequency noise response of
different modulation frequencyyffrom different simulations are superpogedether in one
plot as shown in FigB.13. Figs.3.13a,b show the amplitude P$Eand frequency noise PSD
response for current modulation, Figs13c,d shows the amplitude P$pand frequency
noise PSI} response for longitudinal RF field modulation, and Fig4d3e,f depict the
amplitude PSDpand frequency noise PSDesponsedr transverse RF field modulation. The
background noise is indicated by the dotted red line and the envelopelofation peaks for
all modulation frequencies is indicated by the dotted blue line as a guide to the eye.
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Fig. 3.13-Time traces of 42utong was analyzedn double logarithmic plots of thamplitude
noise PSD, and frequency noise PSbf the modulated sigi for (a,b) current modulatiofc,d)
longitudinal H/x and €,f) transverse kH/y RF fields. The current and field modulation simulation
was peformed with the same parametersiefd modulation:Ha,=40mT, J,,=-50x103° A/m? T=50K,
fn=1MHz to 1GHz, and0 . The envelope of the background level due to thermal noise is indicated
by the red dotted line and the envelope due to the modulation sgimalicatedby the blue dotted
line.

Focusing on tb envelope of the modulation pealsee thedotted blue ling different
modulation responses on the amplitude noise & observed for longitudinal and
transverseRF modulation fields. The latter has a similar amplitude response as observed in
currentmodulation(Fig. 3.133), which shows a cleasut-off at f,, which is on the order of a
few hundred MHZzFig. 3.13). The consequences of the presence of thisoffurequency
can be seen in Fig.14a (PSOQ,, of the modulation spectrum). At modulation deency
fo<fp, WKH VLGHEDQGYV DURXQG WKH PDLQ Aud@khis®toff+] FDQ
fm>fp, the signal amplitudef the sidebands iattenuatedgradually and it vanisheat high
modulation frequency, i.en£1GHz. Since the sidebands contain the messagdormation
carried by the carrier oscillator (STNO) that will be transferred to a receiver, the sidebands
attenuation thus means loss of message or information. This is undesirable for practical
applications. In contrast to thithe amplitude longitudal RF field modulation(Fig. 3.13)
does not roloff and even increases slightly aboye Gonsistent with thisthe frequency
modulation spectrur{Fig. 3.14b, left figurg showsthe sidebands are still observableen at
ahigh modulation frequencynfl GHz
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Fig. 3.14NormalizedPSD of modulated time tracesmj-componen{left) and the modulated
instantaneous frequency (righr: (a) longitudinal RF field modulation (b) transverse RF field
modulation. The PSR and the modulated instantanedrexjuency {t) of longitudinal and transverse
field modulation are compared for the modulation frequency slower than the STNO relaxation
frequency (f<f,) and for the modulation frequency faster than the STNO relaxation freq(fgr€y.

It is noted thathe multiple sidebands at low modulation frequencie®@60 MHz) arise due to high
modulation indexwhich is proportional to the DPWLR RI WKH PRGXanhD WweRe€y VWUHQ
proportionalto the modulation frequency, (seeChapterl Sectionl.41).

A similar observation as for the amplitude noise can be made for the frequency noise
PSDg Figs. 3.1d,d,f. First it is noted that due tthe nonlinear property of STNOs
amplitude and frequency are coupled. This is characterized by the coupling par@Asta
consequence of this couplinthe background noise level of the frequency noise 8D
enhanced by a factor of (13 for low frequencies fgfas shown by the dotted red lines in
Figs. 3.13,d,f and thencuts off for f>f,. Focusing now on thenvelope of the additional
modulation peaksdptted blue lines) upon field modulatioih can be seen that for transverse
field modulation, Fig 3.1F, there exists aut-off frequencyat f, 200 MHz while for
longitudinal field modulation, Fig3.13d, thecut-off frequencyis absent. The response of the
modulation in frequency is thus the samehasmodulation in amplitude. As can be seen in
Fig. 3.14b (right figure) for frequency modulation in longitudinal RF field modulation, a full
frequency deviationan be achieved even at high modulation frequegef;f(no attenuation
in the modulated instantaneous frequency). In contrast to this, for transverse field modulation
(Fig. 3.14a, right figure), a full frequency deviation can be achievedairiyw moduléion
frequencyf<f,. However,the modulation frequency signal is not pure sinusoidal anymore
(complex signal modulation)For a fast frequency modulatioiy,>fp, i.e. f,=1GHz, the
instantaneous frequency does not follow the RF field modulation and letus dttenuation
of the frequency deviation. This indicates that the maximum modulation rate of transverse RF
field modulation is given by the cufff frequency, §.

The absence of theut-off frequencyin the case of longitudinal modulation is
importantfor applications, since highenodulation data raseabove the STNO relaxation
frequencyf, can be achievedlhis can be understood thgiite generally the frequency of
STNOs can be changed in two ways. The first is the direct modulation of the fregurehcy
the second is the modulation via the amplitude due to thelimssr amplitudephase
coupling. Since amplitude modulation is limited by the amplitude relaxation frequgncy f
frequency modulation via amplitude should reveal aofttat f,=f,. In contast within a
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macrospin approach, direct modulation of the phase (frequency) should not be linmited by
amplitude relaxation frequency. ffrom this it is concluded that frequency modulation via
amplitude dominates in the case of transverse field modnolgtith cutoff), while direct
frequency modulation dominates in the longitudinal field modulatiorc(itoff).

This conclusion can be substantiated by dieeived analytical model for the case of
longitudinal RF field modulation (Ed3.10) presentedn Section3.23. The corresponding
T=0K equation for the instantaneous power deviati@d ¥hd the instantaneous frequency

$i(t)=d I(t)/dt are brought here and given as follow:

26 “Ajgoa,

ULP L Y B=——= ... “fi; PF &; with the phase (3.10b)
8 >80y
¥ teBR L fiy EOML E ULR?2E— (*e, 4. iy P (3.10¢)

x¢

The analytical instantaneous frequencies are plotted in3Hi§.(red and green lings
and compared to the one extracted from the numerical simulation (blackAénean be seen
from the analytical expression in E@.10c the instantaneous frequency contains two
contributions that modulate the frequency around the free running valu& P L. First
contributionarises due to the modulation of the amplitud@(¥) via the nodinear coupling
N andthe second onis directly proportional toHand thus to the modulation field. From Fig.
3.153, one can see thatcluding only the vaation due to amplitude modulation (red line)
cannot reproduce the numerical results, while including also the direct contribution (green
line) fi(t) is very close to the numerical resulthis means that the frequency modulation
occurs due to a direct gpling of the modulating field to the frequency. The fact that the
contribution to frequency modulation coming from amplitude modulation is negligible can be
explaned from Eg. 3.10showing that/ S W prdpbdftional not only to the strengtbof the
modulating field but also to the damping parameiefhis is different to the case of current
modulation discussed ithe Section 3.1where the instantaneous powef W proportional
only to H Hence, in the given case of longitudinal field modulation even for moderate
modulation field values, the deviatons b6 W DUH H[SHFWHG WR UHPDLQ VP
modulation since the damping is usually much smaller thanbne

Fig. 3.15-Conparison between the numerical (black line) and analytical (red and green lines)
instantaneous frequencytf for: (a) longitudinal RF field (K/X) modulation, (b) transverse RF field
(Hre/Y) modulation, and (c) current modulation at modulation frequefie=100 MHz and
modulation strength0 . The red line considers only the contribution from amplitude modulation
and the green line considers both amplitude and direct frequency modulation (all terms in Eqg. 4.10c)
for longitudinal modulation case only. The analytical evaluation was perfofareH,,~40mT and
Jop=-50x10° A/m? leading to the following analytical parametdig=40.5 Grad/sN=-31.6 Grad/s

and — YJ* g 5sL WSy " f Te
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The strength ofhe deviations off S) Wxpressed in the power spectral density 8f),W
PSD; can also be seen in numerical simulation results showigi.13a and Fig.3.13c for
current modulation and longitudinal RF field modulation, respectively. It is seen that for
modulation frequency below the eoff f,, the PSD,pf the modiated peak in longitudinal
RF field modulation (30dBc/Hz above the background noise level) is much smaller than the
one in current modulation (60dBc/Hz above the background noise level). This substantiates
the statement from analytical expressions thatdeviations of/ S W longitudinal RF field
modulation are indeed smaller than in current modulatioffherefore,the impact on the
frequencymodulationis also small for longitudinal RF field modulatianin other words
modulation by a longitudind®F field is mainly afrequency modulation rather than amplitude
modulation. This explains the absence of ¢ off in the frequency noiseshown in Fig
3.13d.

The direct frequency modulation in longitudinal RF field modulataam be also
understood by the fact that quitergerally the precession frequency of the magnetization is
given by its effective field (the conservative term in the LLGS equation) that determines the
equilibrium position around wbh the magnetization precess€iven the modulation field
with relatively slow modulation frequencynfas compared to the precession period, the
instantaneous equilibrium is the equilibrium position determined by vector of the static bias
field Happand the modulation field at,fModulating the effective field via aRF field parallel
to the bias fieldwill change the conservative torque without changing the instantaneous
equilibrium position and thus requires only small adaptation of the precession amgigede,
Fig. 3.16a. Consequently, the relaxation effects of the ammbitare smallThis resuls in a
direct modulation of the frequency.

Fig. 3.16-The IPP precession trajectories in the presence of modulating RF field. The applied
static field, Hpp is 40 mT, 3,=-50x10° A/m* at T=0K. The amplitude of RF field,dd is varied so
that the changes in the trajectory can be observed for the case of (a) longitudinal RF field modulation
and (b) transverse RF field modulation. The top figures are the 3D trajectories of magnetization
prcessions, while the bottom figures dne torresponding ¥ trajectory projections. The changes in
the equilibrium position following by strong amplitude changes are observed in transverse RF field
modulation. This is not the case for longitudinal RF field modulation in which the static gquilib
does not change and no big variation in the amplitude precession.

This is not the case for modulation by a transverse field, which will lead to a periodic
motion of the instantaneous equilibrium position, since a transverse field will tilt the
equilibrium. This reorientation induces much stronger changes of the am@guwde be seen
in Fig. 3.16b. Therefore the relaxation effects of the amplitude determine the dynamics much
more in the transverse case than in the longitudinal case. This is wiigiritbeerseRF field
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case is similar to thBF current case. They share the fact that the modulation of the frequency
occurs via the modulation of the amplitude which dominatedurther underlinghis point,

one need to look baclon Figs. 3.15b,c, which show similar results for respectively
modulation by a transverse RF fieldzddY and modulation by aRF current, gr. The black

lines correspond to the instantaneous frequency from full numerical solution and the red lines
are the contributions of the g@ftude modulation through the nonlinear coupling 4 E

OL, EOULRY. In contrast to Fig3.15a (longitudinal RF field modulation)he results in

Figs. 3.15b,c, show that the amplitude modulation via the timear couplingdominates in

case of transvers®F field modulation and has a naregligble contribution to the
instantaneous frequenciherefore frequency modulation will be a combination of both direct
frequency modulation and amplitude modulatisich have comparable strength. This
explains the rotbff in this case.

3.3.3.2RFfieldDQJOH GHSHQGHQFH

It has been shown numerically and analytically that the modulation of the effective
field in STNOs by a longitudinal RF field leads to a high modulation rate above the amplitude
relaxation rateThese results provide an important gyt for applications such as in the
design of FSK based communication atyshamicread head schemes. Applying this strategy
means that the RF field has to be exactly collinear with the easy axis (bias field) which is
difficult to realize in realityHence,it is important to studyhe field modulationin STNOs as
a function of the RF field orientation& with respect to the easy axis, to see the limit of the
Aup to which the relaxation frequengydoes not limit the modulation rate. The results are
shown in Fig3.17. In order to make the observation easier, the envelope of modulation peak
(blue dottel line in Figs.3.17a,b) and the envelope of background noise (red dotted line in
Figs.3.17a,b) is plotted. The envelope of modulation peak and the envelope of background
noise for different RF field angle& are shown in Fig3.17c and3.17 for amplitude PSD; p
and frequency noiseSDy, respectively

Fig. 3.17-(a,b) Double logarithmic plot df) amplitudePSD, pand(b) frequency noise PSP
for longitudinal RF field modulation The envelopes of modulation and background noise PSD of (c)
amplitudenoise PSDpand(d) frequency noise PSiXor differentRF field angle Ewith respect tdhe
easyaxis The group of envelopes at lower signal levels is due to thermal noise and the group of
envelopes at higher signal levels is due to modulation, as iaditg the labels to the righthe full
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OLQHYV ZLWRO°GnRivHt¢ niddMlation with absence of the-rBIIl DQG WKH IXOO OLQH\
indicate modulation with rofbff.

The envelope of background noise PSD shows that the background noisés level
independent with the variation of RF field angle. While the envelope of modulation changes
with the variation of the RF field angle, i.e. the envelope level and the behavior, especially at
fm>fo. The change of the envelope of modulation for differenfi&l& angle will be discussed
here:

(i) Tilting the modulating RF field up t&=20° (violet dotted lines), the amplitude and the
frequency modulation have the same response (roftlitas observed in longitudinal
RF field modulationE0° (black dotted line).

(i)  Above E=20° (full lines), the cubff is well pronounced.

This observabn is also confirmedy investigating the dependence of the upper and
lower sideband amplitude of the P§[see Fig. 3.18a) on the RF field angle, at modulation
frequency above the relaxation frequerigylGHz This dependence can be seerFig.
3.1&. It is shown thatelow E£20°the amplitude of the upper (red curve) and the lower
sideband (black curvegre not changed muchAbove £20°the amplitude of botlsideband
decreases sharply andnishesabove £70° This means that higher modulation rate due to
the absence of theut-off frequency (as observed in longitudinal RF field modulation) can be
achieved for a certain range of RF field angles with respect to the easy axis difecran.
this it can beconcludel that within the macrospin approabigh modulationrate and drge
modulation bandwidth@.e. no roltoff) should be achievable even when the appké&dield
is not applied exactlglong the easy axis direction.

Fig. 3.18(a) The normalized PSD of longitudinal RF field modulation with simulation parameters:
30.3 and f=1GHz. The upper and lower sideband are separated, iisorh the main peak of
4.78GHz. (b) The amplitude P{[of upper and lower sideband as a function of RF field angle.

3 ORGXODWLRQ VWUHQJIJWK 0 GHSHQGHQFH

As a final pointthe depedence of the modulation peatn the modulation strength
in the case of longitudinal field modulatiols consideredHgs. 3.1%,b show the envelopes
for amplitude and frequency modulation peaks (upper levels) and the background noise level
(lower levd).

116



Fig. 3.19The envelope of modulation and noise P&a) amplitudePSD, pand (b) frequency
PSD, for longitudinal RF field modulationas a function ofmodulation strengthd (¢) The amplitude
noise PSDpat f,=1 GHz as a function of modulation sigth 0 Black dotsare obtained from
numericalsimulationandred line is calculated from analytical model, Eq. 4.1@08) The amplitude
PSD,, of upper and lower sideband as a function of modulation strength.

Increasing the modulation strengtinfluences only the modulation peaks PShile
the noise backgrounds are not chandied.the case of longitudinal RF field modulatidime
modulation peaksdo not cut off atf, andeven increase at higher modulation frequendijes
Increasingthe modulation stregth Hthe amplitude and frequency modulation pbakome
stronger as predicted in the analytical moées. 3.10b,c thaboth /S W DQG /I W
proportional tomodulation strengthHTaking the square dhe Fast Fourier transform of Eq.
3.10b at £=1 GHzfor different modulation strength confirms that the amplitude modulation
peak extracted frorthe amplitude noise plot is proportiont Plas shown in Fig3.1%. The
same @-dependence is found for the peaks of the upper and lower sidebands of theaBSD
shown inFig. 3.1. Increasing the modulation strength will increase the power of sidebands
which means increasing the signal to noise rdtiwse results are important for FSK scheme
since the induced shifts in the instantaneous frequency dudtwistihe applied field (given
by the RF field) should be sufficiently large to reach required signal to noise levels
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3.4 General Summary

In conclusion, the maximum achievable data rate of the frequency modulation in STNOs
for different nodulation configurations has been studied via macrospin simulation. This
provides an important strategy for the design of Haked wireless communication using
STNOs and how to achieve high data rates. The simulation reveals that the maximum
achievable da rate of the frequency modulation by an RF current is limited by the relaxation
frequency § of the STNO. This is due to the ntinear amplitudefrequency coupling within
STNOs. For standard #plane magnetized STNOSs, this value lies on the order @wa f
hundred MHz and means that modulation rates of up to a few hundred Mbps should be
achievable. This limit is enough for low to moderate data rate wireless communication as used
in wireless sensor networks (WSNs), 10 to 100Mbps, which is targeted thehis. This will
be explored and demonstrated in Chapter 4.

To achieve higher data rates up to Gbps for wireless communication beyond WSNSs,
frequency modulation by an Rfeld (field modulation) provides a solution. The simulation
results show thathe maximum data rate of the frequency modulation by an RF field is not
limited by the relaxation frequency 6f the STNO, resulting in an enhanced data rate up to
Gbps.This occurs when the modulating RF field is oriented along the easy axis of the free
layeU ORQJLWXGLQDO 5) ILHOG DQG HYHQ IRU WKH WLOWHC
to the easy axis direction. The enhancement of the data rate in longitudinal RF field
modulation can be understood by the fact that the frequency modulation oiecarslivect
coupling of the modulating field to the frequency and not via thelinear amplitude
frequency coupling. Other advantages of field modulation are that the frequency modulation
can be performed even for zero nonlinearifyl. r. This is not thecase for current
modulation that needs large nonlinearifyto perform the frequency modulation since the
nonlinear parameted LV SURSRUWLRQDO WR |UHGWewQ e @ QLQJ 1
modulation in STNOs needs an additional microstructurdd fiaced on top of the STO
device. As a consequence, the integrated chip size for wireless communication system
becomes larger and potentially consumes more power. There is thus-aftraesveen the
data rate and the power consumption that needs d¢orisedered when using this approach for
wireless communication. The RF field modulation in STNOs is also suited for dynamic read
head applications which have been proposed by Toshiba and HGST since the FSK is induced
directly bythe media field
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Chapter IV
FSK-based wireless communication

In this chapter, the frequency shift keying (FSK) by current in STNOs is studied and
explored for wireless communication used in wireless sensor networks (WSNs). Here, the
frequency shift keying isichieved by injectinghe current/voltage pulséo the free running
STNO such that the current experienced by the STNO varies between two discrete values,
leading to a frequency shift between two discrete levels representing the two logip Hits,

D Q G. Tinefparameters to address are the achievable frequency shift and the maximum data
rate, up to whictthe frequency can be shifted between two discrete levels. As discussed in
Refs. 22,24 and in Chapter 3, the maximum data rate for frequency modulateunreiat is

limited by the relaxation frequency of the STNO, which is on the order of a few hundred
MHz for standard irplane magnetized STNOs investigated in this thesis (see table 2.10,
Chapter 2, Section 2.4.2.2). This means that modulation raigs tf a few hundred Mbps
should be achievable which is targeted here for wireless communication as used in WSNs, i.e.
10 to 100Mbps with the frequency ranging frortGGHz.

To characterize the limiting data rate, numerical simulation and experimentsstd
the FSK by current istandard irplane magnetized STNOs have been perforrrethe first
part of this chapter, numerical simulation results of the FSK by current will be discussed. The
frequency response to an abrupt change of the current pulsthe fastest data rawéll be
characterized by varying the rise time/fall time and the width of the current pulse. The
simulation results will be used as a comparison with the FSK experimental results. In the
second parthe experimental studies of tR&K on standalone STNOs for two differéypes
of nanofabricated STNO devices, i.klitachi devices andMosaic devices, will be
demonstrated. The parameters addressed here are the achievable frequency shift and the
maximum achievable data rate. The resof both devices (HitacliindMosaic devices) will
be compared and used for further optimization of Mosaic devices. In order to read back the
data, the demodulation using the delay detection technique, proposed by Toshitexriwds
out numerically In the last part of this chapter, the feasibility of STNOs within microwave
systems (RF emitter) will be demonstrated. This study was performed in collaboration with
the Mosaic partner, Rui Ma, from the Technische Universitdt Dresden (TUD). They are
respondble for the design and the realization of the RF emitter. The demodulation using delay
detection technique was carried out numerically to read back the data.
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4.1 FSK-based Wireless CommunicatiorConcept

In wirelesscommunication system, STNGse potentially used as a Local Oscillator
(LO) that provides the carrier frequency in GHz range. Such carrier frequency is mixed with
another RF signal by using an RF mixer to obtain the intermodulation signaikqwency up
and downconversion In technical termsthe STNO has to deliver 0dBm to drive the RF
mixer. However, the output power levels dfie STNO are much lower than OdBrm
addition, the phase noise of the STN® poorer comparedwith those ofconventional
oscillators Due to the low atput power and th@oor phase noise of the STN®@ijreless
communication by intenodulation, which uses the STN& an LO, cannot be performed
successfully. Thughe amplitude shift keying (ASK) anddquency shift keying (FSK) for
STNO-based modulatioare consideredas thesestrategies do not require an Riixer for
wireless communicatioscheme The ASK and FSK modulation can be performed directly
through the same STNO devices by tuning the applied curféig. leads to compact RF
components and redeiche power consumption in wireless deviedsch is of great interest
for wireless communication usedwireless sensor networkBhe studies of ASK modulation
of STNO by turning on and off the STNO output sigmave been reported in Ref.-28.

In this Section the concept of wireless communicatiorFSK by digital current
modulation in STNOdor wireless communicatiomsed in WSNwill be discussed The
concept for the demodulation used here is not standard and uses an approach proposed by
Toshiba for rad head applications which is more suited for STNO devices characterized by a
relatively large phase noise.

x  ESK by digital current modulation in STNOs

The concept of FSK by digital current modulation in STN®shown in Fig4.1. In
Fig. 41a,the STNGis employed in an emitter @amicrowave source. The sequence of binary
data(electrical signa)FRQVLVWLQJ RI p § DQG uofmaddlate@ed BEFNNOHG WR
frequency,leading to a modulation of spin polarized current into two discrete levels. As a
consequence, the STNO frequerigis shifted between two different discrete values, higher
frequencyf; or lower frequencyf,. The mapping of binary sequence into signal waveform
containingf, and f, is given in Fig. 4.b (in time domain) This corresporslto an FSK
modulated carrier signal. is one bit periodr the reciprocal of the data rate )/ The Power
Spectral Density (PSD) diSK nodulated carrier, given in Fig. 4,1shows the existence of
fiand  around §. The frequency deviation or shifft LV GHILQHG DV WKHheGLIITHUH:
higher f; and the lower frequencyf; 7KH 01 LV WKH OLQHZGLWK RI WKH F
signal to noise ratio (SNRis simply given bythe ratioof the frequency shift/ 1to the
linewidth G lof the carrier gjnal .

Fig. 4.1-(a) STNOemitter based oRSK modulation concept. (Ahe temporal response of FSK
modulated carrier waveform. TI®&TNO frequency,f is switched up,:f and down, £ depending on
the datastate p 1 R UThe & D W Trofespondsa maximum pulse amplitude and thata 0”
corresponds to minimum pulse amplitudea given bit rate 1/T. (c)Tlhe Power Spectral Density
(PSD) of FSK modulated carriefhe PSD contains ofrequency shifts; and £ aroundthe carrier
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frequency § flis thefrequency deviation or shift (difference betwdeand ). 61 LV WKH OLQHZLGYV
the carrier frequency (free running STNO).

X  STNO ESK demodulation

In order to read back the binary input sequence, the FSK modulation signal produced by
the STNO emitteris transmitted to a receiver circuit. In this circuit, the FSK modulation
signal is demodulatedllowing the frequency shittonversioninto a train of voltage pulses
which represents the binary sequence. For examplenwhe inpufFSK signalfrequency is
ORZHU WKH RXWSXW YROWDJH ZLOO EH SRVLWénvie ZKLFK
input signal frequencis higher, the output voltage will be negative, corresponding to output
VLIQDO p 1

Fig. 4.2-Delay detectiondgchnique propsed by Toshiba for read head applications.

Given the poor phase noise of the signal emitted from STNOs, this would be a problem
when employing thetandard=SK demodulation systersince long term phase noise limits
the SNR and time coherenciRegardig this phase noise problenthe delay detection
technique,proposedby Toshibafor read headapplicationsprovides a solutiorf33]. This
delay detection technique does not utilize any information from the absolute phase. This
means that no RF mixers with Lo&scillators are requed, as can be seen in Fig. .4TAis
concept has the advantage of eliminating the problem requiring long time signal stability and
less complex RF componenta this demodulation concephe FSK signalfrom the emitter
So(t) is spit into two parts. One part, S(t), has the same propertieg(Bs &pressed in Eq.
4.1, and the other part, S@ is delayed by the tim& H[S UH YV V H2GBdtiQpaffE are
thenrecombined in a mixeS(t)*S(t2 7KH GLITHUHQWLB@*SGRW HRW RROQ W\ .
the high frequency oscillation with the frequency of approximately This high frequency
component is then filtered out using a low pass filter (LPF). The corresponding output signa
V(t) is now expressed in Eq.34

QP L Q:PL#..%i,PET :R? (4.1)
QPFI; L #.. %, :PFI;ET:PFi:? (4.2)
8:P L QROPF i L @A .. % i ET:RFT:PFI;? (4.3)
Where:

- fiy L teBis the free running STNO frequency, in@.modulation.

- 1T:RPLURAR téUBsPthe amount of the phase (frequency) shift or change due to
the presence of aurrentpulse modulation. The oscillation frequency shiE$ fi
:FUfin the presence of negative (positive) pulse and the phaggincreases
(decreases) linearly with time, i.e@ iL GUfi @ P
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F 1;is the delayed phase shiff the delay time ofi.
F 1 :PF 1;is thus the phase difference over delay time

- 1P
T:P

Under the quadrature condition éf;i L tJeF e t (n is integer)the Eq. 4.3 is reduced to
Eq. 44, such that the mixingutput signal represents temeof the change in the phase of the
received signal over the delay time duration

8:R L @A <3 :RF1:PFi;? (4.43)
8:RL @A SUnP (4.4b)

The value ofdelay timeiis chosen sdhat it satisfies the quadrature conditioh fisi L
tJéF e tand the Minimum Shift KeyingMSK) condition In the MSK condition, which is
widely used in FM communications, the phase differenc® F 1 :PF i;is Gé t at the
boundaries of t=n (n:integer). This condition i$mposed on the faguency difference of
UAiL te UBL Ge t. Detecting V(t) at the boundaries tkrthe output voltage detected at

the receiveris G#° t since the sine value oG—Gis +1. The positive or negative output
voltagecorrespond$o thedecoded bitor XOVH SDWWHUQV p T RU p 1
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4.2 Numerical Analysis of FSKby Digital Current Modulation

In this Section,numerical simulations foFSK by digital current modulation in the
STNOwill be discussedThese simulations were peried via macrospin approach using the
same mateal parameters as described iha@pter3 Section 3.3.1In chapter 3the external
sourcethat modulating the frequency was a sinusoidal waveform (RF current or field). Here,
the external source is current pulse The simulations were first carried out at zero
temperature and for a single current putsebserve the responeéthe STNO frequency to a
sharp change of the pulseEnetime it takes for th&&TNOto responsehe sharp change of the
current pulseis investigated by varyinghe rise time of thecurrent pulse while keeping
constant the width and amplitudéthe current pulsérhe maximum data rate up to which the
frequency of the STNO follows the current putse¢he frequencyganbe shifted betweetwo
discrete vales is also characterized byarying thewidth of thecurrentpulse fora constant
rise time and amplitude. In order to compare with experimental resulsf FSK current
modulation (Section 4.3n finite temperature was taken into @aat in the simulation. The
frequency response to a current putsain was also considered in this simulation to
investigate its feasibility for a repetitive or periodic perturbation.

4.2.1 Numerical simulation parameters

An in plane magnetized pinnéalyer (PL) and fre layer (FL) STNO shown in Fig 43
is consideredn order to close with the real situations of FSK experiments. Such STNO
configuration induces the in plane precession (IPP) mode around the equilibrium point given
by the applied fieldHap, The applied currentagho=-45x10° A/m? and the applied field,
Hap=40 mT were chosen as the operating point to generate the steady state free running
STNO. These parameters induce thegnwization oscillations (Fig. 403 with the free
running frequencyof 5.25 GHz.

Fig. 4.3-(a) The schematic of the STNO=tane magnetized free layer (FL) and pinned layer
(PL). (b) Time trace ofhe mg component of the magnetization with a frequeat$.25GHz, for an
applied currentJ,=-45x10° A/m*andan applied field H,=40 mT. (c) A pulse train of the current,
Jnod IS the pulse amplitude, ithe amplitude difference betwetire new state current density,g:and
the initial current density, 4Jp0, T is the pulse width (1/T is the pulse rafB). is the rise time and
Tra is the fall time.

In order to perform the FSK modulaticagcurrent pulsevasapplied to thesteady state
free running STNO. Thamplitude, rise time, and widtbf the current pulsare defined as
Jnoar Trise @nd T respaively, as shown in Fig4.3c. The application ofa current pulse
modulats the applied current o),0 into two level currents: adp0 and Jpp1 Where
Japp,=Japp,otdmos. This leads to drequency shift keying between the two valuesyab f; as
illustrated in Fig4.4.

Fig. 4.4a shows the frequency current dependence of-pllanie magnetized STN&
constant applied field =40 mT. The frequency decreases upon increasing the applied
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current density, a, showing normal behavior of the-plane precession mode (redshift
behavior) As canbe seen in the plogt applied current density e45x10°° A/m? the free
running frequency of the STNO is 5.25GHz. Now applying the cupelsewith amplitude

of Jno=+5x10"° A/m?, the applied current is swithed down from s},0=-45x10° A/m® to
Japp1=-40x10° A/m?. Consequently, the frequenof the STNOis shifted from §=5.25GHz
(black dashed vertical lingp f;=5.97GHz (red dashed vertical line)Jhis frequency shift
corresponds to a frequency shift kayi (FSK). The corresponding power spectral density
(PSD)and the magnetization trajectory are shown in Fig. 4.4b and Fig. 4.4c, respectieely. T
magnetization trajectory op fis shown in red plot and the magnetization trajectory; a$ f
shown in black |ot.

Fig. 4.4-(a) The free running frequency oscillations as a function of applied current dépsity
at constanapplied field H,;=40 mT. The simulation was carried out &0K, neglecting the thermal
fluctuations in the systemin the absence ofn external current pulse, the free running STNO
frequency §is 5.25 GHz. In the presence of an extemuatent pulse with amplitud€n,.q the STNO
experience$wo level currents, -, 0and Jyp,2 This leads to a frequency shifom f, to f;. (b) ThePSD
of FSK consists of two frequenciesaind f (c) Themagnetizationrajectoryof the FSK.

4.2.2 Frequency response as a function of the rise and fall time of the current pulse

In this Section, the STNO frequency response to a sharp changeafrtbnt pulse will
be investigated. The aim is to characterize the agility of the STNO, i.e. the time it takes for the
STNO frequency to hop and stabilize to a new state given by the currentpuliseilitate
the analysis, the simulation was performad zero temperature, neglecting the thermal
fluctuations or noise in the systeffherise time and fall time of the current pulse are set to
the same value, leading to a symmetric pulse. In order to study the impact of rise and fall time
of the current pige on the STNO frequency respontée rise time and fall time are varied
from 2 ns to 60 ns. The pulse amplitude and the pulse width are kept constant® A#xit0
and 100 ns, respectively. The STNO response is shown id.Bifpr a rise and fall tira of
(a) 2ns, (b) 10ns, (c) 20ns and (d) 60ns. The graphs show the time variation of the amplitude
(left) and frequency (right) of the STNO under a single positive current pliee.time
variation of the frequency is obtained from the time derrivativéhefinstantaneous phase
extracted from the Hilbert tansforaf the traces of the yacomponentgee chapte?, section
2.1.3.

Fig. 45-left panels are showing the strong reduction of amplitude of the oscillation of
the my-component (black curve) once asfitve single pulse (red curve) is applied at t=50 ns
for a duration of 100 ns. This amplitude reduction corresponds to a charige agplied
current density frondlyppo=-45x10° A/m? to J,p1=-40x10°° A/m?under the applicationf a
single positivepulse with amplitude doqis 5x13° A/m? This amplitude oscillations reduction
shows a normal behavior of STNOs since the amplitude is proportional to the applied current
density. Given by the nonlinear characteristic of STNO, i.e. nonlinear amplieglency
coupling, the amplitude reduction induces the frequency change. Under the negative
frequencynonlinearity (df/di< 0), the smaller the amplitude is, thehkigthe frequency is
(see Fig. 4.4). Thereduced amplitude seen in Fig54eft panels therefer results in the
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increase of the frequency (black curve) fragm5t25 GHz to $=5.97 GHz with the current
pulse (recturve) as shown in Fig.&right panels.

Fig. 4.5-The m, time traces and the instantaneous frequency time variation of STNO once a
pulse of current with different rise (fall) time is injected. The pulse width is kept constant at 100 ns (10
MHz). The simulation was performed at zero temperature.

As has been discussed in chapter tBe current modulation in STNO induces
simultaneouslytte amplitude and frequency modulation. Since the main interest of this thesis
is the frequency modulation, the discussion will be concentrated in frequency response.

Now focus on the frequency response as a function of rise and fall times cdrrent
pulse given in Fig. &-right panels. Foshort rise and fall timshown in Fig. 4.8, the edge
distortion in the rising and falling part of the frequency response (black asrebserved.
'XH WR WKH HGJH GLVWRUWLRQ WEEH RHUWHEBWOFBD®JHW RPW
the rise and fall times of the current pulsB)is is due to a poor high frequency response of
an STNO oscillator. In other words, there is an intrinsic mechanism that limits the frequency
response of an STNO toward a shanange of an external current pulse. This limit is given
by the amplitude relaxation raté the STNO For a larger pulse gsand fall time (Fig. 415,
the rise time of frequency response does not follow the rise time ofithentpulse while the
fall time of the frequency response nicely follows the fall time ofdimeent pulse. This
means that there is different relaxation tigand B of the STNO in response to a rising pulse
and falling pulse, respectivelys illustrated in Fig. 4.,6the timeRis defined asthe time it
takes for the STNQo relax toward a nevequilibrium state aflapp =-40x10'° A/m?, while R
corresponds tdhe time it takes for the STNG@ relax to its initial state atlyp=-45x10°
Alm*> 7KLV GLIIHUHQW UHOD][DW\PRPM WU IPH \OHISGM W R EORQVK
frequency response of the STNO to the current pulse. Forrsgeand fall timesof the pulse
(Figs.45 G WKHUH LV QR pH Gides abthe/fidréndy teBpQrisel The SRNODK
has time to follow the slower change of the pulse such that the time it takes for the STNO to
hop from one frequenci{Japp.9 to anotherf(Japp,) and viceversa are identical (given by the
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rise and fall time of the current pulse). This leads to a symmetric shape of the amplitude and

frequency response.

Fig. 46-The temporal response of STNO frequency (black curve) to a shgtp surrent pulse
(red curve). The pulse width, amplitude, and rise time are 100 nd "5 A/m?, and 2 ns

respectively.

From these results, it can be identified that the maximum speed of the STNO frequency
in response toward a new stadies béween 10 ns and 20 ns, whereas the maximum speed
to relax back to its initial stat& lies between 2 ns and 10 A% extract the exact value ©
and R (at short rise and fall time of the current puls#+2 ns), the timeRis defined as the
time window from the beginning of the modulation pulse until the steady state modulation
frequency is reached. Analogously, the tilgés defined as the time starting from the end of
the steady state modulation frequency ungl ithitial frequency of the free running oscillator
is recovered. From the calculation, the tinfeand R are 15.48 ns and 6.73 ns, respectively.
This means that switching to the lower current density, =-40x10'° A/m? (higher
frequency) take longer time than switching to the higher current den§%§-45x1010
A/m?, (lower frequency) Comparing the time2and Bwith the amplitude relaxation time
constantizat Jp=-40x10'° A/m? 2" J,,=-45¢10'° A/m? given in table4.1, es can see a
consistency that thé; at lower current densitya,=-40x10'° A/m?is 3.75 ns which is longer
thanthe one ahigher current densit;r;,lp,g:-45x1010 A/m?(1.25 ns) From this comparison, it
can be concluded that the tinto switchto the lower current densitypp, =-40x10"° A/m?
(higher frequencyis characterized by the; at the lower current densir.jépp:-40x1010 Alm?
andvice versa. Tie time Rto switch back to its initial current densitip =-45x10° A/m?
(higherfrequency)is characterized by the; at theinitial current density];,qop:-45x1010 Alm?.
This can be understood by the fact that modulating the applied current leads to a modulation
of QHIJDWLYH GDPSLQJ =B S VLQFH WK HorQh¢ appited durel@ DP SL Q
(chapter 3, section 3
simultaneous modulation of the frequency through nonlimeaplitudefrequency coupling
(Fig. 4.7) and the amplitude relaxation ratg(Fig. 47b) with the corresponding relaxation
time is characterized aig; L s t 5 (Fig. 4.&). This amplitude relaxation ratg modulation
explains the different relaxation timésand R in the amplitude and frequency response of the
STNO in reponse to an abrupt change of the current pulse.

7TKH PRGXODWLRQ RI

Q B fDgMesHlld IGDE SLQ J

Table4.1. The aalytical calculationof STNO propertiesrom Eq.1.25aand 1.25b(seechapterl) at
applied field Hy,=40 mTfor different applied current densitiegy,)

Japp F P fo 3 & % @ |
(A/m?) (GHz) (Mrad/s) (GHz) (ns)
-40x10™ 5.97 133.095 42.36 3.75
-45x10" 5.25 399.93 127.30 1.25
-50x10™° 4.73 666.77 212.24 0.75
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Fig. 47-STNO FSK modulation under a current pulse (red curve) with a positive amplityge, J
The current pulsenodulatesthe applied current densityetween two discrete valuekp,=-45x10°
AIM® t0 Jpp=-40x10"° A/m?. The current switching leads to a modulation of: (a) frequency, (b)
DPSOLWXGH U H, @i tbus/(t) Ru@plitBevietaxation time constaht,

For a further investigation of the timdgand B and to ensure that these times are
characterized by the STNO amplitude relaxation time constatihe frequency response is
studiedas a function of current modulatiak.ge The timesR and R are calculated for
different Jnoq and compared to theelaxation time constants of the free running STNO
extracted via numerical simulation for different current densities. The results are discussed in
the following section.

4.2.3Frequency response as a function of themplitude of the current pulse

In this simulationthe parameters of th&ee runningSTNO are the same as ire&ion
4.2.2. The applied current densiypp,o iS -45¢x10"° A/m? and the applied field is 40 mT,
geneating the free running frequency dt 5.25 GHz. The pulse width and the rise and fall
time are kept constant at 100 ns and 2 ns, respectivelypdlee amplitudel,qq is varied
from +1x10° to +5x13° A/m% In the presence dhe current pulse, the applil current
densityJapp,0iS Switchedto a current densityagh,1. This current densityady1as a function of
Jnod IS given in Fig. 4.8 The corresponding amplitude oscillation (magnetizatrajectory)
is shown in Fig. 418.

Fig. 48-The free runmig STNO is operated at applied current denyjyois -45x10° A/m*and
the applied field is 40 mTIn the presence of current pulséhwaryingamplitude Joq from £1x10°
to +5x10° A/m?, the applied current densitd,pois switched to a current dsity Jpp: The Jpp1is a
function of Jiog (Japp,= Jappo +Imod)- (&) The current density )1 as a function of g (b) The
correspondingnagnetization trajectorgs a function of g
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For positive current pulse J#oq the initial current derity Japp0at Opointis switched to
a lower current density. As a consequence, the magnetization trajectory is modulated to a
lower amplitude trajectory. In contrast to this, for negative current ptlsg, the initial
current densityJappoat O point is switched to a higher current density. This leads to a
modulation of magnetization trajectory to a higher amplitude trajectory.

The modulation of current or magnetization trajectory shown in &&a, induces a
frequency shift whose amplitude deviatidepends othe pulseamplitudeJyw.q¢. The higher
the absolute value giulseamplitudeJnoq iS, the larger the frequency shift (the frequency
deviation) is. Thigemporal response of frequency at different values,gfid given in Fig
4.9a. In the absece of the pulsén.+0), there is no variation @heinstantaneous frequency
as shown in black line (the free running STNO at 5.25 GHz). In the presencecofritéet
pulseat t=50 ns for a pulse width of 100, ke instantaneous free running frequefie5.25
GHz is shifted to a higher or lower frequency depending on the pulse ampligd@hls
frequency shift as a function of current switching, d (Japp.1 = Japp,atdmod) IS given in Fig.
4.% with the initial frequency of free running STNO ibdded as O.

Fig. 49-(a) The temporal response of frequency at different values of the current modulation
Jnoe The timesitand ¢ are the time window for which the STNO follows the current poisdulation
as defined in Fig. 6. (b) The frequency #h extracted from temporal response fedquency as a
function of Jyp1(Imod. O is the free running STNO in the absence,gf Jn the absence Ofeli(Imod
=0), the applied current is45x10° A/m?which induces the free running frequerfggpt 5.25GHz.

The timesRand R are extracted from temporal response of frequency at diffprdsd
amplitude Joq As defined in 8ction 42.2,the time Ris the time it takes for the STN©
relax from its initial free running frequen€ytoward a nevsteady state modulation frequency
f1given by the corresponding current switchigh d(Japp,atJmod). The timeRis calculated as
the time window from the beginning of the modulation pulse until the steady state modulation
frequencyf; is reached. Analogously, the tim@ corresponds tdhe time it takes for the
STNOto relax back to its initial frequency of the free running STN€ES.25 GHzThe time
Ris calculated as the time starting from the end of the steady state nmu@latjuencyf,
until the initial frequency of the free running oscillaipis recovered. Thextracted timedz
(blue dotted lineland B (red dotted line) at differeni, g are compared with the amplitude
relaxation time constanit; (black dotted line)of the free running STNQOwhich is extracted
via numerical simulation for different curredénsities free running statd.he comparison is
shown in Fig. 410a.
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Fig. 4.10(a) The timesR (blue dotted line) and? (red dotted line)as a function of current
pulse amplitude gsare compared with the amplitude relaxation time consitgof the free running
STNO at different current densities. (b) Thelues oftime Rare closed to théz by scaling theiy
with a costant( R N viy;.The Ris calculated aghe time window from the beginning of the
modulation pulse until the steady state modulation frequency is reached. Thg ismalculated as
the time starting from the end of the steady state fatidn frequency until the initial frequency of
the free running oscillator is recovered. The amplitude relaxation ke the time constant of
exponential response of thee running STNOn response to amall perturbationThe i5is extrated
from numerical simulation (exponential fitting of amplitude autocorrelation function) for different
currents in the free running state.

From Fig. 4.1, the timeR (blue dotted lineshows an exponential decrease as the
Jnod is varied from +%10'"° A/m?to-5x10'° A/m?. Such exponential decrease is also observed
for the amplitude relaxation time constany (black dotted line) of the free running STNO,
extracted at different current densities frog}40x10° A/m?to J,,=-50x10° A/m? Scaling
the 15 by a constant, i.eR N vig one can obtain thahe values oftime Rare closed to the
values of thei as shown in Fig. 4.10 This indicates that the tim@for STNO to switch
from its initial current densityapp o (initial frequency §) to the new current densit¥pp,1
(steady state modulation frequerfgyis characterized by thé; at the new current densit¥pp 1
itself. Whereas, the timd3 (red dotted linejo return to its initial current desity Jp o (initial
frequency §) is determined by thejat the initial current densityspho This is shown by a
small variation ofR as a function of the pulse amplitudgd

From te results obtained in Section 4.2.2 an2l3} it can beoncluded that the pulse
modulation of the current in STNO leads to a modulation of the current density and thus the
STNO intrinsic properties such as the amplitude relaxation fatdhe modulation of=,
stabilizes the amplitude or the output power aN® between two states. Due to then
linear amplituderequency couplingthe STNO frequency is also stabilized between two
frequencies leading ta frequency shift keyingdnder an abrupt change of the current pulse
(a short rise time), the time it takér the STNO to switch from one frequency to another and
vice versa,R and B, are different, depending on the amplitude relaxation rgter its
correspondingelaxation timegat both states. Extracting the timBsand B as a function of
the amplitudeof the current pulsé,.q One can observe that theme Rit takes for the STNO
to switch fromonefrequency to another sharacterized by the amplitude relaxatione 2at
the new frequency state. While, the tifRdor the STNO to relax back to its initial frequency
is characterized by the gfitude relaxatiortime Zat its initial frequency state. These results
provide an important strategy for ASK and FSK modulatiorthefSTNO to achiewe high
modulation rate:
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i) The higher current pulse amplitudg,¢ the largeamplitude and frequency shifthe
maximum frequency shift can be achieved depends on the frequency tunability of the
STNO, df/dl.

i) Switching to a higher current density, the amplitude relaxation time congtainthe
STNO become shortethigher amplitude relaxation rateg), leadirg to a faster
frequency transition timer data rate

4.2.4 Frequency response as a function of the pulse width

In this Section the impact of the pulse width, T, on the frequency response under an
abrupt change of the current pulse (a short rise tisnevestigated. The free running STNO
induces the frequency &t 5.25 GHz under the applied current denigyoof -45x10° A/m?
and the applied bias field 5 of 40 mT. The rise (fall) time and the amplitude of current
pulse are kept constant at & and 5x18 A/m?, respectively. The pulse width T is varied to
be longer and shorter compared to the transition time of the frequeidyisz N swJ O
(discussed Section 4.2.2 an®.8). The frequency response of the STNO at differaigep
widths T is given in Fig. 4.1. The STNO frequency is shifted from its initial free running
frequency § at 5.25 GHz to a steady state modulation frequencgt f5.97 GHz. The
amplitude othe TUHTXHQF\ VKLIW RU GHYLDWLRQ /IlwéedtiWgdeXV JLYI
two frequency levelsUB. BF B.

Fig. 4.11-The frequency response (black curve) to a positive current pulse (red curve) for a
pulse width T of (a) 100ns, (b) 40ns, (c) 20ns, (d) 10ns, (e) 5ns, and (f) 3ns. The current pulse
amplitude isJy.=+5x10° A/m? switching the initial currend,,, =-45x10° A/m*to a lower current
Jopp. =-40x10° A/m?. The frequency is thus shifted frops$.25 GHz to ££5.97 GHz. The simulations
have been carried out at zero temperature.

Fig.4.12-The frequency shiff | DV D IXQFWLRQ RI WKH SXOVH ZLGWI

As given in in Figs. 4.14,b,c. for the pulse width T longer than the frequency transition
time R(8 QV WKH 6712 KDV VXIILFLHQW WLPH WR UHDFK DQ
modulation frequency;fat 5.97GHz. This results to fll frequencyshift /1 *+1 ,Q
contrast to this, when the pulse width is shorter tRgthi5ns) as shown in Figs.}d,e.f, the
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STNO does not have sufficient time to reach and stabilize toward the steady state orodulati
frequency f at 5.97 GHz. The frequency is forced to relax back to its initial state(aRb

GHz) before reaching the steady state modulation frequan@®y9%7 GHz). Therefore, the
UHVXOWDQW IUHTXHQF\ GHYLDWLRQquencyw({BHdNVOHANKR2Q LWV
shorter the pulse width, TR, the higher the frequency difference (loss). This leads to a
reduction of the amplitude of frequenskift /1 As given in Fig. 412, the frequencghift /|

as a function of the pulse width, T,osts that the amplitude of frequenskift /I UROOV RI11 D\
DSSUR[LPDWHO\ 78 QV 7KLV P#IDeYuenwtshitv EHORZ] QV D
cannot be achieved. The maximum achievable modulation rate, at which a full fregb#nhcy

/1 FDQ EH D¢ KudHlmiHed bylLthe frequency transition tine 8 Q With the
corresponding modulation rateR/ 6 Mbpg.

Fig. 4.13 The m time traces of amplitude (left), frequency response (middle) and the PSD of
m, time traces (right) for a psé width T of (a) 40ns, (b) 10ns, (c) 5ns, and (d). 8msa periodic
current pulse (red curvehe free running current density set tal,, =-45x10° A/m* andthe applied
field is set to 40 mT. The amplitude and the rise (fall) timep@fiodic current pulse are set to
Jnoi=+5x10° A/m? and2 ns respectively. The temperature is set to 50K.

In order to compare with the FSK measurement results, which will be discussed in
Section 4.3, similar numerical calculations for different pulse widths T as theoyse
discussed have been carried out, but this time taking into account the thermal fluctuations
(T=50K) and applying a periodic current pulse instead of a single current pulse. The results
are summarized in Fig. 4.13. In the presence of noise, bothtadepl{left panels) and
frequency (middle panels) response fluctuate around its average value. Taking the power
spectral densities (PSD) of the-time traces, these amplitude and frequency fluctuations
result in a finite linewidth around the center frequie(right panels). As explained previously,
for a long pulse width (T#), (see Fig. 4.11a), the STNO has sufficient time to stabilize from
one frequency to another frequency periodically, which results in a clear frequency shift (with
a maximum ampliXGH RI TUHTXHQF\ VKLIWnstahtaneous frequeéhcyMikhel
variation The correspondinBSD contains two peaks a£5.25 GHz and;£5.97 GHz which
can be clearly distinguished. The first peak has higher amplitude than the second one because
the first peak corresponds to a higher current density whick5g13° A/m? (larger
amplitude of the magnetization trajectory). Instead, for shorter pulse widthH®) (fe STNO
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4.3 FSK measurementon Standalone STNG

In this section, the experimental demonstration of the Ff&dsuremendn standalone
STNOsunder digital current modulatiomill be discussed. The FSK measurements have been
carried out for two differertypes of nanofabricated STNO devices:

() The STNO devices that were nanofabricated Hitachi Global Storage

Technologies (HGST) Inc. and which have already been discussed in Chapter

(i) The STNO devices that were realized within thesMcproject (see Chaer 2.

The parameters addressed here are the achievable frequency shift amdaxtmum
achievable data rateip to whichthe frequencycanbe shifted between two discrete levels
The resuk of both deviceqHitachi and Mosaic deviceswill be compared rad used for
furtheroptimizationof Mosaic devicesn order to read back the data, the demodulation using
the delay detection technique, proposed by TosldBh wascarried out numericallyBefore
summarizing the FSK results of both devidég, experinental setup of the FSKeasurement
will be discussed.

4.3.1 Experimental setup

The experimental setup of FSK measuremenghown in Fig4.14. At the first step, a
dynamic characterization of the STNO using standard radio frequseney, as discusseal
Chapter 2 Section 2.1.1s necessary irorder tofind the optimum coditions to achieve
steady stateoscillations of the STNOand to ensure the FSK modulatioRor this
characterization,hie DC current supplied by a source meter (Keithley 240ijjested into
the STNO through the inductance part of the fiia@arki Microwave BTNO0040). The
magnetic field, Hc, generated by a magnetic coil is applied in the in plane direction whose
direction with respect to the pinned layer of the STNO can be adjtestigad an optimum
dynamic oscillation. The output signal of the STNO is amplified by a power amplifieq
AMF-5D with a 43 dB gain ovet00 MHz to 12 GHzconnected to a-30 GHz landpass
filter. A splitter or power dividers used to split the signathich is monitored by sampling
oscilloscope Textronix DPO7280with a single shot capabilitgf 50 Gs/s and a spectrum
analyzer Agilent PNAE8363B with bandwidth of 1 MHz to 40 GH#n order to find the
operational conditions of current arftkld that yeld steady state aflations of the
magnetizationthe current and fields arevept and the output signal frothe spectrum
analyzer is analyzed in vieof its linewidthand powerA low linewidth large outpupowers
and a largefrequencycurrent tunabity df/dl are desired for a successftiequency
modulation.

Once the best working conditions of the STNO is determined, an additional
current/voltage pulse generated by a signal generator Tektronix AWG4000 is injected into the
STNO to modulate the steadtate oscillation of the STNO. The signal generator Tektronix
AWG4000 generates@urrentoltage pulse with a relatively short rise and fall time (800 ps).
The pulse frequency can be varied in the rasfde Hz to 330MHz (for 50% duty cycle)The
output modulated RF signal is separated frggby a biasT. A 3dB attenuator is positioned
between the bia$ and the 50 RF components to reduce the standing wave due to the
impedance mismatch between the high STkesistance, no 8 , and the 50 RF
components. The output signal is amplified by a 43dB amplifier and filtered by a 3GHz High
Pass Filter (HPF). The purpose is to reject the low frequency noises that arise from the RF
components. The filtered signial measured and registered using both the spectrum analyzer
and the oscilloscope. The spectrum analyzer and oscilloscope parameters are the same as in
the dynant characterization in Chapter 2
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Fig. 414-Experimental setup for FSK modulation measuneisie

Pulse characterization

As can be seen in Figt.14, a digitalcurrentoltage pulse generated by a signal
generator Tektronix AWG4000 is applied to the STNO via the RF components. These lead to
an attenuation or a change of the current ppitepeties (rise time, amplitude, etdpe to the
RF component specifications. Thus it is important to characterize the voltage pulse sent
through the STNO before performing the FSK measuresndifitis pulse characterization
provides a correction or estimationtbe pulse which has to be applied to the STNO in order
to achievehe optimumfrequency shifkeying Following is the characterization procedure:

X  Test 1: Pulse+RF cable toscilloscope

In the first test, the negative and positive pulse output sigma the same channel of
the pulse generator are connected to different output channels of the oscilloscope. As shown
in Fig.4.15, the negative pulse (black) is connected to the channel 3 (CH3) of the oscilloscope
and the positive pulse (green) is coneddb the channel 2 (CH2) of the oscilloscope. The RF
cables, which are used to connect the negative and positive pulse to the output channels of the
oscilloscope, have approximately the same cable length to minimize the delay (phase shift)
between the netgive and the positive pulse. The negative pulse (black) connected to the CH3
will correspond to the pulse felt by the STNO, while positive pulse (green) connected to CH2
will be kept as an indicator or reference of the direct output signal of the gulseatpr.
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Fig. 4.15Schematic of thdirst pulse characterizationPulse- RF cable toscilloscope.The
negative (black) and positive pulse (green) from signal gendtatosame channedre connected to
output channels of the oscilloscope by ushimg$ame RF cable length.

The negative (black) and positive pulse (green curve) observed in different output
channels, CH3 and CH2, of the oscilloscapew the same pulse chateristics as given in
Fig. 4.16. The pulse width is 50 ns {he pulse rat€OMHz), the pulseeriod T,=2T is 100 ns
(the pulse frequency 10MHz), thise time and the fall times are each &30 and the pulse
amplitude is £4MV. There is no phase shift between negative and positive pulse.

Fig. 4.16-The negative(black curve and positive pulseqgreencurve observed indifferent
output channels of the oscilloscopE corresponds to the pulse width (1/Ttlhe pulse rafe 2T
corresponds to the pulse period (1/2T is the pulse frequency).

X  Test 2: Pulse RF cable tsplitter (Clear Microwave D20218) +oscilloscope

In the second test, @owersplitter Clear Microwave D2021& addednto the negative
pulse chairas shown in Figd.17. The pulse parameteage the same as used in the first test.

Fig. 4.17-Schematic of theeond pulse characterizatiom splitter Clear Microwave D20218 is
DGGHG WR WKH QHJDWLYH SXOVH FKDLQ DQG FRQQHFWHG WR W
added into the other input port of a splitter to avoid the signal loss.

The negative (lslck curve) and the positive pulse (green curve) observed in the
oscilloscope is shown ikig. 4.18. Adding a splitter Clear Microwave D20216to the
negative pulse chaithe amplitude ohegative pulse is reduced fro#OmV to-30mV. This
means an atteration of 2.5dB The attenuation is high because the pulse frequent9
MHz (the pulse period 100 nsJ KLFK LV RXW RI WKH VSOLWWHUYV IUHT
From the datasheet, tisplitter Clear Microwave D20218 has an insertion loss ofiB.&t a
frequency band of 2GHz to G#z and a rise time of 25 pgooming Fig.4.18a in the time
interval of 18 ns to 72 ns (Fig.18b), one can see that the rise time of the negative pulse does
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not change (the rise time of both pulses remain the same t=30Ulps is because the rise
time of the splitter is fast (25ps).

Fig. 4.18(a) The negative (black curve) and positive pulses (green curve) observed in different
output channels of the oscilloscope. A splitter Clear Microwave D20218 is added integtié/e
pulse chain. (b) Enlargement of the pulse waveform in the interval of t=18ns to t=72ns.

X  Test 3: Pulse +RF cable xsplitter (Clear Microwave D20218) +3dB_attenuator +
bias-T zoscilloscope

The final test is done by adding all the RF compémeneeded for the FSK
measurements into the negative pulse chlese are the splitter Clear Microwave D20218,
a 3dB attenuator and a bids(Marki Microwave BTN0040). The schematic of the test can
be seen in Figd.19. The pulse parameters were thesasiused in the previous test.

Fig. 4.19-Schematic of théinal pulse characterizatioall the RF components needed for the
FSK measurementshich are the splitteClear Microwave D20218, a 3dB attenuator and a
biasT (Marki Microwave BTNO0040)is added to the negative pulse chain and connected to the
&+ Rl WKH RVFLOORVFRSH % WHUPLQDWRU LV XVHG WR DYRL
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Fig. 4.20-(a) The impact of adding all the RF components into the negative pulse chain. The

negative (black curve) and ptige pulse (green curve) observed in different output channels of the
oscilloscope. (b) Enlargement of the pulse waveform in the interval of t=18ns to t=72ns.

Connecting thenegative pulsechain to the oscilloscope (G one can see in Fig.

4.20a, theimpact of addin@ll the RF componeniato the negative pulse (black) chain:

(i)

(ii)

(iii)

The peakio-peak amplitude of negative pulse (black curve) reduces from g4Qrov
20mV,.,,. This corresponds to an amplitude attenuation of around 6 dB, which is half of
its initial amplitude (Fig4.16-black curve). This amplitude attenuation is given by the
total attenuation of the RF components.

The amplitude of thenegative pulse (black curve) shifts up ddyout half of its original
peakto-peak value ¢entered about the (ales), i.e. oscillating between +10mV -to
10mV. This is because the negative pulse is passed through the capacitance part (AC
part) of the bias. The capacitance part will remove the DC part or the DC level of the
pulse waveform and pass only the AC p&idr the periodic pulse of 50% duty cycle
(/=0.5) the DC level is 0.5)se(see Fig. 4.21)In this case, the DC level of negative
pulse waveform is10mV (0.5%20mV). The capacitance part of the blasemoves the

DC level of-10mV. The output of the & T is thusthe pulse waveform whose average
value is zero

Fig 4.20b shows the enlargement of the pulse waveform in the interval of t=18 ns to
t=72 ns. From this Fige, one can observe that the rise and fall time remain the same,
800 ps. However, a tiy between negative and positive pulse is observed. The negative
pulse is retard by 300ps compared to the positive pulse. This is due to the fact that
adding the attenuator and bigo the negative chain extends the transmission line from
the input port(signal generator) to the output port (oscilloscope). From the datasheet,
the biasT Marki Microwave BTNO0O040 has an insertion loss of 1.5dB at a frequency
band of 40kHz to 40GHz and a rise time of 11 ps. The rise time of thd lisafaster

than the e time of the pulse. This explains why the rise time of the negative pulse
remain the same as the positive pulse (reference pulse)
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Fig. 4.2%The effect of the capacitance on a pulse traif k&) original pulse waveform, zeto-
peak amplitude, ith the pulse width T and the pulse perigd The duty cycle/ of the pulse is the
ratio between the pulse width and its period (b) The DC level calculation (c) The pulse train with DC
component removed after passing the capacitance part of tHE. bias

All tests performed previously correspond to a periodic pulse with 50% duty cycle, i.e.
the pulse width is half of the pulse period. Since in the FSK measurements a single pulse is
also applied, the characteristics of the single pulse pétssing all theRF components are
also investigated. The schematic of the pulse characterization is the same as in the final test
(Fig. 4.19). To perform a single pulse, the pulse period is set to be larger than thetese
of the measurement. For the FSK measurentieattimetraceis 40 s (frequency resolution
25kHz) with the oscilloscope sampling rate 50GS/s. Hence, the pulse period should be larger
than 40 s.

The pulse parameters are the same as used in the previous tests, i.e. the pulse amplitude
40mV,.p, the plse width 50ns, the rise and fall time 800 ps, but this time the pulse period is
set to 42 s. This means that the pulse appears every4®ading to a 0.1% duty cycle. The
corresponding pulse is shown kig. 422. Adding all the RF components to thegative
pulse chainwill changethe amplitude ofthe negative pulse (black curve). The amplitude
reduces from40mV,,, to -20mV,.,, the same as the periodic one. The pulse offset does not
change, i.e. the pulse is not centered at zero, since its duty isy€l.1%. As explained
previously (Fig4.21), the DC level or offset of the pulse waveform is characterizéd age
For 0.1% duty cycle, the DC level/offset is thQ02mV (0.001x20mV). This means that the
capacitance part of the bidsremoves the DC level 60.02mV. As a consequence, the pulse
is shifted up by about 0.02mV which is too small.

Fig. 422-The impact of adding all the RF components into the negative pulse chain for a single
pulse. The negative (black curve) and positive pulse (green curve) observed in different output
channels of the oscilloscope.
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As already mentioned, all tests describbdwe were done for a pulse frequency of 10
MHz. The attenuation of the pulse amplitude for different frequencies due to the RF
components was also measured using a vector network analyzer (VNA). The measurements
showed that the attenuation was around Ta¥Bow frequencies in the range of #00 MHz,
as seen in Figl.23

Fig. 4.23The pulse amplitude attenuation dtee the RF chain (RF cable: splitter - 3dB
attenuator biasT) as a function of the frequency.

To summarize the total attenuatiodue to the RF components (RF cablsplitter -
attenuator- biasT) needs to be considered when applying the pulse signal to the STNO.
Depending on the pulse frequency, the signal attenuation varies from 6dB {6i§dB.23)

It is also important to re that the capacitance part of the biasemoves the DC level or
offset of the pulse waveform. Hender the periodic pulseof 50% duty cycle withzeroto-

peak amplitudethe pulse waveform will shifts by about half of its original zEerpeak
value.Consequently, the outppiulse wavefornwill be centered at zero, oscillating between
positive and negative amplitude. For the FSK measurements, modulating the DC current with
a periodic pulse oscillating between positive and negative amplitude will i€ current

into two current valuest1and be 2around its initial valuegc o. This result in the frequency

shift between two discrete valugsaind £ around its initial frequencyfas illustrated in Fig.

4.24a. Instead, for a single pulse withra¢o-peak amplitude, there is no change of the
amplitude offset of the pulse after passing through the RF components. Modulating the DC
current with a single pulse will shift the DC current from its initial valggolto another
current level pc, depenling on the pulse amplitude (negative or positive). The STNO
frequency is thus shifted from its initial frequengyof another frequency,fas shown in Fig.
4.25.

Fig. 424-(a) The DC currentpk and frequency shift under a periodic pulse whose iamlgl is
alternating between positivg &nd negative valuel,. (b) The DC currentpk and frequency shift
under a single pulse.
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4.3.2 FSK measurementsf Hitachi devices

In this section, the FSK measurements Hitachi device will be discussedefore
summarizing the FSK measurement restts RF characterization of thigee running STNO
Hitachi device will be discussed. This RF characterization tondeterminehie best working
conditions of the STNG@or FSK modulation. A large frequency curreatability, df/dl, low
linewidth, and large output power of the STNO are imporfgerameterso perform a
successful FSK modulationh&signal stability and the extraction of the relaxati@yuency
fp of the STNO as a function of DC current and magnetld Wwill be also discussed

4.3.2.1 Characterization of the free runningHitachi device

The dynamic characterization of this device has been characterized and discussed in
Chapter 2, Section 2.4. Here the dynamic characterization will be reviewetharizbst
working conditions of thdree runningSTNO Hitachi device for FSK modulation will be
determined.

The measured magnetoresistance curve forHitechi device at the positive field is
shown in Fig. 4.25a (white plotJThe positive field stabilizethe antparallel (AP) state with
the corresponding resistance of 12&nd the negative field (not shown in this plot) stabilizes
the parallel (P) state with the corresponding resistance of 8is gives rise to a TMR of
54%. The dynamic measurement svperformed at the positive fieldlP state) and the best
dynamic performance was fouatlan inplane magnetic field st angle of-28° with respect
to theeasy axis of the free layer FLhe corresponding frequency dispersasma function of
applied magatic field for a fixed current ofpk=1.8mA is given in Fig. 42a The frequency
dispersion shows a clear single mode behavior with the first harmonic oscillation frequency 1f
of the free layer is much powesl than its second harmonic Rio SAF excitatio observed at
high frequency, showing that the SAF pinned layer is rigid upon applying high field. The
frequency and the linewidibf the first larmonic 1fare extracted using Lorentzian fitting. The
results areshown in Fig. 4.8b. The frequencyersus feld (black curve) shows that the
frequency increases upon increasing the fillKH OLQHZLGWK ILHOG (dHSHQGH:
plot) is characterizedby several branas A, B, C. For each branch, the linewidth goes to a
minimum value and increases at each transition. The increase of linewidth at each transition
indicates loss of tempal coherence.

Fixing the magnetic field at 7500e (in theb@anch Fig. 4.25b), i.e. where the linewidth
is minimum and the power is high, the dynamiaracteristicef oscillations as a function of
applied currentdc is shown in Figs. 4.25c,d,e. Theréshold currentdmarked by the green
vertical dashed line is estimatedtohe8l P$ %HORZ WKH WkKB8HWSRW&HF XU L
excitations are thermally excited (FMR mode), while above the threshold cusrént IP $
the excitations are steady state. The steady state excitations are separated from the FMR mode
by a pronounced dowrawd frequency jump (Fig. 4.25c). Above the threshold current, the
frequency shows an increase with DC current udpto8 P$ S$SERYH P$ WKH
frequency does not increase with the DC currfifite frequencycurrent tuning df/dlis
positive in the rangef Ipc=1.6MA to Ipbc=1.9mA with a value of df/d[4A00MHz/mA The
increase in frequency as a function of the current is followed by an abrupt decrease in
linewidth (Fig. 4.25d) as well as an increase in powEig. 4.25e) In the region wheréhe
frequency $ flat, df/dI=0, the linewidth is narrower which is around 15 MHz, followed by the
LQFUHDVH RI WKH SRZHU RI WK mMmDLQ SHDN § Q: IRU ,
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Fig. 4.25-The dynamic characterization of the Hitachi device T2 PSD offrequencyversus
field for a fixed current of Jc=1.8mA. 1f is the first harmonic and 2f is the second harmonic. The
white plot corresponds to the magnetoresistance curve at positive field. (b) The Lorentzian fitting of
the PSD of frequency versus field. Black curve is the field depeeadef the frequency dependence
and red curve is the field dependence of the linewidth. The current dependence at a fixed magnetic
field of 7500e: (c) frequency versus current (d) linewidth versus current, and (e) output power versus
current. The green dasd vertical line is the threshold current.

From the current dependence results, it can be determined thadrtieg conditions of
the studiedSTNO for FSK modulation is above the threshold current where liogwidth,
large output powers arslifficiert frequency tunability df/dl are achieved.

In the following the time domain characterization of the Hitachi device, characterizing
the signal stability and the relaxation frequengyektraction, will be discussed. These
parameters are also importaiotr FSK since the relaxation frequency will determine the
maximum data rate of the FSK as predicted in the simulation in Chapter 3.

The signal stability of the Hitachi devicéor different current values at a fixed
magnetic fieldof 7500e ares presengd in Fig 426. From left to right are the 200ns and 5ns
long segments of the measured time trgd@ss long), the histogram of the positive signal
envelopes, and the histogram of the extinctiéies.the analysis and in order to improve the
signal to noise ratio, the signatesented herlkas been numerically filtered using a bandpass
filter of 4GHz aromd the main oscillation peak.
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Fig. 426- From left to right: 200ns and 5ns long segments of the measured time traces (total
length 40s), histograms of the positive signal envelopes and the time between extinctions fgr: (a) |
= 1.4mA (subthreshold gime), (b) bc = 0.6mA (intermittent regime) and (®cl= 2mA (steady state
regime). A numerical filter of +2GHz from the centered oscillation frequency was applied on the time
traces during analysis to improve the signal stability.

From Fig. 426, thestability of the oscillation for different currents is observed. At the
subthreshold regimepk=1.4mA (Fig. 426a), the amplitude signal is very low which is
comparable to the background noise level (0.025\WWe histogramof its positive signal
envelopegblack curve in time traces plag are distributed almost aroun& OFurthermore,
the histogramof the extinctions the amplitude reduces to the noise level) shdvat the
amplitude oscillations are sustagthenly at very short period of ~&8. This mens that the
signal is dominated by the thermal noise which confirms that the oscillations are thermally
excited. At the current near the threshold currggt1.6mA (Fig. 426b), the amplitude signal
shows an increase which is confirmed in the envelogtodram plot, showing that the
distribution of the envelope of the signal is shifted a bit away from OV. The increase in
amplitude oscillations is however sustained only over short periods. The oscillations thus
consist of two different fluctuation mechasms with different coherencies: thermal
magnetization fluctuation of amplitude and phase (intrinsic contribution) and extinctloms.
histogramof the extinctions at this trangih regime can be seen in Fig2éb (right panel).

This shows that there aaeound 20 events where the amplitude oscillations are sustained over

few ns (20ns+70ns). In contrast, for an applied current of 2mA, only the high amplitude
vVLIQDO SHDN H[LVWV PHDQLQJ WKDW WKH RVFLOODWLRQ
without extinctions. The histogram of the envelope shows that the envelope distribution is
away from OV. This results to a narrow linewidth as can be seen in the frequenayndom
measurements given in Fig. 4&26-rom this, it can be conclude that above timeshold

current, in the steady state regime, the signal stability increases. A sustsaridion over

long periodss obtained at higher current where the linewidth is narrow.

Since the best working condition of FSK modulation is above the thresholent (n
the steady state regimefhe analysis of the relaxatidnequency § of the STNOwere
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performed at current above the threshold currgiatl.6mA and pc=2mA. The relaxation
frequency § is deduced from two methods: tlaitocorrelation functio of the amplitude
fluctuations and direct extraction from the amplitude noise plot (Cha@ertion 1.3.p

The amplitude and frequency noisé the STNOare obtained by taking the Power
Spectral Density (PSD) of amplitude and frequency fluctuatiotméch are extracted from
voltage time traceasing theHilbert transformand plotting them in double logarithmic plot.
The amplitude noise PSP the frequency noise PS[and the autocorrelation function of the
amplitude fluctuations , sfor different current values (above the threshold current) are shown
in Fig.4.27. Now focus on the amplitude and frequency noise plotterl.6mA (Fig. 427a)
and bc=2mA (Fig. 4.27b). It can be seen thaiet amplitude and frequency noise level
decreases with the applied current. The amplitude noige=rA is 7dB lower than the one
at Irpc=1.6mA. Due to thenonlinear coupling of amplitudgequency the derease in the
amplitude noise is also observed in the frequency noise;cARINA, the frequency noise is
0.28GHZ/GHz lower than the one abd=1.6mA. The decrease in the amplitude and
frequency noise explains the reason why the oscillation at 2mA has $t@ibility (sustained
over long periods) than the one at 1.6mA which is sustained only oveefsws. From the
amplitude noise PSR the relaxation frequency &t Ibc=1.6mA and hc=2mA is estimated to
EH 8 0+] DQG § O0+] UHVSHHWaks eb@asporik tbWie dmplitude
relaxation rate R1 § OUDGcY DA DQG 8§ 0 U RR€mA. DHhake,
amplitude relaxation rate values are different with those extracted via the autocorrelation
function of the amplitude fluctuations,, s Fromthe amplitude autocorrelation plakown in
the right panel Fig. 4.2he relaxation timgobtained by fitting the amplitude autocorrelation
(black curve) with the exponential fitting (red cuna1.28ns atdc=1.6mA and 1.06ns at
Ioc=2mA. These corspondto f,=124.02 MHz at dc=1.6mA and §=150.15 MHz at
Ioc=2mA. The amplitude relaxation frequengy (&mplitude relaxation ratey) from both
extraction methods shows the same tendency. The amplitude relaxation fregLagniglf
current bc=2mA (good oscillation stability) is higher than the one at low curigl.6mA.

As discussed previously in Chapgrthis relaxation fregency f limits the modulation data
rate. Modulating the STNO frequency above thealue will result on the attenuation of the
modulated signal, i.e. the reduction of the amplitoféhe frequencyshift.
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Fig. 4.2¢#The amplitude noisd’SD,p the freqiency noise PSP the autocorrelation function of
the amplitude fluctuations 4, for different current values: (apd=1.6mA and (b) dc=2mA. The
amplitude relaxation time of the autocorrelation function of the amplitude fluctuatignolack
curve) isobtained by fitting the amplitude autocorrelation with the exponential function.

Conclusion

From the dynamic characterization results of the studied STNO, the working conditions
of the STNO for FSK measurements are at magnetic field 7ap@leed at anglef 28° with
respect to theasy axis of the frelayer and for the applied DC current above the threshold
current {,=1.5mA Above this threshold current, thequencycurrent tuning df/dl is positive
in the range ofg=1.6 mA to 1.9 mA with a value aff/dl |400 MHZmA. The linewidths
lower than 30 MHz with output powers higher than 50 m@W¥¢ achieved making the
observation of the frequency shift possible. Furthermore, it is confirmed via time domain
analysis that above the threshold curremtll5mA he signal stability increases. A sustain
RVFLOODWLRQV RYHU ORQJ 9SdE2MARThIS is b¥caus&/ thb BrdglitdHdéH G D W
and frequency noise at higher currépt=2mA are lower than the noise at lower current
Ioc=1.6mA. The relaxation frequenchy of the STNO for different current$pc=1.6mA and
Ioc=2mA, have beenextracted From the autocorrelation function of the amplitude
fluctuations, the relaxation frequengydt lbc=1.6mA is 124.02 MHz and 150.15 MHz at
Ioc=2mA. As discussed in the simtilans, these relaxation frequencieg Will limit the
maximum data rate of FSK modulation, which is on the ortlarfew Mbps.

4.3.2.2 FSK measurement results

The FSKby currentin the STNO has been carried out by injectinguwarent/voltage
pulse, whit is characterized by their rise time/fall time and pulse width T (defining the data
rate),into the steady state oscillations of the STN@e current pulse will modulate the DC
current betweentwo discretevalues, leading to simultaneous modulation ofphtude
(amplitude shift keying, ASK) and frequency (frequency shift keying, FSK) modulathn
FSK arises via the nelmear amplitudefrequency coupling.

To demonstrad the ASK andFSK, the steady state oscillation of the STN®DIpc=2mA
and Hc=7500e (applied at angle8° with respect to the polarizing layewas chosen as
initial working conditions of the STNO while applying a voltage pulse. To achieve a
PD[LPXP ITUHTXHQF\ VKLIW /I ZKLFK LV F&D&anDtMhgUL]HG
Gl G,8 0+] P$VLQJIOH YROWDJH S Xx3amHwaslappkedDde@onting XGH R
for the pulse amplitude attenuationedto RF components in SectiorB4.. This corresponds
to a current switching from the initial curregtk=2mA to a lower current leveb¢ 1=1.6mA.
The frequency is expected to shift fropr9.18 GHz to £9.05 GHz, leading to a frequency
shift /I R1 § 0+] DV VKRZQ. Il linewidth remains narrower than 100 MHz
within this current range such that the observation of the frequeiftypsbsible. However,
the amplitude of the peak fat Irc 1=1.6 mA) is much lower than the amplitude of the peak f
(at Ibc,=2mA), as can bseen in Fig. 4.28
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Fig. 4.28(a) The frequency current dependence for a fixed magnetic figldA300e extacted
IURP G\QDPLF FKDUDFWHUL]DWLRQV RI WKH VWXGBE(réd’ 12 $ YR
curve) modulates the DC current betwegy =2mA to bc;=1.6mA. This current modulation will
lead to a frequency modulation fronF9.18GHz to £9.05GHz. (b) The Power Spectrum Density
(PSD) of the modulated frequency (FSK signal).

The pulse amplitude was estimated by measuring the voltage of the STNQumip
the DC currentpbserved on the current source meter Keithley. The correspondingevalta
Hpc=7500e andgc=2mA is Vomp8 P9 ZKLOH W K Hc¥7/RBIDWdnddd=1D6WA +
iS Viema 8 P9 7KH YROWDJH GhkildWdH FHI LY 2ZWWEKLNOQJ GRZQ
current from the initial valuesk =2 mA to bc1=1.6mA, one needs to apply a negative pulse
with the peako peak amplitude of ., 8 P9 6ZLWFKLQJ GRZQ WKH FXUL
convenient for STNO in order to avoid the heating effect on the STNO, which would lead to
changes on the microwave properties, and to avoid the sample breakdown since the Hitachi
devices are veryesisitive to the applied DC current.

The FSK measurement resulése shown in Figd.29 Fig. 4.2% shows the time trace of
the amplified output voltage signal regexted by the oscilloscope (black curvg)on the
application of the voltage pulse é31mV (red curvg. The corresponding rise time and the
pulse width are 0.8ns and 500ns, respectively. As wedean the simulations Section24 a
slight decrease of the amplitude during épplication of the current/voltagmilse can be seen
clearly, revealig the amplitude modulation, i.e. amplitude switching from high to low
amplitude levelUsing the Hilbert transformation, thmsitive envelope and thghase of the
output signal N were obtained. The positive envelope of the output signahown in Fig.
4.2%. The instantaneous frequency was obtaifnech the derivative of the phasgNdt, and
it is given inFig. 4.2%. The temporal response of the instantaneous frequency looks very
noisy undercurrentpulse modulation. This can be understood by the tfaadt the signal at
Ioc=1.6mA is not very stable since this current is close to the threshold curémtfact, as
observed for the peak in Fig. 4.28h its linewidth is very broashed This makes the
observation of the frequency shift difficult. Torrther reduce the noise of the resulting
instantaneous frequency,SavitzkyGolay filter algorithm [104] with a 500 points (10 ns)
averaging window has beapplied The SavitzkyGolay filter is a kind of low pass filter
which smoottensthe noisy data basl onalocal leastsquares polynomial approximatiorhe
corresponding smoothened time trace offtegquency is shown in Fig. 4.89The frequency
shift can now be clearly observed and has marked with blue dashed lines in the figure. The
frequency shifts approximately from 9.18 GHz to 9.06 GHz.
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Fig. 4.29(a) The amplified STNO output voltage signal V(t) m=2mA and Hc=7500e under
D QHJIDWL Y-BLnd3@hVehubsg width of 500ns and a sharp rise and fall time of 0.8ns. (b) The
envelope and (c) the corresponding instantaneous frequency (black curves) obtained by the Hilbert
transformation of the voltagente traces Yf). (d) The smoothened signal of the instantaneous
frequency shown in (c)lhe pulse is shown in red for all plots.

Doing the same analysis as described above, further FSK measurements by varying the
current pulse characteristicssuch aghe risefall time and the pulse widtfil), have been
conducted in order to analyze the frequency transition time and thus the maximum achievable
modulation rate. The results are then compared with the numerical simulation performed in
the sectiord.2.

4.3.2.2.1 FSK esponse to a variation of the rise and fall time of the pulse

In this measurement, the rital time of the pulse wasvaried for a constant amplitude
and pulse width. Thiallows the investigation ahe transition time it takes for the STNO to
follow the pulsemodulation For this study, the same experimental parameters as the previous
measurement have been used. The DC current was switched from a high DC gtrgamAl
to a lower onedc=1.6mA, leading to a frequency shift from the higher frequesey.18GHz
to a lower onegc9.06GHz.

The varying rise and fall times are 0.8ns (the shortest one), 2ns, 5ns, 10ns, 30ns, and
50ns as shown in Fig. 4.30. In the left side of the figure the time traces of the envelope of the
amplified output voltage signal(¥f are displayed, while in the right side the time traces of the
smoothened signal of the instantaneous frequency are displayed.

Similar results are obtained as in the simulation in Section 4.2.2. For longer rise and fall
times of 30ns and 50ns (slowrpgbations) as shown in Figs. 4.30a,b, the envelope of the
STNO output voltage signal V(t) can follow the rise and fall time of the current poltee
timescalegiven by the rise/fall time of the pulse. The same observation is obtained for the
time traes of the frequency. The STNO frequency follows the pulse on the timescale given
by the rise/fall time of the pulse. This frequency shift mechanism is however different when
the frequency is switched from higgtd low frequency fand from low fto highfrequency
fo. For the case of frequency shift from high g=2mA) to low frequency (abk=1.6mA), it
take several ns of delay to response the current pulse following by a sharp frequency
switching/transition. While for the case of frequency shift fiom (at lbc=1.6mA) to high
frequency (at Jc=2mA), no delay to response the current pulse and a gradual frequency
switching/transition is observed. A high fluctuation in frequency is observed for low
frequency {. This frequency ffcorresponds to a curreaf Ipc=1.6mA which is closed to the
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threshold currenty=1.5mA. The dynamic stability is thus poorer compared to the one of
higher currentdc=2mA due to a higher amplitude and frequency noise (Section 4.3.2.1).

Fig. 4.30The time traces of the enope (left side) and thesmoothened signal othe
instantaneous frequency (right side) of the amplified STNO output voltage signal \4gFamlA and
Hpc 2H XQGHU D QHJBWnVW(HdSx@)fot adc®nstant pulse duration (500 ns) and
varied rise and fall time: (a) 0.8ns (b) 2ns (c) 10ns (d) 30ns and (e) 50ns. The horizontal blue dashed
line in the right plot represents the average frequentyeoinstantaneous frequey.

For short rise times such as 10ns, 2ns, and 0.8ns as shown im.Bigsd,e, it is
investigated thathe STNO voltage signal can follow the pulse modulation, from high state
(Ioc=2mA) to low state §c=1.6mA) on the timesde of t§ QV 118 0+] DQG IURP ORZ
state ((bc=1.6mA) to high state §t=2mA) on the timescale o8 QV (8 VO +] 7TKHVH
timescales indicate the minimum pulse width (maximum pulse rate) can be applied to the
STNO in order to follow the pulse command.

In this measurement, the frequerstyift from f to f; is supposed to be constant since
the pulse amplitude is constant during the measurement, only the rise and fall time are varied.
However, a strongvariation of the frequencyshift /1 LV R EV H isYné¢&uie@Qenvas
shown in Fig4.31 Fig. 4.31a shows the variation of the averaged frequepdplbck dotted
line) and { (red dotted line) for different rise and fall times, which are extracted from the time
traces of the modulated frequency of the ®T{xight side of the Figd.30. From the plot, the
value of frequencyfis more stable (smaller variation) than the value;0fThis can be
understood by the fact that the dynamic oscillationpgE2mA, which corresponds to a
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frequency §, is more stale than the one at lower currenic¥1.6mA (frequency i, i.e.
sustained over long periahdlower amplitude and frequency noisghis large variation of
the frequencyifcauses a large variation on the frequestuft /I DV SORW3XbHG LQ )LJ

Fig. 4.31-(a) The average of the smoothened instantaneous frequengyrad f for different
rise time values extracted from the time traces of the modulated frequency as shown in right side of
Fig. 3Q The frequencyfy corresponds to the frequency at the initial steady state2inA. The
frequency f corresponds to a steady state modulation frequencycal.b mA (b) The frequency
GHYLDWLRQ /I IRU GLITHUHQW ULVH WLPH YDOXHV

4.3.2.2.2 FSK response to a variation dhe pulse width

In this measurement, the pulse width of the pulse was varied for a constant amplitude
and rise/fall time. This allows thmvestigation of the achievable frequency shift and the
maximum data rate of the STNO. For this stualyain of digital currentpulse withamplitude
oscillating alternately between positive and negatiakies, i.etwo levelsamplitudezlnqg,
was applied to the free running STNO rndulate the DC current between two discrete
valuesIpc 1 and be around its initialvalue bco This gives rise to themplitude and
frequency shift between two discrete valoeésamplitude A and A and frequency;fand b
situated around the free running valuesafid § corresponding topk o, as illustrated in Fig.
4.24a.

Fig. 432-The current and frequency modulation under the application téia of digital
currentpulse whose amplitude oscillates between posdive negative amplitudel 4 The current
Ibc,o is modulated between two levelsc |k (Ioc.o-Imod) @Nd be 2 (Inc,otImod). This leads to a frequency
modulationbetweerntwo discrete values; &nd t, situatedaround thdree runningvalue §.

148



In this case, theperationpoint of the free running STNO was chosenpgi=1.8 mA
and H=750 Oe, while applying a traif digital current pulses. The pulse amplituges was
+25 mV which corresponds to @igital current modulation between twaiscrete values
Ioc,1=1.5MA (Ipco-lmod @and bc =2.1mA (Ipco+Imod) as illustrated in Fig. 4.3Z herise and
fall time of the plsewere equally set to 0.8ns, the shortest one, so that the STNO voltage and
frequency follow the pulse modulation at the short#¢tl PHV F D O H11Rd ($¢&ionQ V
4.3.2.2.1) The pulse width T was varied between 500ns and 10ns, i.edatheate 1/T wa
varied from 2 Mbps to 100 Mbp3he STNO response to a train of digital current pulses for
different pulse width Tdata rate 1/Tijs shown in Fig. 4.33.

Fig. 4.33The time domain analysis of the STNO output voltage signap&t2inA and
Hpc=7500e, nder a periodic voltage pulse with a constant amplitude of V=t25mV and rise (fall) time
of 0.8ns. The pulse width is ranging as follow: (a) 500ns (20ns averaging/50MHz) (b) 250ns (20ns
averaging/50MHz) (c) 100ns (10ns averaging/100MHz) (d) 50ns (5ns ax@@2@pPMHz) (e) 25ns
(4ns averaging/250MHz) and (f) 10ns (3ns averaging/333MHz). The left figures show the amplified
STNO output voltage signal (grey curve) and the positive envelope of the voltage signal (black curve).
The right figures show the instantous frequency of the voltage signal (black curve). The pulse is
shown in red for all plots.

In the left side of the figure, the time traces of the amplified STNO output valtgige!
(grey curve) and the corresponding positive envelope (black cuerelisplayed. In the right
side of the figure, the time traces of thimoothened instantaneous frequency (black curve)
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extractedrom the voltage time traces V(t) using the Hilbert transformadirendisplayed. The
averaging window of the smoothing was aeapaccording on the pulse width, T, (see in the
description of the Fig. 4.33).

As can be seen in the left side of Figs. 4.33a,b,c,d,e, for the pulse width T longer than
the STNO transition timescales)V § -I1M the amplitude (grey curve) or the positive
envelope (black curve) of the STNO voltage time traces can periodically follow the current
pulse. The amplitude is modulated between two discrete levels, high and low amplitude level,
characterized bya clear plateau in both levels. The amplitude modulation between two
discrete levels gives rise to the frequency modulation between two discrete yaludfs ds
shown in the right side of Figs 4.33a,b,c,d,e. However, a full frequency shift f@mGHz
tof,8 *+] /I§ *+] FDQ RQO\ EH DFKLHYHG IRU WKH SXOVH
corresponds to data rates of up to 4Mbps (see Figs. 4.33a,b). For the pulse width of T=100ns
(data rate of 10Mbps) up T=25ns (data rate of 40Mbps), the fregsbifty/from g8 *+] WR
f, 8 *+] VHH )LJV F GH OHDGLQJ WR D UHGXFWLRQ RI
/18§ *+] 1RZ IRU WKH SXOVH ZLGWK RI' 7 QV GDWD UDWH
STNO transition timescale8V § -11N§ theamplitude (grey curve) or the positive envelope
(black curve) of the voltage time traceamot fully follow the pulse command and the
frequency shift is no longer observed, as givehign 4.33f

Fromthe results, this can be concluded that the maximadulation rate for amplitude
modulation (ASK) of the Hitachi device is close to 100Mbps, while for frequency modulation
(FSK), it is limited to 40 Mbps at reduced frequency shift and below 10Mbps at full frequency
shift of 200MHz. Hence frequency shiféWng is confirmed to be efficient up to ~10Mbps for
a frequency shift of 16@00MHz. The reason that this is less than the limit for amplitude
modulationas predicted in the simulatida seen in the relatively high phase noise of the
device.

4.3.2.3 FSKdemodulation: Delay detection calculation

As discussed in Sectighl, thedelay detection technique proposed by Tosisheed for the
demodulation of the STNO output voltage signal to read back the digital voltage pulse as
signal informationThis tetinique haonly been developetbr field modulation where there

is no amplitude variation (modulation) in the outpaitagetime traces of the modulated
STNO, leading to apure FSK modulation. Iontrast to this, the amplitude of the output
voltage signhin these studiesaries significantly, leading to a wadfonounced amplitude
shift keying (ASK) modulationThis ASK modulationinduces the FSK modulation through
nonlinear coupling of the amplitudeequency (simultaneous ASK and FSKjnce the FSK
modulation is the main interest of this thesis, the demodulation of FSK modulation is
important to realize. In order to see whetherdbkay detectiotechnique of FSK modulation

is working for such output voltage signale. mix of ASK and FSK modulatigrthe autc
correlation of theoutputvoltage time traces <V(t)*V{t9> with a correlation time (or signal
delay time) i has beenperformed. The calculation of the delay detection and the
determination of the delay timeare shown in Fig. 4.34.

Fig. 4.34a depicts the STNO output voltage signal V(t) (grey curve) and the
corresponding positive envelope (black curve). The output is dominated by the ASK
modulation, showing by a strong variation of the amplitude at every 500ns pulse width. The
corresponding FSK modulation is extracted from the Hilbert transform of the auatitage
signal as shown in Fig. 4.34b. The instantaneous frequency consists of two frequearties f
f,. The corresponding freq@@F\ GHYLDWLRDRY B/ I *+] 7R SHUIRUP WK
detection technique, the free running oscillatigis fadjusted to be centered betwegarid b,
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ie. *+] VHH )LJ E 7KH GHOD\ WLPH 2 LV FKRVHQ WF
quadratuJ H F R Q GAnWA4A wit) 1,29 GHz, n=21, and the minimum shift keying condition

21/1 SKDVH VKLIW LV “& 7KH RXWSXW-Rib shétnv@ B\ GHWH
Fig. 4.34c which involves the high frequency oscillation with the frequencgmbaimately

2fo. After the removal of the high frequency oscillation by 100MHz low pass filter (LPF), the

output signal of delay detection shows a pulse train forms with the voltage varies from 0 to
some positive value at every T=500ns as shown in R3gd4.

Fig. 4.34-(a) Thetime traces of the amplifieBTNO output voltage signagifey curvg and the
corresponding positive output signal envelope (black curvepcainA and Hc=7500e under a
periodic voltage pulse (red curve) with amplitude of V=x25m¥e (fall) time of 0.8ns and pulse
width of 500ns (b) The time traces of tBeoothenednstantaneous frequency (black curve) of the
output voltage signal shown in (a). (¢) The output signal of delay detection V{J'dttthe output
voltage signal sbwn in (a). (d) A low pass filter with a coff frequency of 100 MHz was applied to
the output of delay detection signal, V(t)*V, to remove high frequency parts.

Using the same calculation, the delay detection of the STNO output voltage signal for
different pulse width is shown in Fig. &5. In the left side of the figure, the amplitude
envelope of the output voltage signal V(t) is displayed. In the right side of the figure, the
output of delay detection of the output voltage signal V(t) is digolaLooking at the output
of delay detection, the demodulated signal does not have much in common wiBKhe
signal (right side of Fig. 4.33The noise of the output of delay detection is high where it was
low in the frequency response and vice veFsathermore, looking ahe FSK signal in Fig.

4.33 at high modulation rates, in particular the one for 100Mbps (T=10ns), the FKS seems
really poor, i.e. the frequencies cannot be separated, but the demodulation signal at this rate
looks halfway good, i.ehigh and the low level still can be separat®dd also the amplitude

of the demodulated signal varies from 0 to some positiveegahstead of going from some
QHIJDWLYH DQG SRVLWLYH YDOXHV HYHQ WKRXJK WKH SKEC
keying condiion), as explained in Sectionl4 Compared with the amplitude envelopes of the

output voltage signal, the demodulationngitp have so much in common with thehtis

means that the main factor determining the output of delay detection arises from the
amplitude, revealing the ASK demodulation instead of FSK demodulation.
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Fig. 4.35The smoothened amplitude envelope of $SA&NO output voltage signal V(t) shown in
Fig. 5.34 (left side) and the output of delay detection (right side) of the output voltage signal V(t), for
different pulse width: (a) 500ns (LPF=10MHz) (b) 250ns (LPF=25MHz) (c) 100ns (LPF=50MHz) (d)
50ns (LPF=100Miz) (e) 25ns (LPF=250MHz) and (f) 10ns (500MHz).

To really see how the demodulation works for the pure FSK modulation, a fictive signal
for pure FSK modulation (without ASK modulation) has been created by using the cosine
function of the instantaneousefijuency as a function of the time extracted from the Hilbert
transform of the output voltage sign#hég right side of Fig. 4.33i.e. FRV (& | Welay7 KH
detection is calculated fromthe autocorrelation of the instantaneous frequency
<(FRVF*(tE FRVI*teR2 ! ZLWK WKH FRU0.286sD Whe RP@puiVdf Rielay
detectionfor differert pulse width is given in Fig. 4.36n the left side of the figure, the
instantaneous frequency of the output voltage signal for different pulse widthlesydithe
same one as in Fig. 43@ht sidg. In the right side of the figure, the output of delay
detection, i.e. the autocorrelation tbe instantaneous frequency, for different pulse width is
displayed.
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Fig. 4.36:The smoothened instantaneous frequency of the STNO output voltage signal V(t) (left
side) and the output of frequency delay detection (right side) for different pulse ¢@)tBO0ns
(LPF=10MHz) (b) 250ns (LPF=20MHz) (c) 100ns (LPF=50MHz) (d) 50ns (LPF=100MHz) (e) 25ns
(LPF=200MHz) and (f) 10ns (LPF=500MHz).

Looking at the output athe delay detection for different pulse width, the demodulation
signals have so much in coromwith the FSK signals in the left side of the figdt86 The
output ofthe delay detection is less noisy than the FSK signals since the appliedf cut
frequency of the low pass filter is 10 times lower than the one used in the FSK signals
(smoothing fequency=1/averaging window). The amplitude of the output of the
demodulation signal varies from some negative to positive values since the phase difference
of the frequency shift;fand4 LV VHW WR EH “ WR IXOILOO WKH PLQL
This shows that the output difie delay detection arises only from the frequency or phase
change. For modulation rate up to 10Mbps (T=100ns), the positive and negative amplitude
can clearly be detected thie pulse width of T, representing the state oHthGLJLWDO VLJQD
DQG p ¥ UHVSHFWLYHO\ $ERYH OESV 7 0+] WKH GHPR
40Mbps (T=25ns) but the output voltage varies around 0 to some positive values.
Furthermore, the signal fluctuation is higher at higitarate whch is translated from a high
frequency fluctuation in the FSK signal. This makes the separation between two states
becomes smaller and more difficult to read. At 100Mbps (T=10ns), the demodulation cannot
recover the voltage digital signal.
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From the deradulation results, it can be concluded that for the case of cuncunted
FSK modulation in the STNO, the FSK demodulation cannot be achieved directly from the
output voltage signal. Applying the delay detection technique directly on the output voltage
signal of the STNO will correspond to the demodulation of the ASK signal as the output of
delay detection arises from the amplitude variation. The ASK signal can be demodulated with
a data ratéelow 100Mbps The FSK demodulation can be achieved by applifregdelay
detection on the instantaneous frequency of the STNO without amplitude modulation. The
output of delay detection arises only from the frequency or phase change fooinand vice
YHUVD 7KLV JLYHV ULVH WR G L httebhiOlehth)(QUBOWidtH] T G p T
detecting the output voltage of the demodulation signal, positive or negative amplitude. The
demodulation of FSK signal of the studied STNO is possible up to 40Mbps (T=25ns).
However the output is noisy and the sepamatbetween two levels of the digital voltage
output is smaller. A clear demodtitm is thus limited to 10Mbps.

4.3.2.4Summary

The curreninduced FSK modulations of the steady state oscillation of the STNO have
been performed. Time domain techniques, analyzing the temporal response of frequency,
have been carried out in order to evaluate the frequency response of the STNO upon the
application of a current pulse. From the experimental results, it ceunfimarized as follove:

X  The digital current mdulation in the STNO induces simultaneously the amplitude shift
keying ASK modulation and the frequency shift keying FSK modulation.

X  The variation of the current pulse rise time shows that the STNO voltage signal can
follow the pulse modulation, fromoW KH WLPHV+ DWW Ri80A18z). These
timescales indicate the minimum pulse width (maximorodulation rate) can be
applied to the STNO in order to follow tlkarrentpulse.

X  The variation of the pulse width Tdatarate 1/T)shows that the maxinmu modulation
rate for amplitude modulation (ASK) of the Hitachi device is close to 100Mbps, while
for frequency modulation (FSK), it is limited to 40 Mbps at reduced frequency shift and
below 10Mbps at full frequency shift of 200MHz. Hence frequency $afting is
confirmed to be efficient up to ~10Mbps for a frequency shift of-200MHz. The
reason that this is less than the limit for amplitude modulation is seen in the relatively
high phase noise of the device.

X  The delay detectioshows thathlie ASK signal can be demoduksd at the data rate
below 100Mbps and the demodulation rate of the FSK signal is limited to 10Mbps.

4.3.3 FSK measurementsfoVl osaicdevice

In this section, he FSK measurement$ the Mosaicdevices will be discussed. The
measurema setup, procedure, and analysis are the same with the one for Hitachi device as
discussed in the previous section. The dynamic characterization of the studied STNO has been
performed firstly to achieve steady state oscillations and to determine thexgvodtditions
for FSK studies.The results of the dynamic characterization of the studied SaNO
summarizedn the following suksection.

4.3.3.1 Characterization of theMosaic device (RFL741)

For Mosaic devices, RFL741 has been chosen to perfoenkF$K measurements. As
has been discussed in Chapter &tin 2.4.1.1, RFL741 has the best dynamic properties
compared to the other Mosaic devices. Furthermore the wseahposite free layer, CoFeB
(1.5nm)/Ta(0.2nm)/FeNi(2), in RFL741 allows the retttut of the threshold current so that

154



the transition to steady state oscillation can be achieved at low current compared to the other
Mosaic devices and Hitachi devices. This is of interest for -B&ed wireless
communication scheme since the FSK candyéopmed at low current. Low current operation
means that low power consumption.

RFL741 is a homogeneously dplane magnetized MTJ nanopillar with measured
diameter circular of 115nm and a nominal resistance area (RA) product of Ain% The
detail of he magnetic stack of the pillaran be seen in Chapter 2, Section 2.2 Table 2.1. The
dynamic characterization of RFL741 has been discussed previously in Chapter 2 Section
2.4.1.1. Here, the dynamics of RFL741 will be reviewed to determine the best working
conditions for FSK measurements.

Fig. 4.37The dynamic characterization of the Mosaic device, RFL741.T(® PSD of
frequencyversus fieldfor a fixed current of Jc=-0.7mA. 1f is the first mode with the corresponding
VHFRQG KDUPRQLF LV e becbn@ Gnodéf TheV whiteK plot corresponds to the
magnetoresistance curve at positive field. (b) The Lorentzian fitting of the PSD of frequency versus
field. Black curve is the field dependence of the frequency dependence and red curve is the field
dependece of the linewidth. The current dependence at a fixed magnetic field of 8600e: (c) frequency
versus current (d) linewidth versus current, and (e) output power versus current. The green dashed
vertical line is the threshold current.

The dynamic performames of RFL741 are shown in Fig. 4.37. This was achieved at the
positive magnetic field (AP state) and when the magnetic field is appheldne at angle of
7 degree with respect to the easy axis of the free layer. The corresponding magnetoresistance
curve at the positive magnetic field at angle bfdegree is shown in Fig. 4.37a (white curve)
with the corresponding TMR of 47%. The PSD of the frequency versus figigfdd a fixed
DC current hc=-0.7mA is given in Fig. 4.37a. This reveals that the dyica show weak
PXOWLPRGH H[FLWDWLRQV | DQG I 7KH PRGH | JRHV LQ
WKDQ LWV VHFRQG KDUPRQLF | DQG WKH PRGH 1Y $W K
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excitations are also weakly observed whose frequency decreasénapeasing the magnetic

ILHOG DQG LW LV FURVVLQJ ZLWK PRGH 11 DW § 2H 7KH 6
that the branching behavior is less observed at the frequency versus field (black curve) and the
linewidth versus field (red curve) shovim Fig. 4.37b.The linewidth lower than 50MHz is

obtained in a wide range of the fieldillues from 1000e to 9500e, with the narrowest
linewidth of 13MHz lies aH=8600e. This minimum linewidth is comparable with the one
obtained for the Hitachi device ithe previous discussion. In order to confirm that the
dynamic excitation is steady state, the analysis ottineent dependence atfixed magnetic

field Hoc=8600ewhere the linewidth minimurwas carried out, as shown in Eig¢.37c,d,e

From the currendependence, one can observe that the dyn&mamsition from the
damped mode to steady state mode at the threshold currept-06fSmA, (green vertical
dashed line). This threshold value is much lower than the threshold current of the Hitachi
device irvestigated previously. This is due to the use of FeNi in the free layer which is softer
and has lower saturation magnetization. The transition from the damped mode to steady state
mode atly,=-0.5mA is characterized by the decrease of frequency upon asicrg the
magnitude of the applied current, i.e-glane precession mode, withnegative frequengy
df/dl |-258MHz/mA (Fig. 4.37c) The linewidth decreases upon increasing the applied current
to Ibc=-1.25mA (Fig. 4.37d) following by the increase of thetput power (Fig. 4.37e)

Above bc=-1.25mA, the linewidth increases up to 100MHazd following by the power
fluctuaion DURXQG D SRZHU RI 8§ Q: 7KRFIEX\E St WuchRodetU RI WE
compared to the one of Hitachi device.

From the current dependence, it can be determined that the best working conditions of
the studied STNO for FSK modulation is above thesthoéd current ofy)=-0.5mA up to the
current pc of -1.25mA, with frequencgurrent tuning df/d|-200MHz/mA and linewidths
lower than 30MHz. The signal stability above the threshold current is shown wh ¥3g.

Fig. 4.38 From left to right: 100nsrad 6ns long segments of the measured time traces (total
length 40 s), histograms of the positive sighal envelopes and the time between extinctions fer: (a) |
=-0.7mA (steady state regime), (B = -1.2mA (steady state regime). A numerical filter of £2GHz
from the centered oscillation frequency was applied on the tiaces during analysis to improve the
signal stability.

Fig. 4.38a shows the signal stability at#4-0.7 mA and Fig. 4.38b shows the signal
stability at higher DC currenpd=-1.25mA. At higher currenipk=-1.25mA, the amplitude of
the output voltagesignal increases, the distribution of the histogram of the envelope of the
output signal is shifted away from OV. The number of the extinction for both current are

156



however the same. The both signal are sustained only over short period, i.e. 1ns t&\&0ns. T
signal stability of this device is worse than the one observed in the Hitachi device as shown in
the previous Section. As discussed in Chapter 2, Section 2.4.2.1, the extinction leads the
presence of the spike in the instantaneous frequency of the Sliéhigher the number of

the extinction, the higher the presence of the spike in the instantaneous frequency. For the
FSK modulation, the presence of the spike in the instantaneous frequency hinders the
observation of the frequency shift.

4.3.3.2 5K measurement results

For a demonstration of the FSK modulation of the studied device, the steady state
oscillation of thefree runningSTNO at pc =-1.15mA and Hc=8600e (applied at angi&®
with respect to the polarizing layemas chosenwhile appying acurrent/voltagepulse.The
application of the current/voltage pulse with amplitude of 57.6mV is expected tthehidC
current from pco=-1.15mA to bc1=-0.7mA. Under this condition, he output
poweramplitudeis expected to hsft from the inital power B=15nW to the low power
P1=4nW (Fig. 4.39a) While the frequency is expected to shift from the initial frequency
fo=8.26GHz to £=8.39GHz which corresponds to a frequency shift of 130Ng. 4.39b)
The linewidths are lower than 50 MHz withinig current rangesuch that the frequency shift
of 130 is expected to be achieved

Fig. 4.39(a) The STNO output powshift and (b) the frequencshift under the application of a
positive voltage pulse of 57mV (c) The temporal response of the adpBTNO output voltage
under a positive voltage pulse of 57mV, rise time and fall time are each 1.8 ns, and the pulse width is
1 s. (d) The enlargement of the output voltage signal in (c) in the interval of 100ns. (e) The
smoothened instantaneous frequerfby 20ns averaging window of Savitsky Golay algorithm)
extracted from the Hilbert transform of the output voltage signal.

The amplified STNO output voltage signal V(t) under a positive voltage pulse of
V=57mV at 1 s longis shown in Fig 4.39cThe amptude of the output voltage is obviously
switched from high to low amplitude level, i.e. reduction of the power, under the application
of a positive current pulse. Zooming the time traces of the output voltage signal in the interval
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of 100ns as shown inidg: 4.39d, one can observe that the signal stability is very poor,
indicated by the amplitude extinctions (amplitude reduces to the noise level ~0V) over short
periods. This amplitude extinction reduces the amplitude coherency and thus the phase
coherencyThis results on high frequency fluctuations (spikes) around the average frequency
value as shown in Fig. 4.39e. As a consequence, the observation of the frequency shift
difficult, i.e. two frequencies cannot be distinguished.

FSK response to a variatiorof the pulse width

In order to investigate the maximum achievable modulation rate of the studied STNO,
the STNO response under a variation of the pulse width was studiethiffdeoperation of
the free running STN@ the same as in the previous meament, which istlpc o=-1.15MmA
and H=8600e This induces the free running oscillation frequendy=8.26GHz

The FSK modulation was achieved bipjecting atrain of the voltage pulsewith
amplitude of £30mV tdhe steady statéree running of theSTNO. This leads taa current
modulation between twdiscrete value$yc 1=-0.7mA and bc >=-1.6mA asillustratedin Fig.
4.40Q This current modulation dbdizes the power (amplituddyetween two levels,;Rand B,
around thdree runningpower R (Fig. 4.40a). This power (amplitude) modulation results on
the frequency modulation between two discrete valueand %, around thefree running
frequency §(Fig. 4.4M).

Fig. 4.40(a) The STNO output power modulation and (b) the frequency modulation under the
application of a periodic voltage pulse (red curve) whose amplitude oscillates between positive and
negative voltage amplitude. The output power is modulated betimeediscrete value®; and B
around thdree runningpower B and the frequency is modcukd between two discrete valuesmd
f, around thdree runningrequency §.

The STNO response totain of thevoltage pulse for different pulse width T is shown
in Fig. 4.41 The pulse width, T, was variddom 500nsto 20ns which corresponds tthe
variation of the rat€1/T) from 2 Mbps to B Mbps.The rise and fall time of the pulse were
equally set tol.8nsand kept constantn the left side ofFig. 4.4] the time traces of the
amplified STNO output voltage signérey curve) are displayed. ke right side of the
figure, the time traces of themoothened instantaneous frequency (black curve) extracted

158



from the voltage time traces V() using the Hilbert transformatoa displayed. The
averaging window of the smoothing was adapted accordingye pulse width, T, (see in the
description of the Figd.41).

For long pulse widths T as shown in &ig.41a,b,c, the amplitude (grey curve) of the
voltage time traces can follow tteetrain of the current puls@he amplitude is modulated
between twadiscrete values, high and low amplitude levEhis resultsn a full frequency
shift, /18§ * 4 between twaliscretevaluesf; 8 *+] D£BG I* +.]JAbove the pulse
width of T=100ns, Fig. 4.41d,e, the amplitude of the voltage time tracasot fully follow
the current pulse. The high and low amplitude level nah be distinguished due tine
extinctions. The frequency modulation is no lengbserved in this case.

Fromthe results, this can be concluded that the amplitude and frequency modwslation i
limited to modulation rates of 10Mbps (T=100ns) and tkigimited by thenoise of the
STNO. This maximum modulation rate is the same as obtained for the Hitachi device. The
frequency shift in the Hitachi device is however larger ttia one obtainedn this the
Mosaic device. Alsothe signal stabilityof the Hitachi devicas better than thene of the
Mosaicdevice, leading to a clearer frequency shift.

Fig. 4.41The time domain analysis of the STNO output voltage signalcatl.15mA and
Hpc=8600e, under a periodic voltage pulse with a constant amplitude of V=£30mV and the rise (fall)
time of 1.8ns. The pulse width is ranging as follow: (a) 500ns (20ns averaging/50MHz) (b) 200ns
(10ns averaging/100MHz) (c) 100ns (10ns averaging/100MHz) (d) Bdwssaieraging/250MHz) (e)
20ns (2ns averaging/500MHz). The left figure shows the amplified STNO output voltage signal (grey
curve) and the right figure shows the instantaneous frequency of the voltage signal (black curve). The
pulse is shown in red for gilots.
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4.3.3.3 FSK demodulation: Delay detection calculations

In order to read back the digital voltage signal, the delay detection calculation is carried
out inasimilar way as for the Hitachi device, explained in the previous section. The previous
discussion shows that the FSK demodulation cannot be directly achieved from the delay
detection of the output voltage signal due to a strong amplitude moduiatithe output
voltage time tracesThe delay detection of the output voltage signal correspomds t
demodulation of the ASK modulatiomhe FSK demodulatioms achieved by applying the
delay detection on the instantaneous frequency of the STNO extracted from the Hilbert
transformation of the output voltage signal, he.amplitude modulation-rom te frequency
VKLIW FKDUDFWHULVWLFV WKH GHOD\ Wlis&isly oth- e FKRV HC
guadrature condition2pen-1/4 with ©=8.3GHz, n=21, and the minimum shift keying
FRQGLWLR Qhe2dutput of delay detection <V(t)*\/{(§¥ of the voltage signal for
different pulse width T (data rate 1/i)shown in Fig4.42

Fig. 4.42The smoothened amplitude envelope of 8IENO output voltage signal V(t) (left side)
and theoutput of delay detection (right side)f the outputvoltage signalN(t), for differert pulse
width: (a) 500ns (LPF=10MHz) (b) 250ns (LPF=25MHz) (c) 100ns (LPF=50MHz) (d) 50ns
(LPF=100MHz) and (e) 20ns (LPF=258iz).

In the left side of the figure, the positive envelope of the output voltage signal V(t) is
displayed in oder to be compared with the output of delay detection of the output voltage
signal V(t) given in the right side of the figure. To analyze the results, the envelope of the
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output voltage signal is smoothed to further reduce the noise with the averages vdrdss

than the pulse width T. The output of delay detection is filtered using LPF filter to remove the
high frequency componenthe amplitude demodulation demonstrates that the output of delay
detection is not clearly observed at any given data adeed at long pulse width T=500ns,

the two levels of the digitaloltagecan still bedistinguishedut these two levels separation is

too small due tohe high noisen the high level of the amplitude modulation shown in the left
figure of Fig. 4.42. Foshortpulse widtls, the high and low level of the digitabltagecannot

be separated. In contrast to this, the outpulhetielay detection of the frequency staftown

in Fig. 4.43right demonstrates a clear demodulation of the FSK signal. It isthatthe

output of the demodulation signal varies from some negative to positive values arises from the
frequency change; and %. At data ratesrom 2Mbps (T=500ns}o 20Mbps (T=50ns), the
frequency shift can clearly be decoded into digital voltage kigrasitive and negative
YROWDJH ZKLFK UHSUHVHQWY WKH VWDWH RI WKH GLJL\
20Mbps (T=50MHz), the demodulation cannot be observed. The two levels of the digital
output voltage cannot be distinguished.

Fig. 4.43 The smootheerdinstantaneous frequenoy the STNO output voltage signal V(t) (left
side) and the output dfequencydelay detection (right side) for different pulse widfh) 500ns
(LPF=1MHz) (b) 200ns (LPF=25MHz) (c¢) 100ns (LPF=50MHz) (d) 50ns (LR®MHZz) and (e)
20ns (LPF=250MHz).

From the demodulation results, it can be concluded that the demodulation of ASK signal
is difficult to achieve due to the high amplitudeise Whereas, the demodulation of FSK
signal up to 20Mbps is possible but it isisy. A clear demodulation is thus limited to
10Mbps, the same as the one observed for the Hitachi device.
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4.3.3.4Conclusion

From the experimental results and analysithef=SK modulation of the Msaicdevice

RFL741, it can be concluded as follew

X The best operation of the studidtbsaic devicdor FSK modulation waschieved ata
field value of H = 860 Oand the field angle of7 degreeThe steady oscillatiorsccurs
at low threshold current;#-0.5mA due to the use of a composite free layere Th
frequencycurrent tuning above the threshold current480 MHz/1.4mA, for theDC
currentvaries from-0.6mA to-2 mA. Within this current rangehe linewidtls below
100 MHz are achievedvith the output power varies froanW tal5nW. The signal
stability is worse compared to the one observed for the Hitachi device. The extinction
occurs at short period ot80ns, i.e. no long term steady state.

X  The variation of the pulse width T (pulse rate 1/T) shows that the maximum modulation
rate for ASK modulatiorof the Mosaic device islimited to 10Mbps which is lower
compared to the ASK modulation of the Hitachi deyiwlile for FSK modulation it is
limited to 10Mbps at full frequency shift 0cf50MHz i.e. from f; 8§ *+] DQG
f»8  *+]andto 20 Mbpsat reducedrequency shiftThe reason that this is less than
the limit for amplitude modulation is seen in the relatively high phase noise of the
device analysed.

X  The output of delay detection calculation for ASK modulation shows that the digital
voltage input came read back at the demodulation rate of 2Mhpstd the poor signal
stability. For the FSK demodulation, the digital output voltage can be read up to the
demodulation rate of 10Mbps, i.e. the samea date for the Hitachi device.

4.3.4Summary of the FSK measurements on standalone STNO

The experimental demonstratorof the FSK current modulation performed on
standalone STNOs for two different types of nanofabricated STNO deviedsitachi and
MOSAIC device, havebeen demonstrated. The measurenresults of both devices are
summarized in this section. The comparison of the dynamic perforsjareefree running
state, and the FSK measurementsathlevices are given in table 4.2

Consistent with the characterization results discussed in &h2pthe Hitachi devices
have a clear single mode behavior and no SAF excitation which is desirable for many
applications. This single mode steady state excitation is characterized by the high output
power of 100nW 40dBm) and the linewidth narrower tha@MHz. Furthermore long term
VLIQDO VWDELOLW\ RYHU V LV DFKLHYHG IRU WKLV GHYL
MOSAIC device RFL741 are weakly multimode excited with the main mode goes into steady
state. The maximum output power achievedtfaos device is less compared to the Hitachi
device, which is 15nW-48dBm). The signal stability is achieved only in a short period, 1 to
8ns. The minimum linewidth is however comparable with the Hitachi device, lower than
20MHz. Besides that, the threstl current 4, of the RFL741 device is smaller than the one of
Hitachi device, which is good for applications, leading to low power consumption. The signal
stability and the output power however need to be improved since this is crucial for the
realization of the FSK modulation.

In terms of the FSK results, the maximum data rate of ASK modulation and
demodulation of the Hitachi device is limited to the data rate below 100Mbps. While the data
rateof the FSK modulation and demodulation is limited to 10Mdupa full frequency shift of
/1 0 + ] This limit is given by the noise of the STNO. For RFL741, the ASK modulation
is limited to 10Mbps, while the data rate of the demodulation is limited to 2 Mbps. This limit
is given by the poor signal stability of RF41 characterized by the amplitude extinctions at
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short periods, 1R80 ns. The data rate of the FSK modulation and demodulation can be
achieved up to the data rate of 10Mbps, the same as for the Hitachi device, with smaller
frequency shift/ | 150MHz. The optimization and the development of the nanofabrication
processes are of importance for the improvement of the signal stability and the output power
of Mosaic devices to perform better FSK modulation.

Table 4.2. The comparison of the dynamic performantce. free running state, and the FSK
measurements of the Hitachi device and the MOSAIC device.

No. Parameters Hitachi MosaicRFL741

1 | Device stacks | IrMn (6.1nm)/ CoFe(1.8nm)/ | PtMn (20nm)/ CoFe(2nm)/
Ru (0.4nm/ CoFeB(2nm)/ Ru (0.85nn)/ CoFeB
MgO/ CoFe(0.5nn)/ CoFeB | (2.2nm)/MgO/ CoFeB

(3.4nn)/Ru/Ta/Ru (1.5nn)/Ta/FeNi
(2nm)/Ta/Ru
2 IDQRSLQC Circle Circle
size 90nm 115nm
Dynamiccharacterization
3 RA 1: A’ 1.5: R’
4 Rap 125 Ohm 1570hm
5 TMR 54% 49%
6 Multimode No (clear single mode) Very weak multimode
7 SAF excitation No Weak SAF excitation
8 I/ pc. max 1.5mA/ 2.1mA -0.5mA/-2mA
9 df/dl § 0+] P$ 8400/1.4mA
§ 0+] P$ §285MHz/mA
10 | Ipc/Hpc/angle 1.8mA/ 7500ef28degree 1.15mA/ 8600ef7degree
11 | R, Prax 9.18GHz/ 15MHz/ 125nW 8.26GHz/ 20MHz/ 15nW
12 extinction 1R HIWLQFWLRQ 1-80ns
FSK parameters
13 | Frequemy shift /1 0+] ZLWK /1 0+] ZLWK
f;=8.9GHzand,=9.1GHz f;=8.25GHzandf,=8.4GHz

ASK

15 . Below 100Mbps 10Mbps
modulation rate
FSK modulation 10Mbps# IXOO /I 10Mbps# IXOO /I
16 (possible up to 40Mbpast (possitbe up to DMbpsbut it
rate i .
reduced/) is t00 noisy
ASK
17 | demodulation Below 100Mbps 2Mbps
rate
FSK
18 | demodulation 10Mbps 10Mbps
rate
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4.4 FSK measurements within RF emitter

In order b investigatethe feasibility ofSTNGs within microwave systems (Ré&mitter),
the FSK measurement of STNOs was perfornmmda printed circuit boardPCB) level in
collaboration with the partner of the Mosaic FP7 project, the Technische Universitat Dresden
(TUD). In this work, TUD was responsible for the design and thé&zegeon of the RF
emitter. The author was responsible to select STNO devices of suitable RF performances and
realized the RF characterization together with Rui Ma from TU® parameteraddressed
in this measurement are the achievable frequency shiftrenmaximum modulation rate, up
to which the frequency can be shifted between two discrete valhese parameters were
characterized upon varying the pulse width of the current/voltage aséhe demodulation
part, the delay detection techniquepgosed by Toshiba [33], waarried out numerically.
Before summarizing the FSK measurement resthtsschematic of the FSK measurement
using PCB emittecardwill be discussed in the following

4.4.1 PCB emitter card

In this Sectionthe schematic ahe PCB emitter card and the experimental setup of the
FSK measurement using the PCB emitter card will be discussed. The first discussion focuses
on the schematic of the PCB emitter card to understand how the FSK can be performed within
the card. In theexond part, the experimental setup of the FSK measurement using the PCB
emitter card will be described.

4.4.1.1 Schematic of the PCB emitter

The PCB emitter was designed and realized by TUOBRe schematic design ofish
emitter basedn FSK modulationis shown in Fig. 4.44Fig. 4.44a shows theschematic of the
STNO emitter in the fabricated PCB aFfig. 4.44 shows the simplified block diagram of the
STNO emitter.

Fig. 4.44-(a) STNO emitter implemented on a PCB level. SMA connector IN, QUT(3), and
jumper 12C correspond to the pin with the same name in Fig (a), which are the main interface of this
PCB. (b) The simplified block diagram of the STNO emitter based FSK modulation.

Key interfaces of the emitter are (1), (3), OUT, IN and Ig.is the connection to the
external RFcharacterization setup in SPINTE@) is the connection to the STNO and thus to
the PCB card. IN is the connection to the data input, and OUT is the output of the FSK
modulation. 12C is the interface to tmeicrocatroller (UC) board.The STNO emitter is
composed mainly of two parts, the digital modulation part which generates the two discrete
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current values, and the RF part which amplifies the AC signal coming from the STNO. A
BiasTee (composed by L1=25nH and ADHpF) is positioned between the digital and the

RF part to separate the DC and AC parts, so that only the AC parts are passed to the output of
the emitter (OUT). The digital part is controlled by a microcontroll€})(board with an 12C
interface and a setfeveloped Phyton program to send the current to@bkoard.

The detailof the digital part is shown in Figt.45 It consists of aifferential CMOS
transistorpair N1 and N2, and two curreaburces Ac and be. Output curents of the two
current sourceare controllable by theC board via its 12C interface. Thdifferential pair is
controlled bythe input binary datga squared voltage pulsedminginto the SMA connector
IN. During working, only one othe dfferential pair is on, ad two currents flowing through
the STNO are obtained: (13rho = Ioc when N1 is orand N2 off, (2) érno = lbc £lac When
N1 is off and N2on. Thus the current flowg through the STNO is shiftebetween two
values bc and bc £lac. Both of bc and k¢ aretunable through theC boardin the range
between 0 to 10 mAaccording to the STNO ahacteristicgresistance, emitted frequenagd
etc.).$Q RSHUDWLRQDO DPSOLILHU 23% ZLWK DQ LQSXW UHV
Istno flows to exactly monitor the modulatiarurrent or digital pulse felt by the STNO.

The RF part consists ohd&F DC switch (SW1) with amsertion loss 0f1.3dB over 0
to 8GHz, a low noise amplifigLNA) with 15dB gain over 1GHz to 10GHz amadvariable
gain amplifer (VGA) with 10dB gain abandwidth of 20GHz.

Fig. 4.45Detail of the digital (modulation) part together with the biae and STNO.

44.1.2 Experimental setup

The experimental setup of the FSK measurement witmittex card is shown in Fig.
4.46. The same as in the pieus FSK measurements, a previous characterization of the
STNO is necessary in order to find the optimum conditions to achieve steadysstbétians
to ensure thé&SK modulation. For the STNO characterization, point (3) and (1) of both the
switch SW1lon the modulation board and the switch SW2 were connected. This corresponds
to an RF measurement using a standard RF sktuphis way a DC currentgenerated by
Keithley 2401 source meter is injectgdo the STNO via the inductevpart of an external
biasT, and the RF signal is extracted via the capacitive part. This signal is then amplified
using an external power amplifier Miteq AMID with a 43 dB gain over 100 MHz to 12
GHz, connected to a-B0 GHz bandpass filter. A power divider is used to spkt signal
which is monitored by sampling oscilloscope Textronix DPO72004 with a single shot
capability of 50 Gs/s and a spectrum analyxgilent PNAE8363B witha bandwidth of 1
MHz to 40 GHz.In order to find the operational conditions of current &iett that yield
steady state oslations of the magnetizatiorihe current and fieléire svept and the output
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signal fromthe spectrum analyzer is analyzed in vielits linewidth frequency tunability
df/dl, and power.A low linewidth large dfll and larg@ outputpowersare desired for a
successfuFSK modulation.

In order to test th&SK modulation, port$3) and (2) arenow connected of both SW1
and SW2. Values dhe DCcurrent pc and the AC currentxt are set via theC boardusing
a computer with the selfritten Python programl’he modulation of the signal &hieved in
the same way asxplained in the digital part (refers to Fig. 4.45). The output voltage signal
was internally amplified by LNA and VGA in the RF parnth the total amplification of 15dB
at the bandwidth of 4GHz. Since the frequency of the STNO varies fra@Gbhiz, an
external amplifier of 43dB in the frequency range of 100MHz to 12GHz is used to enhance
the low gain at high frequencyrhe amplified gnal is filtered using 8-10 GHz bandpass
filter (BPF). The data measurement is displayed and registered by the spectalyner and
oscilloscope.

The characterization of the emitter card performed by Bdfimatedhat the maximum
data rate of themitteris limited to 20 Mbps due to the naptimize RF componentsience
the maximum data rate of the FSK meausrement will be limited by the emitter card and nit to
the dynamic parameters of the STNO.

Fig. 4.46Experimental setup for STNO based FSK miation. For STNO characterization,
point (3) of SW1 and SW2 was connected to point (1) of the corresponding switch. For FSK
modulation, point (3) of SW1 and SW2 was connected to point (2).

4.4.2Characterization of the free running Hitachi device

Before summarizing the FSK measurement results, the RF characterization of the free
running STNO Hitachi device will be discusseds already mentioned, his RF
characterization aims to determinketbest working conditions of the STNfor FSK
modulation. A lage frequency current tenability, df/dl, low linewidth, and large output power
of the STNO are important parameters to perform a successful FSK modulation.

The Hitachi devicemeasured for this measurement laas ellipse shape of 65nm x
130nm.The corresRQGLQJ 705 LV 8§ ZLWK WKH DQWLaHJwenOOHO U
in Fig. 4.47a. The dynamic characterization was performed at positive field and at a magnetic
angle of 15degree with respect to the easy axis direction. The corresponding PSD of the
frequency versus field at a fixed DC current of 1mA is giveRig 4.47. The PSDshows a

166



clean single mode excitation of the free layer with the second harmonic appears at 2f. The
SAF pinned layer is rigid enough so thiare is nGGAF excitation

Fig. 4.47-(a) The magnetoresistance curve obtained at low applied DC cwgeftd5 mA and
at applied field angle of 15degree off the polarizing layer. (b) HBP of the frequency versus field
for a fixed DC currentp=1mA.

Fig. 4.48(a) The frequencylinewidth, and the output power of the first harmonic excitation as a
function of applied magnetic field for a fixed applied DC curreiag=1lmA. (b) The frequency,
linewidth, and the output power of the first harmonic excitation as a function of ap@iedifident for
a fixed applied magnetic fielddg=7800e

The analysis of the frequency, linewidth and the output power of the first harmonic
excitation 1f as a function of applied field for a fixed DC current of 1 mA are shown in Fig.
4.48a. The frequencincreases upon increasing the field and it is bent at a field around
7000e9000e. In this field range, the linewidths are narrower than 100MHz and the output
powers are larger than 150nW. Fixing the field at which the linewidth minimum, i.e. 7800e
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(blue dashed line), the current dependence is obtained. The analysis of the frequency,
linewidth, and the output power as a function of applied current for a fixed magnetic field
7800e is shown in Fig. 4.48b. The threshold current is 0.6mA above which the steady
oscillation is obtained. The steady state oscillation is characterizethéoyelatively large
frequencycurrent tuning, df/dI=530 MHz/0.5 mA, minimunlinewidths of around 13MHz,

and the output powers of up160 nW, which are of interest for FSK modutat.

In order to investigate the signal stability of the STNO, the time domain characterization
was performedor different applied currenfThe results arehown in Fig.4.49 From left to
the right side of the figurarethe 100ns time traces, the 4m®é& traces, the histogram of
positive envelope of the output voltage signal, and the histogram of the extinction. The signal
stability increases as the applied current increases. This is shown by the evolution of the
amplitude, the distribution of the higfram of the envelope, and thess number of
extinctiors GXULQJ V ORQJ $W W ikkD.6K (FigM KRB)Olae dmidldude H
signal is very low which is comparable to the background noise level (0.025)é).
histograms ofts positive signal envelopese distributed almost aroun® @nd many events
of extinction occur at short periarf 1ns30ns i.e. theoscillations are sustained only at very
short periodincreasing the currentpd=0.7mA (Fig. 5.48) and bc=1.1mA (Fig. 4.48), the
amplitude signal increases. This is shown by the distributiothedfenvelope of the signal
which is shifted away from OV. Thaumber ofextinctions at gc=0.7mA is very less
compared to the one at low current. While gg=PmA, a sustaineascillation over long

V W L P Hs dboaih&élHwhiclis good for FSK demonstration.

Fig. 4.49From left to right: 100ns and 4ns long segments of the measured time traces (total
length 40s), histograms of the positive signal envelopes and the time betx#entions for: (a)
Ioc=0.6mA (threshold current), (bpd=0.7mA (intermittent regime) and (cjcE1.1mA (steady state
regime). A numerical filter of +2GHz from the centered oscillation frequency was applied on the time
traces during analysis to improveetsignal stability.

The frequency and time domain characterization discussed above were performed using
standard RF setup as discussed in Chapter 2 Section 2.1. The time domain characterization

shows that a sustainemkcillation RYHU ORQJ V WLPH VFDOHV LV REW

current above the threshold current. For comparison, the same characterization was also
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performed using RF emitter setup discussed previously in Section 4.4.1.2. The results are
shown in Fig. 4.50.

4.4 3 FSK measurement results

This section discusses the results of the FSK measurement of the integrated STNO
within RF emitter. Before summarizing the results of thESK measurementthe
characterization of the RF emitter cavdl be discussed. Thisharacterizatiofs an important
stepto investigate the RF emitter performaneesl to understand the measurement results.

4.43.1 Characterization of the RF emitter

In order to investigate the performance of the RF emitter ta@djme traces of thfree
running STNOwas measured using RF emitter seflipe schematic of the RF emitter setup
can be seen in Fig. 4.46. For the free running measurement (no modutagoRF emitter
point (3) and (2) of both the switch SW1 and SW2 were connected. Theurentof
Ibc=1.1mA (above the threshold currerdhd the AC current of OmA was injected into the
6712 WKURXJK WKH & ERDUG DQG WKHQ YLD WKH , & 7KH |
at angle of 15 degree was also applied to the STNO. This induces a steady state oscillation of
the free running STNO afscillation frequency ofs£9.1GHz since the no AC current flowing
to the digital part. The time traces of the free running steady state STNO under these
SDUDPHWHUYV ZDV UHJLVWHUHG LThiswiieHrare/is théhQ@dnipdrédSH IR L
to thetime traces of the free running STNO measured using standard RF setup (see Chapter 2
Section 2.1.1) that has been discussed in the previous Séldi®@nomparison is shown in
Fig. 4.50

Fig. 4.50Comparison of the time traces aseirement of the freeimning STNOat lrc=1.1mA
and H=7800¢ using (a)standard RF setup and (BF emitter card. A numerical filter of £2GHz
from the main oscillation frequency was applied on both time traces.

Fig 4.50a shows the time traces measured via the standard RKIsetlbeen shown in
Fig. 4.49c, Section 4.4.2). Fig. 4.50b shows the time traces measured using the RF emitter
card. A numerical filter of +2GHz from the main oscillation frequency was applied on both
time traces to improve the signal stability. A quitdfedent output voltage signal was
observed. The voltage time traces measured using the standard RF setup has very good signal
stability, only the high amplitude signal peak exists, meanhm the oscillations are
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VXVWDLQHG RYHU ORQJ V WLPH VFDOHV ZLWKRXW H[W
fluctuation frequency around the average valp®.flGHz. In contrast to this, the time traces
measured using the RF emitter card has pagnal stability as shown in Fig. 4.50b. This is
shown by the lower amplitude of the output voltage signal which is close to the noise level
and the large numbers of extinctions, i.e. oscillations are sustamhgdt very short periodf

20-80ns. Thisextinction is responsible for the presence of the spikes in the instantaneous
frequency fluctuation for example at 25ns, 31ns, 49ns, 64ns, 80ns, and 94ns. This comparison
shows that the performance of the RF emitter needs to be improved. The poor tese trac
from RF emitter is due to the noise figure of electronics components, i.e. amplifier, in the
emitter card. This noise figure is much higher than the one of standard RF setup. This noisy
and low output signal would be a problem for the detection inettesvrer.

4.4.3.2FSK measurement results

For the FSK measuremetite DC current and\C currentwere simultaneously injected
into the digital partsee Fig. 4.46The DC currentpc value was set to 1.2mA and the AC
currentlac wasset to 0.3 mA. This goesponds to a current modulation betwégiF1.2mA
andlpc #2c=0.9mA. This current modulation is expected to induce the frequency modulation
into two frequency values 8 *+] DQ% [10+] DV FDQ Elt fdduehQy teidus
currentplot in Fig. 4.48 The pulse widthwas variedbetween T=500ns to T=50ns which
corresponds to a variation of the data rates, 1/T, between 2Mbps to 20Migpsesults are
shown in Fig4.51

Fig. 4.51:-The FSK measurement results for different bit length T (a) T=500n$=@g0ns, and
(c) T=50ns. The left figure shows the output voltage signal of the le&#&surement. The smoothed
instantaneous frequency is shown in the middle of the figure. The averaging window of Savitzky
Golay frequency smoothing algorithm is 20 ns, 2@msl 6ns for the bit length of 500ns, 250ns, and
50ns, respectively. The right side of the figure shows the PSD of the output voltage signal.

In the left side of Fig. 4.51, the output voltage signal for different pulse width T is
shown. A modulation of gnamplitude is cledy seen for long pulse widths, 500ns to 250ns
However at a short pulse width of T=50ns (Fig. 4.51c), the amplitude modulation is not
clearly observed due to the noise. In order to analyze the frequency shift, the instantaneous
frequeny is obtained from thefirst derivative of the phase extracted from thdilbert
transformationof the output voltage signal. To reduce notbe SavitzkyGolay frequency
smoothing algorithm is usealith an averaigpg windowless than th@ulse widthT ns Gee in
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the description of Fig. 4.51The smoothed instantaneous frequency for different pulse width

T is shown in the middle of Fig. 4.51. The frequency shift betw&zY(Istno=Ipc=1.2mMA)

and 9.38Hz (Istno=lpc-1ac=0.9mA) is observed up to pulse width B0ns (data rate of
20Mbps). This frequency shift is also clearly observed in the power spectral density of the
output voltage signal as shown in the right side of Fig. 4.51. A main frequency peak at around
9GHz has higher amplitude (power) than the sdcpeak at around 9.33GHz, which is in
accordance with the dependence of the power versus current as shown in Fig. 4.48. The
existence of two peaks in the PSD of the output voltage signal gives a proof that the FSK
modulation for this device is successfullgmonstrated.

4.4.33 FSK demodulation: Delay detection calculation

Since the demodulation of the FSK signal using delay detection technique within the
receiver card has not been successfully demonstrated yet, the demodulation here is carried out
numercally. The delay detection calculation is carried out separately for ASK modulation and
FSK modulation. The delay detection for ASK modulation and FSK modulation at different
pulse width T (data rate 1/T) are shown in Fig2 and Fig.4.53 respectively The delay
WLPH 2 LV FKRVHQ 3SAtiBy Both the duadratWrR conditiookEn-1/4 with
f0=9.15GHz, n15 DQG WKH PLQLPXP VKLIW NKHWRUISFROQIEFL WLRQ
figures show the smoothed envelope of the output voltage signahandit figures show
the demodulation of ASK signal, i.e. the autocorrelation of the output voltage signal and its
delayed versionsV(t)*V(t - J¥. The low pass filter is applied in the output of delay detection,
V(t)*V(t - Wer, to remove the high frequepcomponents. The output of delay detection has
so much in common with the envelope of output voltage signal, i.e. the amplitude fluctuation
at high level of the demodulation output is higher than the one at low level. The digital output
voltage of demodation varies from positive to negative voltage, +0.1mV, which coincides
with the digital input voltage pulse. Thus, the ASK signal can nicely be decoded into a train
voltage pulse up to data rate of 20Mbps. Similar results are obtained for the demoadlatio
FSK signal shown in Figt.53 The output of delay detection (right figures) coincides with the
FSK signal (left figures). Thus, the FSK signal is able to be decoded into a train pulse with
+0.5 amplitude varian up to data rate of 20Mbps.

171



Fig. 452-(a) The smoothed envelope of the output voltage signal and the delay detection of the
output voltage signal<V(t)*V(t- W, for different bit length T: (a) T=500ns (LPF=10MHz), (b)
T=250ns (LPF=20MHz), and (c) T=50ns (LPF=100MHz).

Fig. 4.53(a) The smoothed instantaneous frequency of the output voltage signal, i.e. F&K sign
(has been shown in Fig. 4/piiddle) and tk delay detection of FSK signadFRV &I W (tFRV &I
>, for different bit length T: (a) T=500ns (LPF=10MHz), (b) T=250ns (LPF=20Mnd (c)
T=50ns (LPF=100MHz).
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4.4.3.4Summary: FSK measurement within RF emitter

Thefeasibility of the STNO witm RF emitter has been successfully demonstrated with
the maximum modulation rate of 20Mbps at a full frequency shift of 330Mkig. maximum
data rate is limited by the naptimized RF components in the RF emitter and not to the
intrinsic of the STNO. Fothe demodulation, the delay detection technique was calculated
numerically and showed that the ASK and FSK signal can be decoded into a train voltage
pulse up to demodulation rate of 20Mbpsrther improvement of the PCB emitter is needed
to increase thenaximum input data ratand toreducethe noisefigure of the amplification
path inthe PCB emitterBesides the improvement of the PCB emitter, further improvements
in materials and nanofabrication of STNOs are needezhable more output powand to
improve the spectral characteristics of the oscillations to push the data rates to higher values
with large frequency shift.
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4.5 General Summary

The feasibility of the FSK scheme by current modulatias been studd for in-plane
magnetizedMTJ STNOs in view of wireless communications used in WSMe parameters
addressedh this study are the achievable frequency shift and the maximum modulation rate,
up to which the frequency can be shifted between two discedtesyTo characterize the
maximum data rate, macrospin simulation and experimental studies have been performed. The
simulations reveal that the maximum data rate for FSK by current is limited by the relaxation
frequency f of the STNO, which is on the aedof a few hundred MHz for standardptane
magnetized STNOs. This means that the data rate of up to a few hundred Mbps should be
achievable, which is targeted here for moderate data rate wireless communication as used in
WSNSs.

Experimental studies ahe FSKby digital current modulatiomn STNOshave been
performed for standalone STNO devices and for integrated STNOs within microwave
systems. The FSK measurements on standalone STNO devices have been performed for two
different types of nanofabricat&TNOs, which are Hitachi and Mosaic devicBEse variation
of the pulse width T (pulse rate 1/T) shows that the maximum modulation rate for ASK modulation of
the Hitachi device is close to 100Mbps, while for FSK modulation it is limited td/Mps at redued
frequency shift and to 10Mbps atull frequency shift of 200MHzHence frequency shift keying is
confirmed to be efficient up to ~10Mbps for a frequency shift of 2WBMHz. The reason that this is
less than the limit for amplitude modulation is seerhie relatively high phase noise of the device
analysedSimilar results have also been achieved using Mosaic devices with smaller frequency
shift around 150MHz at the data rate of 10Mbps. This shows an important achievement for
Mosaic devices besides ignhancement of the device stability under DC current (enhanced
degradation voltage).

The FSK measurements of STNOs on a printed circuit board (PCB) emitter have been
performed using Hitachi devices in collaboration with the Mosaic partner, Rui Ma fetion T
University. The results reveal that the FSK with a frequency shift around 300MHz (between
§ *+] DQG 8§ *+] ZDV REVHUYHG ZLWK D GDWD UDWH RI
by characteristics of the PCB emitter and is not intrinsic to the STN@cd;ldurther
improvements of the PCB emitter are needed to achieve maximum data rates given by the
dynamic parameters of the STNO.

To evaluate the feasibility othe FSK-based wireless communication schemes
performed in this thesis, is important to copare the results with the state of the art of the
STNO-based wireless communicatioThis is summarized in table34 The resultsachieved
in this thesis are shown in green. It is shown that the maximum data rate achieved in this
study is comparable wittihe study in Ref25 [Manfrini et. al] which investigated the FS&y
digital current modulation inortexbasedSTNGOs. Complete studies of MTdased STNO for
wireless communication have been carried out in R&2R in the context of OOK concepts
and usng the envelope detector as for the demodulation. The STNO perforntdmcdbese
references are worse compared to the STNOs measured in this thesis. The frequency current
tuning df/dl is too small compared to the linewidth so that the OOK concept i mor
convenient for these STNO devices. The best maximum data rate detected at the
demodulation iglIMbps at a distance df00cm and the signal to noise SNRGuB. The FSK
modulation of STNO devices studied in this thesis is able to achieve higher datéhratew
frequency shift of 330MHz at maximum data rate of 20Mbps. However the demodulations of
FSK signal was carried out numerically, i.e. no experimental demonstration of delay detection
of FSK signals. A complete experimental demonstration of FSK mialulaand
demodulation (delay detection technique) thus needs to carry out in order to compare with the
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resultsgiven in Ref. 26-28]. The determination and characterization of SNR are also of

importance for wireless applications.

Table 4.3. Comparison of maximum data rateof STNO modulabn for wireless

communication applicationsHere f is the oscillation frequencyQ ki, is the minimum
I[UHTXHQF\ VKLIW

linewidth, Ry is the maximum output power, |

modulation), df/dl is the frequenaurrent tenabilityD is the distance between transmitter

and the receiver.

LV

WKH
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TMR | fo | Ohin | P | /1 df/di SNR

STNO | Concept| o0y | (GHZ) | (MHZ) | (oW) | (MHZ) | (MHz/mA) (,Jlf)‘ss) D(em) | (4B)
Ref25- .
"2 | Fsk | 27% | 04 8 | 09 | 72 250/33 20 - -
Rﬁfﬁ' 00K | 79% | 25 | 200 | 2.7 50/1.5 0.2 100 | 125

00K :
R,fjl%g (STNO | Ra= | S5 | 130 | 79 | 700 | 220115 | 04 1 -

array) )
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Chapter V
Conclusion and perspective

5.1 Conclusion

The frequency shift keying (FSK) by current in standarglane magnetize@TNOs
for wireless communication used in WSNs has been studied in this thesis. For this study, the
RF properies of STNOs have been characterized to identify appropriate devices for FSK
measurements and féurther improvements in materials and nanofabrication pro¢sssd
spectral characteristics, large frequency tuning, and large output pdw&FNOs are of
interest for the realization of the FSlased wireless communication used in wireless sensor
networks (WSNSs).

The FSK-based wireless communication scheme needs to adthiesschievable
frequency shift and the maximum data raip (0 which a signal can beodulated or the
frequency be shifted between two discrete lgvel® characterize the maximum data rate,
simulation and experimental studies have been performed. The simulation has been done in
two studies, the first using a sinusoidal RF current maidulgChapter 3) and the second
using square current pulses (digital current) or pulse trains of varying rise time and pulse
length T (Chapter 4). Both simulations reveal that the maximum data rate under current
modulation is limited by the relaxation fregncy f of the STNO, which is on the order of a
few hundred MHz for standard-plane magnetized STNOs investigated in this thesis. This
means that the data rate is limited to a few hundred Mbps. This limit remains suitable for the
data rates targeted ithis thesis, up to 100Mbps, for low to moderate data rate wireless
communication as used in WSNs.

For wireless communication applications that need higher data rate of up to Ghps, field
modulation provides a solutiot has been investigated via macrasgimulation that the
maximum data rate of the field modulation is not limited by the relaxation frequgotye
STNO. This results in an enhanced data rate up to Gbhpsoccurs when the modulating RF
field is oriented along the easy axis of theeffayer (longitudinal RF field) and even for the
tlted RFILHOG DQJOH XS WR “ f ZLWK UHVSHFW WR WKH HDV
the data rate in longitudinal RF field modulation can be understood by the fact that the
frequency modulation occurs via a direct coupling of the modulating field tare¢faency
and not via the nehinear amplituddrequency coupling as for current modulation.

To investigate the feasibility of the FSBy digital current modulationn STNOs,
experimental studiebave been performefr standalone STNO devices and for graed
STNOs within microwave systems (RF emitter). Here,stp@are shaped pulses are used to
modulate the frequency of the free running STNOSs, leading to the frequency shift between
two discrete valuesThe maximum data rate at a full frequency shift wdmracterized by
varying the current pulse width. The FSK measurements on standalone STNO devices have
been performed for two different types of nanofabricated STNOs, which are Hitachi and
Mosaic devicesThe FSK using Hitachi devices was successfullyeoled with a frequency
VKLIW DURXQG 0+] WKH IUHTXHQF\ VKLIW EHWZHHQ 8§ *
of 10Mbps. This data rate is less than the upper limit, which is given byeléveation
frequency f of the STNO as predicted in the numerisahulation, because of the relatively
high phase noise of the device analyzed. Similar results have also been achieved using Mosaic
devices with smaller frequency shift around 150MHz at the data rate of 10Mbps. This shows
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an important achievement for Mosalevices besides its enhancement of the device stability
under DC current (enhanced degradation voltage). However, the static and dynamic yield as
well as the output power of Mosaic devices needs further improvements.

The FSK measurements of STNOs aprinted circuit board (PCB) emitter have been
performed using Hitachi devices in collaboration with the Mosaic partner, Rui Ma from TUD
University. The partner has realized and developed the PCB emitter card and the author has
characterized the RF prapies of STNOs to provide appropriate STNO devices for FSK
measurements. The results reveal that the FSK with a frequency shift around 300MHz

EHWZHHQ §8 *+] DQG 8§ *+] ZDV REVHUYHG ZLWK D GDWD
limited by characterists of the PCB emitter and is not intrinsic to the STNO. Hence, further
improvements of the PCB emitter are needed to achieve maximum data rates given by the
dynamic parameters of the STNO.

Additionally to the FSK study, the demodulation of the FSK sig@dlieved in both
measurements, standalone and integrated STNOs, were carried out numerically using the
delay detection technique proposed by Toshiba which is more suited for STNO devices
characterized by a relatively large phase noise (Fig. 4.2 Chaptectdon 4.1). The
calculation showed that the FSK signal can be read or decoded at the same data rate as the
modulation rates.

The experimental studies of FSK by current in STNOs demonstrate that STNOs are
adequate for wireless communication used in WSRNiswever, further improvements in
materials and nanofabrication of STNOs are needed to improve the spectral characteristics of
the oscillations to push the data rates to higher values with large frequency shift.

5.2 Perspective

The FSK study demonsteal in this thesis was only performed within an emitter, while
the demodulation was carried out numerically. It will be of great interest to demonstrate a
complete wireless communication scheme usfigNOs based on the FSK concepphis
permits the evaluain of the feasibility of the FSK such as the data rate and the SNR as a
function of the distance between emitter and receiver. To achieve this functionality,
improvements of the PCB emitter are required in order to increase its maximum input data
rate Besides that, it is also important to reduce the noise figure oantdification path in
the PCB emitter. The noise of the emitter adds to the STNO noise and reduces th@ISNR. F
the STNO, the first improvement required would be an increase of its oudymeatr po-30
G%P L H FXUUHQW -677d%PSRZWH U LWDF K L-5@iBnY foF Mdsaib Q G §
devices. This will decrease the complexity of the amplification path in the PCB emitter and
thus reduce the power consumption and the noise of the emitter Heelthe receiver,
improvements of its sensitivity and its input data rate are required. In this thesis, the receiver
has not been succesfully tested due to the lower power and high noise emitted from the STNO
emitter and low sensitivity of the receivéself (a sensitivity to signal levels e€0dBm) This
low receiver sensitivity is mainly due to noptimized components such as the RF miker.
is expected that with the improvement of the STNO, the PCB emitter and the receiver itself,
the sensitivity an be improved te30 dBm at a high data rate of 20 Mbitfsgure 5.1 shows
the design plan for the short term perspective for complete wireless communication scheme
using STNO based on FSK concept.
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Fig. 5.XDesign and its specification of the STN@skd transceiver in the short term (Designed by
Rui, Ma, TUD University)

A wireless communication over a short wireless distance such as 10 cm with data rate of
20Mbps is targeted which is a good value for applications in WSNs. The free space path loss
(FSPL) is proportional to the square of distance between the emitter and receiver and also
proportional to the square of the STNO frequency. It is characterized to be 26dB to 31dB for
the frequency band from 5 GHz to 9 GHhe parameters that need to bareltterized are
the influence of the oscillator amplitude and phase noise on the achievable frequency shift and
data rate, the achievable emission power and the signal to noise ratio (SNR) of the receiver
that will determine the distance of communicatilbiis also important to characterize the total
power consumed by the emitiegceiver using STNOs and to compare with the power
consumed in the existing wireless communication scheme. Low power wireless
communication schemes are of great importance for V@@Mications as mentioned in the
introduction.The long term perspective would be to demonstrate a wireless communication
up to 10m distance (and potentially above) between the emitter and receiver. For this, the
PCB boards need to be replaced by an nateg circuit (IC). With the IC design, the design
process in terms of circuit gain, stability, noise, power consumption and etc. can be much
better controlled. With all the improvement, it can be expected the S¥ad€d wireless
communication can functian the 10m range.

As shown in numerical simulations, the FSK in STNO can be achieved not only through
the modulation of the current but also through the modulation of the field. It has been
predicted in the simulation that higher modulation data raeseathe upper limit (the
amplitude relaxation frequency of the STNO) is achievable. This is thus of great importance
to demonstrate experimental studies of the field modulation in STNOs to confirm the
simulation results and also as for the demonstratiéis&-based dynamic read heads.
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Annexes

Nomenclature of the Mosaic device

7KH ORVDLFYV ZDIHU )LJ D FRQVLVWYV RI FKLSV )LJ E
)LJ 7KH FKL Sfievis QiveRr biyGhe @D (e. across) and the column (i.e. down).

For example presented below, chip 2,4 means that the chilj ew2and 4 column. The

STNO devices on each chip are labelled as Al, A2, A3, A4, A5, A6, B1, B2, B3, B4, B5, B6.

While, rowC and D are for MRAM devices.

C

D

hip 2,4
Fig. 1-(a) RF we\ilfvea}fgcr)nsists of several chips which arec%noﬁ)cafed by the number of row and column,
for example chip 2,4 (row 2 and column 4). (b) The zooming part of the chip 2,4. Row A & B are the
RF mak for STNO devices while row C & D are the RF mask designed for MRAM devices.

In Fig. 2, if we look more closely at the RF mask design (row A and B), one can see that it has
both transmission (J2 and J4) and reflection devices (J1 and J3). It is mypomnate that the
reflection devices, J1 and J3, correspond to the STNO devices measured and analyzed in this

thesis due to its simple probing.

Fig. 2Transmission ((J2 and J4) and reflection (J1 and J3) STNO devices
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