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Abstract

Alpine valleys are rarely closed systems, implying that the atmospheric boundary layer

of a particular valley section is inßuenced by the surrounding terrain and large-scale

ßows. A detailed characterisation and quantiÞcation of these e! ects is required in

order to design appropriate parameterisation schemes for complex terrains. The focus

of this work is to improve the understanding of the e! ects of surrounding terrain

(plains, valleys or tributaries) on the heat and mass budgets of the stable boundary

layer of a valley section, under dry and weak large-scale wind conditions. Numerical

simulations using idealised and real frameworks are performed to meet this goal.

Several idealised terrains (conÞgurations) were considered: an inÞnitely long valley

(i.e. two-dimensional), and upstream valleys opening either on a plain (valley-plain),

on a wider valley (draining) or on a narrower valley (pooling). In three-dimensional

valleys, two main regimes can be identiÞed for all conÞgurations: a transient regime,

before the down-valley ßow develops, followed by a quasi-steady regime, when the

down-valley ßow is fully developed. The presence of a downstream valley reduces the

along-valley temperature di! erence, therefore leading toweaker down-valley ßows. As

a result, the duration of the transient regime increases compared to the respective

valley-plain conÞguration. Its duration is longest for thepooling conÞguration. For

strong pooling the along-valley temperature di! erence canreverse, forcing up-valley

ßows from the narrower towards the wider valley. In this regime, the average cooling

rate at the valley-scale is found to be a maximum and its magnitude is dependent

on the conÞguration considered. Therefore pooling and draining induce colder and

deeper boundary layers than the respective valley-plain conÞgurations. In the quasi-

steady regime the cooling rate is smaller than during the transient regime, and almost

independent of the conÞguration considered. Indeed, as thepooling character is more

pronounced, the warming contribution from advection to the heat budget decreases

because of weaker down-valley ßows, and so does the cooling contribution from the

surface sensible heat ßux. The mass budget of the valley boundary layer was found to

be controlled by a balance between the convergence of downslope ßows at the top of

the boundary layer and the divergence of the down-valley ßowalong the valley axis,

with negligible contributions of subsidence far from the valley sidewalls. The mass

budget highlighted the importance of the return current above the down-valley ßow,

which may contribute signiÞcantly to the inßow of air at the top of the boundary layer.
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A case-study of a persistent cold-air pool event which occurred in February 2015 in

the Arve River Valley during the intensive observation period 1 (IOP1) of the PASSY-

2015 Þeld campaign, allowed us to quantify the e! ects of neighbouring valleys on the

heat and mass budgets of a real valley atmosphere. The cold-air pool persisted as

a result of warm air advection at the valley top, associated with the passage of an

upper-level ridge over Europe. The contributions from eachtributary valley to the

mass and heat budgets of the valley atmosphere were found to vary from day to day

within the persistent stage of the cold-air pool, dependingon the large-scale ßow.

Tributary ßows had signiÞcant impact on the height of the inversion layer and the

strength of the cold-air pool, transporting a signiÞcant amount of mass within the

valley atmosphere throughout the night. The strong stratiÞcation of the near-surface

atmosphere prevented the tributary ßows from penetrating down to the valley ßoor.

The evolution of the large-scale ßow during the episode had aprofound impact on

the near-surface circulation of the valley. The channelling of the large-scale ßow at

night, can lead to the decrease of the horizontal temperature di! erence driving the

near-surface down-valley ßow, favouring the stagnation ofthe air close to the ground.
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R«esum«e

Une vall«ee alpine constitue rarement un système ferm«e et,de ce fait, la dynamique de sa

couche limite atmosph«erique est inßuenc«ee par le relief environnant et par lÕ«ecoulement

de grande «echelle qui surmonte la vall«ee. La param«etrisation de la circulation atmo-

sph«erique dÕune vall«ee alpine requiert donc de caract«eriser Þnement ces e! ets, ce qui

est lÕobjectif de ce travail de thèse. Plus pr«ecis«ement,notre objectif est de comprendre

lÕinßuence du relief environnant une vall«ee (une plaine ouune autre vall«ee, de möeme

axe ou tributaire) sur les bilans de masse et de chaleur au travers dÕune section de

cette vall«ee ; on suppose que les conditions atmosph«eriques sont stables et sèches et

que le vent synoptique est faible mais non n«egligeable. Le travail sÕappuie sur des

simulations num«eriques men«ees dans un contexte id«ealis«e puis r«ealiste.

Plusieurs vall«ees id«ealis«ees ont tout dÕabord «et«e consid«er«ees: une vall«ee inÞniment

longue (cÕest-à-dire que cette vall«ee est bidimensionnelle) et une vall«ee tridimension-

nelle, qualiÞ«ee de sup«erieure, ouvrant soit sur une plaine (conÞguration dite de Òvall«ee-

plaineÓ), sur une vall«ee plus large (conÞguration de type ÒdrainageÓ) ou sur une vall«ee

plus «etroite (conÞguration de type Òquasi-stagnationÓ) ;la vall«ee plus large ou plus

«etroite est qualiÞ«ee dÕinf«erieure.

Dans les vall«ees tridimensionnelles, deux r«egimes principaux ont «et«e identiÞ«es,

quelle que soit la conÞguration : un r«egime transitoire, avant que le vent de vall«ee

(descendant) ne se d«eveloppe, puis un r«egime quasi-stationnaire, quand le vent de val-

l«ee est complètement d«evelopp«e. La pr«esence dÕune vall«ee inf«erieure r«eduit la variation

de temp«erature le long de la vall«ee, de sorte que le vent de vall«ee qui se d«eveloppe est

plus faible que dans la conÞguration vall«ee-plaine. En cons«equence, la dur«ee du r«egime

transitoire augmente par rapport à cette dernière conÞguration, et est maximumpour

la conÞguration quasi-stagnation. Lorsque la vall«ee inf«erieure est très «etroite, la vari-

ation de temp«erature peut möeme changer de signe, conduisant à un vent de vall«ee

montant, de la vall«ee inf«erieure vers la vall«ee sup«erieure. Durant ce r«egime transi-

toire, le taux de refroidissement moyenn«e sur le volume de la vall«ee est maximum, sa

valeur d«ependant de la conÞguration consid«er«ee. En conclusion, les conÞgurations de

drainage et quasi-stagnation conduisent à une couche limite dans la vall«ee sup«erieure

plus froide et plus profonde que dans la conÞguration vall«ee-plaine.

Dans le r«egime quasi-stationnaire, le taux de refroidissement moyenn«e sur le volume

de la vall«ee est plus faible que dans le r«egime transitoireet varie peu en fonction de la
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conÞguration consid«er«ee. En e! et, lorsque la vall«ee inf«erieure devient plus «etroite, le

r«echau! ement li«e aux e! ets advectifs diminue car la vitesse du vent de vall«ee diminue,

de sorte que la contribution (refroidissante) du ßux de chaleur sensible diminue «egale-

ment. La conservation de la masse dans la couche limite de la vall«ee sup«erieure est

assur«ee par un «equilibre entre la convergence des vents depente au sommet de la

couche limite et la divergence du vent de vall«ee, les e! ets de subsidence loin des parois

de la vall«ee jouant un röole n«egligeable. LÕanalyse de la conservation de la masse a

«egalement mis en «evidence la contribution majeure à lÕentr«ee dÕair au sommet de la

couche limite du courant de retour au-dessus (et en sens inverse) du vent de vall«ee

descendant.

La dernière partie du travail de thèse aborde le cas r«ealiste de la vall«ee de lÕArve au-

tour de Passy Ð d«enomm«ee ci-aprèsÒvall«ee de PassyÓÐ durant une p«eriode dÕobservation

intensive de la campagne de mesures PASSY-2015, en f«evrier 2015. Une couche dÕair

froid persistante se forme en fond de vall«ee, li«ee à lÕadvection dÕair chaud associ«ee

au passage dÕune cröete anticyclonique au-dessus de lÕEurope. LÕimpact des vall«ees

d«ebouchant dans la vall«ee de Passy sur les bilans de masse et de chaleur dans cette

vall«ee a «et«e quantiÞ«ee pr«ecis«ement. Les «ecoulements le long des vall«ees tributaires

pr«esentent ainsi une grande variabilit«e durant la phase persistante de lÕ«episode, d«epen-

dant de la variabilit«e de lÕ«ecoulement de grande «echelle. Ces «ecoulements ont un impact

majeur sur lÕintensit«e de la couche dÕair froid et la hauteur de lÕinversion qui la sur-

monte, au travers des ßux de masse associ«es. La forte stratiÞcation pr«esente près du

sol conduit à leur d«ecollement au-dessus du fond de vall«ee, laissant lÕair sÕy trouvant

non a! ect«e par leur pr«esence. LÕ«evolution de lÕ«ecoulement de grande «echelle durant

lÕ«episode a un profond impact sur la dynamique proche du fond de vall«ee. Durant la

nuit en e! et, la canalisation de cet «ecoulement r«eduit la variation de temp«erature le

long de la vall«ee contröolant le vent de vall«ee, favorisant la stagnation de lÕair.
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I
General Introduction

ÓQuandÕ la brujana a lÕ«a el capelo,

pose la vanga, e pidje lÕombreloÓ

I.1 Motivations

The short verse opening this thesis is a proverb in the local dialect of my home town,

stating that when the top of the mountain Brugiana is coveredby clouds (it has a ÔhatÕ),

most likely it is going to rain (Ôput down the spade, and pick up your umbrella!Õ). The

proverb simply describes the correlation between low-level cloud cover (the height of

mount Brugiana is about 1000 m) and rain event in the town of Massa. Many proverbs

exist in the folkÕs culture that link meteorological phenomena and mountains, which

express the impact that mountains and weather have on everyday life.

Broadly speaking, more than 50% of the earthÕs surface is in the form of moun-

tains, hills and plateau and 26% of the global population lives in mountainous terrains

[Meybeck et al., 2001]. Taking Europe as an example, there are more than 14 mil-

lion people living in the Alpine chain, with a population density of 74.6 inhabitants

per km2 (calculated over the entire territory encompassed by the mountain range),

which makes the Alps one of the most densely inhabited mountainous regions in the

world [Permanent Secretariat of the Alpine Convention, 2015]. More speciÞcally the

highest population densities are found in valleys and pre-alpine regions. The valley

ßoors are characterised by a population density similar to other non-Alpine regions in

Europe [Permanent Secretariat of the Alpine Convention, 2015]. Moreover, the Alps,

and mountainous regions in general, attract a huge number oftourists throughout the

year, because of sport resorts and outstanding natural beauties (see Fig.I.1).

From a geographical point of view, the major mountain chainsare a natural to-

pographic barrier separating countries and economic centres. The Rocky mountains

in North America are more than 4800 km long and oriented north-south, dividing the

western United States and Canada from the Occidental part. The Alps in Europe di-

vide some of the major countries of the continent, Italy, France, Germany, Switzerland
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Figure I.1: The natural beauty of the Alps attracts tourists, and also the author,
throughout the year. Photographs by G. Arduini.

and Austria. The main transport infrastructures are found invalleys and main gaps

(like the Brenner Pass between Italy and Austria), where also most of the population

in the region is concentrated.

Mountains have a profound impact on weather, climate and generally on atmo-

spheric circulation at all scales. Historically, before orographic gravity wave drag was

represented in numerical weather prediction models (NWP), signiÞcant systematic er-

rors were found after a few days of numerical forecast [see for instance Palmer et al.,

1986]. The simulated surface westerly wind was too strong at mid-latitude (Òwesterly

biasÓ) and excessive low-pressure systems formed at high latitude. This was a! ecting

not only the regional weather forecasts but also global climate simulations, therefore a

sound understanding of the response of the climate system tovariations in the forcing

parameters, like global carbon dioxide (CO2) concentrations, was compromised. More

recently Rotach et al. [2014] argued that the deÞciencies of current global models in

accurately simulate the global CO2 budget can be due to the poor representation of

exchange processes between complex terrains and the free atmosphere. Indeed, these

exchanges are based on theories and parameterisations formally valid only on ßat

terrains, and the e! ects of terrain-induced ßows and processes are poorly taken into

account [Rotach et al., 2014, 2015]. This is not only true for quantities like momentum

or CO2 but also for heat, humidity and mass. As an illustration, Fig.I.2 shows clouds

resulting from a transport of humidity due to daytime terrain-induced ßows over the

Apuan Alps, in Tuscany, a phenomenon called Òmountain ventingÓ [see for instance

De Wekker and Kossmann, 2016].

Focussing on smaller spatial and temporal scales, the e! ect of mountains and com-

plex terrains on the atmospheric ßows impacts on the everyday life of people living in

the surrounding areas. A detailed forecast in terms of timing, location and intensity

of all phenomena associated with orographic precipitation(for instance rainfalls or,
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Figure I.2: Clouds forming as a result of transport of humidity over the Apuan Alps
associated with daytime terrain-induced ßows (mountain venting). Photograph by
G. Arduini.

during wintertime, snowfalls), requires a thorough understanding of the modiÞcation

induced on the approaching ßow by the complex topography [see for instanceRotunno

and Houze, 2007]. Fog and low-level clouds in valley are another important aspect of

the weather in mountainous regions.

During wintertime, a major issue for many urbanised mountainous areas around

the world are cold-air pools and the associated poor air quality. Cold-air pools are

usually referred to as an ÒaccumulationÓ of cold-air withina valley or a basin caused

by the conÞned topography. More precisely, atmospheric inversion layers character-

ized by temperature increasing with height form frequentlyat the valley ßoor during

nighttime, reducing the dispersion of atmospheric pollution in the atmosphere. During

wintertime, these conditions can last for multiple days when anticyclonic conditions

persist over the region and the synoptic ßow is weak (see Fig.I.3).

As a result of cold-air pools in valleys and basins the daily-averaged concen-

tration of particulate pollution very often exceeds threshold values imposed by na-

tional/international directives [see for instanceWhiteman et al., 2014]. Among these

substances, airborne particulate matter with aerodynamicdiameter less than 10µm

(PM10) can cause severe health problems. As an example of the problem for the Alpine

region, Largeron and Staquet[2016b] reported several episodes during the winter of

2006-2007 for which the threshold value of daily-averaged PM10 concentration imposed

by the national directive (French Decree 2010-1250 of 21 October 2010) was exceeded

for more than three consecutive days in the Grenoble Valley.In their study single

days characterized by values of daily-average PM10 concentration that was almost

twice the national threshold were also reported. Emissionsand valley-scale circula-

tion are the primary factors responsible for these high particulate pollution episodes.

Major episodes of poor air quality are reported also in smaller urbanised valleys, like

the Cache Valley in the United States [Malek et al., 2006], or the Arve River Valley,
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Figure I.3: The Arve River Valley (in the French Alps) during the cold-air pool event
that occurred at the beginning of January 2015, which causeda major episode of
particulate pollution in the valley. Photograph by G. Arduini.

located at the foothills of Mount Blanc.

I.2 Scope of this thesis

While the main ingredients required for the development of stable boundary layer

in complex terrains are reasonably well-known, the boundary-layer processes involved

and their interactions are complex. The main ingredients/factors can be schematically

identiÞed as the nighttime radiative cooling of the ground,a weak synoptic forcing

and clear sky conditions. However, using the words ofRotunno and Houze[2007]

as regards to orographic convection,Òthese factors constitute the general framework,

for viewing a very complicated problemÓ(p. 811). The complex orography may lead

to terrain-induced ßows a! ecting the dynamics and thermodynamics of the valley

atmosphere; radiative cooling of the ground depends on landproperties and on the

thermal structure of the valley atmosphere; the role of synoptic ßows can be di! erent

depending on the stratiÞcation within the valley and the direction of the ßow with

respect to the valley orientation; as a result of cooling, fog may form at the valley ßoor

and transported by terrain-induced ßows, modifying radiative cooling processes. These

(and other) elements and the interactions among them dependon the geometry of the

valley, small-scale terrain features or the surrounding terrains, modifying the structure

and evolution of the boundary layer of the valley. For these reasons the characteristics

of the atmospheric boundary layer in complex terrain are poorly represented in current

numerical weather prediction models. The problem is important not only for the

representation of the boundary layer, but also for the representation of the large-scale

circulation, as shown bySandu et al.[2013].

To date, the study of exchange processes in complex terrain has focused more

on daytime conditions than nighttime conditions. Several works have shown how
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the boundary-layer structure and its interactions with thesurrounding atmosphere

is modiÞed by the complex orography during daytime [see for instance Weissmann

et al., 2005; Weigel et al., 2007; Wagner et al., 2015a,b; Rotach et al., 2015]. During

nighttime, as a consequence of the stable stratiÞcation which builds up in a valley,

turbulent mixing in the atmosphere is reduced [see for instanceMahrt , 2014]. In such

conditions, terrain-induced ßows are essential mechanisms for transport (exchange)

processes between the valley atmosphere and the surrounding.

This thesis focusses on the study of the stable boundary layer of deep valleys

during nighttime and dry conditions under weak synoptic winds. This allows us to

consider the essential elements of the problem, leaving the complexities due to micro-

physical processes for further studies. The scientiÞc background on the topic of this

thesis is reported in ChapterII . The thesis examines the links between terrain-induced

ßows within the valley and surrounding terrains, and their e! ects on heat and mass

transports within the valley atmosphere. This is addressedby means of numerical

simulations in idealised and real frameworks.





II
ScientiÞc Background

II.1 The atmospheric boundary layer in complex

terrains

The atmospheric boundary layer (ABL) is usually deÞned as thelowest part of the

atmosphere inßuenced by the presence of the EarthÕs surface[Garratt , 1992]. Most of

past research on the ABL focused on relatively ßat and homogeneous terrain [see for

instanceGarratt , 1992; Stull, 1988, for reviews]. In such conditions, turbulent mixing

(induced for instance by friction and/or convection) is themain process controlling the

transport of heat/momentum/mass within the boundary-layer. In a complex moun-

tainous terrain terrain-induced ßows a! ect the structure and evolution of the ABL.

Terrain-induced ßows are characterized by a wide range of spatial scales, from the mi-

croscale [< 2 km, Orlanski, 1975] to the mesoscale [ranging from 2 to 200 km,Orlanski,

1975]. A schematic division of the ABL over mountainous terrain based on the spatial

scale of the main atmospheric phenomena and processes involved can be drawn, fol-

lowing Zardi and Whiteman [2013] (see Fig.II.1): the atmospheric layer close to the

slope (slope atmosphere) is associated with slope ßows, characterised by spatial scales

of the order of tens to hundreds of metres, nonetheless having an important impact

on the evolution of the ABL at the valley scale. The valley atmosphere is a! ected by

along-valley ßows, acting at a spatial scale comparable with the valley atmosphere (1

to 100 km). Finally, following Ekhart [1948], a mountain atmosphere can be associ-

ated with the e! ect of the multitude of valleys and ridges forming a mountain range

[De Wekker, 2002]. Atmospheric processes controlling the boundary layer ofa valley

(the Valley Boundary Layer, VBL) may be a! ected by those in theneighbouring val-

leys, and also interact with the synoptic (external) ßow, making a simple and general

description of the structure and evolution of the VBL a di" cult task.

Perhaps a general question regarding the ABL over complex terrains can be for-

mulated as follows:

ÒHow are the atmospheric processes in a particular valley determined by the local and
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Free atmosphere

Valley Atmosphere

Slope Atmosphere

Mountain atmosphere

Figure II.1: The schematic division of the ABL in mountainousregions, adapted from
Ekhart [1948].

surrounding orography and how do they respond to external conditions?Ó

In the following, the contributions from previous studies to this broad question are

presented. A schematic division has been adopted: Þrstly the stable boundary layer

in valleys is presented and secondly the mechanisms controlling the dynamics within

a valley are described, followed by a discussion on the mechanisms controlling the

cooling of the valley atmosphere. At the end of the chapter, the research objectives of

the thesis are outlined.

II.2 Stable boundary layers in valleys

During nighttime, with clear sky and dry conditions, the ABL is usually characterised

by a stably stratiÞed atmosphere (i.e. thepotential temperature increases with height)

and it is referred to as the stable boundary layer [SBL,Garratt , 1992]. A cold-air pool

(CAP) is commonly deÞned as an atmospheric layer conÞned in a valley characterised

by a positive vertical temperature gradient (i.e. an inversion layer), that is Òa conÞned

and stagnant layer of air colder than the air aboveÓ[Whiteman et al., 2001a]. However,

cold-air pools can beÒmost generally deÞned as a surface-based atmospheric layerwith

high static stability (not necessarily a temperature inversion)Ó[Z¬angl, 2005]. Burns

[2014] pointed out that in a deep valley an inversion layer can be conÞned in the

lower atmospheric layer of the valley, while the stable boundary layer of the valley

(SVBL) can be much higher, reaching the valley top [a ground based inversion layer

surmounted by a region of enhanced cooling,Burns, 2014]. In these conditions, the

air within a valley at a given height can be found at a lower temperature than the air
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outside of the valley at the same height, for instance over an adjacent relatively ßat

region [Vergeiner and Dreiseitl, 1987; Whiteman, 1990]. This di! erence stems from the

inßuence of terrain-induced ßows and other mechanisms on the structure and evolution

of the SVBL, as will be discussed in more details in Sect.II.4.

Several projects and Þeld campaigns were held in the past, motivated by the need

for a better understanding of the underlying physical processes controlling the SBL

in complex terrain. The Atmospheric Studies in Complex Terrain [ASCOT, Clements

et al., 1989a] was conducted between the 70s and 80s, involving several Þeld studies in

multiple valleys in the United States. The overall aim of the project was to improve

the understanding of transport processes associated with nocturnal valley ßows in deep

valleys. A similar aim motivated the Vertical Transport andMixing project [VTMX,

Doran et al., 2002], which took place in the Salt Lake Valley (USA), with a speciÞc

focus on vertical transport processes in the stable boundary layer. Vertical transport

processes between the Alps and the foreland were the focus of the Vertical Exchange

and Orography project [VERTIKATOR, Lugauer and Coauthors, 2003]. The Terrain-

induced Rotor Experiment [T-REX, Grubiÿsi«c et al., 2008], held in the southern Sierra

Nevada (USA), was dedicated to atmospheric rotors, and had a complementary scien-

tiÞc objective to investigate the structure and evolution of the SBL under quiescent

conditions.

The Meteor Crater Experiment [METCRAX, Whiteman et al., 2008] speciÞcally

aimed at investigating SBL processes and cold-air pools in ashallow (! 100 m deep)

and almost ÔidealisedÕ environment of the ArizonaÕs Meteor Crater (USA). However,

the frequent occurrence of regional drainage currents in the Meteor Crater motivated

a second Þeld campaign [Lehner et al., 2016], in order to better characterise downs-

lope windstorm-type ßows and their interactions with the SBL within the crater. The

Cold-air pool Experiment [COLPEX,Price et al., 2011] aimed at improving the under-

standing on cold-air pooling processes in shallow (! 100 m deep) valleys at the border

between England and Wales, with the objective of developingparameterisations to

represent such processes in coarser-resolution numericalmodels. The atmospheric

processes governing multi-day persistent cold-air pools and their link to air pollution

were studied during the Persistent Cold Air Pool Study [PCAPS,Lareau et al., 2013b],

in the Salt Lake Valley (USA). As regards the Alps, the PASSY-2015 Þeld campaign

[Paci et al., 2016], aimed at studying persistent cold-air pooling processes in the truly

complex terrain of the Arve River Valley, located on the foothills of Mont-Blanc. The

project was motivated by the high level of particulate pollution commonly measured

during wintertime in this valley. Understanding the link between severe particulate

pollution events along Alpine transport routes and the link with meteorological pro-

cesses was also the aim of the ALPNAP project [Heimann et al., 2007; de Franceschi

and Zardi, 2009].
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Figure II.2: Schematics of thermally-driven(a) downslope ßows and(b) down-valley
ßows during nighttime; in(a) ! 1 is the potential temperature of a parcel of air close to
the slope that is colder than a parcel at the same height far from the slope, of potential
temperature ! 2; B is the buoyancy force on the parcel andBs is the component ofB
along the slopes; a typical jet proÞle of a downslope ßow is sketched; in(b) the blue-
coloured columns represent relatively cold air while red-coloured columns represent
relatively warm air; the air in a valley is generally colder than the air in the equivalent
column on an adjacent plain, hence forcing a down-valley ßowfrom the valley to the
plain. The down-valley ßow accelerates towards the valley exit forming a valley-exit
jet. Adapted from Zardi and Whiteman [2013].

II.3 Dynamics of the valley boundary layer

II.3.1 The nighttime valley-wind system

The valley-wind system is a characteristic of mountainous terrain, for instance having

a signiÞcant signature in climatic time-series of these regions [as reported byMartinez

et al., 2008]. The local valley-wind system also has an important impacton the

temporal and spatial variability of pollutant concentration within the valley, as showed

by several studies [Panday and Prinn, 2009; Gohm et al., 2009; de Franceschi and Zardi,

2009].

The basic physical mechanisms beyond the formation of the valley-wind system

rely on spatial temperature gradients [Zardi and Whiteman, 2013]. Because of the
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sloping surfaces on the side of the mountain, a horizontal temperature gradient devel-

ops between the air close to the sloping surface and the air atthe same altitude far

from the surface. The air close to the slope is then negatively buoyant, forcing the air

to ßow down the slope during nighttime (downslope ßows, see Fig. II.2a).

Thermally-driven along-valley ßows are triggered by a temperature di! erence which

forms along the valley axis. Generally, along-valley ßows form because of the di! er-

ential cooling between the valley atmosphere and the atmosphere of an adjacent plain

[Vergeiner and Dreiseitl, 1987], or di! erent sections of the same valley [McKee and

OÕNeal, 1989]. As a result, the along-valley ßow direction is independentfrom the

large-scale ßow at the valley top, pointing from the low temperature region to the

high temperature region (see Fig.II.2b).

It is worth noting that downslope ßows are triggered by the cooling of the surface,

while along-valley ßows are closely related to temperaturedi! erences which arise from

spatial di! erences of the thermal structure of the atmosphere. This aspect will be

discussed in details in Sect.II.4.1. In the following analytical descriptions and typical

features of these ßows are discussed.

II.3.1.a Downslope ßows

Most of the understanding on downslope ßows relies on numerical and analytical mod-

els, with a smaller number of observations [Whiteman and Zhong, 2008].

Several models have been proposed to describe these ßows. Broadly speaking,

conceptual models for downslope ßows can be divided into two categories:

(i) proÞle models, which describe the vertical structure of the ßow;

(ii) parcel (or hydraulic) models, which describe the temporal evolution of the inte-

grated (bulk) structure in the vertical of downslope ßows.

The Prandtl [1952] model is a paradigm of the type(i) . This model describes the

steady state of a ßow in which there is a balance between the acceleration due to

buoyancy and vertical di! usion of momentum, and the along-slope advection of heat

and vertical di! usion of heat. Despite its simplicity, the model reproduces (after

appropriate tuning of the constants of the model) the main feature of steady downslope

ßows, comparing well with observations and numerical simulations [Axelsen and van

Dop, 2009]. ReÞnements to this analytical model have been made byGrisogono and

Oerlemans[2001], to include a slowly varying eddy di! usivity, Stiperski et al. [2007]

to include the Coriolis e! ects andSeraÞn and Zardi[2015] to develop an unsteady

(periodic in time) solution for the Prandtl model.

The McNider [1982] model is a paradigm of type(ii) . The model predicts a quasi-

steady regime of the downslope ßow characterized by oscillatory motions with char-
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acteristic frequency set by the Br¬unt-V¬ais¬ala frequencyN and the slope angle. Phys-

ically, the oscillation of the downslope ßow is due to the reduced buoyancy forcing

on a ßuid particle as it is advected downward (because the background ßow is stably

stratiÞed). As the ßuid particle decelerates, it cools due tothe radiative cooling of the

ground, which again accelerates the parcel down the slope. The oscillations described

by the McNider [1982] model are pure oscillations in time, with no phase propagation

in space. Oscillations of downslope ßows are a well-documented feature from obser-

vations [see for instanceStone and Hoard, 1989; Monti et al. , 2002; Princevac et al.,

2008].

An unsteady downslope ßow may also emit internal gravity waves as it travels in

a stably stratiÞed ßows.Chemel et al. [2009] studied the internal gravity wave Þeld

generated by a downslope ßow by means of numerical simulations of three-dimensional

idealised valleys, and found that the wave Þeld is characterized by a nearly constant

frequency of 0.85N . Their work was extended byLargeron et al.[2013] to consider the

sensitivity to the valley geometry and initial background stratiÞcation. The authors

found that the gravity wave Þeld is generated by a hydraulic jump experienced by the

downslope ßow as it reaches the bottom of the slope.

Downslope ßows properties also depend on surface characteristics. Numerical sim-

ulations of cold-air pools in two-dimensional idealised valleys with forest canopy on

the sidewalls byKiefer and Zhong [2013] show that downslope ßows are generally

weaker in valleys with forested sidewalls. This stems from weaker surface cooling on

the near-surface slope atmosphere and increased drag on downslope ßows.

II.3.1.b Along-valley ßows

The structure of the down-valley ßow was studied in detail during ASCOT [Clements

et al., 1989b]. The vertical proÞle of this ßow is usually characterized by a jet shape,

with wind speeds in the range of 1 to 10 m s! 1 [Clements et al., 1989b; Ne! and King,

1989; Banta et al., 2004]. Empirically, the vertical proÞle of these ßows can be de-

scribed (best-Þt) using a Prandtl-type mathematical expression as for slope ßows (see

Sect.II.3.1.a), even though it must be clearly stated that this functionalform has not

been derived formally from an analytical model [Clements et al., 1989b]. Observations

of Chrust et al. [2013] in the Weber Canyon (Utah, USA) have shown that the down-

valley ßow develops in a few hours after the evening transition, reaching a steady state

for the rest of the night. The depth of the down-valley ßow layer is bounded by the

actual depth of the terrain surrounding the valley, but observations of shallower (with

respect to the depth of the terrain) down-valley ßows have been reported.

Approaching the valley exit, down-valley ßows can decrease in depth and accelerate

forming a valley-exit jet [Whiteman, 2000, see also Fig.II.2]. Banta et al. [1995]

reported Doppler-lidar measurements at the exit of the Eldorado canyon (Colorado,
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USA), showing that the wind speed of the valley-exit jet was maximum under weak

synoptic conditions, penetrating for more than 20 km over the adjacent plain. The

doppler-lidar measurements indicated that the spatial structure of the valley-exit jet is

complicated, with horizontal and vertical spatial heterogeneity.Z¬angl [2004] examined

the valley-exit jet of the Inn Valley (Austria), considering the role of the narrowing

of the valley in the formation of the jet. Numerical model results have shown that

this valley exit-jet may be dynamically described as a transition from a subcritical to

supercritical state due to the constriction at the exit of the valley [see for instance

Pan and Smith, 1999]. However, a return to the subcritical state through a hydraulic

jump was not observed afterwards over the foreland. Becausethe down-valley ßow

accelerates towards the valley end, divergence of the ßow may occur along the valley

axis [Whiteman and Barr, 1986], causing vertical motions at the valley top as required

by mass conservation. This has a large impact on the heat and mass budget of the

valley atmosphere as will be discussed in Sect.II.3.3 and Sect.II.4.2.

Oscillations in down-valley ßows have been reported in the past, even though sim-

ilar conceptual models used for downslope ßows were di" cult to apply. Porch et al.

[1991] report regular down-valley ßow oscillations in the Kimball Creek Valley (Col-

orado, USA) with a period of about 20 minutes. In that case the oscillations were

hypothesised to be due to the interaction between the down-valley ßow and the ßow

through the tributary valleys. Oscillations of the down-valley ßow were also observed

by Pinto et al. [2006] in the Salt Lake Valley as part of VTMX.

Down-valley ßows extend up to the top of the SBL within the valley. Anti-winds

(a wind ßowing in the opposite direction with respect to the down-valley ßow, i.e. up-

valley) may co-exist above the down-valley ßow layer. Anti-winds can be interpreted

as the residual part of the daytime up-valley ßows [Whiteman, 1986]. However, anti-

winds may also form during nighttime, being the closing branch of the along-valley

circulation, or because of a local thermal imbalance in the upper-layers of the valley

atmosphere, as discussed bySeraÞn and Zardi[2011a]. Features such as the height

of the maximum wind speed and the depth of the down-valley ßowlayer have been

observed to be related to the intensity of the anti-wind above the down-valley ßow

layer [Clements et al., 1989b; Sakiyama, 1990], even though the exact nature of the

upper-level anti-wind is not discussed in these studies.

Conceptual models for down-valley ßows have been developedonly for very sim-

pliÞed conditions. A linear solution for a single-layer ßowwithin a valley with a

prescribed forcing term was developed byEgger [1990]. The solution has the form

of a propagating front, from the valley end towards the valley centre, with a Òspeed

of propagationÓc = 0.5H N , where H is the depth of the valley. The simple model

established that the amplitude of the down-valley ßow is inversely proportional to

the background stratiÞcationN , so that asN increases, the down-valley wind speed
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(a) (b)

(c) (d)

Figure II.3: Schematics of the possible regimes for an external ßow passing over a valley
distinguished byHolden et al.[2000]: (a) ßow following the terrain,(b) phase shifting
and gravity wave radiation, (c) ßow separation and(d) dynamically-decoupled ßow.
Adapted from Holden et al. [2000].

decreases.

II.3.2 E ! ects of large-scale ßows on valley-scale dynamics

II.3.2.a Froude number and non-dimensional mountain heigh t

Holden et al. [2000] distinguished four possible situations that may occur when a

large-scale (external) ßow passes over a valley:

(1) the ßow is following the terrain height, and the disturbances induced by the

presence of the valley quickly decay with height (see Fig.II.3a);

(2) the ßow experiences a phase-shift with height due to the generation and radiation

of gravity waves (see Fig.II.3b);

(3) the ßow penetrates within the valley but separates somewhere from the upstream

sidewalls, leading to a region of stagnation within the valley (see Fig.II.3c);

(4) the ßow aloft continues undisturbed above the valley (see Fig. II.3d).

Condition (4) leads to the concept of a dynamical decoupling of the valley atmosphere

from the ßow aloft. In such conditions, the valley dynamics is mostly controlled by the
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local thermally-driven ßows discussed in Sect.II.3.1. This situation may occur under

ideal synoptic conditions, characterised by a ÒßatÓ pressure distribution and a weak

anticyclonic circulation, as shown byLargeron and Staquet[2016a] for the Grenoble

Valley.

From a dynamical point of view, making an analogy with a ßow passing over a

hill/mountain, the ßow is able to penetrate within a valley if inertial forces dominate

over the buoyancy forces, that is if theFroude number

F r =
U

N H
, (II.1)

is larger than a critical value, as speciÞed below [Bell and Thompson, 1980]. In Eq. II.1

U is usually taken as the external large-scale wind speed above the valley andH is

the depth of the valley.

Most studies in the past considered the situation of a ßow transverse (or per-

pendicular) to the valley (cross-valley ßow). Laboratory and numerical experiments

performed byBell and Thompson[1980] indicated a critical value forF r of 1.3, hence

if F r > 1.3 the external ßow penetrates within the valley [regime(1) ], which otherwise

remains dynamically-decoupled from the air above [regime(4) ]. This condition can

be also reported in terms of the non-dimensional mountain height

öH = N H/U = Fr ! 1. (II.2)

Vosper and Brown[2008] showed that for idealised shallow two-dimensional valleys

(H < 150 m), the valley is decoupled (ÒshelteredÓ) from the external ßow for values of
öH above a critical value in the range 0.35" 0.64, depending on the depthH of the val-

ley. In this work the values ofU and N were computed from idealised one-dimensional

simulations (i.e. single-column vertical models), in order to use ÒundisturbedÓ values

of these quantities for the calculation oföH . Holden et al. [2000] using observations

taken in a moderately deep (400-m deep) valley in Wales, indicated a critical value

of öH of about 2. Above this threshold turbulent production due to dynamical in-

stabilities maintains the coupling of the ground surface with the atmosphere above.

Similar conclusions were reported byLareau and Horel[2015b], by means of numerical

simulations of idealised deep two-dimensional valleys.

Rotunno and Lehner[2016] studied systematically the possible regimes of a ßow

passing over a valley by means of numerical simulations of idealised two-dimensional

valleys, in the light of the measurements done during METCRAXII [ Lehner et al.,

2016]. The authors showed that the behaviour of the ßow can dependgenerally on

three non-dimensional parameters, which were chosen as thenon-dimensional valley

depth and width, öH and N L/U , respectively, and the Froude number of the approach-
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ing ßow upstream of the valley, deÞned asF r D = # U/ 2N D , with D the depth of the

approaching ßow. Numerical results showed that the air within a valley is completely

stagnant for values ofF r D < 1 and öH , N L/U much larger than one [regime(4) ].

Conversely, forF r D > 1 and 0 < öH < 1 the ßow is symmetrical around the valley,

ÒsweepingÓ the entire valley atmosphere for a large range ofN L/U [regime(1) ]. In

between these regimes, the interaction between the external ßow and the valley atmo-

sphere may result in a number of possible phenomena, like partial stagnation, internal

wave generation, wave breaking and hydraulic jumps, which can describe the nighttime

warm-air intrusions observed sometimes in the Arizona Meteor Crater [Adler et al.,

2012; Lehner et al., 2016].

Finally, it is worth stressing that all of the studies reported have considered the case

of a large-scale (external) ßow transverse to a valley. In the case of a large-scale ßow

aligned with the valley axis, in order to have a dynamically-decoupled condition it is

reasonable to expect a critical value foröH larger than for the case of a ßow transverse

to the valley axis. Largeron [2010] analysed, by means of numerical simulations of

the Grenoble valleys, the conditions for which the valley atmosphere was dynamically-

decoupled from the synoptic ßow aligned with the valley axis. The valley atmosphere

was found to be decoupled from the large-scale ßow iföH was above a critical value in

the range 3.3 " 16.7, that is a range of values larger than the ones reported by other

studies that consider ßows transverse to the valley axis.

II.3.2.b E ! ects of large-scale ßows on downslope ßows

A large-scale ßow transverse to a mountain barrier can lead to strong ßows down

the lee side of the mountain, with low-level wind speeds which may exceed 60 m s! 1

[Durran, 1990]. Downslope windstorms are well-known phenomena occurring in many

mountain ranges around the world. They can be associated with cold-air advection

within the valley, such as the Bora in the oriental Alps, or warm-air advection, such as

the F¬oehn in the Alps or the Chinook in the western United States. The mechanisms

behind the formation of downslope windstorms have been the subject of extensive

study in the past [see for instanceDurran, 1990; Jackson et al., 2013].

According to Jackson et al.[2013], the mechanisms which can explain the formation

of downslope windstorm-type ßows are essentially:

(a) a transition from sub-critical to super-critical ßow as theßow moves over the

mountain barrier, in analogy with hydraulic theory [Long, 1954; Smith, 1985];

(b) ampliÞcation of vertically-propagating waves due to wave reßection at a pre-

existing critical layer followed by constructive interference [Klemp and Lilly ,

1975];
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Figure II.4: Schematics of(a) , (b) forced channelling and(c) , (d) pressure-driven
channelling mechanisms in a straight valley in the northern hemisphere. Not all the
possible conÞgurations are illustrated but only selected examples for a large-scale
geostrophic ßowU that is (a) south-easterly,(b) south-westerly, (c) southerly and
(d) south-westerly. Vvalley is the along-valley ßow within the valley, continuous black
lines indicate isobar of pressurepi (i = 1, 2...5) at the valley top, increasing from L
(low-pressure) to H (high-pressure),Up is the projection of U along the valley axis,
and dashed lines identify the valley sidewalls. Each frame illustrates a top-view in a
horizontal x-y plane (wherex indicates the west-east direction andy the south-north
direction) in the upper part, and a vertical cross-section along the valley axis in the
bottom part. Adapted from Kossmann and Sturman[2003].

(c) ampliÞcation of vertically-propagating waves due to wave reßection at a self-

induced critical layer created by wave-breaking at a certain height [Peltier and

Clark, 1979].
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Figure II.5: Schematics of the pressure-driven forcing mechanism in a bent valley with
angle $ = 120" for a large-scale ßowU that is (a) easterly and(b) westerly; Vvalley

is the resulting valley ßow within the valley (black arrows), continuous lines indicate
isobar of pressurepi (i = 1, 2...5) at the valley top, increasing from L (low-pressure) to
H (high-pressure), and dashed lines identify the valley sidewalls. Each frame illustrates
a top-view in a horizontal x-y plane (wherex indicates the west-east direction and
y the south-north direction) in the upper part, and a verticalcross-section along the
valley axis in the bottom part; regions of convergence/divergence are identiÞed with
vertical black arrows in the bottom part of each frame. Adapted fromKossmann and
Sturman [2003].

II.3.2.c E ! ects of large-scale ßows on valley ßows

As shown byWhiteman and Doran [1993], the main mechanisms of valley ßows due

to the e! ect of large-scale (external) ßows are downward momentum transport, forced

channelling and pressure driven channelling (see Fig.II.4).

If the valley atmosphere is not dynamically-decoupled fromthe external ßow above

the valley (see Sect.II.3.2.a), momentum can be transported downward within the

valley atmosphere, as a result of vertical mixing at the top of the valley, or gravity

waves on the lee side of a valley sidewall. In wide and shallowvalleys, this may lead

to a valley ßow in the same direction of the large-scale ßow aloft.

The term ÒchannellingÓ is more appropriately used when the valley ßow is aligned

with the valley axis, so that the variety of possible wind directions are essentially

two (i.e. up-valley and down-valley). In deep and narrow valleys, forced channelling

usually refers to a downward transport of horizontal momentum from the large-scale

ßow aloft [see alsoWhiteman, 2000], for which the resulting along-valley ßow is in the

direction of the component of the external ßow projected along the valley axis (see
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Fig. II.4a and Fig. II.4b).

The pressure-driven channelling mechanism refers to a valley ßow forced by the

geostrophic pressure gradient along the valley axis (see Fig.II.4c and Fig. II.4d). This

mechanism is most e" cient when the synoptic wind is perpendicular to the valley axis

(see Fig. II.4c), hence the large-scale pressure gradient is oriented along the valley

axis. This mechanism can be e" cient also during periods of decoupling of the valley

atmosphere from the ßow aloft, depending only on the orientation and intensity of the

large-scale pressure gradient at the valley top with respect to the valley orientation.

Pressure-driven channelling (similarly to the thermally-driven forcing) may lead to

Òcounter-currentsÓ, a situation in which the direction of the near-surface valley ßows

is opposite to the wind direction at the valley top [Gross and Wippermann, 1987].

Kossmann and Sturman[2003] proposed a conceptual model which indicates that in

a curved valley, pressure-driven channelling may lead to convergence or divergence

of the along-valley ßow, hence forming regions of compensatory upward or downward

motions where the valley bends (see Fig.II.5). Z¬angl [2005b] showed that the preferred

direction of a thermally-driven down-valley ßow can be controlled by the direction of

the synoptic pressure gradient imposed at the top of the valley.

A climatological study in the upper Rhine Valley byWeber and Kaufmann[1998]

showed that all the mechanisms developing along-valley ßows within the valley (i.e.

forced channelling, pressure-driven channelling and thermally-driven forcing) can occur

simultaneously in some locations, because of the multitudeof orientations of valleys

surrounding the observation site, hence making it di" cult t o classify valley ßows based

only on the synoptic conditions.

Schmidli et al. [2009] studied the interplay between large-scale upper-level pressure

forcing, mid-level pressure forcing (! 2 km above sea level, below the crest height)

and locally-induced thermal forcing on the along-valley ßow observed in the Owen

Valley (California, USA). The authors observed two di! erent down-valley ßows during

two episodes characterised by anticyclonic large-scale conditions, which are supposed

to be ideal to have thermally-driven along-valley ßows nearthe surface. Numerical

model simulations for these two episodes, showed that the large-scale ßow may induce

a di! erent mid-level pressure forcing, which can act eitherto reinforce or weaken the

near-surface down-valley ßow, thereby leading to the observed di! erences during the

two episodes.

II.3.3 Transport of mass at the valley-scale

Horizontal and vertical transport of mass in and out of the valley atmosphere, using an

expression ofPorch et al. [1989], Òthough (...) may appear academic, it could be very

important for air pollutant source siting and receptor determinationÓ [Porch et al.,
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1989, pp. 579].

Chemel and Burns[2015a] using a numerical model studied the dispersion of a

scalar tracer continuously emitted in an idealised deep (1 km) pseudo two-dimensional

valley (i.e. invariant along the valley axis). In this case,the e! ect of down-valley

transport was neglected. Numerical model results showed that, despite the fact that

compensatory vertical motions induced by downslope ßow convergence can mix e" -

ciently tracers emitted from di! erent locations within the valley, most of the tracers

were trapped within the valley atmosphere below the cappinginversion. Moreover, the

induced compensatory vertical motions were able to replenish the tracer concentration

within the strongly stratiÞed near-surface inversion layer. A similar mechanism was

proposed byPanday and Prinn [2009] to explain the pollutant dispersion in the Kath-

mandu valley, Nepal, and conÞrmed byPanday et al. [2009] using a numerical model

of the dispersion within the same valley.

Down-valley ßows promote the horizontal transport of mass (and any scalar) be-

tween a valley and the foreland, and hence are an e" cient mechanism of ventilation

along the valley axis [Gudiksen and Shearer, 1989]. Whiteman et al. [1996] computed

the mass ßux out of the Salt Wash canyon in the Sinbad basin (Colorado, USA) by

means of single-point measurements of the vertical structure of the ßow. The calcu-

lated mass ßux out of the Salt Wash canyon was about 1.7 kton s! 1 during the late

evening. This number can be physically interpreted if it is compared with the total

mass contained within the volume used for the calculation ofthe mass budget (control

volume), that is computing a mass turnover time for the basin[Whiteman et al., 1996].

The mass turnover time quantiÞes the time required to fully transport the air within

a valley volume, through a given surface of the control volume. This can be deÞned

as

tM =
[Mass]

M
, (II.3)

where [Mass] is the total mass of the control volume andM is the mass ßux through

the Salt Wash canyon.Whiteman et al. [1996] found that tM = 3.8 hours for the Sin-

bad basin, a value that is very similar to the one computed forthe Brush Creek valley

(Colorado, USA) using data of mass ßuxes reported byWhiteman and Barr [1986].

This is rather surprising, given that the former is a basin-like depression with a narrow

exit canyon while the latter is a wide and well-drained valley. As reported already in

Sect. II.3.1.b, along-valley divergence of down-valley ßows induces compensatory mo-

tions as required by mass conservation. The source of the compensatory air has been

received little attention in the past. Whiteman and Barr [1986] assumed a horizontally

homogeneous subsidence at the valley top in order to balancethe along-valley diver-

gence of the down-valley ßow, neglecting inßuences from slope ßows and tributaries

because of the lack of data. A more reÞned calculation was performed during the 1984
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ASCOT experiment byPorch et al. [1989] in the Brush Creek Valley (Colorado, USA),

taking into account the contribution to the mass ßux from one tributary valley. The

analysis showed that a single tributary valley may contribute up to 15% of the entire

mass exported out of the valley. A similar analysis performed by Coulter et al. [1989]

for the same tributary valley of Brush Creek indicated that the mass ßux through the

tributary is extremely sensitive to the external ßow. In a successive study,Coulter

et al. [1991] studied three tributaries of Kimball Creek (Colorado, USA),indicating

that the mass ßux through a tributary is also sensitive to theorientation of the trib-

utary with respect to the main valley. SpeciÞcally, the computed mass ßux was the

greatest for the tributary most closely aligned with the main valley axis. A numerical

experiment of an idealised valley-tributary system of similar spatial scales of Brush

Creek Valley was performed byOÕSteen[2000]. Numerical results suggested that a

single tributary can increase the along-valley mass ßux within the main valley by 5 to

10%, in agreement with the conclusions drawn byPorch et al. [1989]. However, many

ßow features, such as the interactions between the tributary ßow and the main valley

ßow, were not captured by the idealised numerical model setup.

II.4 Thermodynamic processes of the valley bound-

ary layer

The physical processes contributing to the change of temperature of any parcel of air in

the atmosphere are formally described by the equation for the potential temperature

tendency
%!
%t

= " ui
%!
%x i

"
%si

%x i
"

!
&cpT

%Ri

%x i
, (II.4)

where&, ! , T are the resolved density, potential temperature and temperature Þelds,

respectively, cp is the speciÞc heat capacity at constant pressure and the Einstein

notation is used. The terms on the right-hand side (RHS) of Eq.II.4 represent the

advection of heat associated with the resolved motions, thedivergence of turbulent

heat (temperature) ßuxess and the heat loss/input associated to the divergence of

radiative ßuxesR, respectively.

It is worth noting that the form of Eq. II.4 is similar in the Reynolds averaging

(RANS) or Large Eddy Simulation (LES) formalisms. However, thetwo techniques are

fundamentally di! erent as the former implies ensemble (temporal) averages while the

latter spatial Þltering [see alsoZhong and Chow, 2013]. The di! erence stems from the

turbulent heat ßux term: using the LES technique, this represents the non-resolved

sub-Þlter turbulent ßuxes; in the RANS, it represents the turbulent ßuxes associated

to the entire turbulent part of the spectrum. Whilst the LES technique can generally

be used to parametrise sub-grid-scale motions, a ÒproperÓ LES must resolve the most
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energetic part of the energy spectrum, down to the inertial sub-range [see for instance

Wyngaard, 2004; Cuxart, 2015].

A better physical insight into Eq. II.4 can be obtained by integrating Eq.II.4 over

an atmospheric volume within the valley which considers thesloping ground as bot-

tom surface (see Fig.II.6). Invoking GaussÕ theorem and assuming incompressibility,

Eq. II.4 yields
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In this form, the volume integral of the advection contribution is decomposed into

the heat ßuxes through the top and lateral surfaces# i (Þrst term on the RHS of

Eq. II.5), ni being the unit vector normal to the surfaces# i . The volume integral of

the turbulent heat ßuxes is decomposed in the turbulent heatßuxessi through the

surfaces# i , and the surface heat (temperature) ßux' g through the ground surface# s.

The last term on the RHS of Eq.II.5 deÞnes the contribution within the volume due

to radiative processes. This term can be rewritten as, integrating by parts,
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The Þrst and second terms on the RHS of Eq.II.6 represent the cooling due to radiative

ßux through the surfaces of the control volumeV, and the third term describes the

dependency of the radiative cooling term on the temperaturegradients. As shown by

Hoch et al. [2011], strong near-surface temperature gradients can signiÞcantly increase

the longwave radiative cooling. Substituting the RHS of Eq.II.6 in Eq. II.5 yields
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(II.7)

Eq. II.7 states that the cooling of a given volume of air [left-hand-side (LHS) of Eq.II.7]

results from the heat export due to advective, turbulent and radiative heat ßuxes

through the lateral and top surfaces of the control volume (second line of Eq.II.7), the

heat loss at the ground surface due to the surface sensible heat and radiative heat ßux

(third line of Eq. II.7), and the volume integral of the term representing the dependency
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Figure II.6: Schematic of the cooling processes acting within an atmospheric volume
encompassing the ground up to the top of the valley. Surface sensible heat ßux at the
ground surface (blue arrows), divergence of radiative heatßuxes (green arrows) and
heat import/export due to advective and turbulent heat ßuxes through the lateral and
top surfaces (red arrows and eddies); see Eq.II.7.

of the radiative cooling on temperature gradients (fourth line of Eq. II.7), respectively

(see Fig.II.6). The interplay between the di! erent processes is highly dependent on

the geometry of the terrain (i.e. depth, width and shape of the depression), on the

e! ect of thermally-driven valley ßows and on large-scale ßows inßuences.

Even though it is clear that thermally-driven ßows are related to terrain features,

the following discussion about the mechanisms a! ecting thephysical processes govern-

ing the valley boundary layer structure and evolution is schematically divided into the

ones due to the topographic characteristics of the valley, the local thermally-driven

ßows and Þnally the ones due to large-scale ßows.

II.4.1 E ! ects of terrain features

The valley-volume argument [Wagner, 1932; Whiteman, 1990] is usually one of the

main mechanisms to explain the larger amplitude of the diurnal cycle of temperature

within a valley [Vergeiner and Dreiseitl, 1987]. The argument can be derived from

thermodynamic principles, so thatÒa given increment of heat Q added to or subtracted

from an atmospheric volume will produce a potential temperature change in proportion

to... volume VÓ [Whiteman, 1990, p. 10]. Because valleys are usually U-shaped or V-

shaped, the volume of air within a valley embedded by the valley sidewalls up to ridge

top (Vv), is smaller than the equivalent volume over a ßat terrain (Vp) (see Fig.II.7).

Hence, the volume argument states that given the same amount of heat loss during

nighttime, the valley volume experiences a larger cooling than the equivalent volume

over a ßat terrain. The volume-argument can be used to explain the larger cooling
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Figure II.7: Schematics illustrating the valley-volume argument. The volume of air
embedded between the valley sidewalls up to the valley top (Vv) is smaller than the
equivalent volume if the terrain was ßat (Vp), that is a volume of same widthW,
length Y and depth H . Given the same amount of heat lossQ in the two volumes,
the volume of air in the valley will cool more than the one on the plain.

at nighttime within a valley than on a plain region nearby, aswell as temperature

di! erences between di! erent sections along the valley axis[McKee and OÕNeal, 1989].

The value of the volume argument to explain the temperature di! erences between the

atmosphere in a valley and the atmosphere in an adjacent plain has been investigated

by several authors, in particular for daytime conditions [Weigel et al., 2006; Schmidli

and Rotunno, 2010; SeraÞn and Zardi, 2011a; Schmidli, 2013]. Schmidli and Rotunno

[2010] showed by means of numerical simulations of an idealised valley opening on a

plain that the volume argument explains in part the larger cooling at nighttime within

the valley than on a plain. However, the analysis also highlights its limitations because

of the non-negligible e! ects of thermally-driven ßows.

Other topographic parameters directly a! ect the cooling processes within the VBL,

in particular if the near-surface atmosphere is considered. Those are related essentially

to radiative processes within the VBL. Indeed a sloping topography has a reduced

view of the sky compared to a ßat terrain, so that downward long-wave radiation

at the valley ßoor is both contributed by the atmosphere and by the surrounding

terrain (see Fig. II.8). This e! ect is quantiÞed by the sky-view factor, which ranges

from 0 (no sky visible) to 1 (360" view of the sky, i.e. on a ßat terrain) [see for

instanceWhiteman et al., 1989]. Whiteman et al. [2004b] analysed temperature data

from various small-scale basins (few tens to hundred metersdepth) characterized by

di! erent orographic characteristics, and found that the sky-view factor better explains

the observed temperature at the ßoor of the basins than the valley-volume argument.

Hoch et al. [2011] showed that the counterradiation from the valley sidewalls can

change the cooling rate within a valley. For instance, counterradiation can decrease

the volume-averaged radiative cooling by about 44 to 58 %, compared to a ßat terrain
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[sky! view factor] < 1 [sky! view factor] = 1

Figure II.8: Schematics of the reduced view of the sky withina valley. Arrows show
long-wave radiation emitted by the ground or by the atmosphere. In a valley, because
of the sloping surfaces, the downward long-wave radiation received at the valley ßoor is
contributed from the atmosphere and by the surrounding terrain obstructing the sky;
in a ßat terrain only the air in the atmosphere contributes todownward long-wave
radiation and the sky-view factor is one. ModiÞed afterOke [1987].

during the early night. However, it was shown that above the valley centre, this e! ect

rapidly vanishes as soon as the distance from the sidewalls is larger than 2 km.

Another mechanism a! ecting near-surface cooling processesis the sheltering e! ect

of the valley from the ßow aloft [Gustavsson, 1995; Vosper and Brown, 2008], even

though this is more linked to the non-dimensional terrain depth than to the terrain

itself. As discussed in Sect.II.3.2.a, the sheltering of the valley leads to a dynam-

ical decoupling of the valley with the ßow aloft, and so turbulent mixing processes

are signiÞcantly reduced within the valley atmosphere. Hence the near-surface air

is not mixed vertically with warmer air, cooling continuously throughout the night.

Vosper and Brown[2008] showed that for idealised two-dimensional valleys, as the

non-dimensional valley depth increases above its criticalvalue (see also Sect.II.3.2.a),

the maximum temperature di! erence between the air outside the valley and the air

at the valley ßoor becomes independent of the valley depth. In such conditions, the

temperature at the valley ßoor is only controlled by radiative cooling of the ground.

However this mechanism seems to be most e! ective in hilly areas (characterised by a

depth H ! 100 m) where local thermally-driven ßows are unlikely to play a major role.

Numerical real-case simulations of the shallow Clun valley in Shropshire, England, by

Vosper et al.[2014], conÞrmed the importance of such a mechanism for the cooling of

air adjacent to the ground. Turbulent heat ßux divergence was found to dominate the

near-surface heat budget.

Land cover heterogeneities are also an important factor.Zangl [2005] showed that

snow cover strongly a! ects the minimum temperature observed in closed basins. By

means of idealised three-dimensional simulations of a basin-like depression, the author

found that snow cover reduces the heat ßux within the soil, hence increasing the

cooling rate of the near-surface air. Extremely low temperatures can then trigger

a drying mechanism preventing the formation of fog, therebycooling can continue
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throughout the night.

II.4.2 E ! ects of thermally-driven ßows

In deep valleys, SBLs and cold-air pools are usually associated with the drainage of

cold air from the valley sidewalls towards the valley bottom, which accumulates with

time [Geiger, 1965]. From a physical point of view, the convergence of downslope

ßows at the valley bottom induces compensatory upward vertical motions because of

mass conservation, which transport cooled air at the valleybottom into the upper-

layer of the valley atmosphere [see Fig.II.9 and Whiteman, 1986; Fast and Darby,

2004; Burns and Chemel, 2015]. Observations byWhiteman [1986] in the Eagle valley

(Colorado, USA) conÞrmed the existence of such transport process within the valley,

showing that the capping inversion at the top of the boundarylayer moves upward

with time as a result of the compensatory vertical motions (see Fig. II.9). After the

evening transition, the upward displacement of the cappinginversion ceases, and the

layer of air above the ground-based-inversion stabilises slowly with time. It should be

noted that this downslope ßow-induced circulation only a! ects the vertical thermal

structure of the valley atmosphere if the compensatory vertical motions vary with

height or, as for the case observed byWhiteman [1986], if there is a layer where the

potential temperature gradient varies with height [Whiteman et al., 2010]. Following

Whiteman et al. [2010], this can be shown by taking the partial derivative along the

vertical of Eq. II.4 and only considering the vertical component of the advection term

on the RHS, that is
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The Þrst term on the RHS of Eq.II.8 contributes to variation of stability only if the

vertical velocity varies with height, while the second termon the RHS of Eq.II.8 only

contributes if the stability varies with height (see Fig.II.9).

Downslope ßows in deep valleys respond to the developing stable stratiÞcation

decreasing their speed and progressively retreating Òback up the slopeÓ [Burns and

Chemel, 2015]. Burns and Chemel[2015] showed that in such deep valleys, the de-

trainment of downslope ßows towards the valley centre is maximum not far above

the ground-based inversion layer. However, the weakening ofthe downslope ßow with

time leads to progressively weaker compensatory vertical motions over the valley centre

[Catalano and Cenedese, 2010; Burns and Chemel, 2015].

If this detrainment is associated with a horizontal advection of colder air into the

valley, the vertical stratiÞcation of the valley atmosphere may decrease throughout the

night [Whiteman et al., 2010]. This argument was proposed byWhiteman et al. [2010]
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Figure II.9: Schematic of the structure of the stable boundary layer in a valley dur-
ing the development period, at timet1 and at time t2 > t 1, with the main features
highlighted. Adapted from Whiteman [1986].

and Haiden et al.[2011] in order to explain the near-isothermal layer above the strongly

stratiÞed ground-based-inversion in the Meteor Crater (Arizona, USA): air cools at the

top of the basin, over the elevated plateaux, then it is advected into the basin, hence

detraining at the height corresponding to its level of neutral buoyancy. This leads to a

di! erential vertical cooling which weakens the stability of the upper part of the basin

atmosphere. This mechanism was conÞrmed byKiefer and Zhong[2011] in a numerical

simulation of an idealised two-dimensional valley with similar geometrical parameters

of the Meteor Crater (Arizona, USA). A similar two-layer vertical thermal structure

of the boundary layer (namely a strong ground-based inversion surmounted by a near-

isothermal layer) was also observed by other authors in deeper valleys. Clements

et al. [1989b] observed a strong ground-based inversion layer surmounted by a nearly

isothermal region up to the valley top for the Brush Creek Valley (Colorado, USA).

Ne! and King [1989] reported a similar structure for the De Beque basin (Colorado,

USA).

The vertical thermal structure of the valley boundary layercan be also a! ected by

mixing processes associated with the vertical shear of a down-valley ßow. As showed

by Pinto et al. [2006] the development of a down-valley ßow at the southern terminus

of the Salt Lake Valley (Utah, USA) was followed by a warming of the near-surface

atmosphere and a cooling of the atmospheric layer just aboveit. Gravity and Kelvin-

Helmholtz waves were identiÞed and associated with the interaction of the down-valley

ßow with the SBL within the valley. Moreover, interactions between downslope and

down-valley ßows may create regions of local convergence/divergence of the ßow so

that local vertical transport of heat and mass can occur within a valley [Banta et al.,

2004].
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Figure II.10: Schematic of the circulation induced by downslope ßow convergence over
the valley centre at the beginning of the night, i.e. when a strongly stable stratiÞed
ground-based inversion layer has not developed yet. Arrows indicates the direction of
the ßow. Note that possible detrainment of downslope ßows is not considered here.
After Wagner [1932].

II.4.3 Evaluation of heat budget terms

Budgets of heat calculated over valley volumes have been studied extensively to quan-

tify the role of the di! erent atmospheric processes in the cooling of the nocturnal

VBL (see Eq. II.5). In basin-like environments advective processes associated with

thermally-driven ßows are only due to downslope ßows. The heat budget of a cer-

tain valley volume varies (i.e. the averaged temperature of the volume varies) only

if heat (positive temperature ßuctuation) is exported through one of the boundaries.

Therefore, in this case, cooling of the valley volume occursonly if the downslope ßow

induced circulation (i.e. convergence of downslope over the valley centre and compen-

satory rising motions) exports heat out of the valley volume(see Fig.II.10). This can

be accomplished either if relatively colder air is importedwithin the valley volume

by downslope ßows at the valley top, or if relatively warmer air is exported by the

compensatory rising motions (see Fig.II.10). Noppler and Fiedler[2002] based on the

idea that thermally-driven slope ßows modify the vertical exchanges of heat between

the surface and the free atmosphere, developed a conceptualmodel in order to take

into account such e! ects. Their results point for a strong need of parameterisations in

coarse-resolution global models.

Kondo et al. [1989] analysed the heat budget in the Aizu basin (Japan), a 1-km

deep basin, by means of observations. The cooling rate averaged over the volume

encompassing the centre of the valley (the atmospheric layer above the valley ßoor

far from the valley sidewalls, see Fig.II.6) and over four nights was found to be

mainly contributed by advection and radiative cooling close to the ground. However,

when the heat budget terms were averaged over the entire basin atmosphere (see
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Fig. II.6) the volume-averaged cooling rate was mainly driven by the surface sensible

heat ßux divergence, with minor inßuence of radiative processes. The contribution to

the heat budget from advection was found to be negligible. This result indicates that

the downslope-ßow-induced-circulation for this particular case did not export heat

through the top surface of the basin atmosphere (see Fig.II.10). Burns and Chemel

[2014] showed in a numerical simulation of a deep (1 km) idealised two-dimensional

valley (i.e. invariant along the valley axis) that the contribution from advection and

turbulent heat ßux divergence together contributes half ofthe volume-averaged cooling

throughout the Þrst part of the night. However, the repartition between advection,

turbulent ßuxes and surface sensible heat ßux was not reported. Katurji and Zhong

[2012] analysed the sensitivity of nocturnal VBL structure and cooling processes to

the valley topography and ambient stability. The idealisedsimulations consisted of

an extensive set of two-dimensional valleys of di! erent width and slope angles. Two

di! erent values for the initial stability proÞles were used, one corresponding to an

isothermal atmosphere and one to a strongly stratiÞed atmosphere. Numerical results

indicated that the upper-layer of the valley atmosphere above the valley ßoor (for

z > 200 m above ground level for the authors) was mainly controlled by vertical

advection, while the lower layer by radiative heat ßux divergence. In the upper-layer,

the cooling rate was found to be larger for the narrower valley than for wider valleys,

because of a stronger e! ect of vertical advection in the former.

As soon as down-valley ßows can develop, for instance in a valley which opens

on a plain further downstream, the picture presented above changes. Down-valley

ßow divergence in the along-valley direction (see Sect.II.3.1.b) has to be compensated

by vertical motions at the valley top as required by mass conservation. In a stably

stratiÞed atmosphere this means that potentially warmer air is transported downward

within the valley by vertical motions during nighttime. Fast et al. [1996] showed in

a high-resolution numerical simulation ($ x = 250 m) of the Sinbad depression (Col-

orado, USA), that the volume-averaged contribution of advection to the heat budget

does indeed warm the valley atmosphere. This is because the terrain surrounding

the depression is only partially closed, opening on one sideon the narrow Salt Wash

canyon, allowing a down-valley ßow to develop. The volume-averaged heat budget

terms computed by the numerical model were found to be a few times smaller than

the respective terms computed from the observations byWhiteman et al. [1996]. How-

ever, the simulated relative contributions of each term to the total cooling rate were

more in accord with the ones computed from the observations.Schmidli and Rotunno

[2010] in an idealised numerical simulation of a three-dimensional valley corroborate

the idea that advection contributes to a warming of the valley atmosphere during

nighttime because of the divergence of down-valley ßows in the along-valley direction.

Pinto et al. [2006] computed vertical proÞles of the potential temperature tendency
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Figure II.11: Schematics of(a) advection of warm air at the top of the valley, leading
to the formation of a strong capping inversion layer at the valley top and (b) turbu-
lent erosion of the stable valley boundary layer;U is the large-scale (external) ßow
and di! erent dash patterns identify di! erent times of the vertical proÞle of potential
temperature ! (z, ti ) ( i = 1, 2...).

(see Eq.II.4) from observations and vertical proÞles of radiative cooling rate using a

radiative transfer model to infer the contribution from advection and turbulent heat

ßux divergence as a residual. The computed proÞles of the cooling processes showed

that during the time period associated with the developmentof the down-valley ßow

(evening transition), the cooling of the near-surface inversion layer stems from the ra-

diative ßux divergence, with a warming contribution from the residual (i.e. the sum of

advection and turbulent heat ßux divergence). During the mature stage of the down-

valley ßow, the averaged cooling rate over the lowest 500 m above ground level was

contributed by radiative cooling by only 30%, meaning that most of the cooling stems

from advection or turbulent heat ßux divergence. However, a clear quantiÞcation of

the relative importance of these two processes was not performed. The numericalsim-

ulations of cold-air pools in the shallow (100-m deep) Clun Valley (UK) performed by

Vosper et al. [2014] indicated that for z > 5 m above ground level, the cooling of the

valley atmosphere far from the valley sidewalls was controlled by advection of cold air,

associated with downslope ßows during the early night, and down-valley ßows during

the late night.

II.4.4 E ! ects of large-scale ßows

Large-scale ßows have been recognised widely as a key factor a! ecting the thermal

structure and evolution of the SBL of deep valleys. Advectionof warm air in the upper

layer of the valley atmosphere leads to the creation or intensiÞcation of elevated stable

layers (a capping inversion) at the top of the valley atmosphere (see Fig.II.11a) which

favours the dynamical decoupling between the air in the valley and the atmosphere

aloft [Whiteman et al., 1999c].
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This type of advection is usually associated with anticyclonic conditions and the

movement of synoptic upper-level ridges over the region [Reeves and Stensrud, 2009].

These conditions had been shown to be strongly linked with the formation of persistent

cold-air pools (PCAPs), which are stable boundary layers characterised by an inversion

layer at the valley-scale which persists for multiple days within the valley [Reeves

and Stensrud, 2009; Lareau et al., 2013b; Largeron and Staquet, 2016b]. Reeves and

Stensrud [2009] showed that, based on a 3-year climatology study in the Western

United States, the motion over the region of a large-scale ridge corresponds with the

simultaneous formation of persistent cold-air pools in various valleys. All the valleys

analysed were characterized by a mid-level warm air advection during the onset of the

persistent cold-air pool event. The end of the event was linked to the approach of an

upper-level trough that was responsible of the advection ofcold air at the mid-levels.

These Þndings conÞrm the results from previous case studiesof persistent cold-air

pools by Whiteman et al. [2001a] and Zhong et al. [2001]. Numerical simulations

of a persistent (multi-day) cold-air pool event in the Salt Lake Valley (Utah, USA)

performed byLu and Zhong[2014] showed that large-scale warm air advection controls

the tendency of potential temperature in the upper layer of the valley atmosphere

(3000< z < 4000 m above sea level for the Salt Lake Valley) throughout the core of

the episode. The cold-air pool was then removed by cold-air advection in the upper

layer of the valley atmosphere. The same behaviour was observed in the Grenoble

Valley (France) in the work by Largeron and Staquet[2016a], in which several multi-

day persistent cold-air pools episodes were simulated during the winter of 2006-2007, all

episodes being initiated by a advection of warm air at mid-levels (about 1500 m above

sea level for the Grenoble Valley).

Even though large-scale cold-air advection is the main mechanism accounting for

the destruction of cold-air pools within a valley, other mechanisms can inßuence the

thermal structure of the valley boundary layer. When a capping inversion is present

at the top of the boundary layer, strong large-scale ßows above the valley top can be

prevented from penetrating within the valley (see Sect.II.3.2.a). However, the shear

associated with the ßow aloft can favour the entrainment of relatively warmer air from

upper levels into the valley atmosphere, thereby progressively reducing its stability

because of vertical mixing (see Fig.II.11b). This mechanism is usually referred to

as a turbulent erosion of a cold-air pool [see for instanceLareau and Horel, 2015b].

Petkovùsek[1992] developed an analytical model for this turbulent erosion mechanism.

The model showed that the speed of the ßow above the cold-air pool has to be Òlarge

enoughÓ in order for turbulent production to be large enoughto initiate the erosion

process, and then it must increases continuously with time in order to fully mix the air

within the valley. The Þrst condition can be expressed quantitatively using the bulk

Richardson numberRi b for the capping inversion at the top of the valley boundary
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layer, as done byZhong et al.[2003]. For Ri b smaller than its critical valueRi c = 0.25

turbulent erosion at the top of the capping inversion initiates, that is if

U # 2N CI h, (II.9)

whereU is the wind speed of the ßow above the valley,N the Br¬unt-V¬ais¬ala frequency

of the capping inversion of depthCI h. Analogously, Eq.II.9 can be expressed as a con-

dition for the Froude number (see Sect.II.3.2.a) for the capping inversion layer. The

second condition is necessary because as the depth of the boundary-layer decreases,

the stability of the capping inversion at its top increases (see Fig.II.11b). Using a

semi-analytical modelZhong et al.[2003] concluded that turbulent erosion cannot mix

the stably stratiÞed air within a deep valley in a time-scaleof the order of a day. A

similar conclusion was drawn byZhong et al. [2001] by means of numerical simula-

tions of a cold-air pool event in the Columbia basin. However,other studies pointed

towards di! erent conclusions.Z¬angl [2005b] in a series of numerical simulations of the

shallow Danube basin showed that turbulent erosion can be ofmoderate importance

for the removal of the stably stratiÞed air from the valley. High-resolution numerical

simulation of idealised two-dimensional valleys (of spatial scales similar to the Salt

Lake Valley) by Lareau and Horel[2015b] showed that if the speed of the ßow aloft

linearly increases with time, turbulent erosion can be a suitable mechanism for mixing

the stably stratiÞed air within the valley on a daily time-scale. The dynamical de-

scription stems from a continuous interplay between breaking Kelvin-Helmhotz waves,

subsequent mixing, and horizontal advection.

Air in a valley can be alsoÒdisplacedÓhorizontally by an impinging external ßow so

that the stably stratiÞed cold-air is replaced byÒnewÓair characterised by a weaker sta-

bility [see Fig. II.12, Lareau and Horel, 2015a]. This mechanism is usually associated

with descending air on the lee side of one of the valley sidewalls. The ßow accelerates

as it ßows down the slope before plunging into the capping inversion at the top of

the boundary layer and, as a result, the air in the valley is displaced downstream and

warm air is advected into the valley atmosphere (see Fig.II.12).This mechanism can

lead to a full removal of cold-air from the valley atmospherewhen the impinging ßow

is strong enough.Flamant et al. [2006] studied the interactions between a F¬ohn and a

cold-air pool in the lower Rhine valley during IOP15 of MAP using a comprehensive

set of observations. Analysis of data showed that the dynamical displacement of the

cold-air pool by the F¬ohn ßow was the primary mechanism accounting for the complete

removal of the stably stratiÞed air from the valley, with a negligible contribution of

turbulent erosion at the top of the cold-air pool.Lareau and Horel[2015a] by means

of the set of measurements collected during IOP1 of PCAPS, showed that internal

gravity waves formed on the upstream sidewalls, accelerating the ßow down the slope.
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Figure II.12: Schematics of the displacement of a cold-air pool in a vertical cross-
section along the downstream direction of the valley,(a) before that mountain waves
form and the ßow accelerates down the slope and(b) after that the accelerated ßow
displaced the cold-air pool downstream; red arrows represent the external ßow and con-
tinuous black lines are lines of constant potential temperature (isentropes). Adapted
from Lareau and Horel[2015a].

This leads to the displacement and tilting of the cold-air pool upward in the down-

stream direction. The cold-air pool can then eventually be displaced again upstream

as soon as the balance of forces, which was maintaining the tilting, is destroyed.

II.5 Research objectives

Most of the process-level studies on cold-air pools and SBLsin complex terrains have

considered idealised valleys invariant in the along-valley direction, in which thermally-

driven along-valley ßows are prevented. However Alpine valleys generally present

a three-dimensional valley-wind system, because of terrain heterogeneities along the

valley axis. The simplest modelling of this system consistsof a valley opening on a

plain region in the along-valley direction. A detailed mechanistic understanding of

the interactions between the three-dimensional valley-wind system and the thermal

structure of the stable valley boundary layer is still missing: what are the interactions

between downslope and down-valley ßows? What is the e! ect of these interactions

on the boundary-layer thermal structure? What are the mechanisms controlling the

conservation of mass within the valley? ChapterIII aims to answer these questions,

using high-resolution numerical modelling of an idealized, straight valley opening on a

plain, without considering the e! ect of external (synoptic) ßows. The numerical results

are compared with the results from an idealised valley invariant in the along-valley

direction. This allows a quantitative investigation of thee! ects of the thermally-driven

down-valley ßow.

A very idealised shape of the terrain is used in ChapterIII . However, straight valleys

opening directly on plain regions rarely exist in nature. Most valleys show complex
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terrain features like heterogeneities in the along-valleydirection, asymmetries in the

cross-valley terrain (i.e. one slope steeper than the other), curved or inclined along-

valley terrains, etc. All these aspects have been barely investigated. Among others,

along-valley orographic variations are a key feature common to all Alpine valleys:

valleys usually widen or narrow in the along-valley direction, a terrain feature which

can be modelled schematically as a system of multiple valleys. In Chapter IV the SBL

of a system of two valleys of di! erent widths is analysed. Particular emphasis is given

to the analysis of the e! ect that the along-valley terrain heterogeneity has on heat and

mass transport processes.

Thus far, this discussion tacitly assumes that the orography is the main local fac-

tor a! ecting the evolution of the valley atmosphere, at least in deep valleys. Previous

studies showed that other factors may be important, but those would probablymod-

ulate the response of the atmospheric processes to the terrain features (for instance

surface heterogeneity, canopies...). More complex systemof valleys can be studied, to

further our understanding of the multiple interactions that may occur between atmo-

spheric processes in a given valley and the ones in neighbouring valleys (the Òmountain

atmosphereÓ as it was called in Sect.II.1). In particular, the role of side (tributary)

valleys on the heat and mass budgets of a given valley has received little attention,

especially from a modelling perspective. This question is considered for a real terrain

landscape under a weak synoptic forcing, in order to study the inßuence of surrounding

valleys and tributaries on the boundary layer of a valley, inthe light of the process-level

understanding developed in the idealised framework. The link between the idealised

and real worlds is given by semi-idealised numerical simulations, namely numerical

simulations with well-controlled initial and boundary conditions (idealised), but using

a real orography. The contrast between semi-idealised and real-case studies allows to

quantify the impact of the thermally-driven circulation in the evolution of heat and

mass budgets of a cold-air pool, compared to the large-scale(synoptic) forcing. Also,

some of the mechanisms put forward in the idealised process-level studies of Chap-

ter III and Chapter IV may be evaluated in such analysis. These aspects will be the

objective of ChapterV. The investigation relies on the dataset collected during the

PASSY-2015 Þeld campaign, a Þeld experiment that was held in a section of the Arve

River Valley, near the town of Passy, during the winter of 2014-2015. The area often

experiences severe air pollution episodes during wintertime.

To summarise, this thesis aims to advance the understandingof the physical pro-

cesses controlling the evolution of heat and mass budget of the stable boundary layer

in deep Alpine valleys, with the following scientiÞc objectives:

O1 Characterise the inßuence of the thermally-driven valley-wind system on the

mass and heat budgets of the stable valley boundary layer;
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O2 Quantify the inßuence of along-valley orographic variations on the physical pro-

cesses governing the heat budget of the valley atmosphere;

O3 Quantify the role of the ßows from conßuent valleys and tributaries to the mass

and heat budget of a real valley;

O4 Determine how the synoptic forcing control or modulate the dynamical and ther-

mal characteristics of the atmosphere in a real valley.

The next chapters are organized as follows: ObjectiveO1 will be considered in

Chapter III ; Chapter IV aims at addressing objectiveO2; Chapter V focusses on ob-

jectives O3 and O4 using a dataset collected during IOP1 of the PASSY-2015 Þeld

campaign; more details about the PASSY-2015 Þeld campaign are reported in Ap-

pendix A. Chapter VI draws general conclusions from this work and gives indications

for future research in the Þeld.





III
Interactions between the Nighttime

Valley-Wind System and a

Developing Cold-Air Pool

The simplest modelling of the valley-wind system consists of a valley opening on a

plain. In this chapter the inßuence of thermally-driven downslope and down-valley

ßows on the mass and heat budgets of the valley atmosphere is characterised, by

contrasting the valley-plain system with a two-dimensional valley where down-valley

ßows are non-existent.

This chapter is a reproduction ofArduini et al. [2016]. Note that few minor points

on the model setup and the computation of the heat budget havebeen clariÞed in the

thesis.

Abstract The Weather Research and Forecast (WRF) numerical model is used to

characterize the inßuence of a thermally-driven down-valley ßow on a developing cold-

air pool in an idealized alpine valley decoupled from the atmosphere above. Results

for a three-dimensional (3D) valley, which allows for the formation of a down-valley

ßow, and for a two-dimensional (2D) valley, where the formation of a down-valley ßow

is inhibited, are analyzed and compared. A key result is thatadvection leads to a net

cooling in the 2D valley and to a warming in the 3D valley, oncethe down-valley ßow is

fully developed. This di! erence stems from the suppressionof the slope-ßow induced

upward motions over the valley centre in the 3D valley. As a result, the downslope

ßows develop a cross-valley circulation within the cold-air pool, the growth of the

cold-air pool is reduced and the valley atmosphere is generally warmer than in the

2D valley. A quasi-steady state is reached for which the divergence of the down-valley

ßow along the valley is balanced by the convergence of the downslope ßows at the top

of the cold-air pool, with no net contribution of subsiding motions far from the slope



38 III. E! ects of the Nighttime Valley-Wind System on a Cold-Air Pool

layer. More precisely, the inßow of air at the top of the cold-air pool is found to be

driven by an interplay between the return ßow from the plain region and subsidence

over the plateaux. Finally, the mechanisms that control thestructure of the cold-air

pool and its evolution are found to be independent of the valley length as soon as the

quasi-steady state is reached and the down-valley ßow is fully developed.

III.1 Introduction

The representation of the stable atmospheric boundary layer in complex terrain, rang-

ing from rugged lowlands with valley incisions to the highest mountains, constitutes a

signiÞcant forecasting challenge. Small-scale processesin such complex terrain remain

largely unresolved by current numerical weather prediction models and so are their

impacts on weather, climate and air quality [see for instance Zardi and Whiteman,

2013]. SpeciÞcally, large temperature variations may occur over short distances, es-

pecially during clear nights when radiative cooling of the surface leads to a strong

ground-based inversion (GBI). In areas sheltered from the atmosphere above, par-

ticularly from ßow where high wind speeds and consequent intense turbulent mixing

conspire to reduce vertical temperature gradients towards zero [e.g.Vosper and Brown,

2008; Lareau and Horel, 2015a], or under quiescent synoptic conditions, cold-air pools

(CAPs) form. CAPs are associated with a strong GBI, and so weather hazards and

pollution episodes are more likely in CAPs than over ßat terrain in the same region,

especially when they are intense, shallow and long lasting as this may occur in winter.

Under these conditions, thermally-driven slope and valley winds are key to main-

taining some degree of ventilation [e.g.Largeron, 2010; Nadeau et al., 2013]. Slope

ßows develop as a result of the horizontal thermal imbalancebetween the layer of air

adjacent to the slope and the air at the same altitude far fromthe slope. At night,

the radiative cooling of the ground produces downslope ßows. Along-valley ßows are

also thermally driven and are triggered by the thermal imbalance in the down-valley

direction, for instance between the valley interior and an adjacent plain.

The role of downslope ßows in CAP formation under decoupled conditions depends

on the scales of the terrain.Burns and Chemel[2014, 2015] and Vosper et al. [2014]

discussed results from numerical model simulations of the formation of a CAP in valleys

of very di! erent depths. Vosper et al. [2014] considered the Clun Valley, England, a

narrow valley with depth between 75 and 150 m. In such a shallow valley, the sheltering

provided by surrounding terrain allowed a CAP to form. The strong atmospheric static

stability of the simulated developing CAP rapidly suppressed downslope ßows. The

cooling of the air adjacent to the ground was dominated by theparametrized subgrid-

scale (SGS) turbulent mixing, while the cooling above was dominated by the transport

of cold air from the valley sides or from down-valley drainage. By contrast,Burns and
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Chemel [2014, 2015] considered an idealized 1-km deep narrow valley, not subject to

down-valley winds. In such a deep valley, downslope ßows were found to play a major

role in the development of a CAP. As the cold-air region engulfed the slopes, a 100-m

deep strongly stratiÞed GBI was left above the valley ßoor. The downslope ßows then

detrained largely above the GBI layer, thereby mixing the upper part of the CAP. The

valley-atmosphere instantaneous cooling was eventually driven by a complex interplay

between radiative cooling and dynamical cooling.

Although widely observed [e.g.Ne! and King, 1987; Banta et al., 2004; Pinto et al.,

2006; Schmidli et al., 2009], the inßuence of down-valley ßows on the evolution of CAPs

under decoupled conditions is not well characterized, presumably owing to the chal-

lenges in simulating CAPs [Baker et al., 2011] and collecting extensive observations.

Numerical modelling studies investigating CAP processes have generally considered

two-dimensional (2D) valley geometries that are invariantin the down-valley direction

(referred to as 2D valleys hereafter), thereby preventing any thermally-driven down-

valley ßow from developing [e.g.Vosper and Brown, 2008; Catalano and Cenedese,

2010; Katurji and Zhong, 2012; Burns and Chemel, 2014, 2015]. Numerical simula-

tions considering valleys with a three-dimensional (3D) geometry that is varying in

the down-valley direction (referred to as 3D valleys hereafter) have generally focussed

on convective situations [e.g.Rampanelli et al., 2004a; Schmidli et al., 2011]. Only a

few studies have examined pooling and draining processes in3D valleys. Zangl [2005]

investigated processes promoting the formation of extremeCAPs in an idealized ele-

vated sinkhole (i.e., closed basin).OÕSteen[2000] examined the impact of tributaries

on the nighttime down-valley ßow and on the associated mass transport outside ide-

alized valleys.Schmidli and Rotunno[2010] examined the mechanisms leading to the

formation of a thermally-driven along-valley ßow in a 3D valley. The importance of the

geometry of the valley with respect to the other mechanisms in the development of a

valleyÐplain temperature di! erence, was quantiÞed using the concept of a topographic

ampliÞcation factor [see, for instance,Whiteman, 1990]. Results indicated that the

along-valley ßow induces a heating of the valley atmosphereduring the night and a

cooling of the valley atmosphere during the day. Similar conclusions were reported

during daytime by Rampanelli et al. [2004a] in a study of an idealized valley, and by

Weigel et al. [2006] in a real-case study of the Riviera Valley in southern Switzerland.

For nocturnal conditions, the heating of the valley atmosphere was explained by sub-

sidence motions from the atmosphere above the valley, due tothe divergence of the

down-valley ßow.

The overall aim of the present work is to characterize the inßuence of a thermally-

driven down-valley ßow on a developing CAP in an idealized alpine valley under de-

coupled conditions. For this purpose, we analyze and compare results from numerical

model simulations of a developing CAP in a 3D valley and in the counterpart 2D
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valley. The set-up of the numerical simulations is presented in Sect. III.2 , and the

development of the thermally-driven down-valley ßow is discussed in Sect.III.3 . In

Sect. III.4 , the inßuence of the down-valley ßow is quantiÞed by contrasting the 3D

and 2D valley cases, and in Sect.III.5 we investigate the sensitivity of the results to

the valley length. Finally, conclusions are given in Sect.III.6 .

III.2 Design of the numerical simulations

III.2.1 The numerical model

The numerical simulations were performed with the Weather Research and Forecasting

(WRF) model, in its version 3.4.1 of the Advanced Research core formulation [Ska-

marock et al., 2008]. The WRF model is a compressible non-hydrostatic model, ap-

propriate for scales ranging from metres to global scales. The governing equations are

formulated using a terrain-following hydrostatic-pressure coordinate and discretized

on a staggered Arakawa-C grid. For the present work, time integration was performed

with a third-order RungeÐKutta scheme using a time-splitting technique to integrate

the fast acoustic mode [Wicker and Skamarock, 2002]. The advection terms were

discretized using a Þfth-order Weighted Essentially Non-Oscillatory (WENO) scheme

with positive deÞnite Þlter. The planetary boundary layer was not parametrized and

SGS motions were modelled with a turbulent kinetic energy 1.5-order closure scheme,

which accounts for the stability dependence of the SGS length scale in stably strati-

Þed conditions and with the Smagorinsky coe" cient Cs set to 0.1 [Moeng et al., 2007].

We note that in a stably stratiÞed atmosphere,Cs may vary with height [Smith and

Port«e-Agel, 2014], limiting or enhancing SGS mixing. Dynamical models [see for in-

stanceBou-Zeid et al., 2004; Smith and Port«e-Agel, 2014] allow the variation of Cs

with height, depending on the instantaneous ßow characteristics. The e! ect of these

variations on the motion at the resolved scales need to be quantiÞed in future work.

Radiative transfer was taken into account using the Rapid Radiative Transfer Model

for longwave radiation [Mlawer et al., 1997] and the scheme proposed byDudhia [1989]

for shortwave radiation. Shadowing e! ects were not included, as inBurns and Chemel

[2014]. The interactions with the ground surface were modelled using the community

Noah Land Surface Model [Chen and Dudhia, 2001] using four soil layers.

III.2.2 The topography of the valley

A valley similar to the one used bySchmidli et al. [2011] is considered. It is symmetric

about the origin at x = 0 and y = 0 (see Fig. III.1 ), and the analytical expression for
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Figure III.1: (a) Terrain height for the control case. The topography is symmetric
about the origin (x, y) = (0 , 0), where the cross-valley directionx is oriented west-east
and the down-valley directiony is oriented south-north. (b) Contours of the terrain
height (with intervals of 100 m) for the control case; the light blue box denotes the
valley centrearea, i.e. the area within the valley deÞned by 2< y < 4 km and|x| $ L x ;
see Sect.III.2.6 for details. Note that half of the topography along they-direction is
displayed.

the height of the terrain is given by

h (x, y) = H hx (x) hy (y) + h0, (III.1)

where

hx (x) =

#
$%

$&

[1 " cos (# (|x| " L x ) /S x )] / 2 for L x $ |x| $ Sx + L x

0 for |x| < L x

1 for |x| > S x + L x

(III.2)

and

hy (y) =

#
$%

$&

[1 + cos (# (|y| " L y) /S y)] / 2 for L y < |y| $ Sy + L y

0 for |y| > L y + Sy

1 for |y| $ L y

. (I I I.3)

The topography considered is characterized by a valley depth H = 800 m, a width

of the sloping sidewallsSx = 4200 m (in the cross-valley directionx) and Sy = 5000 m

(in the down-valley direction y) and a half-width of the valley ßoorL x = 750 m (in

the cross-valley directionx). The reference height is set toh0 = 1000 m. With this

setup, the maximum angle$ of the slope is about 17" . The length of the valleyL y

(as displayed in Fig.III.1 ) is varied from 6 to 10 km, with L y = 6 km for the control

case. The total valley lengthL tot = L y + Sy for the control case is then equal to

11 km. All the model points were assigned the latitude and longitude of the centre of

the Chamonix valley located in the French Alps.
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III.2.3 Grid design

Burns and Chemel[2014] have shown that a vertical resolution smaller than a few me-

tres is needed to capture the downslope ßows and the structure of the valley boundary

layer. Furthermore, the modelling studies byRampanelli et al. [2004a] and Schmidli

et al. [2011] have shown that the domain should be large enough for the ßowdynamics

not to be inßuenced by the lateral boundary conditions. To satisfy these constraints,

we relied on the nesting capability of the WRF model. Two domains were used: an

outer domain (D1) discretized with 114% 334% 101 grid points in the x-, y- and

z-direction, respectively, with a horizontal resolution$ x|D1 = $ y|D1 = 270 m, and

an inner domain (D2) discretized with 172%361%101 grid points in thex-, y- and

z-direction, respectively, with a horizontal resolution$ x|D2 = $ y|D2 = 90 m, both

centered on the origin. The nesting between the two domains is one-way, in the sense

that the boundary conditions of the inner domain are updatedfrom the outer domain

solution every outer-domain timestep, with no feedback from the inner domain on the

outer domain.

The vertical coordinate was stretched along the vertical direction using a hyperbolic

tangent function [Vinokur, 1980], providing a vertical resolution$ z & 1.7 m for the

Þrst level above the ground surface, and 10 levels in the Þrst20 m above the ground

surface. In order to obtain numerically stable results, thevertical grid resolution

demanded a timestep$ t|D2 = 0.15 s for the inner domain, and a timestep$ t|D1 =

0.45 s for the outer domain.

It is acknowledged that the grid resolution is too coarse to resolve the full range

of turbulent motions acting in stable boundary layers and the numerical simulation

performed in this work should be referred to as high-resolution mesoscale simulations

[Cuxart, 2015].

III.2.4 Initial conditions

The simulations were initialized 1 h before sunset, and wererun for a 6-h period.

Decoupled conditions were considered and so no ßow was prescribed at the initial time

(t = 0). The atmosphere was initialized to be in hydrostatic balance. The vertical

lapse rate of virtual potential temperature%!v/ %z at t = 0 was set to 1.5 K km! 1,

yielding a temperature proÞle typical of post-convective conditions. For simplicity,

! v is referred to as potential temperature thereafter. The BruntÐV¬ais¬ala frequency

N =
'

(g/ ! v) %!v/ %z, whereg is the acceleration due to gravity, has then an initial

value N0 & 0.71 10! 2 s! 1 within the valley. The potential temperature of the Þrst air

layer at the valley ßoor was set to! 0 = 288 K, and the skin temperature was initialized

by extrapolating the temperature of the Þrst three air layers above the ground surface.

The soil temperature of the deepest soil layer (at a depth of 8m) at the valley ßoor
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was set to the annual mean surface air temperature of 281.4 K [Chen and Dudhia,

2001], and a constant temperature gradient of 2 K km! 1 was used across the idealized

terrain in order to account for the variation with height of the deep soil temperature

[Burns and Chemel, 2014]. The soil temperature proÞle was initialized assuming an

exponential increase of temperature with depth between theskin temperature and the

deep soil temperature. A detailed discussion of the soil initialization is given in Burns

and Chemel[2014]. The atmosphere was initialized with a relative humidity of 40 %.

III.2.5 Boundary conditions

Lateral boundary conditions for the outer domain were set toperiodic boundary condi-

tions in the x-direction and to open boundary conditions in they-direction. The total

height of the domain is 12 km. A 4-km deep implicit Rayleigh sponge layer [Klemp

et al., 2008] was used at the top of the domain to damp upward propagating gravity

waves; the damping coe" cient was set to 0.2 s! 1. At the ground the usual imperme-

ability condition was used, together with the Monin-Obukhov similarity theory, which

was applied as the bottom boundary condition for the turbulent ßuxes [Jimenez et al.,

2012]. An alternative formulation for the stably stratiÞed surface layer proposed by

Zilitinkevich et al. [2013] was also tested, which did not a! ect signiÞcantly the numer-

ical results. We note that a slope-modiÞed similarity theory [see for instance%Lobocki,

2014] may be more appropriate to represent the surface layer of a sloping surface. The

aerodynamic roughness length was set to 0.1 m.

III.2.6 DeÞnition of control volumes

Since the valley boundary layer coincides with the CAP, it will be referred to as

CAP thereafter. Following Burns and Chemel[2015], the CAP is decomposed in

two parts: the GBI, deÞned as the layer of atmosphere above the ground surface

where a temperature inversion develops (that is%T/ %z > 0, whereT is the absolute

temperature), and the part of the CAP above the GBI, which willbe referred to as

CAP' .

The height of the GBI, denoted byzGBI , is deÞned as the height where the absolute

temperature ceases to increase with height. When the atmosphere is not dry, Burns

and Chemel[2015] have shown that the height of the top of the humid layer can be

used to track accurately the top of the CAP, denoted byzCAP ; we use this deÞnition

hereafter. Note that a more standard deÞnition of the height of the CAP, based on

the height where the vertical gradient of potential temperature reaches a maximum,

will also be used; this deÞnition can be equivalently expressed in terms of the height

where the BruntÐV¬ais¬ala frequency reaches a maximum value.

Di! erent spatial averages will be considered below. We consider the average over
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the area deÞned by|x| $ L x (i.e. the width of the valley ßoor) and 2$ y $ 4 km

(where the plateaux are ßat and the slope angle does not change along the down-valley

direction, see Fig.III.1 b), which will be referred to as thevalley centrearea hereafter

and, for clarity, will be written in italics when referring to this area. Volume averages

will be performed over along-valley sections deÞned by 2$ y $ 4 km and of height

range corresponding to the GBI or CAP' . These volumes will be referred to as the

GBI volume and the CAP' volume, respectively.

III.2.7 DeÞnition of a counterpart two-dimensional valley

The atmospheric circulation in the 3D valley will be compared to that developing in

a 2D valley. The topography of the 2D valley is deÞned by Eq.III.1 with hy(y) = 1.

The 2D simulation was set up as the 3D ones except that no grid nesting was used,

and periodic boundary conditions were applied at all lateral boundaries. We recall

that the formation of an along-valley ßow is inhibited in the2D valley.

III.3 Mechanism of down-valley winds

III.3.1 Di ! erential cooling between the valley and the plain

Vertical proÞles of the potential temperature above the valley ßoor and the plain

are displayed at di! erent times in Fig. III.2 . During the Þrst 30 min of simulation,

the vertical temperature structure in the valley is the sameas over the plain (see

Fig. III.2 a). After 90 min (i.e., 30 min after sunset), a shallow stable boundary layer

typical of ßat terrain develops over the plain; in the valley, by contrast, the boundary

layer is deeper and, for a given height, displays lower temperatures than over the plain.

This di! erential cooling is linked to the downslope ßows, which develop about 30 min

after sunset, as follows. The air advected by the downslope ßow, together with the

cold air layer over the valley ßoor due to longwave radiativeheat loss, are mixed in the

vertical by the rising motions resulting from mass conservation [seeBurns and Chemel,

2015, and Sect. 4.1], since the down-valley ßow has hardly formedat this time.

After 330 min, the di! erential cooling between the valley andthe plain is main-

tained, except over a thin layer of 10 m or so, where the near-surface air temperature

is lower over the plain than over the valley ßoor (see Fig.III.2 c, d). This feature is

closely linked to the dynamics of the downslope and down-valley ßows, which are fully

developed at this time, as will be discussed in the next sections.
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Figure III.2: Vertical proÞles of potential temperature! v, averaged over thevalley
centre (black line, see Sect.III.2.6) and over the plain for 12.4 $ y $ 14.4 km (red
line) at (a) t = 30 min, (b) t = 90 min, and (c) and (d) t = 330 min. (d) is a zoom
of (c) over the Þrst 70 m above the ground surface.

III.3.2 Development of the down-valley ßow

The valley atmosphere far from the slope layer may be assumedto be in hydrostatic

balance as discussed for example byRampanelli et al. [2004a] and SeraÞn and Zardi

[2011a]. The boundary layer being deeper and colder in the valley than over the plain

(except, as already discussed, over the Þrst 10 m above ground level, see Fig.III.2 c,

d), the resulting pressure di! erence drives a down-valley ßow from the valley to the

plain. Schmidli and Rotunno [2010] showed that this pressure di! erence can be in

part explained by the topographic ampliÞcation factor of the valley. In the next two

sections, we investigate the role of the valley-wind systemon the formation of this

pressure di! erence.

Figure III.3 a displays the height of the CAPzCAP versus time for di! erent positions

in the along-valley directiony. Since the CAP height is partly controlled by the vertical

motions induced by the downslope ßows, the maximum value of the downslope ßow

speedus,max computed at the samey-positions is displayed versus time in Fig.III.3 b.
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