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Abstract

From a general point of view this thesis addresses an automatic path to lsaildtisn choosing
a compatible set of building blocks to provide such a solution to solve a gnaigm. To create
the solution it is considered the compatibility of each available building block witpithielem and
also the compatibility between each building block to be employed within a solutiorgeliter.

In the particular perspective of this thesis the building blocks are meta-madeélthe given
problem is a description of a problem that can be solved using softwarg aisnulti-agent system
paradigm.

The core of the thesis proposal is the creation of a process based dti-ageat system itself.
Such a process analyzes the given problem and the available meta-meddtatlatches both and
thus it suggests one possible solution (based on meta-models) for thenprotéwertheless if no
solution is found it also indicates that the problem can not be solved thithiggparadigm using
the available meta-models.

The process addressed by the thesis consists of the following main dtephrdugh a process
of characterization the problem description is analyzed in order to locawothton domain and
therefore employ it to choose a list of most domain compatible meta-models aslatesd (2)
There are required also meta-model characterization that evaluate etecimodel performance
within each considered domain of solution. (3) The matching step is built aneitteagent system
where each agent represents a candidate meta-model. Within this multi-ggemh £ach agent
interact with each other in order to nd a group of suitable meta-models t@sept a solution.
Each agent use as criteria the compatibility between their represented atenatieita-model with
the other represented meta-models. When a group is found the overakidoifitp with the given
problem is evaluated. Finally each agent has a solution group. Thenglmges are compared
between them in order to nd the most suitable to solve the problem and thercided@e nal
group.

This thesis focuses on providing a process and a prototype tool to sellestistep. Therefore
the proposed path has been created using several concepts frommaltsis, cooperative arti cial
intelligence, Bayesian cognition, uncertainty, probability and statistics.



Resumen

Desde un punto de vista general esta tesis aborda el problema de anaoatsolucion a un prob-
lema determinado usando un conjunto de blogues de construccién. Esitesehiendo en cuenta
la compatibilidad de cada uno de los blogues de construccién para resigiveblema y la capaci-
dad de interaccion entre estas partes para formar una solucion juntos.

En la perspectiva particular de la tesis los bloques de construccién somuoeedos y el prob-
lema dado es una descripcion de un problema puede ser resuelto utilinfingoesy que hay que
veri car si es posible resolverlo con una con guracion basada esistema multi-agente.

El nucleo de la propuesta de tesis es un proceso que analiza un prol@ddmavdri cando
si es posible resolverlo usando un sistema multi-agente, si es asi se suggposible solucién
basada en sistema multi-agente para este problema. También puede indiehpmiEema no
puede resolverse a través de este paradigma o que no se cuenta comiaditin su ciente para
determinar si si o si no.

El proceso abordado por la tesis consta de los siguientes pasos pescida A través de un
proceso de caracterizacion de la descripcion se identi can las cdsdici@as y el dominio de la
posible solucién para luego elegir un sub conjunto de posibles candidatasmodelos. (2) Los
meta-modelos cuentan con caracterizaciones en varios dominios de so(8ki®e.crea un sistema
multi-agente en el que cada agente representa a un candidato meta-mbdebzdejunto elegido
en la primera fase. De esta sociedad de agentes estos interactUangaraesscontrar un grupo de
meta-modelos que es adecuado para representar una solucion dadgehtes utilizan los criterios
idéneos para cada meta-modelo que representan. También se evalladstmtdgu de los grupos
creados para resolver el problema de decidir que grupo nal es la isajaozion.

Esta tesis se centra en proporcionar un proceso y un prototipo denienta para resolver el
ultimo paso considerando la incertidumbre que podria haber al solo cgrarc@almente un prob-
lema caracterizado y uno o mas meta-modelos caracterizados. Por lo taattired propuesto ha
sido creado utilizando varios conceptos del meta-analisis de la inteligeti@imbde cooperacion,
la cognicion Bayesiana, la incertidumbre, la probabilidad y estadistica.



Résumé

Considérant un point de vue général de cette these aborde le probdetrmuder, a partir d'un
ensemble de blocs de construction, un sous-ensemble qui procu@uwti@sa un probléme donné.
Ceci est fait en tenant compte de la compatibilité de chacun des blocs deuction par rapport
au probléme et l'aptitude d'interaction entre ces parties pour former etsemé solution.

Dans la perspective notamment de la these sont les blocs de construatiétedmodéles et le
probléme donné est une description d'un probléeme peut étre résolu eanttilis logiciel et d'étre
résolu en utilisant un systéme multi-agents.

Le noyau de la proposition de thése est un processus qui analysehlame donné et puis il
proposé une solution possible basée sur systéeme multi-agents pour lgearob peut également
indiquer que le probléme ne peut étre résolu par ce paradigme.

Le processus adressée par la thése consiste en les étapes principalees (1) A travers
un processus de caractérisation on analyse la description du problémpgaliser le domaine
de solutions, puis choisissez une liste de candidats des méta-modeless (@raetérisations de
méta-modeéles candidats sont prises, ils sont dé nis dans plusieurs dendaite solution. On fait
la chois parmi le domaine trouvé dans la étape précédant. (3) On créstamsymulti-agents ou
chaque agent représente un candidat méta-modele. Dans cette soeigéhtesnteragissent les uns
avec les autres pour trouver un groupe de méta-modeéles qui est adaptégrésenter une solution
donnée. Les agents utilisent des critéres appropriés pour chaquenodéte a représenter. |l
évalue également la compatibilité des groupes créés pour résoudreltnpeate décider le groupe
nal qui est la meilleure solution.

Cette thése se concentre sur la fourniture d'un processus et un aitttyge pour résoudre
plutdt la derniére étape de la liste. Par conséquent, le chemin proposéé&eéad'aide de plusieurs
concepts de la méta-analyse, l'intelligence arti cielle de coopération, dedaitton bayésienne,
incertitude, la probabilité et statistique.



Preface

Really knowing semantics is a prerequisite for anything to be called intelligence
-Barbara Partee

That's a notion of [scienti c] success that's very novel. | don't knowamything like it in the
history of science
-Noam Chomsky encouraging the machine learning researchers tonderstand the origins of
human and animal nature behaviour instead of simulate it.

Today's software systems have an inherent tendency toward compl&Xity.popularity of dis-
tributed and complex systems - as those that run on mobile devices or sgsteons deployed in
cities, forests and elds, or within the area of home automation - it require®veldp systems
that go beyond traditional software development methods. The Multi-aystéms archetype is
one of the paradigms used to Il such a gap. The MAS paradigm allows to haoslgstem using
schemes based on human social and organizational structure thatlgusodve complex problems
everyday into human organizations and institutions. Many efforts have ib@ele to simplify the
development of MAS (Gomez et al., 2007). However, until now most gainese efforts have been
done without coordination and towards different directions. This vagtiéverse variety of choices
makes dif cult the initial choices for a system designer. In other words diisigner must choose

among all the options and components an adequate methodology for the@ofpheir system.
This situation causes an initial uncertainty for any developer. Theréfdifeculty leads to the use
of MAS as a viable option to develop a solution. In spite of this, we considentaaould improve
such initial situation using a Multi-agent system to help making the initial decislussifying such
election phylosophically we recall the second law of thermodynarhics (Kel@@2), such a law
prohibits two bodies at different temperatures can transmit heat fronottidéody to hot body. The
second law also is commonly expressed by stating:

In an isolated system the entropy never decreases.

Such a law applies indirectly to initial uncertainty situation mentioned above. Initfe@ldeveloper
has a closed set of options and a problem to solve; therefore, he hasctotiracharacteristics of
his problem to components -belonging to one or more methodologies - thatricgnabpath to
build a solution to such a problem. Thus, the level of experience and prawlkdge of existing



Vi

methodologies take a key role in making initial decisions. Here we nd sewmélarities with
the Maxwell demon paradok (Kelvin, 1879): it proposes to employ a dentoramisolated system
in order to reduce the thermic entropy. Thus, the demon activity consistsaingamg the hot and
cold molecules to reduce the thermic entropy within the closed system. A propdsisolve such
demon paradox is done by recognizing the theory of information and thrersfich theory justi es
the energy needed to identify the hot and cold molecules. In other wordsithen need knowledge
to infer which molecule is hot or cold and put them in order. We proposed@génts similar as the
demon - with experience and knowledge already acquired - in a clostahsg$ options - solution
components instead of molecules - with a high level of uncertainty becaudemiteknow which
components are the most suitable to solve a problem - considering the prabkie task of order
molecules to decrease the thermic entropy -. So, the agents can help tanedmssible solutions
within the closed space of options.

It is possible from our point of view to make pro t of this situation by usingagproach to
abstract information from existing methodologies and approaches autoltyatic&est in the ex-
perience acquisition - thus use such information to choose the most acconapenents - match
problem characteristics with components features - and therefore eréé& where each agent
acts as a component representative and look for other agents -othpogents - to create an opti-
mal solution group. Therefore the nal goal of our approach is to simpligyinitial MAS concep-
tion process and thus to encourage the use of MAS.
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Introduction

The present work has been initiated by an already long cooperationdaetive laboratory LCIS
- (Laboratoire de Conception et Integration de Systémes) in Valencacd-@nd CINVESTAV
Guadalajara Mexico about Multi-agent speci cation methodologies. Thikvwgounder the direc-
tion and supervision of Pr. Michel OCCELLO, leader of the Complex Syst&axS{Y) research
group and deputy director of the laboratory LCIS in Valence, Francetsishe Pr. Félix Francisco
RAMOS-CORCHADO leader of the distributed systems research groupNWESTAV Guadala-
jara Mexico. The present thesis work aims at developing an automated nayais process for
multi-agent software engineering. This thesis' work is considered asea foa the METALISM
project that has been granted with the ECOS-ANUIES research pfojegttnumber M10-MO02.
This project also aims at simplifying the use of multi-agent systems and disserttiratatiliza-
tion in the software development industry as a mature approach to creatleg@ygtems solutions.

Project Motivations

Existing methods are generally based on "problem to be solved into a domiaieri dngineering,
in other words, a given problem to be solved within a speci ¢ domain in whiemtkethods are ori-
ented. The fact is that we don't know if the domain method which is intended\e Hte problem
is the right one. This is an issue that must be carefully taken. An inappteomain of solution
choice can make the MAS employed as not viable or inef cient. The needplmylsoftware to
solve problems increasingly complex is a daily issue. The use of methodofogitee software
design and layout is a fundamental requirement to reach a mature amssutsoftware develop-
ment. The multi-agent systems-oriented approaches represent antaiedeselopment solution
for complex nature problems, however, given the quantity of existing multiteagproaches, the
diversity of these methods makes tricky to choose the right approadgiakhy for inexperienced
designers and for those not specialized in the area. The domain ctyeeadh method is limited.
In the same way, choose the appropriate domain solution to solve the gelemprbecomes an
intricate task. In other words the designer must well know his problem enwtately identify their
belonging domain solution. For example, methodologies such as ADELFEdBet al., 2005) are
oriented only to the realm of adaptive multi-agent systems, just as Gaia (MdmmEcet al., 2000)
is directed only to a closed domain with static characteristics. So, the syst@meatasiust know
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Figure 1: The previous analysis phase proposed in this wonkes from two different sides of a same
problem: the problem description characterization andttmeponents o models characterization.

both sides of the way before choosing the route.

Based on the above facts we perceive that it lacks a supportive diltercapable to unify
both parts. Such alternative must support the choosing task of the atdelAS components
speci cation, that will enable to build the target application, considering thblpm domain.

We propose to cover this lack using a mechanism to guide the designer in thedawletly
choosing process suggesting the most suitable models and the best aralitetegration method
for his solution purposes. The creation of such mechanism would furthke more achievable the
use of methodologies based on multi-agent systems for developers, aswallld facilitate the
extensive use of multi-agent systems, further expanding the optionsificewing and designing
software.

Project Problem Description

The existing diversity of multi-agent methods that are oriented to an engigesrgiven problems
in speci c domains makes dif cult the choice of the right approach. Thismsehat when a problem
is taken it is tried to be solved using any multi-agent method. This is usually didneutvprevious
analysis if the problem nature matches with the domain of solution covered yet®d chosen.
Thus, our main thesis problem is that there are many methodologies, margmsoand many
possible solutions for MAS. Therefore the decision to solve a problengasMAS-based solution
is not simple. Also considering that we have a low MAS development experidns becomes even
more complicated and the probability of failure using MAS becomes larger.

The problem addressed in this project is the need of an overall preliminalysis mechanism
capable of unifying the models speci cation choices depending on thdgmotlomain and the
target application. This work focuses in one main problem related to theafeeg@revious step
of analysis before to choose a multi-agent methodology to deploy a systencaW\explain this
main problem from two different sources (see glie 1). The rstmauis the problem characteri-
zation that is just situated in the problem description analysis. The secantkse located in the
components or models used to create a multi-agent system.

Thinking in an uni ed global software engineering approach to coreeiulti-agent systems is
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not possible because domains and problems are very heterogeneaevdrconsidering the kind
problems which commonly are ef ciently solved using multi-agent systems are:

Simulation
Troubleshooting
Integration of Software and control system or systems.

We consider that a simple model for create MAS for all of them is not posdilseally these
problems are solved using approaches dedicated and specializedkaRgsle how can we unify
the design of applications as distant such as Internet Web Servicesymfddturing Systems?

The multi-agent paradigm inherits features from various theories ofide@sd social. Each
agent entity can be formed by many types of capabilities from a single reactivhighly cognitive.
Such entities are integrated in different architectures operationalizing mofdatgents, skills of
interaction, perception and processing tasks within the environment.

From a social point of view multi-agent features are integrated acrogaiganodes of interac-
tion and organizational structures related to the nature of the agents. rof@stgocuses over the
non generalizable model problem too, proposing a solution in the charatiem of meta-models
in the same previous analysis phase.

Thesis' Problem description

Our main problem is that there are many methodologies, many problems and oeasilyl@ solu-
tions for MAS. Therefore the decision to solve a problem using a MA®dbaslution is not simple.
Also considering that we have a poor MAS development experience tbis1i®s even more com-
plicated and the probability of failure using MAS becomes larger. We dolassify problems and
we do not generate an uniform methodology, we are aware that thesevaml existing methodolo-
gies that are good for solving certain types of problems. Thereforaiouis to investigate which
characteristics of problems tied to existing methodologies to generate a saggeshe engineer
who seeks to develop a solution based on MAS.

Thus the contribution of this thesis is limited to the creation of a process to matclnaine c
acteristics of components abstracted from existing methodologies and doittathevapplication
speci cation characteristics to propose a component group selectionefhisent a MAS-based
solution for the application speci cation.

MAS conception common rst steps

When a system designer starts to create a MAS he must consider a MAS oiethyodCommonly
each methodology provides processes, components and tools to deweltigsited MAS. Never-
theless given the large number of methodologies, choosing the most suitabteasiegy becomes
a sightless selection. Particularly for a beginner that is unfamiliar with the MA%adelogies
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components provided and with poor MAS background. However suebtgm is crucial to deploy
a MAS-based solution.
Moreover an inherent problem of the MAS methodologies is the differetitadelogy-components
usability. That's why we cannot take components from different methgikdoto create MAS-
based solutions easily. However there are efforts as the method fragmpentsich where different
pieces of the process are taken from different methodoldgies (Gossenal., 2011), nevertheless,
it needs to adapt such pieces using a method fragment standard to makestiden

The reason is that commonly the methodologies are not compatible between thenth#ir
components cannot work together without a hard adaptation work. Lastgcomes hard to think
in re-usability of already created solutions because they are speci tawifor speci ¢ problems.
For example, an agent that runs into a MAS-based solution could not sirepdyniployed for a
different but related MAS-based solution. This is because the agentrireptation depends on the
speci ¢ interactions, environment and organization created for thei sgdé\S-based solution.
Therefore adapting the already implemented agent to a brand new MAS-baluition could be a
hardest work than starting a new agent implementation.
Thus, the issues giving origin to the creation of our approach are:

When choosing the methodology that matches accurately with the desiredasipplithe
system designer must have a good MAS concepts background and &mgoeledge of the
desired application domain.

The designer must consider the dif culties of the methodologies depepad¢momponents,
for instance, a solution that needs components from different methadslog

Therefore, the quality of the system designer knowledge and expelienences the quali-
ties of the MAS development process and the nal product.

That's why we perceive that these development steps are directly linitedhe decision-making
eld. To cover these issues, we propose a contribution that focusagogliminary phase to guide
the system designer supporting their decisions in the rst steps creatiagmoach that covers:

1. MAS Meta-modelization:

Decomposition and reutilization: The approach must decompose the existiffigtare
methodologies components into meta-models to make them independent artudiereusa

Meta-model Characterization Knowledge Base: The approach mustaseacteriza-
tion of each meta-model identifying and abstracting its features.

Knowledge or Experience acquisition: The approach must use statisdiicesvto lo-
cate each meta-model feature into one or more solution domains. Thus cansitie
features as reliable or not within each domain according to the experistwwed as
statistical values). These values are updated considering the systgmedésedback.



Introduction 7

Meta-models constraints: The approach must consider compatibility isstieeee
each meta-model to avoid the use of incompatible sets of meta-models. Also it must
propose wrapper solutions when possible.

2. Application Speci cation as problem description:

Application Speci cation Input: The approach must receive as usertiagaxtual or
semi-structured document containing the problem description. Such pral@scrip-
tion must be written within a software engineering context and declaring vebactdard
or protocol (as UML for instance) has been employed.

Problem Characterization Knowledge Base. The approach must Uslerproharacter-
istics abstractions.

Knowledge or Experience acquisition: The approach must use statistloakwo locate
each problem characteristic one to one or more solution domains. In otheés wach
problem characteristic has a relation with one or more domains of solution,sihcts
relation has a statistical value that de nes if a problem characteristic is detaitaot

within a domain of solution.

Application Speci cation Characterization process. The approach raosive the user
input and characterize it using their Knowledge bases to identify theitgmobharac-
teristics and thus the domain or domains of solution.

3. Matching Application Speci cation and Meta-models:

Matching process. The approach must match the problem characterigfickomain
with the meta-models' characterizations and induce the most reliable meta-models to
built a solution.

Characteristics Meta-analysis: The approach need a meta-analyssptosolve the
decision making issues within the matching process.

Objectives

The most important contribution of the entire project approach is the dedsport for the MAS
developers, however, the present thesis focuses on the last item listeel aherefore the major
contribution of this thesis is the de nition of a new meta-analysis approadbmpeed by cognitive
agents within a MAS that enables make decisions employing problem chésticteand meta-
model features as statistical values. Furthermore each cognitive agestan internal module to
perform the meta-analysis built upon a Bayesian cognition algorithm.

The main objective of this project is to reduce the dif culty and risk reductising a multi-
agent system as basis for a problem solution. Make the rst steps ofebelapment process
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simpler, easier and safer for the developers and system designemsiequence make the multi-
agent system approach more acceptable for the industry and spresél.its u

In order to clarify the agents' decision making process and before inting our contribution
we must de ne the meta-analysis term as we understand it: the meta-analtsssgstatistical
results from related studies. Within the medical eld, a domain specialist usahtiges such
related studies (Sutton et al., 2000) from databases as Medline and 8ykiMe& 2010) - where
such studies are commonly stored - to make decisions using the experi¢hesedahrough all
the studies. This process enables using all the previous analysispedfar these studies to make
decisions for a current case. For instance, the meta-analysis coglelstuging a speci ¢ medicine
or treatment to treat an illness. Hence, to take advantage of the suteestitanalysis decision-

making feature in the present work we propose to make use of a metaiamaysd process. Every
aspect will be explained deeply in the secfidn 3.

Proposed Approach

In general words this approach proposes to understand the pralolentifeir characteristics nding
hints to situate it into a domain. Within an analysis mechanism that takes into aquoligms
features and their related domains. This mechanism must be situated bedbi@sing a multi-
agent method. After this step we can situate our problem in their domain lséotebut it remains
to know which of the methodologies provides us with the right one domain afignluro solve this
adjacentissue it is necessary to characterize each component orutilagkd in the construction of
Multi-Agent Systems. At this level this work proposes to use a Model-Driwegineering approach
based in the Multi-Agent System vowels fragmentation. Characterizing medatsto match with
the problem characterization instead of utilize directly an existing methodology.

Motivations of our approach

Often we have a problem to solve and many parts to build the solution. Chabsimight parts to
build the solution to a given problem requires knowledge experiencet fsowitilization of such
parts within certain domain and circumstances related to the problem to soheeactuisition
of this experience has a cost determined by the information theory. Thisierpe allows us to
distinguish between all the possible parts. Thus we can discriminate whithgvaruseful and
which not. Such experience is similar to one of the solutions proposed to the/dla demon
paradox|(Kelvin, 1879) (ordering the hot and cold molecules). So,¢h sontext the experience
information is a valuable resource for building a solution. We propose jamaph to manage such
experience employing the multi-agent system (MAS) paradigm to combinedaodivknowledge
experiences (obtained by independent specialized entities) to solveolelsmps partially unknown
(uncertain). Our approach must be seen from two point of views: €he@l case, where we
consider it as a general problem that rises from several differemiath situations considering
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Figure 2: Diagram of a Variant Product KMAT from SAP

a problem to be solved and solution entities to build or compose a solution fbhraspcoblem
and (2) Particular case, that belongs for our speci ¢ case usingta@aef engineering application
speci cation as problem to be solved and MAS meta-models as solution entities.

General cases

Considering a general case of the proposed approach it can benaidoyed to solve complex
problems related to the sensor networks, eets of robots, drones andhagents to build entities
composed solutions or solution process with a focus on collective work@mygkration.

From other point of view the approach can be considered as a geasgbf con guration of
material where several components within a catalog could be employed togetheidering their
inter-compatibilities) to build several different products within a productiaugtry. Similar as it
is performed in the KMAT (see g[]2) within the con guration process of fbgistic and variant

con guration module of SAP (Blumohr et al., 2011). Such a con guratioogess allows to make

ef cient the enterprises production performances because it makedambutomate and test the
possible con gurations of materials and reduces the complexity and ctist®é tasks. In our case
we propose a similar path but we have an application speci cation insteallBIAT, a Software
Components instead of items and we provide with the meta-models something similartaskth
list that helps to describe how to assemble or produce the KMAT in orderliieeda product to
sell.

Nowadays the complex systems development is a rising trend in the softwaneenng eld.
This is directly linked with the growing demand of mobile systems, sensor netwookne automa-
tion systems, extended reality and virtual simulators etc. The foundation eivegeneration of
paradigms is considered as an important tendency. These paradigmsnegpoasible to facilitate
the complex system design and development in the next years consideripgisihcentury system
requirements (Joann Roskoski, 2003).

The multi-agent paradigm is based on the social interactions from the hurdarature real life.
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Figure 3: NASA In-situ resource utilization logo

It rises as a pertinent archetype to analyze complex problems and wesoditions for complex

systems|(Michael, 2002). Nevertheless the development of MAS-bakdibas has various issues
that make the industry perceive the MAS solutions as expensive anddaé fDastani et al., 2004).
We state that the main issues are related to the decision-making eld, thus in sisweepropose

an approach to support such decisions. Such an approach congrisds-agent system (MAS)

whose agents use a Bayesian cognition algorithm in order to perform mefgsis of data to make

decisions.

Currently for process performed by a group of individuals, such astapf robots, is common
to employ individual behaviors of ants, bees and re ies that allows thergemece of organizational
behaviors|(Beekman et al., 2008). These approaches are acceagtegpaoduced today to solve
optimization problems and create communication routes. However such solatesscond when
it requires coordination of several independent entities such as ttud inselligent sensor networks
in automatic car driving, eet of robots and unmanned spacecraft. Irh#mele of dangerous
situations such as emergency nuclear plants or underwater exploratigpace in situ resource
utilization.

The last one represents one of the main trends towards the deep splcet®n:

Energy Space Race. Considering the perspective of energy giendrased on nuclear fusion

employing HeIium—H (Troyan, 200D). In such a space race there is involved severalroes!
Russia (Roscosmos), India, China and United States of America (NASA).

In-situ Resources Utilization. NASA has an special research group™N8BU (NASA, 2011)
(See g.[3) that aims at developing new robotic technology in order to dadled transform

1A radioactive isotope of Helium that is rare on earth but common in spseEsi cally on the earth's Moon and
Jupiter
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resources in the deep space to use them has energy sources, mater@igdts or for life
keeping systems.

Deep Space Exploration. Roscosmos is re-taking the new Russian spaceated labs and
probes development as the Phobos-Grunt (Roscosmos, 2011) aslieeen created in or-
der to explore the Mars' moon Phobos returning around 50 grams of mdteria their

soil (See g.[4). Nevertheless the Phobos-grunt probe has beemelbin the near earth
orbit and failed to reach the route to the Mar's moon. The rst failure itigesion shows
that the software system has failed because a heavy charged padil®titer space has
provoked a system failure and the operative systems has been pushaedaw consump-
tion mode [(ITAR-TASS, 2012). It displayed that the main computer has beeroaded
and thus blocked all the possible earth communications and remote reprogigaintire
probe. In conclusion the failure seems to be part of a poor quality elécsrand a central-
ized paradigm. Maybe an agent-based and decentralized schema cablé behelp in self

recovering of the failure and save the probe instead of lose it.

Long term Space Exploration missions. The ExoMars (Agency,[2012)ES/A - NASA
joint Mars robotic exploration project of several years that originallys wlasigned to be
multi cooperative rover capable. It means that at least two rovers vimuldvolved in the
exploration of the same place. The rovers must be cooperating betwewanrtader to
perform experiments and make measurements. And also they will be able ¢o getterials
and elements in order to await for a future robotic mission that will take backdtteered
elements to earth. In conclusion the project proposed the make coopmratal sobots with
different skills to achieve different complex tasks. Such a project is @a thlat is not yet
achieved however it states a complex cooperation between robots in aepexploration
mission.

Therefore the development of the required technology to gather sack spsources is increas-
ing their activity and cooperation approaches to automate process aspiusgd in this thesis that
are well-related to provide automatic cooperation capabilities to the existing spaars and robots
(specialized entities) in order to exploit on space in situ resources (commblem to solve).

Today's systems have evolved in a way that demand a capacity for interdetiveen them as
individual intelligent systems that collaborate between them. Among the pdfio&ing solutions
are the middleware based, web-service composition, cloud computing aogniguting. However,
the organization of entities and their interactions allows us to build systems ith$pitee human
nature to solve problems collectively, using individual specialist skillsggesed by every human).

The paradigm of multi-agent systems stems from the interactions within a soc@gnonunity
which allow several agents with different expertises to perform diffiet@sks but with a common
collective process.

This approach proposes to exploit the experience acquired by a spegi@kized entity (sen-
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Figure 4. Phobos-Grunt unmanned mission to mars simulati@nimages show how the automated probe
characterizes the Phobos soil in order to land and take soihsasnples, there is also a system to analyze
the soil samples that needs an automated cooperation beawedotic harm, a sample analyzer within the
probe and the sample return capsule to earth.

sor, robot, agent, meta-model components, OSGi bundled packagggerforming a given task
(participation in a solution or successful settlement process to resohabkepr or a fraction of a
given problem) within a group of entities that interact and self-organizenstcuct new solutions
(choose appropriate entities) for new problems identi ed.

Where a relationship "performed task"(solution) - "problem charati&isroblem) can be
built. And so each entity is considered as a piece of the solution and in tuatesran ef ciency
ratio of such entity with one or more characteristics of the problem to solve.

Finally, it results in a set of entities that represent the solution group peapfor a given
problem.

Fundamentals
Identi cation

A collective task requires the participation and consensus of all partisipacluding the decision-
making. For example, individually a robot can make decisions based dimgsarom its sensors.
This way a robot can learn from its environment and adapt to it develdp@igindividual special-
ized task (exploration, excavation, collection, moving objects, etc.)..Buhwleehave a eet of
robots. Each robot learns and adapts to its environment on an indiadse according to their
special abilities to do their speci ¢ job. When we want that the eet of rolpmgform a collective
process that requires the combination of their individual abilities and @at@an requires consen-
sus to achieve the collective goal. It is here that an approach basezhawitr of ants or bees may
be insuf cient for the organization of more complex tasks. Especially if tiodiem to be solved is
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unknown is therefore to solve something in a high uncertainty about hovoteed.
An example of this type of situation is shown in Figlile 5. Showing a eet obtstwith
individual capacities where:

The rst case involved the extraction of minerals on asteroids in spacetRotust analyze an
asteroid at time to explode it determining the order of performance of edbkmfand adapt
to unplanned situations. The major uncertainty of the mission are asteroids awjtimgy
chemical compositions and diverse geological forms making it dif cult taatzea general
organization and interaction process.

The second case involved the repair of a disaster at a nuclear power ple robots must
deal with a hazardous environment with high uncertainty about how teptowith repairs.

The robots must detect faults, leaks of radioactive water and cracksator. Then, create
plans to repair such damages. It should be noted that such tasks (igcthdiproper order
to make repairs) are performed as a human being do.

In software engineering existing approaches propose the reusenpooents used to create
solutions for different types of problems, and therefore are ef ciadividually to solve certain
characteristics of a given problem within a solution domain:

Meta-models describing fragments descriptions of solution to build systemsaivatprob-
lems that can be solved with software.

OSGi type components that are dynamically loaded and can work togetireate software
solutions to certain speci ¢ problems.

Building blocks that are de ned as parts to create software solutions, siasilareta-models.

For this component approach are required expert designers who &naut the ef ciency of
each component to speci ¢ problems and their compatibility with each other todmliltions. This
thinking leads to an automated approach using each component as an entsgpedile skills to
solve certain parts or features of a problem. Which would implement a schesad-organization
of software components that automatically build solutions based on givdxteprs. This uses
the existing experience about the ef ciency of each software compdoesolve a certain type of
problem under a given domain and the compatibility of other software compoimeraction (or
restrictions).

Problem identi ed

This exposes the lack of a collective intelligence approach that allowsdin@iventities to exploit
capabilities dynamically combined and organized. In other words, the abpi@blem is the lack
of an approach to designing a capacity similar to human society to self-oegamizcreate solutions
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Figure 5: Situations that motivate the proposed approadiusgrated where a eet of robots with indi-
vidual specialties that (1) must collect minerals from teeeeoid belt and (2) should perform repairs in an
environment of high radioactivity and dangerous to humans.

to new problems using the characteristic of the existing expertise of eaefdimali within a group
organized.

Make an approach with the features described can lead to complexity m®bled some solu-
tions for decision-making capacity of arti cial intelligence are consideréd€CAmplete (NP prob-
lems like) in addition distributed and independent nature of the entities in questikas a cen-
tralized approach a not viable option. However, in the next sections walisdlss the proposed
strategies to make this approach viable in despite of the Al complexity problems.

The Society of Decisions

Today there are approaches that conceive of teamwork or grodpasuthe swarm of robots or
proposing a form of collective intelligence as swarm intelligencé is (Triabal., 2008). On the
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other side the eld of arti cial intelligence, there are approaches as adi evolution, logic, prob-

ability and statistics| (Russel and Norvig, 2003) that work in an individuapecialized manner,

such approaches are found in agents, robots and sensor systerithigit)i (Bessiére et al., 2008).
Usually there are approaches that demonstrate success within the elchohdgntelligence.

Usually inspired by the collective behavior emerging from interactions d¥idhgal behavior in
nature and nding the shortest path using the behavior of the ants follal@gath of pheromones,
the order of formation of the ock of birds, communication light of re iespd so on.

There are approaches that combine the groups based on these apjucalches to arti cial
intelligence individual for examplé (Trianni et al., 2008) proposes teefiswarms of robots based
on the individual behavior of each individual in the group but uses @i evolution to learning

and individual behavior . Thus it does that through simple behavioradaf eobot to perform more
complex collective tasks.

In (Minsky, 1986) a natural approach is proposed based on huraamfonction like a society
of agents. Similarly we propose to use agents as a society that receiwesatibn from its envi-
ronment and makes individual decisions using individual experienddham through interactions
take a collective decision. Thus functioning as collective intelligence. Missociety of mind
work also proposes two types of agents, some specialists in solving problamsthers in the
choice of these specialists, management and planning for troublesholotiogntrast we propose
to use agents that perform two functions: (1) represent an indivigpetialist (robot, component
meta-model, test software, etc.). And (2) planning the ef cient use di #am together and in a
certain order.

Particular Case

Our approach proposes the creation of a distributed agent societyagatineabstract form) that
allows solving a given problem in emerging way. Such problem solution esisdining the entities
that are specialized in certain task (like building blocks) that together anccartain order are
capable of solving complex tasks. To achieve our proposal we have twartamp starting points:
(1) the problem or complex task to solve (2) the specialized entities or buildiicgd To then use
a SMA-based architecture that allows to model the interactions necessahefdevelopment of
collective arti cial intelligence.

Complex problem or task to solve

Considering the rst part we have a problem coming and for which a salutiast be built. Con-
sidering the approach "divide and conquer" we propose to divide riblelgm characteristics or
patterns of problem. Where each characteristic is situated in one or moreéndorfar this, the
features must be identi ed and therefore need to be stored in a knowhstgee with values that
determine the effectiveness of each feature within each domain. Themwsend a new prob-
lem to solve we should take as analysis basis the existing characteristiak isttine knowledge
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base. The following is a process of identifying features to further agbesglobal domain trend
of the features found. In other words, nd the domain or domains whexgérformance values
are higher. This process get important clues that later help to reducartiteen of candidatures of
specialized entities.

The acquisition of problem characteristics can be done through a leacldiagi er system
that allows the identi cation and dynamic update features. The learningepsdatien involves the
regulation of ef ciency values within each domain. To start it can be doom data gathered from
a query answered by human specialists (software experts for instabc&lso gathered through
an automatic process (using arti cial evolution, genetic algorithms, etc.)ll¥fihaan be gathered
on-line from the feedback results.

Thus we propose to use a scheme based on probability and statistics thegulate the system
settings as experience is gained. It also allows a dynamic update of kiymbeges and values of
ef ciency.

Specialized Entities

Similarly as a problem is characterized, it is necessary to identify the feabfieach specialized
entity. At the same time placing each entity property within one or more domains Witbsvenat
determine their effectiveness within each domain. Unlike obtaining the dieasdics of problem
in the case of the specialized entities they can be de ned based on fedhatess, they can start
with a prede ned set of features and de ning a new specialized entityubas a subset of them.
Therefore there is a knowledge base of specialized entity's featuregdVer a knowledge base of
available or known specialized entities features.

The acquisition of features lends itself to be direct, for instance, writterdegigner of special-
ized entities. For instance an expert software designer that de nsalskumeta-models. However,
it is possible to take an automated approach, as in the case of existing spdaaliities, for exam-
ple existing software components characterized automatically as speciait#égse The learning
process as in the case of the characteristics of problem must be on-Brman/@mploy initial values
based on a survey-based gathered data from expert human entitggedes

Thesis Organization

The present thesis is organized in three main chapters, the rstis relatked sbate of the art and
general context of relevant topics, the second relates the principalladion of this thesis that is
the basis for the project, and the nal chapter shows the nal evaluatidhi®work.

Each part is divided in several sections:

In the rst part:

This introduction is located as initial chapter.
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Figure 6: The proposed approach main process overview.

In the second part part:

Chapter 1 is composed by brief reviews, state of the art, introduction aretaeontext of
different related topics as complex systems multi-agent systems, emergelheetjve intel-
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ligence, self-organization and discussions about the MAS based salatimhthe emergent
collective behavior within MAS.

Chapter 2 talks about software engineering covering the MAS Decompgsitie model
driven engineering (MDE), the MAS methodologies context and nally déses the dif -
culties of a designer when he make a choice of MAS methodology.

Chapter 3 introduces the term Meta-analysis and presents brie y the pattlit flollows,
the biases and source of troubles, the cases and common methods emptbjred and
nalizes discussing the relation of it with the present thesis approachsdtdiscusses the
decision making arti cial intelligence related issues. It introduces the termisida-making,
Bayesian cognition and how does it work as arti cial intelligence employirgpabilistic
reasoning. It makes a brief introduction about statistics, probabilities apedan cognition
context employed in this thesis document.

In the third part part:

Chapter 4 discloses the approach main overview covering the contribuéiotigties and
phases.

Chapter 5 introduces the preliminary ideas and fundamentals of this thesimapp rst in
a general manner and then it discusses the particular problem of oisrdhegheir goals. It
also introduces the satellite phases of the approach

Chapter 6 proposes the solution architecture and describes the mainutonrdd this thesis:
the matching phase. Along this chapter is described how the matching enginié,ishie

internal MAS architecture, the arti cial intelligence employed by the agendshenw does it
performs the collective task. Finally it discusses the overall contribution.

In the fourth part:

Chapter 7 shows the tool speci cations disclosing the diagrams and useafahe prototype
developed to test the approach and how does it work to help the designek&decisions.
It also displays the GUI of the prototype.

Chapter 8 shows a case study and shows the results obtained followimglease using
the present approach and nally compares the outcome with other obtairmeythcom-
mon MAS human development. It also discloses the application time and resquockng
measurements of the prototype.

Chapter 9 it remarks the overall conclusions and describes the futukeand possible ex-
tensions for this approach.



Introduction 19

The fth part comprises:

Appendix A introduces fragments of the XML Knowledge bases le examphaployed in
the prototype tool. It also shows a fragment of the Ontology OWL le.
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State of the art and Context
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Chapter 1

Multi-agent systems

1.1 Complex systems

In order to de ne a complex system we need to know rst what is a systeilme f€rm system
comes from latin "systema”, and also from Greek "systemat”, from the ®ymstanai" combined
from "syn-" + "histanai" that means "to cause to stand". According torislier\Webster dictionary
(Merriam-Webster, 1981) a system is de ned as:

. a complex unity formed of many often diverse parts subject to a common plan o
serving a common purpose.

Therefore a system is considered a set of interacting or interdepecoi®ponents forming an
integrated whole. In computer science, a system commonly is related to arsoflysiems built
upon a structure of components that has a communication process betwhaomponents.

The term complex comes from Latin "complexus" that means totality and emizxastated in

(Corning, 1998) a system is complex when it has the following attributes:

1. Composition. When a complex phenomenon is composed by many parts, itgitas,ou
individuals.

2. Interactivity. When there are many relationships or are performed m#mactions among
such parts.

3. Emergence. When these parts produce combined effects or syrbi@iiere not easily pre-
dicted and may often be novel, unexpected, even surprising.

In (Joslyn and Rocha, 2000) a complex system is also considered stemsyomposed of parts
that are interconnected. Such system at large displays one or momrrt@emot obvious from
the properties of the individual parts. Commonly an entire system behavion@the possible
properties not evident at individual level.

There are also several kinds of complex systems:

22
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Figure 1.1: Complex Behavior emerging from a complex system

Chaotic. According to[ (Hasselblatt and Katok, 2003) such systems asitige to initial
conditions. It means that each perturbations at beginning will make différe future system
behavior.

Adaptive. It is commonly considered as a special complex systems casaréhegmposed
by interconnected elements and with skills of gathering experience angeliamrder to
adapt to the environment. For instance of adaptive complex systems wetcdmelisuman
brain, the ecosystem, social systems, etc.

Nonlinear. This kind of systems usually owns a behavior that is not sutljesciperposition.
In other words its behaviors

A system is complex by the diversity and the multitude of interactions that it Useslly such
systems are distinguished from others by the impossibility to identify all elemedtaraterstand
the dynamically updated interactions (See @.]1.1). This usually entails thenabsof a total
control and the irreversibility (any action cannot be reversed to chéregdynamic to return with
certainty to one of the preceding equilibrium states). Complex systems cavidmddnto different
levels of interaction that enable to the simple elements to be added in more aticangygonents.
These same components enable the emergence of well organized amchigalastructures that
interact strongly among themselves and with their environment. The struthatesmerge then
there cannot be understood simply from the entities utilized. Complex systé&nsaoé natural and
shape the subject of active studies within domains such as physics, biblagan sciences and
social and cognitive sciences. In computing systems, the systems of itif@mpreupervisory and
problem solving are becoming more and more distributed, open, large sutaledeterogeneous.
Their interconnections becomes so complex and crossed in such waydhaixiteed the overall
understanding that a real human being can have doing complex arti Gtdrsg.
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Therefore in this thesis we consider that a system become complex accrdie quantity of
entities and interactions need within it. Also considering the emerging colleativavior linked
with such entities.

1.2 Introduction to MAS

In (Russel and Norvig, 2003) an agent is de ned as an intelligent atwhamous entity that can
perform a determined task. Therefore an agent could work in a sigglet&nvironment, solving
an individual task, like solving a puzzle; or in a multi-agent environmentrevkigere two or more
agents performing individual task and group task through interactions.

According to (Weiss, 1999) there is no universally accepted agentititn. However, the
autonomy skill is a features that is the most accepted into agent's de nition.

In (Selten, 1975) an agent is de ned as a computer system situated in seirenenent where
it can perform autonomous actions (and also perceive changesgintontieet its design objectives.

Wooldridge makes a difference between an agent and an intelligent@gehgael, 2002):

An agent: is a computer system that is situated in some environment, and thaaliecap
autonomous action in this environment in order to meet its design objectives

Intelligent Agent: requires to be reactive, proactive and social.

However other de nition for an intelligent agent employed [in (Lind Padgh2®04) declares
an Intelligent Agent as a piece of software that is composed by the regutrés:

Situated: existing within an environment (Seegl1.2).
Autonomous: it is independent, therefore not controlled externally.
Reactive: it responds to changes perceived in its environment.
Proactive: consistently seeks achieve new objectives.

Flexible: has many ways to accomplish their objectives.

Robust: recovers from failures and unexpected situations.

Social: interacting with other agents and the environment.

According to (Wooldridge, 2009) a multi-agent system is de ned as asy#tat is composed
by numerous intelligent agents that interact together to perform a task ¢ngatlso it states that
we must consider different point of views to de ne the multi-agent paradig
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Action Sensor

Figure 1.2: Agent interacting autonomously with their eomiment.

Software Engineering. The multi-agent paradigm is considered as aoagppthat enables
to design autonomous software that can interact with different parts witthistrébuted sys-
tem (See ¢.[1.B). Usually the interaction capability it is considered as the mmpsirtant
feature provided by this approach. Moreover the multi-agent paradigahles to design
architectures to create software solutions to complex arti cial systems.

Distributed and Ubiquity. Considering the distributed systems approach theagealti-paradigm
provides an approach from which one can conceive distributed satugimploying agents.
The ubiquitous point of view considers that the multi-agent paradigm

Human societies tool. From the perspective of human societies, the multiza@utigm
abstracts their individual specialization, organization and interactioiarésa It enables
also to design a human based society simulation.

The term "multi-agent” appears as an innovative and effective paraiigrti cial complex
systems modeling. The multi-agent approach inherited from various biolpgazaal and decision
theories. Multi-agent entities can be formed in many kinds of capabilities frenmibst reactive
to the most cognitive. Such entities are integrated into different modelstmpeizing agents ar-
chitectures, interaction and perception capabilities, and processinghavenvironment. From a
social point of view multi-agent devices are composed of various modéisepfiction and organi-
zational structures linked to the nature of the agents. The design of ansggés the multi-agent
concept is a recent approach in the software engineering eld, hawr its realization numerous
methods has been conceived (Gémez et al., [2007). They have bedopaelwith the aim of being
a basis for the software engineering development that enables a simplestesigning a multi-

agent system. Existing methods generally are based on problem to be istdtvadiomain driven
engineering, in other words, a given problem to be solved within a spedroain in which the
methods are oriented. The fact is that we don't know if the domain method vidicltended to
solve the problem is right. This is an issue that must be carefully taken.
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Figure 1.3: A general idea of a multi-agent system

1.2.1 MAS application areas

In order to identify the MAS Components features we have analyzed thetditerand we have
listed the following features that are employed for describe each MAS coempo
Multi-agent systems are usually related as an appropriate approach tdloerfg topics:

On-line trading, |(Rogers et al., 2007) Where the agents can learn phdsgveral bidding
strategies to minimize cost and maximize gain. So, employing agents as traddrisrqgmove

the income.

Disaster responsg,(Schurr et al., 2005) In this case is commonly pobiiegdhe agents are
led by a human. They show important information about the place where thstatisoc-
curred. However it is possible to employ agent organizational capabiliibénwobots to
perform risks tasks.

Modeling social structures (Sun and Naveh, 2004). It pro ts the huimgimidual specializa-
tion and thus society structures abstracting such existing structures liketinatuthuman
working groups, teams, etc. to create systems inspired in those strucdsedo simulate
such social structures and evaluate situations within them.

However we list some of the main applicable areas of agents: (Lind Padg@ér),

Remote control. The most signi cant example of remote controlling is desciibuk work
of (Muscettola et al., 1998), where an agent based system perfornspdice exploration
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million of kilometers far away in space. It is performed through remote cofrivai earth,
however, considering the very long distance, there is a MAS-baseensythat must take
crucial decisions when there are no communication.

Substitution of humans. Some dangerous tasks like space or deep wdteaiomp, anti-
bomb or nuclear plants

Human-like behavior. Human emotional simulations are performed using adremtexam-
ple as described in the work of (Ramos et al., 2005).

Simulations, virtual drama, Im-making. Several Ims like the trilogy of "The Lood

the rings" (New-Line-Cinema, 2001) or "The day after tomorrdw™ (20&mi@ry-Fox, 2004)
have employed MAS-based technology to recreate scenes performisyenaatties in fan-

tasy worlds. This is a believable virtual drama employed in commercial Ims.

Intelligent assistants. There is a tendency to create MAS that work ataassifor example
for web-services composition (Abrougui et al., 2009) where a humanoas request a set of
agents to create a composite service based on such requést. In (M@8sthkre is an agent
that learns from the user interaction with an application and then imitates himuoer¢ie
quantity of work and information overload. The actual state and the fufiseah intelligent

assistants is addressed[in (MIT, 2D09).

Electronic commerce. According to (Luck et al., 2005), the electronic cogenigone of the

key elds of MAS. In (Rogers et al., 2007) is performed a study aboetitidding strategies

within E-bay auction system. Such strategies are considered to be emplitggdagents to
perform such bids automatically and optimize the cost-bene t relationship.

Manufacturing. The surveys about manufacturing systems in (SheNam&, 1999) and
(Qiao and Zhu, 2011) shows that the MAS-based solutions in manufagtaréincreasing
each time providing new ways to solve manufacturing ef cacy problems.

Business process management| In (Jennings et al., 1998) is propaagehd based approach
that shows how agent technology can improve ef ciency by ensuringotiginess activities

are better scheduled, executed, monitored, and coordinated.

1.2.2 MAS Components features

Depending on the type of agent, it comprises different features thatlkesant to the actions per-
formed by the agent, therefore, in the next lines we enlist the main agemsries according to

(Michael, 2002):
Being situated. An agent knows where is situated within an environment.

Proactive. It must look to achieve goals.
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Figure 1.4: Agent interacting with environments using sesasnd actuators to choose the next action to
perform

Reactive. It must react to external stimuli, coming from external ageriteeanvironment.
Social abilities. Skills like create group, perform a role within an organizagtm

Cognitive abilities. Analyze the current status and make decisions to pesftask depending
on such status.

Deductive reasoning. Such reasoning is commonly related with logic rutepraperties to
deduce something based in logic facts.

Inductive reasoning In contrast with deductive reasoning the induotie focus on mathe-
matical induction moreover on probability and statistical facts.

There are also different kinds of environments, usually the agentstaatesl within an envi-
ronment and perceive the changes through sensors and perfoomsagsing actuators (See g.
[I.4). The environment is different according to their nature and it mustebeed for every
MAS as a task environment. We enlist the following list of properties basetth@proposed by
(Russel'and Norvig, 2003) (See also [g. 11.5):

Observable level. Its about the observability level within an environmerdmRhe fully
observable, when the agent sensors perceive all aspects rdievhptchoice of action to
perform, to partially observable, when only some aspects are gathemdfople using only
a type of sensor makes to perceive only a part of the environment.

Deterministic-Stochastic-Strategic. The environment is deterministic when trentstate
has been determined by the previous state and the previous actions dxective agents,
for example when is a closed virtual environment and only the agent's aathadi es it.
Is considered stochastic when its unpredictable, for example when thesage sensing a
physic environment: an explorer rover in a far away planet that musgai&vin a unknown
environment. An environment is strategic when it is deterministic except foageat's
actions.
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Episodic-Sequential. An episodic task environment is divided in epis@aeh episode con-
sist of an atomic single action and usually each episode is independenthiedast one. An
episodic environment example is when an agent is arranging elements bpia ceder, it
evaluates each one at time independently from the others elements. In tieata&genvi-
ronments the current decisions affects the future decisions. For exavhple an agent is
playing a board game its current movements will determine its future movements.

Static-Dynamic. The environment is static if there are no changes when ¢hn¢ iaglelib-
erating. For example playing a board game each player has a turn, s@atbere changes
while one agent is deliberating about a movement. On the other side a dynasnonerent
change while the agent is considering which action to perform, for exampl®er explor-

ing an alien planet driving to explore an area while the alien planet weatbaiging. A
semi-dynamic environment is in the middle of the static and dynamic, an examplelof su
environment is a chess game where each movement is limited in time.

Discrete-Continuous. This property describes the state of the environhwmthe time is
handled, the actions and perceptions of the agent. A discrete state isfoplkexin a board
game that has a nite number of different states, also a discrete way teipernd act. A
continuous state is like a rover camera that is continuously perceiving tirerement state,
and continuously acting according to that.

There are different Interaction properties described by (Occell@R20rhese main properties
are described in the following list (See also [g.11.6):

Perception interaction. This is a form of perception that involves a direfrtomthe environ-
ment to the agents, for example, a net of distributed sensors, whersear is owned by an

agent|(Jamont et al., 2010), the environment is measured continucasiyte environment

to the agents.

Action interaction. This interaction occurs when the interaction comes fromgéets to the
environment, for example, an agent arranging objects modi es the stathe ehvironment
in such a way.

Cognition interaction. This interaction is performed from agents to agentdlyshrough

messaging, for example, in a net of distributed sensors (Jamont et &), @0ded by agents

where they communicate between them to pass messages.

Dialog based. This interaction is derived from cognition interaction but eyimgochuman
like dialogs, similar as proposed in (Reilly et al., 1996) where the agents éhieeaveen
them using text-based messages to create dialogs. Also its possible to inignachuman
user, in such case, the interaction becomes a mix of perception and actractiotes.
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Figure 1.5: Some examples of environment features: (1) Arexploring an alien planet (2) A closed virtual
3D environment, (3) A chess game with clock (4) A board gamé\(bagent arranging elements
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Figure 1.6: Some examples of interaction features: (1) Feamironment to agent (an agent considering a
signal found in the environment) (2) from agent to environir{an agent arranging items of the environment),
(3) Between agents (agents communicating)
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According to|(Baeijs and Demazeau, 1896) there are various orgamiakgtouctures for MAS.
In the study of[(Mintzberg, 1979) there are three process of codidiniéat permit to identify three
main families: groups, hierarchies and markets.

Cooperative work. Two or more agents make accords to work togethengla resource in
order to achieve a common goal.

Supervision-based. This is a hierarchical case when an agenwvsgpethers in order to
regulate their tasks. In other words when an agent leads a grouprasafpe example, to de-
velop a task the agent leader divide such task in subtasks to be perffnntieel subordinated
agents.

Standardization. When there is an agent that acts like an authority andrplasetio be
followed by the other agents. Such rules are applied to speci c cases.

About the organization properties scope de ned[by (Baeijs, 1998)ave knlisted also the follow-
ing (See g.[1.T):

Knowledge (an agent knows another). It is when each agent knthes agent both works
independently for a collective goal.

Client-server, communication (an agent communicates with another). Whagesmn asks
another for a service not necessarily for the same goal.

1.3 Discussion: MAS based solution

As we understand a MAS based solution requires at least two agenisagenots will develop a
role within an environment, such agents can develop interactions betwearratttethus organize

them to work together. Considering the vowels approach (Demazeadh), W@an arrange differ-

ent types of agents, environments, interactions and organizationsrthidess we must consider
that not all of such types of components can work together. Theraferaust list a set of rules to
make evident such compatibilities.

In order to match the vowels approach with the traditional software engngesgpproaches we have
found in the model driven engineering (MDE) the best companion to apully MAS decompo-
sition approach. As we discuss in section| 2.4 the MDE de nes the basisdatecmeta-models.
However we consider that a MAS based solution can be constructed/énai components, in our
case MAS vowel-based meta-models.

1.4 Collective Behavior and Emergence

The complex systems are usually considered solution archetypes féemsotinat cannot be solved
using a centralized approach. Therefore such archetypes am draskstributed approaches that
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Figure 1.7: Some examples of organization features: (1Hexage of other agents (2) An agent communi-
cates with other, (3) Hierarchical

require rules to interact between all the distributed components. Suchciidesacreate networks
that share important information, enable performing collective work andngatollective deci-
sions. Thus, the system performance has a collective behavior thagesfesm the interaction
performance between each individual component. The complex systerfieguently adaptations
of existing animal and human society working structures. In the contexiofitbsis we consider
the MAS approach as a way to create solutions under the complex systens®philo

1.4.1 Emergence general context

In the nature the emergence is a natural way to nd solutions to problems @dpll®9%). For
instance the bees have found the best way to store honey using hakalgaped cells, as long as
we know the bees are not engineers and they have not an advamdedcdpable to make such
complex decisions. To understand this we can analyze brie y they beha@aoh bee takes a drop
of honey at a time. Thus they put such drop one next to each other to amel of cells. We
realize that the shape of a drop is circular but when several dropga#nered around one all are
compressed to form a hexagon. Such shape is considered the masheshape to store such
nectar (See g[18).

However for [(Holland, 1998) the emergence approach is de ned tfirabie employment of
algorithms based on rules (similar as game rules) and arrays that stoegepgp values. These
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Figure 1.8: Bee's emergent behavior re ected in the hexagi@ped cells.

rules act similarly as the physic rules in the nature and the learning andengeiare more like

the evolution and adaptation of living organisms. When the algorithm exeantesteracts with

the user or environment such arrays are updated. Therefore eacthéraggorithm has a better
performance, thus, emergently it evolves and becomes more and more intedligelapted.

The emergence from a popular culture point of view given[by (Johri&#0R) is a collective
behavior that arises from communities of all levels in all the living beings inraattdowever
it pushes to enterprises, institutions, communities, neighborhoods, etc tdyideich emergence
collective behavior to make decisions and pro t such situations.

Along the time have existed a lot of kind of bees and only the species thatdayted such
behavior are the only ones that have survived to this day. That meansytesolution the most
suitable solution has been found and it emerges from a simple behavioefdieethe emergence
concept for us means a simple set of behaviors that combined are helphil’e a complex prob-
lem.

1.4.2 Collective intelligence

The concept of intelligence drives to discuss about the Internet angsthef it as a media to share
and nd different kinds of knowledge. Using search engines like Gadging or Yahoo every one
can nd a lot of information. Thus we consider that the Internet is the liggeedia to nd such
collective intelligence.

Furthermore we can locate different methods that require a knowledgeupalated by people
around the world to work. For instance, the meta-analysis in medical obsesmjuires a knowledge
base of results from trials. Such knowledge base is updated by medataidr@ersonnel around
the world. Such updates comprise results of trials about treatments studideeEnt illness and
symptoms. Therefore these concentrate of results are commonly employ@aes of knowledge.
Hence, when a doctor looks for studies related to the employment of a medicantke treatment
of any illness he can look for such related trials at Medline and the literatious, extract the
relevant results and perform the meta-analysis method to make decisisnshloase the collective
intelligence is ordered in a manner that everybody can use them to makiedgcmevertheless, we
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can nd several and different situation using such kind of intelligence.

1.4.3 Self-organization

An organization from a static point of view acts like a structure that descthminteractions and
relationships between its individuals (Fox, 1988). It can also be caesides a structure of com-
munication, cooperation and coordination. Nevertheless from a dynainicqioiew it represents
the elaboration process of such a structure and the same procesqvidalie, 1987). There-
fore the self organization is the system ability to organize itself through thétresninteractions.
Commonly the self organization concerns to a spontaneous, dynamicalfigcrganization. Ac-
cording to [(Di Marzo Serugendo et al., 2006) there are many self mafson de nitions that cor-
responds to the different self-organization behaviors :

Swarm Intelligence. Within the mechanisms related to the swarms behavidBoaabeau et al., 1999):

Multiple interactions among the individuals.

Retroactive positive feedback that increases the pheromone level rehvard is re-
ceived.

Retroactive negative feedback that decreases the pheromone level.

Increase of behavior modi cation that increases the pheromone levah @mew route
has been detected.

Decrease of entropy Ih (Glansdorff and Prigogine, 1971) are slacset of four prerequisites
for systems owning a self-organizing behavior with external pressure.

— Mutual Causality: Where at least two of the system components have #acirela-
tionship that in uences one to one in both senses.

— Auto catalysis: It rises when at least one of the system components [8ngsn its
own increase causally in uenced by another component.

— Far-from equilibrium condition: It appears when a large amount ofggnisrimported
from outside of the system. Therefore the system uses such an eeemyimg its
own structures (similar as autopoiesis) dissipating instead of accumulatiragdheng
disorder (entropy) return within the environment.

— Morphogenetic changes: It occurs when at least one of the systamorents is open
to system external random variations and they change themselves.

Autopoiesis. A system within this category is an organised unity that is cordfgnsa net-
work of transformation and destruction processes of componentsgiimauThe produced
components commonly:

— 1. Regenerate and realize continously the network of processes tionglthat pro-
duced them through their interactions and transformations.
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— 2. Speci es the topological domain of its realization as a network building thénimac
as a concrete unity in the space which the components exist.

Arti cial Systems. In (Serugendo et al., 2004) two de nitions of self-angzing systems have
been established:

— 1. Strong self-organizing systems are considered as systems that medifyrganiza-
tion without any central control: explicit, internal or external.

— 2. Weak self-organizing systems are considered as systems wheyanization emerges
from an internal central planning or control.

In this context, self-organization relies on ordered structures and auempbehaviors. More-
over, the self-organization process modi es the structures and bebkamiorder to build a
new distinct self-remade organization.

Self-organization vs emergence. Emergence is considered as the sitmMagiora structure,
that is not explicitly represented at a lower level, appears or emergesighter level. The

notion of emergent properties comes from the case of dynamic selfinimggsystems, with

decentralized control and local interactions. As instance the case aitfhhat establish the
shortest path between the nest and the source of food. Neverthelesthe perspective of
self-organization it can be seen without emergence and vice-versa.

Self-organization has been studied within different domains (Bonaliedy £999):

Biology. Using the insects and animals behaviors like a path to create seliipeg solu-
tions.

Thermodynamic. Employment of the physic properties to create chemical cemiso
Cybernetic. For instance the Neural Networks, and Genetic Programing.

Linked to the MAS area we can nd several works related to the selfrozgéion. Such works
commonly seek to solve a problem in a distributed manner and their main build taskagk to
guestions about the organization. For instance considering an operitMé&is to have the means
to adapt its organization to reach its objectives in the best manner.

Indeed, if an agent had a speci ¢ role within an organization at the momileai it leaves such
an organization, the system must nd someone to replace it or assign toagfeets the tasks that
occupied by the leaving agent. Thus the system adapts dynamically to ths aggenizational
structure to reorganize work.

There are some approaches like (Drogoul and Collinot, 1998a) @raptisuse a group orga-
nized as a teamwork or proposing a form of collective intelligehce (Trianal., 2008). Swarm
of Robots, group of agents, etc. are employed to perform collective.tdslividually they usu-
ally implements behaviors inspired in the natural behaviors of ants, besgrdries and birds.
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Therefore the collective behavior emerges from interactions of suéhidodl behaviors. Com-
monly these collective behaviors are capable to nd shortest pathdeaqezup formations, visual
communication and so on.

There are also works inspired in human nature [ike (Minsky, 1986) tlogigses a human learn-
ing organization based on a society of agents. Where such mind agentsgatteer to learn, re-
member, think, perform complex tasks and achieve collective objectives.

Commonly the self-organizations focus on three main points (Marcenac £988):

The detection of the best conditions for the appearance of the selfipagan phenomenon.
It is related to the nding task of the different parameters that in uencejiesarance. This
task is distributed over the different components of self-organizatiois. i§therefore at the
level of the organization, to nd agents who are in a state called unstablé¢hér words,
agents whose aspirations are de ned by the owned roles in the organizagonot yet
achieved. Thus the agents that share characteristics are grouptetagel they share mes-
sages with other ungrouped agents, under the organization recaiostrigjective, in order
to invite them to participate in the organization emerging phenomenon.

The emergence of the phenomenon: this mechanism is responsible fegatjog the agents
and to ensure to keep the adaptation of the organizational structure. Hsagireg shar-
ing between agents leads to the conformation of society organization, thdisksteent of
relationships between agents and groups creation.

Stopping the development of the phenomenon requires to identify agents¢hstable and
is therefore necessary to make observations. The observationsraneooty recognized
between three types: (1) External MAS level, when we consider the MeSdack box and
we can only observe inputs and outcomes. (2) MAS Internal level, wieeobserve directly
at the MAS agent's interactions level. (3) Agent Internal level, when aresider the agents
interactions and their internal architecture.

1.4.3.1 Mechanisms

A brief list including some of the main self-organizations techniques is destitbthe next para-
graphs:

Self-organization skills with re exes. Commonly in this self-organization medra, the
agents are reactive and them adapt the performance of actions baseeiroenvironment
perception. In this way each organization agent specializes increasBigth a specializa-

tion phenomenon is discussed|in (Marcelpoll et al., 1994) that illustratepéugatization of

agents acting like "cells" based on available resources. Another interegiproach is in-
troduced in[(Ray, 2011) considering a self-organization algorithmdoasehe the fruit ies
nervous system cells dynamic self-organization.
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Self-organization by monitoring interactions. This type of self-organizati@chanism is
commonly applied using agents reactives and it works adjusting the mechaofisnier-
action patterns. For instance, the PACO cases (patterns of coordirl2gomgeau, 1993))
where the interactions include the perception of the environment and thadtideis with

other agents.

The W-learning and Q-learning. The W-learning mechanism createdlopfrys, 1995) al-
lows agents (or autonomous robots) to learn which are the actions to beddggmsidering

what are they perceiving from their environments. Therefore thetagdémays chose the ac-
tion to perform considering which could be the most relevant result. A statibfick allows
the agent to adjust the importance associated with the action and quality. I®pdsition is
introduced by the Q-learning algorithim (Watkins, 1989; Humphrys, 1)995)

Self-organization with preferential links. It consists in multi-agent systeherethe agents
know each-other. It enables to choose the speci ¢ agent with whom tasttaccording to
their offer of services. The historic performance of previous interast@an help to make
these choices. For instance, the preferences on such relations ededgddd on a varied cri-

teria as response time to a query or data accuracy. In (Francis and iéeyliP96) a mech-

anism is employed to improve the ef ciency of the Internet employing learnimgtions.
Such functions consider the links most commonly used by the Internet lngergating an
associative arc using a weight. Therefore the hyper links with heaweweights are the
most often offered to users.

Relaxation. This mechanism belongs to the self-organizations mechanisetsdrasollec-
tive learning acts. The basic mechanism, paradigm of relaxation, wasggopy Les Gasser
(Beck, 1994). Such mechanism proposes that the employed knowladgesthrough the in-
teractions that will be stored and reuséd (Camps and Gleizes, 1995). Cdyramoagent
that is interested or not in a message could store it or not depending ogléliance of the

message. Thereafter, the agent will choose to retransmit the messagmts thgit can be
interested in the contents of this message or satisfy the message requésg tbisroper-
ation the agent lets the id of the agent that originated the message. Howived# the
information he received unnecessary or false, it can destroy it.

Self-organization and re exivity. This mechanism organization relies erfaht that an agent
could need to organize a group of other individuals in order to accomptasgkaln this case,
it plays a dual role as it should: (1) Choose an organization to impose loemrchy agents.
(2) Make an organization emerge through messaging contact and negoti@gtiagents that
belong to the same organizational level in order to share their task or woerform. The

agents are organized to get organized as statgd in (MARCIA-(Grb@f%), therefore the
cooperation between agents are replaced by cooperation betweetiebeganizations.
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Self-organization by changing roles. In this mechanism the roles of agentbe key fea-
ture. Commonly there is a hierarchy that is built from the messages exahbynglee agents.
This is similar to contract network proposed by (FIPA, 2002) where antaarts as the con-
tractor and other as the contracted over different contracts. It isdares as a protocol that
allows the agents to organize themselves into small groups through the retadigrector/-
contracted.

Self-organization by instantiation of organizational structures. Such aanesm is directed
by the choice of a priori known organizations. [n (Dignum et al., 2004)issussed the de-
velopment of reorganization issues within multi-agent systems, speci calgrevagents de-

termine which of several models of known organizations seem best suitbeé htuation
they face and then apply it. The work ¢f (So and Durfee, 1993) alsa pmivards this di-
rection. Indeed, the system examines the properties of several atjana structures and

determines that it should be applied according to the situation encountéescr

Self-organization with introspection. The introspection mechanisms are litid an action

considered as centralized where an entity can be seen itself. It workslgg traces of inter-
action actions while the agents are solving a problem and drawing condusionprove the
organization. This implies the existence of a level base and a meta-level.opeeations are
(1) the rei cation, which enables going from level base to meta-level, ahthé denotation
that is its dual (inverse) operation. However an agent can use two ¢fpesospection: (1)

The physical introspection allows to verify the functional integrity of a mulgfggystem in
terms of distribution of the workload, reducing communications costs etc.h@)xdgnitive

introspection quanti es the use of certain services that the agent dfiesgorkload task, etc.
This information, combined, allow the agent to know or not whether to reagaheir skills

in order to improve their performance.

Self-organization by sharing knowledge. Such self-organization isdbas the reconstruc-
tion of the agents knowledge: the agents are decomposed when their acdbitkidazomes
too big. It conducts towards a tasks parallelization and thus it improves giensyper-
formance even more to cooperate with other agents to free the resosezksquipment. In
(Ishida et al., 1992) the application of self-organization in a system cosdpziseveral prob-
lem solvers is addressed. These solvers can be considered astjgmodystems and some
rules are dependent on and interfere. It may therefore be needibe fagents to synchronize
in order to maintain the consistency of their data.

Self-organization based on cooperation. According to (Di Marzodgsrdo et al., 2006) the
self-organization mechanisms based on cooperation behavior, permétttvitteapplications

using continuous or discontinuous global behavior. This kind of sgi#tization commonly
has a bottom-up design that simpli es the development and the resulting systemubast
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and adaptive. The AMAS theory states that the system only adapts itsibetmaise coop-
erative with its environment and to satisfy it. Therefore the main dif culty is tedan the
long list composed by all the non cooperative situations that an agent caouldlowever, in
theory it is viable because the total amount of non cooperative situatimtedeo the agent
skills is enumerable.

Some hybrid mechanisms work up with several of these mechanisms makingle@dss
mix different self-organization mechanisms in order to achieve an objediiveinstance in
(Frederic, 1996) mix mechanisms for sharing knowledge and introsperetiere the decom-
position phenomenon appears when the mechanism of introspection assates dgent
needs help (in reason of an overload of work, time constraints, etcjdesimgy the result of
the application.

1.5 Discussion: Emergent collective behavior on MAS

In order to perform an emergent collective behavior within a multi-agestesys we must consider
the outcome and how it could be linked to each agent individual perforendn®ur approach we
have identi ed several issues related to the problem that we are tryingue gt has make us
think in a MAS with emerging collective behavior. Using a group of agentshawe recreated an
arti cial group of meta-analysis specialists to build possible solutions makingithdhl decisions.
Also we have proposed to employ a meta-model perspective to take sustodgcin other words,
the meta-model group solution is built depending on the meta-model ownedibgiadual agent.



Chapter 2

MAS Related Software Engineering

There are several methodologies managing the analysis and develogrivek®oThese method-
ologies are considered part of the Agent Oriented Software EngigeAQSE. Furthermore in
sectior Z.b we state a survey about the relation between existing MAS metgesodmd our con-
tribution.

We have found few related approaches with some similar objectives; ppcbazhes consider
some issues that are similar to ours. We can cite them as a starting point froontest of MAS
Decomposition, model-driven engineering (MDE) and reuse of existingadetbgies:

2.1 Background

The multi-agent concept appears to be an innovating and ef cient jgamafdr modeling of com-
plex arti cial systems. The multi-agent approach descends from dindadogic and social theories
or from the decision. The multi-agent entities may consist of numerous typagpacities, from the
most reactive to the most cognitive ones. These entities are grouped vattamamodels making
functional the agent architectures, the interaction and perceptionitapathe treatment of envi-
ronment. From the social point of view the multi-agent devices are integogtdiverse interaction
models and organization structures linked with the agents' nature.

Numerous multi-agent methods which exist nowadays propose the use pifolfiem engineer-
ing within speci ¢ domains. The software development cycle traditionally istef at least two
phases: analysis and design. If we plan to base our work on the multieggneering, we will dis-
tinguish two corresponding development phases, which can be called Afdtit Oriented Analy-
sis and Design.

2.2 The use of Meta-models or Components within the methodologies

Among all the MAS methodologies we have found some approaches thaigerdap employ a
component or meta-model based process. The next table shows theszciygs an their relevance:

40
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Meta-models in Methods

Method Meta- Relevance Comments

models

ADELFE Yes It is explained considering It is relevant because
the features that a cooperait proposes directly a
tive agent possesses. The lifeeusable meta-model that
cycle consists in having per-can be characterized.
ceptions, making decisions
and then acting. It considers
also the Non-cooperative sit-
uations

Extended Yes It focuses on social aspectsThis is an extended ver-

Gaia and organizational structure.sion of Gaia that in-
It proposes to accuratelytroduces a meta-model
specify the relationships based on the organiza-
between different entities tional structure.
within a speci ¢ organization
context. It employs the
classic Gaia building blocks:
agents, roles, activities,
services and protocols

INGENIAS | Yes It employs ve meta-models] It also is near of our apt

- Message Agent, Interaction, Tasks, proach employing differ
Environment and Organiza-ent kind of meta-models
tion. Each meta-model nevertheless it describe
describes the correspondinghe system from the meta-
types of diagrams where anmodel kind point of view.
instance of a meta-entity
could be situated in different
diagrams. Each diagram can
describe a system from the
point of view.
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- ' : - MAS
Methodologies
method fragments
Y selection
New Design Process
e from different
WAS method fragments

Figure 2.1: MAS Method Fragments approach concept, theeglnmow the main idea of method fragments
where different method parts are taken from different methagies to build a new design process.

Fragement

PASSI Yes It is splitted into three doi PASSI is the approach
mains: Problem, Agency andthat is nearest to this the
Solution. It proposes to iden- sis contributions because
tify resources, requirementsit proposes to identify the
and scenario from the prob-requirements domain thus
lem and thus connect themconnect it with the agent
with Agent Role and Tasks. and then with the imple;
Speci cally it proposes gg mentation.

from the requirements to the

192}

code (implementation)

Table 2.1: Comparative summary of methodologies Meta-Néode

2.3 MAS Decomposition

There are some approaches that proposes to divide a MAS into pa(idatiachiara et al., 2010)
is proposed to divide the MAS methodologies process and then composelapteent process
employing such parts. Also in (Seidita et al., 2006) is proposed to use asdbased on frag-
ments that are obtained from different software engineering desigregses from existing MAS

methodologies. This enables combining stages of different design priocas appropriate way to
conceive MAS-based solutions that would otherwise not be obtaineel.rédulting deliverable is
based on UML, diagrams and MAS global meta—mcﬁlljel

There are also approaches that focus over some key parts of a MiA&agral aspect to design
a MAS. Some of such approaches are Agent Centered MAS (ACMAGDaganization Centered
MAS (OCMAS) (Ferber et al., 2003) (See ¢._2.1). Where each oneraéizes the development

1A meta-model is a model description or model of models (Z.Guessourdaraya, 2005)
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Figure 2.2: AEIO Vowels MAS approach concept, we can seedhetf/pes of components that builds Multi-
agent systems: Agent, Environment, Interaction and Orgaioin. All linked by gray wrappers and uni ed
by a blue globe that represents the Uni cation implicit canpnt.

using as key design part the agent or the organizational aspects.

There are also fragments approaches with the perspective of buildngAS from different
parts.

The AEIO vowels approach (Demazeau, 1995) is based in the decompasideery MAS into
four main type parts where each parts begins with a vowel letter: Agenir,danvent, Interaction
and Organization (See ¢.2.2).

The AEIO decomposition objective is to create components with charactetisit€nable
reutilization and easy refactoring of them into the MAS creation process.

Our approach instead aspires to use meta-models as fractions of a s@utibras proposed
in (Rougemaille et al., 2008), but using a format based on voWwels (Dema¥e@5). Furthermore
(Rougemaille et al., 2008) proposes to use meta-models based on seisiaf enethodologies
(Gomez et al., 2007) but this makes it dependent on a format it does mointakaccount a com-
bined use of meta-models derived from different methodologies to buildoinégon. As we state,
in (Seidita et al., 2006), is considered a combination of software engiggehiases, however, our
approach proposes the use of meta-models from different methodolodiesised in combination

into a solution.
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Figure 2.3: Four Layer Model-Driven Architecture overview

2.4 Model-Driven Engineering

The model-driven engineering approach has a high signi cance in thiexioof software engineer-
ing. It has evolved from the object oriented paradigm, so for the MDEyévieg is considered has
a model instead as an object. MDE usually manages two types of relatiomeseatations and
conformances. The representations are model of the real world frasusoartifacts for example,
The conformances are models created conform a meta-model. Therdpthés considered the
disciplined and rationalized production of models. For the present thestetiiermance relation
has a relevant importance because we propose the meta-models employimemhodels under
the MDE philosophy usually are constructed under the next charactessticcture| (Selic, 2003):
Abstraction, understandability, accuracy, predictiveness and inekmess. The model-driven
engineering theory speci es the rules and baselines to work with diffddas of models. In
(Gasevic et al., 2009a) is described the use of a mega-model which dghysgcal, abstract and
digital systems. For our purposes we focus on the digital systems, splgion software systems.

Finally we must mention that the present work uses only a characterizatipncimes from
meta-models of the M2 Layer. Such meta-models are adapted from the Agented Software
Engineering, this concept will be described further.

2.5 MAS Methodologies Context

Approaches as the following: Gaja (Wooldridge et al., 2000), DIAMON&ntont and Occello, 2007),
PASSI (Cossentino, 2005) and Tropos(P. Giorgini, 2004; Castrio, @085) cover different aspects
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to solve a variety of problems centered in delimited domains. Gaia is a generalduoleityy that sets
the goal of understanding the system and its structure, this, without famgmee to the implemen-
tation. In addition, it is oriented only to closed domains where the feature A& dte static. How-
ever, with the use of extensions (Garcia-Ojeda et al., 2004; Wei H2803) Gaia can be applied in
dynamic domains. In contrast ADELFE (Bernon et al., 2002b) focusg@sablems that can only be
resolved through AMAS (Adaptive Multi-Agent Systems). DIAMOND (Jarhand Occello, 2007)
is a method that enables to generate embedded MAS. Also ADELFE basesl@bkrgrion the RUP
(I. Jacobson, 1999) adding a design work ow, agent model and MG&el (Bernon et al., 200R2a)
to guide the developer in the creation of a MAS. So DIAMOND uses variokedirstages to de-

velop embedded MAS considering the software and hardware at the samértimclelition it offers
away to create reusable components by identifying and delimiting the domainptblem within
one of these stages. Also DIAMOND de nes a life cycle for hybrid sofevand hardware MAS.
The process PASSI (Cossentino, 2005) guides the development of igertti-software step by step
from the requirements to the code. All these methods integrate design modets dwva UML
(OMG, 2003) notation and different philosophies regarding objectted software engineering
for MAS (J. Odell, 2000; O. Gutknecht, 1999; Shoham, 1993; Thont#&3;ICaire et al., 2001b).

The methodologies frequently base the software engineering applicatidiiferent models
and diagrams derived from UML. Their objective is to develop diffel@mmd speci c MAS. The
use of models derived from UML (OMG, 2003) is located in the M1 layer efftur-layer Model-
Driven Engineering (MDE) (Kleppe et al., 2003). It means that these madmdong to a specic
meta-model[(Zhang and David, 2005)(Ferber and Gutknecht, 1998adh model is designed to
solve problems for a speci ¢ aspect, such as agent creation or comrtianica

Therefore there are several methods that we have considered intordealyze the current
state of development in relation with the pre-initial phases in the MAS life cyckofifvare de-
velopment. Considering such issues as the key features to analyze evedmsidered ADELFE
(Bernon et al., 2005) as an adaptive MAS domain-oriented methodologyaitelizes its initial
steps giving standard software engineering options based on RUPMhdt dlso recently added

a initial phase where the designer can check if their problem is able to bedsading the AMAS
approach.Aalaadin described [n (Ferber and Gutknecht) 1997) is gani2ation Centered MAS
(OCMAS) methodology that assumes that the designers problem couldveel ssing such de-
velopment view. Cassiopeia (Drogoul and Collinot, 1998b) at the initiab@ldenti es the roles
to be performed within the MAS, it states that such approach is employeddfor weork, there-
fore, the designer must know that their problem domain belongs to suchokisdlution. DE-
SIRE (Brazier et al., 1997) propose to decompose the problem in ag&stdad assumes that the
designer know that it works well for their problem. DIAMOND (Jamont, @p@elongs to the
embedded MAS domain but the designer must choose if their problem needsnethod. Gaia

(Wooldridge et al., 2000) is in a closed domain with statistic features thertferdesigner must
situate their problem within this domain before choosing Gaia. MAMOSACO (#|d005) fo-
cuses on management complex systems, therefore before choosing trosl thetldesigner must
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identify their problem as resoluble within it. MaSE (Deloach, 2001) centaitteihtion in the goals,
then the designer must analyze their problem to locate it on this method. MASSiVgen, 2001)
proposes to develop from different views enabling to see the problaricofrom different per-
spectives, however it is aspect oriented and the designer must ceosesthod considering that
their problem is compatible with it. INGENIAS-MESSAGE (Pavon and GémezzS2002) em-
ploys meta-models and views to solve the problem but it does not propage haatch the designer
problem with the method domain. PASSI (Cossentino, 2005) proposes tdydae requirements
domain in order to the design a MAS using such a method, however, it dogsapmse how to
identify such domain. Prometheus (Padgham and Winikoff, 2004)pesptbee reusability proto-
typing agents, moreover, it focuses on the industry, scheduling angydiely agents. Therefore it
does not de ne how a designer can situate their problem within its domaipo$r@siorgini, 2004)
proposes to analyze the early requirements in order to identify a domadi, gssituation that we
have also considerd for our approach), nevertheless it focalizgénahe Tropos method and does
not propose reusability. The Vowells (Demazeau, 2001) methodologyopes MAS decomposi-
tion and reusability, nevertheless it does not solve how to identify the bagt@nents to create a
MAS based solution. The table 2.2 lists some of the main MAS methodologies and saasna
their relationship with a pre-initial phase.

Life Cycle
Method Type Goal Pre Initial Phase Comments
ADELFE Cyclic Adaptive No it only helps giv-| Uses a work ow
MAS ing a UML and RUP| based on RUP, It

based initial phase, it proposes to identify
recently added a pre-interaction as key
alable phase where thefeature for Adaptive
designer can verify iff MAS development
their problem can be
solved using AMAS
approach

Aalaadin Waterfall | Organization No, it assumes that the Centralized in Agent
and Roles| designer knows that Group and Role detf
Centered | their problem can be velopment it propose
MAS solved using and OCr a general MAS metar
MAS model

Ur
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Cassiopeia | lterative Dynamic No at all, but it pro-| Centralized in Agent
Organi- poses as a key inir with  three kind
zations tial feature identify the| of roles: domain-
and Role| agent roles in order to dependent, relational
like robots | apply the method, and organizational. It
soccer also proposes two kind

of organization: statig
and dynamic.

DESIRE Waterfall | Agent No, only task decom+ Proposes build a
Task Com-| position the designef MAS employing a
position must know that their task (de)composition,
Centered | problemis ad-hoc with information ex-

the method change, sequencing
of (sub)tasks, subt
task delegation, and
knowledge structures.

DIAMOND | Spiral Embedded | No, but it consider| It proposes to consider
MAS that the designer both developments

must develop an soft- software and hardwarge

ware/hardware mixed in the same develop-

MAS ment cycle in order
to build an embedded
MAS. However to
build a MAS it con-
siders individual and
society levels.

Gaia Iterative General No, because its a gen-lt has two main
MAS, role | eral MAS it assumes phases: analysis and
centered that every problem design. We have a set

could be developed of models as result of
using Gaia. However applying this method

it is oriented to a
closed domain with
static characteristics.

ology that enables a
designer to begin the
implementation.

3%
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MAMOSACQ

Iterative

Complex
man-

agement
systems

No, but it focus on
complex managemer
systems

This method considers

tthe complex manage

ments systems and

comprises the phase

of analysis, modelizar

tion, speci cation and
conception of such
systems.

MaSE

Iterative

Goals cen-
tered

No, however it guides
the designer througk
the software life cy-
cle at the beginning
its supposed to be
compatible with the
designer problem tg
solve. Its developmen
process is based o
RUP. Also it has auto-
matic code generatio
using AGENTTOOL.

It is independent of
n MAS and agent archi

tecture, programming

language or program
> ming language

-

)

MASSIVE

Iterative

Aspect
oriented,
View
system

No, it has only differ-
ent development view
in order to develop 3
MAS using different
Also it pro-
posed to link model
features with imple-
mentation features

views.

It is composed of the
5 following views: Task,
1 Environment, Role,
Society.
Architectural, System

Interaction,
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INGENIAS
- MESSAGE

Iterative

Model-
Driven
Oriented
with

several de-
velopment
views

No, but it employs
meta-models to build
solutions.

INGENIAS is based
on MESSAGE, cur
rently it presents a
set of meta-models
aspiring
all the system us
ing the language
GOPRR (Graph, Obt
ject, Property, Role
and Relationship)
It has the follow-
ing development
views:

to analyze

Organization
Tasks/Goals,
and

Agent,
Interactions
Environment.

PASSI

Incremental

No at all, it only

states that it need torequirement-to-code

know the domain re

quirements description designing

at the beginning

It is a step-by-step

methodology for
and der
veloping multi-agent
societies, it comprise
ve model phases:
System requirements,
agent society, agent
implementation, code

12}

and deployment,
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[%2]

Prometheus | Waterfall | Goals No, but it enables tg It is a methodology
centered, | reuse and share dif-that guides from the
Covers ferent MAS models| start to the end and en
mainly and create prototypical ables to the developer
domains of| core agents to analyze, design
industry, and implement MAS
scheduling prototypes. Basically,
or debug- it consists of threeg
ging agent phases: System speaci
systems cation, Architectural
and Detailed design,
It generate automati
cally code under the
JACK  programming
language.
Tropos Incremental General No at all, but it| Itisbasedontwo main
MAS propose to analyzeideas: (1) the notion

the early require-

ments to gather early mentalistic
based onpgoals and plans for

concepts
*(Siu-Kwong, 1996)
in order to identify a
domain

of agent and all related
notions;

example. These ideas
are employed in al
phases of software de
velopment: from early
analysis toward the ag

tual implementation
(2) It also covers the
very early phases o
requirements analysis,
therefore it enable
a deeper

environment

softwar
under
standing, and identif
the kind of interac-
tions between huma
agents and software
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Vowels Waterfall | Component| No, but we consider This approach pro
centered it as the best way to poses to identify g
decompose a MAS MAS from four axes:
trough the AEIO| Agent, Environment,
axes, similarly as Interaction and Orgar
other methodologies nization. Considering
perform using views | each one of the axes
independently in order
to reuse each differer
kind of component
but it also proposes t
unify all the compo-
nents to make them

—

A=

able to work together
using wrappers and

compatibility rules.

Table 2.2: Comparative summary of methods life cycle cayera

2.6 Discussion: The dif cult methodology choice and the impossible
unique approach

The models de ned in each platform are different, for instance, antagedel de ned in PASSI
(Burrafato and Cossentino, 2002) could not be used in ADELFE @eetal., 2002a). But how
could we solve a problem that requires a PASSI (Cossentino] 2006} agmlel type, which is
running embedded according to DIAMOND (Jamont and Occello, 20G6i sations? In the next
lines we explain how our approach contributes to the solution of this kind afl@ms using a
meta-model de nition that belongs to the M2 layer of the four-layer MDE (Kiept al., 2003).

It has been observed that all the afore-mentioned methodologies psnlideons focused on
a speci ¢ kind of problems and domains. On the other hand, it is dif cult toide in advance
which methodology would be appropriate to solve a speci ¢ problem. In atloeds, the domain
covered by each method is limited, for example, ADELFE is geared only to tinaidcof adaptive
multi-agent systems and Gaia is directed to a closed domain with multi-agent statictehiatics.

The truth is that we can't solve all the possible problems using a single melbisnduse
each method covers a limited domain, in which only problems suitable for this doraaifbe
solved. Therefore, a problem that can be solved with one method efigipnobably cannot
be solved with another.For this reason our approach proposes to dstlplisliminary stage, in
which the problem is analyzed to determine its domain. This verdict guides tisdoger stat-
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ing which would be the best way to solve this problem under the prede eézttion criteria.
Besides our approach de nes the use of meta-models based on the ARIE) Becomposition
(Demazeau, 2001; Occello et al., 2004; Ricordel and Demazeau, 2@0R)AS approach. The
main objective of these meta-models is the reutilization and adaptation of thesdiffapdels that

already exist, providing an option to make MAS. This aspect is similar to buildoakb or design
patterng(Holland, 1995), but our approach will neither change théreximodels in other method-
ologies, nor propose a new model standard.

It is dif cult to propose a uni ed global approach to multi-agent systemgieeering, because the
problems and domains addressed by this approach are highly hetevagenghe nature of the
problems for which multi-agent systems are effective, such as simulatioblepn solving, inte-
gration of applications and system or management systems, provokesthaetbf simple models
impossible.

The domains in which these problems are solved impose the use of speciatibedied ap-
proaches. How can we unify the design of remote applications such asdni&eb services or
production systems? The diversity of methods makes the choice of apptidaclt for the non-
specialist designer. A comprehensive preliminary analysis phase labkd) is capable to unify
the model speci cation choices, depending on the domain and problem tHrthet software.

We have a lot of methodologies that provides a wide range of options téopeardAS-based
solutions also each methodology provides process, components and toelgetop the desired
MAS. Nevertheless, if the designer is not experienced with these methyemland he does not
know at all the components provided, it is dif cult for him to choose the nsustable methodol-
ogy. Also an inherent problem of the MAS methodologies is the different-mdetliogy-components
usability because we can't take components from different methodoltm@sate MAS-based so-
lutions easily; and nally the reusability of already created solutions. Cqunesetly, we propose to
abstract the MAS components using the AEIO vowel apprdach (Demg2@ai) from the MAS
methodologies to create MAS Meta-models for each component. The asptius is to have

different kind of Agents, Environments, Interactions, Organizationraies of compatibility and
uni cations between all these kinds of components. Going further weqs®jo characterize them
and evaluate each characteristic of them dynamically considering a linkdeweeh characteristic
and a domain of solution. That means that each AEIO vowel meta-model wéldnaet of charac-
teristics with domain ef cacy values that will be used for meta-analysis.

This proposal should not be reduced to only use the MDA approactdéMoriven Architec-
ture) (Kleppe et al., 2003) modi ed for the MAS engineering. We are wcu$ed on the use of
meta-models to transform them into models of implementation in the sense adopteddiyl MA
(Z.Guessoum and Jarraya, 2005), ADELFE (Bernon et al.,|20@BPASSI. This technique can be
used for detailed analysis, but as already mentioned, we want to work preminary conceptual

analysis.
Our goal is not to unify the different meta-models into one as proposed iwdhle proposed by
(Bernon et al., 2004). We cannot adopt a single meta-model as in (Krulbénd Rose, 2002). It
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is impossible taking into account all in only one meta-model because of thaullies at the im-
plementation and at the deployment in a different way in terms of domains.athsie describe
our meta-model (analysis model) we could use a Meta—Meta-Btmeproposed by the method
MESSAGE / AUML (Caire et al., 2001a) (it uses the MOF UML).

2A meta-meta-model is a model that enables to model or describe mekalsnmoreover, a meta-model is a model
of model.



Chapter 3

Meta-analysis and Decision Making

In this chapter we expose two main fundamentals of this thesis: Meta analgddearsion Making.
Each one has a different contribution but both share the fact that imethe complicated task of
predict a result. The meta-analysis provides a successful methodoktgysts statistical data in
order to show a tendency and thus make decisions. The decision makingréssetti within a
MAS state of art, however, its contribution lies in providing the algorithms to autha decision
making. The algorithms that are presented belongs to the Bayesian CogBigiers¢ctiof 3.2.1)
and Decision Making context (See section 3.2.2).

Both contributes directly in the backbone of the prototype: The agentithdil/decision mak-
ing. It contribution within the statistical data gathering and induction methodsaselisted with
the future work that is addressed in the sedfioh 9.2.

3.1 Meta-analysis

Commonly, the meta-analysis is performed for one or more researchesgmalbt look for related
studies in the on-line electronic databases or the paper literature. Theotesss must have enough
experience to select related trials, it means, to select trials with studies usifay $rial protocols
and compatible outcome: for example selecting the studies that evaluate theyebta new sub-
stance or new medicament against cancer versus a placebo or an oldmedic Once they have
found an adequate number of studies the next step is to group all the stiadiessults using the
meta-analysis common methods - Odds-Ratio and Mantel-Haenszel - usingeb-rirocd Effect
Models or Random Effects Models - depending on the statistical hetezitggheandro, 2005).
Consequently the gathered data is employed to obtain several statisticalatifor, for example,
the 95% con dence interval that enables seeing the general studidtsreendency and further
make decisions using such statistical information (Leandro,|2005). By dyethe meta-analysis
needs an enough amount of studies results to reach an effective statidticaation and thus a
reliable tendency. In addition, each trial is composed by their study reslish ones are created
using a trial protocol. Usually a study shows comparative results betwedicangents, substances

54
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Figure 3.1: Classic meta-analysis process overview

and placebos that show evidence about their ef cacy using them agaime illness (See also g.

B.1).

3.1.1 Meta-analysis Introduction
The meta-analysis is de ned by the National Council (USA) Library of Met as

"a quantitative method for combining results of independent studies (usliaikyn
from published literature) and synthesizing summaries and conclusiortsithbe used
to evaluate therapeutic effectiveness, plan new studies, etc. Its applicsapierformed
mainly in research and medicine."

In this proposal, we understand the concept of meta-analysis in the theigkis is employed in
medicine to evaluate the ef cacy of a treatment or medication (Sutton et al.).2000

meta-knowledge from analysis to nd appropriate solutions in terms of metaelnéat MAS. Ap-
plying meta-analysis in this proposal is at all times an original approach ingineering analysis
phase multi-agent.

Therefore this approach proposes using meta-analysis to identify cemigofmeta-models)
that proved to have worked well with previous multi-agent systems solutmmsome kinds of
problems, and thus design or develop new multi-agent systems solutionshilar problems. We
consider that this is an interesting alternative as this approach has lezkim tise eld of medicine
with success.

However to adapt a meta-analysis process into a multi-agent systems wie meese and split
into components that can be evaluated within the process proposed by thamabfsis. Such
approach that enable to abstract from MAS methodologies is introducedtiog2.3.

Moreover our approach is based on an individual making-decisionntheds such a meta-
analysis like a process to analyze MAS meta-models. For this reason in tliznsee discuss
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the meta-analysis process in order to understand how the meta-analylsigitbon a clinical set-
ting ant thus equate "clinical studies" to "studies of problem areas."

3.1.2 First steps

In the literature[(Leandro, 2005)(LaPorte, 20L1)(Armitage et al., POGL rst step de nes which
trials results could be candidates to be considered by meta-analysisforbgrerforming a meta-
analysis needs:

A primary outcome that will be determined and should be considered in all stadiected
for analysis. (Eg. ef ciency of some MAS components into a solution, a Ma8ponent
estimated compatibility with others, etc). Then one or more secondary outc@nesec
useful, especially under speci ¢ questions that are not necessarikidared in all eligible
studies.

Akey issue is choosing the characteristics of the tests (trials) that youovseiect. Similarly
it is necessary to consider the largest possible number of studies inradsgitase to choose
studies that are based on different discriminating factors. For examplaber of issues
considered, output measurement, criteria for randomization, and so on.

It is important to de ne where and how to conduct the search. In medicmenttta-analysis
focuses on a couple of on-line search engines, usually Medline andder(iiid, 2010).

3.1.3 Gray Literature

It is called gray literature to those published in electronic or paper, peatlbg the government,
universities, businesses and industries because they goal to publ@htéspro t. This literature
should be considered mainly because their results are not manipulatedceatad, which some-
times such practices turns out to be a common situation in private medicine publgcatibis is
caused by the trade tendency to show that a new drug is more ef cientjribesamarketable, so
only are published studies that have bene cial results for the clinicat#bry that makes the drug
and sponsor such studies. This may cause deviations from a meta-anatybkiardly be corrected.
Therefore is recommended to take care in this regard.

Although within the framework of multi-agent systems is somewhat inconsistemiaw argue
that there is no database of studies of all the methodologies and solutiatedciom these, thus,
it causes a similar problem. That is why the basis of meta-analysis strongjgsitge use of all or
most of the literature.

3.1.4 Source of troubles

Another source of trouble for conducting a meta-analysis includes:
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The language barrier that prevents all publications are consideredifetreey are in sev-
eral languages. Usually only the English works are considered, leoytere are a lot of
publications in other languages with relevant results that are ignored.

Duplication of works. It occurs due to the publication of the same workltesumultiple
articles.

Con icting results. Similar works that have different or contrary outcome.

Poorly prepared summaries. They are summaries with not enough or dmanation about
the work and outcome.

Publications with little clarity. Some works show partially the outcome or in a mannger tha
we can get clear enough the meaning of them.

Latency of publishing work. It refers at the situation when the time needgdttpublished
an article.

Works with negative outcome unpublished. It refers to a tendency in cocrehéunded
research to only publish the results that show a positive outcome and @eme not pub-
lished.

Unpublished work. When there are works with relevant results thataneublished. Some-
times the publishing task becomes very subjective and some works areceptext

It is recommended that each form of publication includes:

Generic information. It commonly includes the names of authors, belongitigutiens,
addresses, e-mails.

Design of the test. It must describe how the test has been conceivetin@dy it describes
which protocol has been employed to perform such tests.

Treatment of the study group and control group. It must de ne the tregtsremployed for
each group. For instance, a placebo an a new medicament treatments.

Number of events, number of cases within the two groups mentioned ablosg aife the real
guantities of cases and events within the study and control group.

Results of the calculation basis used in the meta-analysis. Such resultse lofea meta-
analysis method that commonly is choose depending on the data heterogeneity.

Quality of the score if possible. It de nes the score quality, commonly it ddpeon the
protocol employed, the quantity of cases within the groups and the periapptitation of
the treatment.
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Also need to be made:

Statistical procedures. The statistical procedures enable to calculatediyesstimation in
relation with the meta-analysis.

Interpretation of results. This is commonly done employing a graphic chaethigh and
low that shows the OR outcome and the CI of each study. Within such clagttigrcategory
there are a lot of options to show the results. However commonly is condittexethe chart
graphic shows the tendency of the meta-analysis and such data is useakealecisions.

This last one crucial aspect of the meta-analysis.

3.1.5 Case control studies

It consists of estimates of risk and probabilities of the case studies thaecapptied with some
variations in the two following aspects:

Risk difference (RD), which calculates the difference in the proportf@vents observed in
both groups of study subjects where you applied the same test. In epideicabtegms, the
RD is known as absolute risk reduction (ARR).

Risk Ratio (RR) refers to the degree to which the frequency of an evepntvarg in the
presence of factor under study compared with the absence of suohlter.

Odds ratio (OR) is a measure that is similar to RR because it refers to the estiwfattien
latter when the event is not frequent (0%).

If the difference of risk or odds ratio is calculated from a meta-analysid,therefore from

many studies, it is called RD pooled or OR pooled. The following formula:
D= awd
aw
is the general form of meta-analysis wh&es the outcome. Wher@/ is the weight of each

study which translates into:
| = \%
whereV; is the variance or difference of thetudy outcome. The general formula of the meta-
analysis the overall results expressed in terms of D weighted averagef sustudies.

3.1.6 Statistical Procedures

It is very important to known the statistical procedures employing meta-asaly®n making the
choice of test is needed and justify why. The procedures used in thdat&a is divided into two
categories:

1. Fixed effects models. These are based assuming that the studies sakegnoaip gave an
estimation of the same treatment effect to that intended effects can be cedsidepart of
the same distribution. We have to main methods:
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Mantel Haenszel Method. It de nes the result of the comparison in stacly. Because
of the advantages of precision and multi-method of Mantel-Haenszel itutarbgused
and it is usually found in commercial programs that perform meta-analysiginad
trials.

Peto's Method. Based on a modi cation of the Mantel-Haenszel. In thestage is
obtained calculating the expected value of events in each of the groupsisidoording
to the standard formula of total marginal product divided by N. Where Neastatal
number of cases of comparative studies. Using the calculation of Petaetbenpe of
values of 0 in a cell does not affect the calculation, and therefore,ppach is not
mandatory.

2. Random effects models. These analysis models do not require timepdissuthat each study
is derived from the same population of individuals and, therefore, allefican be considered
as part of separate populations, each with its own mean value. It is thulehagtriability of
the estimate may have two sources: in one study and between studies.

Quantifying heterogeneity. Consists of evaluating the data to know theieeeghet-
erogeneity and variation.

Quantifying publication bias. It calculates the bias according to the issisesiloled in

sectio 3.1.B.

3.1.7 Discussion: Our approach and Meta-analysis relatiorisp

Considering the work proposed in this thesis, their relationship to the melgsina given in the
analysis of specialized entities (analogous to drug treatment, etc.) congitieziproblem origin
(analogous to symptoms). On the other hand the main dif culty of matching the ppmaches
is that there is a knowledge base as similar PubMed in the eld of softwanmesning. That's
why this approach, as shown below, uses a different method of ifertbat could apply to have a
greater knowledge base.

Despite this, the process of meta-analysis has inspired the creation of tiisamtherefore
seeks to establish a base in the future that supports a closer approximatiemteta-analysis done
in the eld of medicine. We will discuss it deeply in the section 5.4.5

3.2 Decision-making

There are two main branches of decision-making MAS (Luck et al.,|200&)isibn systems and
simulation systems. Commonly the MAS simulation systems are built upon some réalanea
and perform a simulation recreating a situation. Such situation can be edhhiata controlled vir-
tual environment that allows analyze the situation abstracting data direatiytfi@simulation. Fur-
thermore a simulation requires to de ne rules to govern its operdtion (Siebdraiakelin, 2008).
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In contrast in the decision systems the agents make decisions togethepbmugagecision-making
collective mechanisms.

Thus there are two options: (1) Decision support systems (DSS), thékeaa support tool
helping users to make decisions employing the results information obtained dfRwan 2003).
(2) Decision making systems (DMS), they automatically make decisions asreddorhome au-
tomation or robotics (Bessiére et al., 2008).

Our entire approach is located near to the decision systems becausepasepto only sup-
port the initial engineer's choices. Therefore it is classi ed as DSS tygecan be upgraded to a
DMS type. On the other side within the MAS environment the agents act togetiheach a col-
lective decision, such decision is proposed as a possible solution outsitfAB, thus the MAS is

considered as an internal DMS.

3.2.1 Bayesian Cognition Context

In the Arti cial Intelligence eld we could nd several approaches (SttuRussell, 2009), Some of
them works using some kind of logic through Prolog, others use neurabries to recognize pat-
terns or genetic algorithms to learn, etc. Thus, each approach hasdresived to work with some
kind of data or situations, for instance some of them are good for inforeeat!s and exploration
as genetic algorithms, others, for making inferences using well knows aund evidence as rst
order logic inference algorithms.

In order to meet the decision-making needs of our approach within a dymswvitonment charac-
terized by uncertainty we have analyzed among a set of options of Al.aWeot use logic based

approaches because we have to work with a characterized data coorimgriicertainty sources,
therefore the values are often real numbers representing probabMisesover, from a probabilis-
tic point of view the logic sentences and inference is a closed environxteat&d from the reality,
considered as fully certain. The neural networks could be employedrtheless, when we modify
or add a new domain, we have to reset the weight values each time. Doing sdll lose a lot
of time retraining the neural network . Genetic algorithms are an option thitt beumplemented
because it performs well the search of solutions that we are lookingtfases a gen based ap-
proach to look for the best suitable combinations; however, the statisticrabdlplistic nature of
a meta-analysis make us to select an approach related to such elds insegah#tic one.
Furthermore we have selected the Bayesian Cognition approach bécalimes to treat with the
uncertainty throughout the decision-making using statistical data. ThesBayeognition algo-
rithms enables to being modi ed dynamically, we can add or remove variabtethamesult varies
only being more or less exact. Then, the more information you have is maneaéethe inference.
In the other hand, we can modify the knowledge base independently dfjtrétlam. So, we could
employ different inference methods without changing the rest; for inetame could employ the
Laplace's succession rule as inference method and after use oddsithtiantel-Hanzel method
from meta-analysis using the same statistical data. Nevertheless the iefenetitods ef cacy
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varies, for example, depending on the quantity of data. Finally that's whstate that the Bayesian
Cognition approach matches well with our approach.

3.2.2 Bayesian Cognition in Decision-making

The Bayesian cognition approach is commonly employed to implement solutiordeéision-
making problems within the computer vision and robotic elds. Therefore itgrased to work
well into uncertainty environments and to use statistic data gathered througgrséom such en-
vironments to make-decisions. For instance, a self-driven car usingaamae sensors, and image
analysis that helps to avoid obstacles, take care of imprudent pedestnidiasimals crossing the
road. Furthermore the gathered data act as experience data thatigasefision-making.

3.2.3 Bayesian representation and probabilistic reasoning

As explained in[(Bessiere et al., 2008) commonly a Bayesian program rsedeusing the next

structure:

1. Description. It is a probabilistic model about some phenomenon that ismetthom the
next two branches:

Speci cation. Such speci cation expresses the modeled phenomenavidahge in the
following probabilistic terms:

a Variables. All the important and known variables related to the phenomenon.

b Decomposition. Itis the joint distribution of the variables. Usually is done usither
composition that keeps the joint distribution as a product composition of simpli ed
distributions.

¢ Forms. To compute the joint distribution we must specify all the distributionsaappe
ing in the decomposition with all the possible values for each variable.

Identi cation. It is the learning phase of the probabilistic experience sigpn where
the initial data is re ned and becomes more accurate at each step.

2. Questions. The questions are de ned by branching a variablesh dbtee subsets: the
searched variables (on the left side of the conditioning bar), the knawables (on the right
side of the conditioning bar) and the free variables. Such questions masisiwered using
the decomposition and forms de nitions.

3.2.4 Statistical Models and probabilistic reasoning

A statistical model determines, within a Bayesian Cognition Algorithm, which is tresiotation
of the statistical values of the knowledge base (experience) inside aibadl At the bell in the top
is where we nd values with greater uncertainty in the slopes the values witloidwgh certainty.
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Figure 3.2: Probabilities from 0 to 1 adjusted to a Gauss bell

As we can see in the gurle 3.2 a statistical model can be obtained throughss Ball adjustment
of the values. In such a case the interval of valle$] shows that the values arounb@epresents
the highest entropy or uncertainty. The values nearest that descémal l&dt from Q5 to 0 owns
the lowest likelihood and the values fromBXo 1 the highest likelihood.

3.2.5 Discussion: Probabilistic reasoning and Meta-analysin MAS

The Bayesian cognition approach is composed by a Bayesian algorithmulsabe implemented
according to the related problem. Such implementation is described in declidtuitermore, we
propose the use of such approach within a MAS. Such integration couldiato the agent archi-
tecture, as we describe in section 68.4.1, as part of the agent cognition Gkittemonly a Bayesian
cognition algorithm is employed inside robots that analyze the physical @mént and thus make
decisions. Therefore, instead a robot we employ an agent that aralyabstract environment.
Such environment also comprises other agents, moreover, the agerdstib&tween them using
the decision-making skill provided by the BCA. Analogically, the agents agtdigroup of persons
discussing a problem and trying to built the best solution using their indilvjgliat of view. In
other words the agents could act, for instance, as specialist with diffgeespectives and each one
provides an individual part of the full solution, consequently, throtighinteraction or discussion
process each member of the specialist group builds a full solution emplogmiata gathered from
the other members. Finally each one of them exposes their full solution gabpod makes in
group the nal choice about the most suitable solution. Abstracting for timeam social behavior,
such collective behavior emerges from simple interactions using as cegskiila Bayesian cog-
nition approach and organizing the different perspectives using teeeimée probabilistic results as
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Chapter 4

Proposed approach overview

We have presented the basis and motivations about the main thesis contrithionatching en-
gine. We have presented it rst in a general way to clearly presenstauting point. We make
evident that there are similar Al approaches but with different goal wisfunded our approach
considering the two main roles needed for an intelligent system: (1) mangeetsa2) special-
ized agents. In our case we propose to employ manager agents agmégies of the specialized
agents. Also we call them specialized entities instead of agents.

We also consider the speci ¢ needs for our approach: using as pndbl&e solved with soft-
ware an application speci cation and to build the solution using MAS meta-moueilge('s ap-
proach) as specialized entities (blocks to build the solution).

The present thesis mainly proposes a matching engine to implement the alsovibeatk ap-
proach. However to reach such a goal is needed to solve some satellitiesg@aound it. It means
that we need to characterize the application speci cation data and the metsfestures in order
to make it readable to the matching engine. In the next chapter we presewlgahe proposed
phases to solve such satellite problems and deeply we explain how is built tHemgatogine.

4.1 Overview

To our opinion the analysis of multi-agent systems is impossible as uni ed appribat is using
the uni ed models. We argue that a classi cation of models and approaarelse made seeking to
establish a mechanism of meta-analysis de ning a meta-process and metiedge that can guide
the designer in choosing the best models tailored that will lead to a preciseatid@gmethod of
architecture (by the identi cation of appropriate methods).

We understand the notion of meta-analysis in the sense in which this is usednedicne eld
(Sutton et al., 2000) as we have stated in sedtion]3.1.1.Therefore foreumatter is to assimi-
late “clinical studies" with "problem-domain studies”, reasoning over metavauge derived from

meta-analysis of our experience and literature to nd appropriate solutidasms of meta-models.
We consider that this approach is original in every point in the phaseabysis.

66
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Figure 4.1: AEIO Nomenclature of multi-agent systems

We propose to study the exploring analysis techniques used in the metaispatcess as occurs
in medicine|(Sutton et al., 2000) combined with uncertainty treatrhent (Bessigte 2008) and ap-
proximate text analysis techniquées (Mercier and Beigbeder,| 2005)tisttmethods (Koehn, 2009),
fuzzy, and so on. The use of the concept of micro-arrays (Zhaalg, @009) associated with the
emergent activity seems to be a promising track to operationalize the metatanalys

4.1.1 Contributions
We propose two main contributions in the overall project (METALISM introehliin sectiof] 1):

The employ of meta-analysis to characterize the meta-meta—kno@lmigba conceptual
analysis phase process of the multi-agent application life cycle. It will habetier identify
applications (Domains + Issues) for which the MAS is also well suited andaeig® the
characterization tools (perhaps using an ontology) for domains anteprsias well as a tie
or the comparison (matching). This work is situated within the frame of the Modeén
Engineering to make it a Model-Driven Engineering for domain and problem.

Production of a support tool for multi-agent conceptual analysis ph2ased on previous
characterization, system modeling for this phase appears to be a gguattstgpbuild an

intelligent system capable of supporting the analysis phase of the desigutdfigent sys-

tems.

The present thesis contributes to the project primarily on the productiomglobal base and path
to follow for the entire project. Nevertheless the main contribution consists inréeion of the

matching central component (See [.¥.2) and therefore creating gnatbtype for the support
tool.

Decentralizing knowledge and experience of the designer in a systemosedhjpy multi-agent
models and the agenti ed processes themselves can lead to partial automatifdtie analysis

phase by using the emergence to produce the best decomposition and makeitle of models.
Finally, the capitalization of experimental knowledge (the mental procesghidiuman designer
uses to enrich his analysis of the approaches to the problems) will be iné@duthis multi-agent
tool to assist the designer. In the sequel the mechanisms of meta-learnibg uaed to enrich the
automatic multi-agent analysis tool.

Lindividual meta-meta-knowledge for an intelligent entity, as a persganization, society, agent, etc., is represented
by the knowledge of knowledge management.
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Figure 4.2: Conceptual analysis phases

4.1.2 Activities

It focuses on the conceptual analysis phase of the multi-agent desigydis and splits up this
phase into two activities ( g_412):

Activity of description: we must locate here the requirements relative to tbei sption
of knowledge we can collect about the domains and the problems. THeakthe stage of
description consists in indicating if a multi-agent approach is relevant awd ifoyprepare the
second stage by enumerating the characteristics of the eld and the probileenapplication.

Activity of characterization: the work consists in establishing relations bertweeta-models
(AEIO) and elds and problems characteristics. This stage aims at clgptsinproperties
of the best meta-models which can be suggested for the target applicdtismekessary
to lay down rules of correlation between descriptions and correspoes@fianeta-models
(meta-knowledge) as well as mechanisms to put in correspondence thptiess and the
meta models (mechanisms of meta-analysis)

4.1.3 Phases

We decomposed the conceptual analysis phase into two main phases vamebtirely concern
the de nition knowledge and properties about domain problems and multitageaels, the study
and the tool realization for the matching between application requirements dtichgant models
characteristics:

Phase A: de nition of knowledge and properties about domain/problerdsnauiti-agent
models characteristics: The census of the types of application and theioutistnt on the
" eld" and "problem" axes will be then approached. One will base offi@sethe literature.
Usually multi-agent systems are built by integrating agent, interaction, oag@rzand en-
vironment models and by making them operational through the instantiationsef thedels.
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Figure 4.3: Characterization and accommodation AEIO Metalels within the ontologies

Figure 4.4: Analysis of the problem speci cation and domain

We will draw up a list of the types of existing models (Agent, Interaction, Gixgdion, and
Environment ). Classically, existing classi cation objectives are to compaite evaluate
some models. One will be able to consider classi cations of models of the literdtues-
tablish criteria and then to propose a classi cation. Our classi cation will layte intrinsic
characteristics of the models. We will establish relations of operational ddsititias be-
tween models, taking into account that the types of models are not all comp&éseq.

[4.3).

Phase B : Study of the Meta-Analysis process and speci cation and agalizof the tool
for the matching between application requirements and multi-agent models tenestars
Starting from a census of applications we will establish relations betwee@ A&dl elds and
problems. One will study the de nition or the adoption of a language to desthiddomain
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and the problem using meta-knowledge. We will seek to build an ontology ofidgmablem
and an ontology of goal for the SMA to realize. The relations will then beesged by
sizes and criteria to be characterized. According to these values, elgpablem of the
application to be conceived, it will be necessary to nd the good models tabe. \WOne will
apply that within the framework of Model-Driven Engineering to make it esdbward an
engineering directed by the models and by domain and problem.

Having a monolithic approach for such a problem is too complex, becaude afature of
knowledge and of the properties involved in the process. The propgsésm will be able to reason
about the established rules of matching about semantic descriptions oplietpn requirements
and of the available models but will be too able to base its process aboutvtsys@&xperience
through a reasoning about previous encountered cases. A meterdgarocess will be developed.

In order to lay the groundwork for the METALISM project this thesis pre@s a development
process composed by three different stages in the preliminary analyss (Bee the gurds4.4,
[4.3,[Z4.6 where the nomenclature of such gures is de ned in thd_gl 4.he Three stages are:

Analysis of the statistical speci cation of the text. The resultis a set of likebpjem domain
characteristics of a micro-coded arrangement such as that uded mg(Zhd David, 2005)
(see g.[4.3)

Matching Engine. Within this stage occurs comparing micro arrays of thdgmmoomain
and meta-models AEIO. Itis assumed that meta-models AEIO are obtainethieatifferent
distinctive features of multi-agent systems (see_gl 4.5) [Occello02]

Meta-analysis. This stage is constituted by the analysis of previous taftsre&mong the
combinations AEIO meta-models, results of the comparison algorithm, we wiltbeekost
suitable for the given problem. (See ig._#.6)

The overall result of the analysis phase is an application agenti ed ibesicin a meta-description
of multi-agent system composed of the meta-model AEIO. This meta-descrifggmmibes how to
build each meta-model in the design stage. We propose to make the appaghdperational
into a multi-agent system which will become a tool of assistance to the analysigill\fropose a
speci cation and a demonstrator to show the feasibility (Task 4.).

4.2 Proposal: MAS Software Engineering previous phase

As we stated previously in the sectidn | this thesis treats the problem of cheide#h entities to
build a MAS-based solution choosing between many methodologies, many nenip@nd many
MAS possible solutions. Considering it, our approach proposes agwdizsed on the process
described above and visually described in the dure 6. However theegsodetails require to link
some context previously de ned [0 2.4 ahH 3 with the new concepts abouwgoitiety of agents
described in the previous sections.
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Figure 4.5: Comparison algorithm based on a multi-agetélsotative and emergent behavior

Therefore to our particular case we propose to employ intelligent ageting as managers of
specialized entities and solution builders. In order to achieve such tasksagant must employ
an approach to evaluate the ef cacy of their specialized entity in two cé&gsatch the features
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Figure 4.6: Meta-analysis of combinations of sets of metalefs AEIO

Figure 4.7: Intelligent Agents Solution Group represeatatvith the individual evaluations according in (1)
the compatibility of each pair of specialized entities aadtreentity with the problem description and in (2)
with the compatibility from the point of view of one entity thiall the other members in a solution group

of their specialized entity with the characteristics of the problem to solve (2)ntla¢cfeatures of
their specialized entity with the features of other (external and differge) yompatible specialized
entity. Therefore each agent builds a solution group from the point @f wietheir specialized
entity. Therefore such solution group, partially of fully created, has afsd cacy results obtained
through the match operation between each pair of specialized entities awidiuadly with the
characteristics of the problem to solve ([g. %.7).
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Those matching operations require an approach to evaluate compatibilitiespphoach per-
mitting to nd relations between features and characteristics, and compatibilétesebn special-
ized entities. It must be done analogous to the way a doctor recognizes platient has disease
through the symptoms and then proposes a treatment consisting of seugsaadd rules to follow
to recover health, where the doctor knows which combination of drugbedaken at once and
certain frequency.

Actually in the eld of medicine there is a method that uses the analysis of etedies on the
use of one or more drugs on the same disease for clues for nding wha Isest treatment for a
patient that experiences the symptoms. This method is the meta-analysis. Ir$issxb propose
to use it in decision-making tasks performed by each agent whereas $pecirc case each agent
will act as a doctor does when performing a meta-analysis in medicine.

The next step is to apply a meta-analysis method in our context employing |spestentities
(MAS Meta-models) and problem to solve: (application speci cation). It e¢fore necessary to
create a link between what is meta-analysis and MAS software engine8uinb.link is described
in the following sections.



Chapter 5

Preliminary Considerations

Before going into deep details of the thesis is necessary to understandceooepts that are not
the main objective but are necessary to understand the central paet thieis. These details are
preliminary concepts and de nitions and a couple of phases satellites thatlptthe necessary data
inputs for the operation of the main proposal. When it comes to conceptsegumita know how
they are structured knowledge bases and their relationship to the caficgpblogy. Note that this
thesis aspires to focus on ontology but simply use a basic form of the goResides introducing
the de nitions of micro-array, problem domain characteristics and festafévieta-models, the
latter including a theoretical way. The satellite phases are composed @fsprttat provides the
characterized data inputs using micro-arrays as machine readablerdtaiBlach processes are
described below.

5.1 Preliminary concepts

Considering that the present thesis approach requires two sourimeru‘iatio@ that will be em-
ployed in a Al context we have considered to de ne an ontology way t@stoch data including a
relationship with different domains.

5.1.1 Ontology and Knowledge base
The situation where we need to employ ontology knowledge bases are:
1. Problem characterization.

Problem characteristics.

Domains.

2. Specialized entities.

1de ned generally as problem characteristics, domain and specializéi@®features.

74
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Figure 5.1: Domains Ontology

Figure 5.2: Problem Characteristics Ontology

Meta-models.
Meta-models' features.

Domains.

5.1.2 Ontologies

n n m

As word ""Ontology™ comes from the Greek teromtos it means ""being", andbgos that means
"“word". Philosophically ontology refers to the subject of existence &&n say that an ontology
studies the categories that exist or could exist within a domain. A domain ogitdéoges the types
of elements that exist within it.

According to [Hendler, 2001) the ontologies in computer science areedeas a set of ele-
ments, which have a vocabulary and have connections between eleménidesrof inference and
logic for a particular purpose. Such de nition among others is importantgor

In (Chandrasekaran et al., 1999) from the point of view of Al an omgfplmeans one of two

related de nitions :

It's a representation vocabulary, that usually is specialized within domainkgect matter.
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Figure 5.3: Characterized Meta-models ontology includivedr relationship with vowel's MAS approach

It's a body of knowledge that describes a particular domain and usgseseantation vocab-
ulary.

However both needs an associated underlying data structure to reiresentology.
Also the most accepted term in Al introduced py (Gruber, 1993) says:

Ontology is a speci cation of a conceptualization.

In other words an ontology speci es an abstraction or simpli ed view of thoelgk

5.1.3 Meta-models and ontologies

Meta means one level higher of description, thus meta-model is model abdet,imoother words
a model that describes another model. Therefore a meta-model is cedsadea characterization
to describe other models as an explicit model of the constructions andtregsleequired to build
speci ¢ models in a domain of interest.

Considering that such constructions and regulations represent entitedamain and their
relationships, then we consider that this characterizes a meta-model intbcdogy. We can take
into account, for example, a set of building blocks used to build domain mo&tged another
way, a meta-model is like an ontology employed by modelers to build models. Fanéestahen
software developers employs UML to build models of software systems, thesly employs an
ontology implemented in such a domain. Therefore this ontology declaressrazich as objects,
classes, and relations. However, not all the existing ontologies aredmdiaectly as meta-models.
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Figure 5.4: Meta-model abstraction with the characteidpaind con guration pro le

5.1.4 Problem Characterization Ontologies

In order to characterize a problem description into a set of charactsm@stintelligent system needs
to identify them using a set of pre-known characteristics. Therefarie set of pre-known charac-
teristics must be stored into an ontology knowledge base (KB).

For our purposes we need to characterize a particular problem dastrthis description speci es
an application in the abstract is composed of a set of characteristicsléproTo identify these
characteristics is necessary to build an ontology containing a semanticatijusédito accommo-
date a feature of problem abstractions. Also put in one or more speciradt each feature. Not
forgetting that the relationship domain - a feature is de ned to pass throughlua of ef ciency.

We understand a domain as is de ned[in (Evans, 2003):

""A sphere of knowledge, in uence, or activity

So, as we mentioned this is the rst step and the result is given into a micag-tnat contains the
information provided by the AS-Characterization process (see séctiparid3he domain speci -
cation (see g.[G5.0l). To obtain the micro-array content information wecker a similar manner

as is done in[ (Vijayan Sugumaran, 2002). The difference with our wotkatwe look into the

text from different levels, words, sentences and paragraphs andmé map them into the domain
ontology text representation structure to know which the most promising dagnain

Figure[5.9 shows the process of identifying the text-based featuresddiitecation was done
by analyzing the text using a technique similar to that de ned in (Sanchekaneino, 2008) and

to create domains using the Web as an information source to create them.chseure use every
description of problem for analysis.
In the sectiof 53 we will introduce the context where such characterizatiidne employed.
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Figure 5.5: Agent Meta-models Features Ontology

Figure 5.6: Environment Meta-models Features Ontology
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Figure 5.7: Interaction Meta-models Features Ontology

Figure 5.8: Organization Meta-models Features Ontology
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Figure 5.9: Ontology Text-based analysis process grapbiesiview example

S,
N/

Meta-model N

Figure 5.10: Meta-model candidate selection using the A&r&cterization

Application
Specification

5.1.5 Meta-models Knowledge base

In our case we propose to employ meta-models created from existing metpiedolssing the
AEIO vowel's approach. Such meta-models are de ned using an abstnanethoﬁ, manual or
automatic. Nevertheless in our prototype we have employed meta-modekfedauned by textual
sentences to simplify the constructions. Therefore we have de ned amulat concept as is
shown in the g.[5.8. Such meta-models are built using a set of featuresfdne, they are selected
as candidates making a ef cacy value link between MM-features andh&Bacteristics (see g.
5.10).

It is performed considering that each feature is related to a domain usiihgpayevalue. In

2Such a method is out of the scope of this thesis.
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Figure 5.11: Meta-model Uni cation Memory Abstraction

other words there are several links considering a domain, howewdr,damain must be selected
previously in the AS-Characterization process (seé_gl 5.2) Theedfte knowledge base has been
declared using a XML standard showedn 6.4.3. In the future work sewaf#odiscuss improve-
ments to this method.

In order to build solutions employing many meta-models we need to create atiomcaemory
as showed in g[5.1l1. So, we can link each pair of meta-models considanied cacy value that
relates the features of both different meta-models.

5.2 Preliminary phases

Before starting the operational details of the comparison engine is necésske ne several con-
cepts that provide to the engine with the necessary information to make decisibis section
de nes concepts as application speci cation, problem characteristm®sath, application speci-
cation characterization, micro-array, meta-model, meta-model type, metaimobaracteristics,
meta-model characterization.

5.2.1 Micro-array

The micro-array concept comes from the eld of bio-informatics especfatlsn the analysis re-
search of deoxyribonucleic acid (DNA)(Zhang and David, 2005)¢hatacterizes and nd genetic
patterns. Such a micro-array is composed by compressed genetic inforthatistores a complete

pro le in a small amount of data. In our case we employ micro-arrays thpgesent an application
speci cation characterization within a solution domain and also MAS meta-motelscteriza-
tions.

5.2.2 Application speci cation characterization

Commonly the system designer passes rst through the requirementsiggthtp to obtain the
application speci cation (AS). To see if the desired application is possiblelte sising a MAS-
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based solution is required to identify the AS problem characteristics andidof@ado this it is
required to have a good background in MAS also to be related with the doméiprablem. How-
ever generally the engineers have problems to get connected with the dufrti@rapplication that
they must creaté (Evans, 2003). Therefore to choose the most ecklA& methodology and use it
to develop a MAS-based solution requires having a good MAS methodokgiededge and MAS
paradigm background. These issues are some of the main lacks relatediezifion-making area
(Dastani et al., 2004). For these reasons we propose to charatheriapplication speci cation as
the user input. This must be done through a process that recognizdsatiaeteristics and found
the most suitable domain for the entire set of characteristics. Even so saggsg is not a goal of
this thesis.

5.2.2.1 Domains and AS-characteristics Knowledge Base (KB)

First we de ne the known abstract domains and AS-characteristics stath available in the
knowledge base (KB). For us a domain abstraction is representiRdisreover we have a number
d of domains abstractions stored on the KBI3gg:

As well, we symbolize an AS-characteristic abstractiokasn addition we have a number
of known AS-characteristics abstractions stored in a KECggt

Od;1 :i% Cdic
Such matrix structure is assembled with real values from the intfygl These values relate

the domaing; with the AS-characteristick;. Therefore such values are represented;asand
stands for an ef cacy percentage of the AS-characteristio the domaird;.

5.2.2.2 AS-characterization

Each AS passes through an AS-characteristics recognition processtiches the AS-characteristics
of the KB. Such a process determines the known AS-characteristicsabgaté ne the AS ana-
lyzed. The result of this process is stored in a micro-aﬁrﬂ)at stores a codi ed representation of

3The micro-array is a codied data representation - usually genetic - sintdarthe one employed in
(Zhang and David, 2005)
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the AS-characterization. In view of the characterization process avidodl AS-characterization
micro-array uses only a subset of the existing characteristics and dogtaigad in the KB. Thus,
we de neCandDPas a subset @@y andDkg respectivelyC® Cyg andD® Dgg. Therefore we
de ne the cardinality of each s@&Y = c®andjDY = d° in other words, the number of characteristics
and domains selected arandd®respectively. Considering that we have characterizedteRy
through the AS-characterization process - we de ne the single ASactexization micro-array in

the next manner: 2 3
Q1 0 Queo
AS § P é
Qao1 ::: Qdoco
Where the number of columns - represented®ass the total number of AS-characteristics matched
in the AS-characterization process. Moreover the number of rowsesepted ad®- is the total

number of domains related with the found AS-characteristics. R#fls ASg whereAS denotes
the resulting AS-characterization micro-array.

5.2.3 Meta-models Characterization

Considering the meta-analysis nature we propose to characterize thesmodetia and evaluate
each meta-model's features considering a link of each feature with a dorhawiubion. That
means that each characterized meta-model has a set of featuresatach i related with differ-
ent domains of solution using ef cacy values as relation. These valuestel¢he feature ef cacy
within each different domain. This characterization allows fully assessmgta-model ef cacy
within a domain. Therefore you can also evaluate the effectivenessabiod sieta-models. How-
ever, to obtain these ef cacy values, we need skilled engineers to eetsz talues manually or
automatically create a knowledge acquisition process, but, these problemstside the focus of
this thesis.

5.2.3.1 Meta-models types and features

To de ne the meta-models abstractions KB we state rst that there are ftiaraht types of meta-
model (MM) in the following KB sets:

A fag;iii;aa08k2[l;a] Exg fer;:ii;e08k2[1€
kg fig;:i31ig 8k 2 [L;i] Oks fo1;:::;009 8k 2 [1;0]

Where each KB set stores a different MM-type: Agent, Environmekér&ation and Organization
respectively. Each any MMy, &, ix andog are different MM-types between them. Also in each
type there are different kinds of MMs, for example, we can have twewifit MMs of type agent
asaj representing a "cognitive agent”, aagrepresenting a "reactive agent" agdas "observable
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environment" an@y as "3D virtual environment".
Generalizing the four MMs abstractions KB sets we de ne the KB supefkgeas a KB super
set containing all the known MM-types in the next manner:

Tks  fta;:i;tig8k 2 [1;t] Tke fAke” Exg” Ikg” Okgg

Where eachy is a MM-abstraction of any MM-type. This KB super set generalizationéui$or
the following de nition of MM-characterization.We de ne the détg as the KB set of MM known
features abstraction in the next form:

Fee [ niios) ¢l -8k 2 [15f]

Thus we consider eagh, as a MM-feature abstraction of any MM-type.

5.2.3.2 MM-Characterization

In order to create a MM-characterization KB each MM must pass throudNldeatures recogni-
tion process - similar to the AS-Characterization process descrided in Sh2i?applied to MM-
features against a domain - that determines which known MM-featurésibssribes each MM.
However the MM-Characterization process is out of the present thesis lgut a minimal approach
is addressed in the Appendix B. Considering that we already havecthiarad anyMM;, we state

the MM-characterization result as the next matrix structure:

2 3
M1 i0 Hggfo

MM § oo 2

Maor  =:: Hdofo

Such matrix structure is built with real values represented:asSuch real values are from the
interval[0; 1]. The number of columng®is the number of matched features and the number of rows
dis the number of domains related to the MM-features found. Moreoveh, j@ads an ef cacy
value that relates each MM-featyre found with each related domadi.

Consequently the KB set composed by all the MM-Characterizations aturés has the next
structure:

h i
MMgg  MM2 i MMm2

5.2.3.3 Discriminating factor

The previous KB structures of MM show that they are organized by Mpésynevertheless the
domains is the major discriminating factor. Each MM-type contains a matrix wherews are the
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domains and the columns are the features. Therefore choosing a smaémoindomains allows
to select only the rows related with such domains, therefore, use only taeytaluesy;:; related

with each features within these domains. Finally, each MM uses the same de oitidomains
employed in the sectidn 5.2.2.1 of this thesis.

5.2.3.4 Uni cation rules knowledge base

The uni cation rules are built as an hyper-matrix of featujesrelations. Where each feature is
related with each other for each different MM-types. For an individwalMM-types is as follows:

2 3
ti
P P TR
Utit; = Jn Uz -0 Ugm
tp § SR Z
ip Umi 0 Umm

Moreover, this structure works as a memory that relates each MM-typatsires with each
other adding a compatibility value. Such values are obtained through an detbsatution to learn
it or if needed is possible to write them manually - based on the experience afetreloper -.
However this thesis does not focus on this but uses it for the main thepiggauWe ful lled these
values and the MM-KB using a survey answered by the experiencedhlabies members in the
area (also stated in the subsecfiod 5.2[and 6]5.4.2).

5.3 Satellite phases

The process to characterize an AS is out of the main scope of this thegsthedess, in order to
feed the matching engine (the main phase) we need to de ne a minimal appmabharacterize
a text-based AS. Therefore in this chapter we present a basis of prelynd@aitions needed for
such characterization approach and for the matching engine and weuicgrdte implementation
of a sub-prototype to perform such characterization. Moreover theacterization approach is
described in the next section, however, we state that it is only a shallomagpthat help us to
build up the path to arrive to the matching engine.

5.3.1 Application Speci cation Text-based Characterizaion

In the software engineering context nding the features that bestitbesa problem regularly leads
us to realize which the problem's domain is. The recognition of problem's featand domains
gives us enough clues to plan the construction of the problem's solutiomsewér, nding these

features and problem domains requires the developer to have exgereciose relationship with
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the domain and knowledge of it. Usually these facts make dif cult to perfocareect characteri-
zation of a given problem for the not linked to domain and inexperiencguheers. This appendix
presents a minimal approach that proposes the use of a Multi-agent s§df8) based engine
for analyze the textual application description and obtains their probleratsiress and domain
characterization for a possible MAS-based solution. This engine comvis& architecture and
pattern-based text recognition. It also proposes the use of a semardtoadiiyired knowledge base
of problem's features and domain's speci cations linked to the text patesults. Furthermore our
approach main goal is to act as an dynamic and upgradeable assisting@pfar the engineers in
the characterization of a problem using a description of the desired apptica

A great variety of multi-agent methodologies can be found today allowingdfteare devel-
opment conduction by means of multi-agent models (for a MAS sufvey (leedgergenti, 2004)).
On the other hand, software designers are indecisive to use them bimagingg one method that
could carry out to attach the type of models involved. In consequence tvbelesigners are choos-
ing a method they must master the multi-agent model properties and also theirmoush&w to
match them to the application's speci cations and domain. In circumstancestafse production
a common problem for the engineers is the application's domain misundergigiiians, 2003)
because the engineers are not familiar with all the domains where they haweekifor a solution;
usually they must identify the domain and consequently learn the domain'gtoacid to manage
with the development process. Thus, the learning curve for acquireduéred skills is steep. We
think this is one of the reasons restricting the dissemination of multi-agent metibésobjec-
tive of this satellite phase is to propose a minimal process approach to iddrdifgateristics from
a textual description of an application speci cation. The resulting data df sualaysis will be
employed to feed the matching engine described deeply in this thesis.

5.3.1.1 Related work

There are many approaches that aspire to de ne a path to abstracha@tion from raw data. In the
approach de ned by (Sanchez and Moreno, 2008) there is a [madlcasallows to create domains
from web-based raw information and using wordhet (Miller, 1995). dNet is considered the most
reliable and employed on-line lexical and semantic repository for the Engliglhide. It declares a
lexicon, a thesaurus and semantic links with the English terms. It classi edsiirio categories and
relates their meanings. Therefore We propose to organizes such testtisgs in order to connect
them with a problem characteristic that could be identi ed within a applicatiocisaion as a
textual problem description.

We also consider that our approach is like a translator that takes an tégseiption to trans-
late it into a format machine readable. Therefore we have found statisticdiimeatranslation
techniques| (Koehn, 2009) that are relevant to our proposed agpr@&uch a kind of techniques

are employed also by Google Translafor (Google, 2011) gathering statisfmanation globally
to improve the translation software process. Therefore we proposedte@a complementary MAS
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architecture to make possible to distribute the AS-characterization phaskeintogather statistical
data easily similar as Google does.

We take into account such domain generation process and statisticalttcamislarder to create
a domain to be employed as basis to identify such word structures relatedterpreatures within
a text that contains an application speci cation.

5.3.1.2 Complementary MAS Overview

The present satellite phase proposes to create a complementary MASpshase to analyze a tex-
tual application description with the objective of scrutinize the text and finfodmation to identify
their problem's characteristics and solution domain. Such data is usefuldie ldee Meta-models
candidates that are related (known as good to solve) to each of therpsotit@racteristics. So, this
satellite phase is composed by an arti cial intelligent analysis process byso¢éarMAS approach.
This process typi es each application description into a characterizatgaydblat we call applica-
tion description micro-array characterization assay (ADMACA). EacitvliIT A is composed by
the statistical data outcome about the identi cation of problem's features amdid's speci ca-
tion. This satellite phase also de nes a XML-based standard to manage, sbiase and process
the ADMACA results of each analysis. Basically our goal is to provide ammageh to support the
engineers through the problem characterization process in order to githglidenti cation of the
application description problem's characteristics and speci ¢ domain. Simslarcaurs in every
meta-analysis this enables to create a kind of protocol of data acquisitionr itese text-based
analysis, employing a standard to make the gathered data reusable.

Finally the present characterization process complements the matching éagiee at Section
feeding it with the micro-array characterization, as a machine readahie that allows such
an engine to perform is matching process. Remembering that the matchinggpoorsiders also
the use of MAS meta—modasharacterizations.

5.3.1.3 Complementary MAS Architecture

The MAS architecture proposed comprises a set of agents with diffeaskiand behaviors. The
architecture is divided in two main elds: the MAS and the web-services;easam see in the exam-
ple of the g.[5.13. The MAS eld is composed by four agents, where esgdnt performs different
task that are combined to make emerge as result the application descriptipch{Afacterization.

Each characterization is considered as an assay that correspondpécia application. The

characterization is composed by patterns references to design elemelnésanfterization as prob-
lem features and domain speci cations and quanti cation parameters asdiedpvalues. These

4 A meta-model is a model description or model of models in our case n&ider the use of meta-models inspired in
the MAS approach AEIQ (Demazeau, 2001) that decompose a MASiitéanponents Agent, Environment, Interaction
and Organization that will allow to match these components with a charattenizessay. Nevertheless this appendix
approach only considers the characterization of an application desongboess.
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Figure 5.12: MAS for characterization architecture overal

data must be recovered through the characterization process usinfptineaition provided by the
agent's tasks. So we describe brie y each agent tasks in the following; line

GUI Agent. Their main task is to get in touch with the user and it receives #reinsut and
manage it with the system responses to the user. In our case we hawsldesruser input
the application description text. This agent manages the input contenttaadas questions
or results to the user if the input contains insuf cient information it ask forendata. So,
it means that this agent can contact to the user to ask for more information reiusred.
Thus the constitution of the GUI Agent comprises a Graphic User Interfasemi-dialog-
based human user interface with user Input-output management, and anajssage based
behavior that allow receive messages from the rest of the agents asldtesthem into human
understandable information.

Characterization Agent. Its main task is to manage the characterization grecese must
de ne a process to characterize the user input. Therefore this agestacognitive behavior
that manages and plans the characterization process.

Service agent The main task is to manage a web service connection. Tihagieht receives
request from the characterization agent asking to perform some tlsksd to the charac-
terization activity. It works as an agent that manages a web-service amsptrent way to
provide the service as an agent. So, it allows improving or changing theermite and only
modifying the agent that provides this service.

Mapping agent This agent performs the identi cation and mapping of dateegample text
patterns) received from the characterization agent. It is done thrawgtynitive decision
making that matches the data with the existing data in the knowledge base, tlthbeou
de ned as we propose in a problem features ontology. In our caseap®ge that the perti-
nent information about the problem features and domain speci cation oméslgrecovered
through the Ontology Connection Agent and stored temporally in the kno/lledse of the
Problem Features Detector Agent and the Domain Locator Agent, botbrsi&ered similar
to this kind of agent.

Using our MAS-based characterization approach with text pattern nécmy
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Using these kind of agents in a characterization process allows us to erése&-based
solution to characterize an application description and other kind of similaactesization
task. In this appendix approach we propose as example the use of text application
description and we propose to use text pattern recognition to charadteeiztata. Thus
particularly we propose the implementation of the next agents:

Features Detector Agent. This agent performs the identi cation of proliéatures using
the text patterns received from the text analysis agent. It is done th@wggnitive deci-
sion making that matches the text patterns with the existing features de ned prahkem
features ontology. The information about problem features ontologgdwesed through the
Ontology Connection Agent.

Domain Locator Agent. This agent locates the possible domain of the applidatscniption
using the text structure patterns, the problem features related with thenpatte the existing
domains through the Ontology Connection Agent. So this agent performs acogiitive
task to induce the possible domain or domains for the text structure pattesigeck from
the Text Analysis Agent.

Perl Agent. The main task is to manage the Perl scripting web service ¢amelkhus, this
agent receives request from the Text Analysis Agent asking te @acemplete or partially a
text. Also this agent manages the regular expression (regex) rules exdphoyne process. It
works as an agent that manages a web-service in a transparent wayittefghe service as
an agent. So, it allows improving or changing the web-service and only yioglithe agent
that provides this service.

Ontology Connection Agent. The main task is to manage the ontology connectioser

vice. So this agent receives request from the Features DetectoraamndiDLocator agents to
query the ontologies (see ¢.5.113). So it works similarly as the Perl Agamhg an agent
interface to a web-service.

5.3.1.4 Application Description Text Patterning

With the objective of showing a minimal working example we have de ned a liagtacecognizing
process that we will explain in this section, nevertheless our goal is nobpmpe a new approach
about text recognizing, so we only explain it as complementary approatiwtirks within the
AS-characterization process. So we have de ned the text recogrpraugss using a multi-layered
analysis to extract the relevant data from the text. In order to charazthezdata we propose to
divide the complete text document into 3 main-layers or steps of analysagnaahs, sentences and
words. The goal of this division is to create a text pattern composition similaB&yasian network
(Stuart Russell, 2009). We have chosen this topology because thisslivid data and keeps the
nature of the text analysis comprising two ways top-down and bottom-up Beihgcripts inspired
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Figure 5.13: Example of a text pattern recognition basedacherization.

in the text mining process utilized in (Bilisoly, 2008). Also the Bayesian infezerature is related
to the decision making using the evaluation of probabilities values with the statestidddistorical
information to face uncertainty; this feature is ad hoc for our arti cial intelige approach since
we manage with an application description provided by a human user. Sosthsep of the text
analysis algorithm is go down the text structure starting from the top docullesaaitsplitting it

in paragraphs; then each paragraph branch is separated into ssntmtsequently each sentence
is divided into words. At this step we have descended into the text struct@revay similar as
exposed in g[5.I4. Formally we de ne each set of words, sentenedsgparagraphs as follows:

Where eachvy is a valid word found in the application description. We use subsets of thasksw
to create sentences. Thus the sentence set is composed as follows:

S fsqy;ii;808k2 [1;9]:sk W

Using the subsets of sentences we build paragraphs that are formallgddmto a paragraph setin
this manner:
G fraiinrge8c2[1;9l:rk S

Also we use a set of real values where each one represents a fethidtapplication description
text analysis as a ratio value for each related text structure:

Vo fngiinng8k 2 [1;vIng 2 A;[O;l]

Therefore, the second step is to Iter the word level leaving only the kegs;ancluding proper
names, adjectives and verbs (all variations: conjugated, in nitive fetcjlismissing pronouns and
connectors. Then we give a value to each keyword performing a ragi@opn from the resulting
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Figure 5.14: The top-down sense in the text pattern reciognirocess proposed.

keyword subset of the last step and counting each subset's Wordencaﬁ in the subset dividing
it by the total number of words in the subset. So, this operation is performekdebfollowing
formula:

_occurrencegg)
M W]

Whereny, is the keywordwk ratio value anabccurrencegwy) is the occurrences number of the
keywordwy that has been found in the application description pifis the set of keywordgV
cardinality, it means the total number of different keywords.

A fragment of the described result is showed in §."3.15 where we canas¥ML-based
standard that de nes an example of the keyword patterns found. Eaekokd tag contains tags
with occurrences, where each occurrence has the paragrapbraedee id where it was found.

The next step ascends through the keywords patterns from the keysv@i to the sentence
level, using the keywords signi cance value we assign a new signi caatge for each sentence.
We take each one related to sentence words values to sum all of themtamdtbé words-related-
to-sentence average; then we take the average as the signi canceof/étheesentence. We repeat
this step with each sentence related to a paragraph. The formula to obtaalubefa sentences

Sk IS: .
aj=1Nw

Ng, = n

Wherensg, is the signi cance value of the sentencek, andn is the total words related to the

5We mean occurrences as a word or a variation related with this wordaaspéxwords that are in plural or singular
are considered as the same word.
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Figure 5.15: Word patterns middle-result of the text analys

sentencesy and eachn,, 2 A [0;1]. And the formula for a paragrapty is:

°cm
aj=1"s;

M= ==

Wheren,, is the signi cance value of the paragrapk, andm s the total sentences related to the
paragraph  and eachs, 2 A [0;1].

Finally the result is a text-based multi-layered pattern structure weightedsffacture allows
us to explore it starting from any layer. That means we can match similar textigtes to see if
there are similar sentences or paragraphs using the keywords buatevgihe overall at sentences
or paragraph level (See ¢. 5.116). This text pattern recognition aggrés useful in two main sides:

First, for automated learning using knowledge engineering it allows storenteit patterns
structures with their values linking them to a problem's feature or a domaiats sation.

Second, for automated characterization we can evaluate the incoming &ppla=scriptions
using the historical results stored using the rst part. This will provide msaatomated
process to characterize problem's features and domain's speci cations.

Nevertheless in this appendix approach we only focus on the secondwidee the text patterns
are found and characterized using the MAS engine. Our objective i®te sbw we can provide
a possible solution by means of MAS to characterize an application descrigtowever it is
possible to use a different method that the pattern recognition to text.
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Figure 5.16: A graphical representation of the text patevith the relations at sentence level.

So, this task is performed by the Perl agent and the result is the text gafiérese patterns are
mapped with the problem features and domain ontologies similar patterns. Soagiping process
is graphically showed in the §5.17.

5.3.1.5 Application Description Micro-array Characterization (ADMAC A) Standard

The use of a standard to register the results provides us a way to stosgerend reuse the assays
produced with the described approach. One of the main reasonsétingréhis standard is to make
available the results as a repository of independent but related asshgshmaracterization context
with the objective of leaving the road ready for the arrival of a suppleamgrprocess of meta-
analysis or mining data. So, we have de ned a XML-based standard ¢dhgtréses the following
data sections:

User pro le data. It contains the user personal and contact informadiea the institutional
information if required. See the example le fragment code below:

User pro le data

<profile>
<developer>
<fullname>
<firstname>Michel</firsthame>
<lastname>Occello</lasthame>
</fullname>
<organization>

<id>1</id>
<name>University of Grenoble - Laboratoire LCIS</name>
<description>Complex Systems Group Development</descri ption>
</organization>
<email>

<username>Michel.Occello</username>
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<server>iut-valence.fr</server>
</email>
<webpage href="http://Icis.grenable-inp.fr" />
</developer>
</profile>

(Fragment from a example le wrote with the ADMACA standard)

Acquisition protocol employed data. This section has the title and descriptitie pirotocol
used in the characterization; in our case we use the text-pattern analysisrtidtless the
acquisition protocol could be different that the text-pattern analysis. Sduson is accom-
panied by the labeling protocol composition; this is the elements evaluated arabthigng
guanti cation parameters. In our case, the protocol stores the proldatares and domain
speci cation as mapped elements with their belonging probabilistic values asi gation
parameters. See the next le fragment as example:

Protocol data and labeling data

<protocol>
<id>1</id>
<name>Text Pattern Analysis</name>
</protocol>
<labeling id="1" name="Problem-Domain Characterization ">
<designElements>
<element type="Problem feature">
<design-id>1</design-id>
<title>Maximum gain feature</title>
<description>Optimize the gain finding the lowest
cost or price
</description>
</element>
<element type="Problem feature">
<design-id>2</design-id>
<title>Auction roles feature<ftitle>
<description>The auction actors are the customers
with roles of buyers and sellers.
</description>
</element>
<element type="Domain Specification">
<design-id>3</design-id>
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<titte>Automated auction</title>
<description>The automated auction is composed by actors,
where each actor could take the role of auctioneer or custome r,
also a customer can act as buyer or seller.
</description>
</element>
</designElements>
<quantitationTypes>
<type>
<quantitation-id>1</quantitation-id>
<title>Relevance</title>
<description>Belonging probability value</description >
</type>
</quantitationTypes>
</labeling>

(Fragment from a example le wrote with the ADMACA standard)

Resulting characterization data. The results of the assay are storedthssiingreferences
to the de ned elements and acquisition parameters in the labeling protocol. Seexth
fragment code example:

Characterization data

<characterization id="1">

<value design-id="1" quantization-id="1">0.7845</valu e>

<value design-id="2" quantization-id="1">0.9312</valu e>

<value design-id="3" quantization-id="1">0.8923</valu e>
</characterization>

(Fragment from a example le wrote with the ADMACA standard)

5.3.1.6 Results

The present approach has been tested using some application desteitaord modifying several
times the regular expressions to improve the text pattern recognition method;sthisetangs to
the Perl Agent working process. We have performed it without modifietiige system. Also we
have added and retired manually entries to the problem features and grapkagj cations ontolo-
gies. Thus these facts show us that the MAS approach implemented in théspis@daptable and
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Figure 5.17: Mapping application description text patsanith ontology text patterns.

tolerate the dynamic updates. The characterization assays has beempdrés expected. Never-
theless we have obtained different results since we have modi ed théaregxpressions and the
ontologies entries. However this is not a real dif cult for our approbebause the characterization
process mission is to manage with the incertitude nding the most important hints th&rcurrent
method and knowledge to do that. Also the results of this characterizatioegsrowst have a sup-
plementary process, for example a meta-analysis process where asiobinalysis is performed

(Leandro, 2005). Thus, the nal impact of these variations is minimal.

5.3.1.7 Discussion: Conclusions and future work of this approach

The present MAS approach has proved to be a good alternative to enauitiigdynamic changes
of information acquisition and upgrades in the knowledge systems. It allews create an auto-
adaptable modular system which can be modi ed or upgraded without altéringntire system.
We have the prospect of improve this work using dynamic web-servigepasition similar as is
proposed in[(Abrougui et al., 2009). This will permit to upgrade dynaltyithe system at agent

level adding new agents to work with different methods or services thamthpattern recognition.
As nal remark in this appendix approach we have showed a MAS-bapptbach to characterize
an application description by means of a text pattern recognition procdssnaXML-based stan-
dard called ADMACA. The emergent goal of this approach is to be udefthe engineers as a
process that assists a MAS-based software engineering process.

5.3.2 Meta-model Features Manual Characterization

The second input required by the matching engine are the building blodikaréhessential to build
a solution. In our particular problem we have several MAS-based metilsidSuch meta-models
act like pieces of solution, nevertheless, we can not employ them directhetgsmodels within
the matching engine. We also need to characterize them in order to make théimenaadable.
Such characterization process is less dif cult than the AS-charactierizgrocess because in this
case we have existing de nitions created in the overall methodologies waiksrefore we must
abstract them from the methodologies.
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5.3.2.1 Manual Meta-model acquisition method de nition

In our case we have de ned textual features of several meta-modetglén  consider such tex-
tual features as meta-model descriptions. Each feature is related withimardasing a value.
Moreover the overall values, domains and feautres are stored withiovedaige base.

The meta-models candidates set is selected using the micro-array datee@#tineughout the
AS-characterization process, as a lter. Therefore the resultingidate$ subset is composed by
several meta-model characterization micro-arrays. In this way the metalsnoditro-array char-
acterized representation becomes machine readable. It makes easy t@a8&taaracterization
micro-array with several MAS Meta-model micro-arrays, it also makeg eaevaluate the com-
patibility between Meta-model micro-arrays in order to combine them into metalrgouieps that
could work together.

For this thesis we have de ned a manual way to characterize the MAS metalsrintb micro-
arrays (See the sectign 7.2]1.2). First, we have chosen a small set ofnMéfeBmodels from
existing solutions, for our test case from GeDA-3D (Ramos et al.,|20@baa auction framework
(Milidiu et al., 2003), considering the vowels approach. Then for eadh-medel we have identi-
ed a small set of features that best describe each feature. We leavedd3 domains considering

the focus of our test cases. Then we have de ned each feature engpkyext sentence for each.
Finally we have made a survey like an experience acquisition process ter gatime statistical
information about the performance of each meta-model within each domain.

5.3.2.2 Motivations and satellite phase future

We have chosen to do that in such minimal way because the matching engimesea charac-
terized input about the building blocks nevertheless this is not the thesis wainThen in such
a manner we can gather a minimal amount of experience data directly fronxgkdenced hu-
mans (from the MAS group team members). This allows to create a startingemnqeefrom which
the matching engine can make decisions about reliability according to the mproblsolve and
compatibility between meta-models.

Nevertheless we know that there is a long way to follow to improve such We&now that one
possibility is to create an automated meta-model and features recognition g@xisting method-
ologies. There is also the option to build an automated approach to expedatecacquisition
from existing MAS solutions. However this thesis do not seeks to follow sygias, moreover, we
propose a matching engine that employs inputs from this. That is why wettiaeene a minimal
way to do that.

5.4 Linking Meta-analysis with MAS Software Engineering

Arriving at this point the question is how to link the meta-analysis to the MAS soéwngineering
process to improve the decision-making into the software engineering métgeofor MAS?
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To give a response to this question we explain through the following linedeady as possible,
how we made the analogy of the classic medical meta-analysis to a meta-anaysisdists in
decision-making within the context of software engineering for MAS.

5.4.1 Meta-models and Treatments

The treatment of meta-models in our approach is similar to the evaluations of tb&rscds or
medicaments and their ef cacy, when they are present in a valid MASd=sation. As it occurs
in a medical meta-analysis when a treatment shows its ef cacy for an illnesgeans that we can
evaluate two different meta-models of the same kind (for example Agent) t& e¥tdch one is the
best for the requested solution, it is analogous to the valuation of twoetitfenedicaments against
the same illness.

5.4.2 Domain and lliness

We propose to identify the domain of solution. In other words, each metairhadea value of
ef cacy within a domain of solution, therefore, it means that a meta-modétidmief cient within
some domain of solution, as well, could be inef cient in a different domainadfitton. Such
domain is comparable with a speci c illness where a medicament could be ef aremt. On the
other hand to identify the domain of solution from a meta-model we proposeatacterize each
meta-model using a set of abstracted characteristics that describes themodeiaand links each
characteristic to a domain with an ef cacy value. After that, store all theteidéo a knowledge
base.

5.4.3 Application Speci cation and Disease Description

For our meta-analysis the application speci cations (AS) is like a diseaszipigsn. Thus, we
propose to characterize the AS identifying the problem characteristicd@ndin. Such charac-
terization can be performed, for example, through the text pattern ritimrgnSo, it acts like the
data gathering protocol. Therefore, such characterization proeesstp to know the AS problem
characteristics and consequently their domain of solution. Such data is sognidtl the illness
identi cation and its information guide us to nd which the most adequate meta-fe@te. By
the way, locating the domain of the problem acts as a discrimination factoringdihe number of
possible domains of solution. It permits to select the meta-models that havef letyealues in
the selected domain, therefore, the most promising ones.

5.4.4 AS-Characterization and single trial

Therefore the equivalent of a single trial is: the AS characterizatiorghiheacterization protocol,
the AEIO meta-models - that match with the AS - and the ef cacy values - that lieknibta-
models characteristics with the AS characterization. However an indivatusihgle trial in the
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Figure 5.18: Classic Meta-analysis trial composition

Figure 5.19: Meta-analysis for MAS software engineeritg fsroposed composition

medical meta-analysis context is similar as the showed in thé_g.] 5.18, comstyguve propose
the meta-analysis for MAS software engineering trial in the[[g. 5.19.

5.4.5 Meta-analysis for MAS Software Engineering

The meta-analysis process applied to the MAS software engineeringtsesssist the automated
making decisions providing the statistical functions and data required. &ucmated making de-
cisions issue is closely tied with the Arti cial Intelligence (Al) eld. Thus thelstion architecture,
as follows in the next section, is built over the meta-analysis, Al and satermgineering. Those ar-
eas play key positions in the solution architecture. Nevertheless in this aré@diecws particularly
in the Al and how it works using meta-analysis.



Chapter 6
Matching Engine

6.1 MAS Overview

The proposed approach is MAS-based therefore we can descriirdgtthe vowels approach:

Agent: The agent's kind is cognitive because they make decisions indilycand represent-
ing a MM-characterization.

Environment: Semi-observable at MAS level because we can obsergeahes organized
by each agent.

Interaction: Is based on negotiation through messages like dialogs togeagis member-
ships and to choose winning groups.

Organization: The organization is based on the making decision procesamlocate it as
a self-organization based on patterns because there are rules to falighelp depend on
the chosen meta-models (represented by agents) in order to follow theseamnd build the
organization (As we described in section 1.4.3.1).

The comparison engine is built using a MAS-based solution to perform tiaentsta-analysis
and matching MMs and infer solutions sets. The agents employed are cegtiigy have the skill
of making decisions individually. Moreover each agent acts repregeatMM-characterization.
The environment is semi-observable (see [g.]16.1) thus it enables tow@btes group formation
through the MAS performance. The interaction is based on messageglssireen agents similar
as the contract net protocol (FIPA, 2002) but searching for suitzolep memberships. Finally the
organization is based on dynamic group creation, where each grogpmfsarepresents a proposed
solution. The g.[6.1 part C shows the MAS architecture overall.

100
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Figure 6.1: MAS Architecture Overview

6.2 Proposed Solution Architecture

To achieve the automated making decisions we propose an architecturesashigyoan AS char-
acterization engine - that translates the AS into an abstract problem thatics and chooses a
domain (see g[6.1 part A) - and a comparison engine - that matches thé#&&aterization data
(see g.[6.1 part C) with the meta-models (MM) characterization (se¢_g.péut B) and propose
sets of possible meta-model-based solutions (seE_g. 6.1 part D) -. Howethis thesis we focus
mainly in the matching process performed in the comparison engine, nevestheke address the
AS and MM characterization process to clarify the complete trial procesgion. Analogically
we propose the meta-analysis for MAS software engineering processved in the g.[6.2 at the
highlighted box - using probabilistic Arti cial Intelligence as the presentithesain contribution.

6.3 Comparison engine

Through the proposed solution process, the rst step - the AS-ctetization process (see g.
part A) - provides the AS-micro-array as result. Such micro-arréyrimation is required in
the second stage - in the comparison engine (se¢_g. 6.1 part C) - in cotabineth the MM-

characterization KB data. Both information sources feed the matching gdoside the com-
parison engine. We have an important remark to justify the use of a compagpne in this
approach: At present we have no database of existing studies with toialg the ef cacy us-
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ing MAS components with quantitative results as occurs in a meta-analysisthén lmand we
have a lot of MAS methodologies composed by models, components, develbproeess, etc.
(Jorge Gomez-Sanz, 2004) that have proved to be useful in certaiaid®. So, we consider that
we can extract from the existing solutions their representing meta-models,rsamiia proposed
in (Z.Guessoum and Jarraya, 2005), and evaluate the ef cacy bf@se of them in each solution
domain. Also is possible to automate the re nement of the ef cacy valuesracg@nd make them
more precise each time considering the user feedback as part of a autéeaaténg process. In this
way we can create an equivalence process of what is Pubmed for theahrethted meta-analysis
but in the context of MAS software engineering. So, that's why we psefo create a comparison
engine capable to combine meta-models using the experience lodged in hihMitierizations
KB to infer which of these meta-models could work together. Therefore thehing process is a
benchmarking method that compares both characterization sourceshad&:terization and KB
of MM-characterizations - with the aim at selecting the most adequate metdsw@odiproposing
a combination of them as a candidate solution for the application speci catiwms, The matching
process is conceived within a comparison engine. Such a comparisioe énguilt using a MAS
approach that we will describe brie y in the sectionl6.4. However, in thiglarwe focus in the
probabilistic arti cial intelligence employed behind the automated making decisiessritbed in
the section 615.

6.4 MAS Architecture

The comparison engine is built using a MAS-based solution to perform thenteta-analysis and
matching MMs and infer solutions sets. The agents employed are cognitexehétve the skill
of making decisions individually. Moreover each agent acts repregeatMM-characterization.
The environment is semi-observable (see [g.]16.1) thus it enables toveb#er group formation
through the MAS performance. The interaction is based on messageglassireen agents similar
as the contract net protocol (FIPA, 2002) but searching for suitgblep memberships. Finally the
organization is based on dynamic group creation, where each grogetisarepresents a proposed
solution. The g.[6.1 part C shows the MAS architecture overall.

6.4.1 Agent Architecture

The agent architecture comprises the next components (see alsal g. 6.3)

Self Representation. It stores the agent self-representation contpottedAS-characterization
and the represented MM-characterization.

External Representation. It comprises the third agents representaimihetknown agents
MM-characterization data. They are stored in this module; a known agentigent that has
contacted the host agent, regardless of whether that agent has tleeedhto the host agent
group or not.
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Figure 6.2: Meta-analysis for MAS software engineeringcpss overview

Organizational control. This control belongs to the organizational coentonf the entire
MAS; it allows to the environment observe the groups created by meangeat aterac-
tions. It comprises the agent group registry sub-module that storesdhbp grembership
information of each agent. As we explain further in the sedfion 6.4.2 eactt pgeforms
a negotiation with the rest of the agents to evaluate the group membershigotbethis
module stores the structures of the groups created by each agentlés séshese agents
interactions.

Agent interaction control. This control allows the agent to interact with aigents commu-
nicating them. It is composed by a messaging module that acts as sendeceinerreThe
protocol employed to communicate is similar to the contract net interaction ptatecause
the agent negotiates the group membership with other agents.

Cognition Control. The main task of this control is to make decisions. It congptise
Induction-based making-decisions module together with the negotiation modhke.ne-
gotiation module creates and interprets the required messages to negotiateufhengm-
berships. On the other hand the induction-based module owns the indulcfosithen that
evaluates the next actions (See also thd_g] 6.4):

— Assess the host agent MM-characterization compatibility with the AS-cteaization.

— Evaluate an external agent MM-characterization to reject it or accémtbithe local
group considering the compatibility with the host agent and the current merabtre
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Figure 6.3: Agent Architecture Overview

group.
In the sectiof 615 we deeply explain how the probabilistic Al works to make decisions.

Planning Module. Such module performs the host agent behavior usthg aljjent resources
that have been described. Consequently this module controls the agiens & perform in
the time line. It keeps the control of the agent using all the modules and tottreate the
agent's behavior.

6.4.2 MAS Operation

In the MAS working process each agent represents a MM-charaatieriZzrom a subset selected
from the KB of MM-characterization. The agents perform together the-dblups formation task.
The agents pass messages between them; thus, compare their MM-clzat@ateand individually
making decisions about the memberships. The groups emerge from thefpdew of each agent
self-representation. Each agent compares their MM-characterizatioo-amay -self representa-
tion - with others of different type to select the most appropriates. Sumpgrare created using the
vowels approach (Demazeau, 2001), therefore, each agenhesdoc a type other than their own.
At the end each agent has created a group; therefore, the one thattikaly to be a solution is
chosen. The criterion is: First rejecting the groups that do not contatypleeagent. Moreover, for
each group, estimate the probability of the entire group evaluating the plibatall the members
together. Finally choose the group with the most likely probability value. Thistsagghtforward
way to apply the meta-analysis of characterized data. Nevertheless amdvei#l discuss later in
the conclusions section is possible to store the successful groups neuéiknowledge data base
as historic or experience data.
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Figure 6.4: Agent Behavior State Transition Diagram

6.4.2.1 Agent Behavior

The individual agent's behavior has three main branches (Sde_p.: 6.4)

Initialization. Thisis the rststepin the agent instantiation. It receives th@ASMM micro-
array data and makes a compatibility self evaluation. Such an initial phasesatseers the
existing agent list in order to contact them further.

Negotiation. This is the second phase in the agent behavior. Such a Hmpgethe nego-
tiation with the others agents in order to build a solution group in conformity to theedw
meta-model compatibility. The negotiation comprises:

— Send own representation. It sends the owned Meta-model micro-aresgityp compat-
ibleﬁl agent in the MAS.

1A compatible agent is an agent of different vowel Meta-model type.
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— Recelving responses. After sending the own representation the pggmes up the
receiving responses thread in order to catch all the micro-arrayseiaions sent by
other agents.

— Evaluate Compatibility. When a micro-array representation is received #teation
is evaluate the compatibility with the own representation.

— Send Rejection. If it is not compatible then a rejection response is triggered.

— Send Membership proposal. If it is compatible then a membership proposaitisos
the evaluated agent.

— Register rejection. When a rejection is received (as response to theepvasentation)
then the meta-model that originated such a rejection is registered.

— Register Membership rejection. This state is achieved when a membershiprejsc
received (as response to a Membership proposal) then the meta-madaelgheated it
is registered.

— Update Own Meta-models group. This state arrives when a membershipwation is
received (as response to a Membership proposal) then the meta-moudielayyned is
updated adding the new compatible meta-model member.

— Send Acknowledgment. When the meta-model group has joined the new member a
acknowledgment message is sent to the new meta-model member agent.

— Send Noti cation of replaced meta-model. This state is reached if the meta-rddied
to group has replaced an existing (same type) meta-model. If so, then orejees-
sage is sent to the old meta-model group member notifying the change.

— Report Group Update to Framework. This state is achieved once the méipheas
been processed and it noti es to the framework the current state of thedbgroup. It
works especially to made this information available to external observations.

— End Negotiation. This is the negotiation nal state achieved when there anaoi@

messages to process or when the timeout has run out.

Winner Group Selection. This is the third and last phase where the greufisref the
previous sections are shared and thus a winner is voted to being selected.

— Sending own Group Compatibility Value. This is the initial state of the group sefectio
where the resulting group compatibility va@,le

— Receiving Responses. After sending the own group compatibility valuegtra sises
a state that keeps awaiting for a message reception.

2The resulting group is evaluated collectively with the AS-micro-array ireotd nd the compatibility value with
the entire group
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— Compare received result. When a message is received this state is dativatder to
compare the received compatibility result with the current best one fdtids initial
then it is compared with the own group compatibility result.

— Store result. This state is reached when the received result is comparétea such a
result is stored.

— Sending Best Group Selection. When all the group compatibility values teasriee
ceived then this states is achieved. This state sends a vote of winning setgotip.

— Receiving Best Group Selections. This state follows the sending gréegiiea in order
the receive the selection votes of the other agents.

— Store selection result. This state stores the selection votes results received

— Send selection result to framework. It shares the results received foathework in
order to make it observable.

— Evaluate selection results. It count all the results voted when all the vagefden
received and then publish the results. If there is a tie between two or nmpggthen
is unable to provide a solution.

— Most Accurate Solution Found. If there is a winner by majority then this natesis
achieved. The winner group is published by all the agents and by the\ii@ke

The interaction diagrain 8.5 shows the message passing between agentheyhare collabo-
rating together and forming groups. The last step starts when eachregealready evaluated all
the membership options to create a group (or when the time has run out) nallydabe[6.6

6.4.3 Knowledge bases

There are fth different knowledge bases; three of them are explitt @ready stated, they are
the next: AS-characteristics, domains abstractions and MM-charati@nzaThere are two more
that are implicit and stores memory or experience values: The MM-instantiagonory and the
MM-uni cation memory. We explain how they are composed in the se¢tiaoh 6.5.

6.5 Probabilistic Al for making-decisions

When the comparison engine MAS is running the agents create group<iintgraetween them
and thus performing the meta-analysis of data to make decisions about tipengeonbership. Con-
sequently each agent has a group that is being evolving through th&iexe&Ve can observe such
group evolution in a certain point of the execution time line; we consider eaelobthe groups
created as possible solution from the point of view of each agent'sgepted meta-model. Con-
sidering that each member of the group is a meta-model that has beenehaeddhe making de-
cision process within each agent uses the ef cacy information valuesabf IM-characterization
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Figure 6.5: Agent Initial Phase and Group Negotiation Gmitation Diagram

to perform the meta-analysis. This step substitutes the lack of full solutionttretisire employed
in a classical meta-analysis because each agent creates a candidate s@uwhen they build its
group. The agents nal step is to decide the best group among all.

6.5.1 Experience KB

The MM-instantiation memory stores values about the matching results of &&athrization and
MM-characterizations micro-arrays. It means that it stores - for ed@ftharacteristic and each
MM-feature and under each domain - the following data:

Total times when the matching was enable; as well the total times when was diSsabéach
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Figure 6.6: Agent Final Step Winning Group Collaboratiomdram

matching possible value and considering one selected domain:
— Total times when some AS-characteristic was not ef cient and some Mxfe&oo in
the domain.

— Total times when some AS-characteristic was not ef cient and some Mlufeavas
ef cient in the domain.

— Total times when some AS-characteristic was ef cient and some MM-featasenot
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ef cient in the domain.

— Total times when some AS-characteristic was ef cient and some MM-fe&bore the
domain.

Moreover the MM-uni cation memory stores values about the solution restiédM-characterization
micro-arrays. In other words it stores - for each pair of different ¥dtures under each domain -
the following data:

Total times when both MM-features were part of a solution and as well totas tivhen were
not. Therefore for each situation count:

— Total times when both MM-features were not ef cient in the domain.
— Total times when one of the MM-features was ef cient and the other notartdmain.

— Total times when one of the MM-feature was not ef cient and the otherefagnt in
the domain.

— Total times when both MM-features were ef cient in the domain.

Both information KBs are stored as two different hyper-matrﬁ:e‘ﬁ*ne uni cation rules are related
to the construction constraints between the different MM-features. Bilehare de ned or updated
for each MM-feature at the moment of adding a new meta-model. Furthetimese benchmark-
ing values could be acquired or updated through learning processeepanding on the solutions
provided by the approach proposed. It means that at each time thatpreaelp is employed to
provide a solution the making-decision has more "experience”. Consiyjube approach will
provide most suitable solutions. However in our example we have employetivingiten values
according to the laboratory member's experience. Both experience &Bnaroved in the identi -
cation process that are part of the Bayesian program employed alainexpin more detail in the
next section.

6.5.2 Bayesian program de nition

As explained in[(Bessiére et al., 2008) commonly a Bayesian program isedeusing the next
structure:

Description. It is a probabilistic model about some phenomenon that is oththima the
next two branches:

— Speci cation. Such speci cation expresses the modeled phenomenavidaige in the
following probabilistic terms:

Variables. All the important and known variables related to the phenomenon.

3A matrix of many matrices levels
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Decomposition. Is the joint distribution of the variables. Usually is done usileg a
composition that keeps the joint distribution as a product composition of simpli ed
distributions.

Forms. To compute the joint distribution we must specify all the distributions ap-
pearing in the decomposition with all the possible values for each variable.

— Identi cation. Is the learning phase of the probabilistic where the initial data reed
and becomes more accurate.

Questions. The questions are de ned by branching a set of variabkbseie subsets: the
searched variables (on the left side of the conditioning bar), the knewables (on the right
side of the conditioning bar) and the free variables. Such questions muastswered using
the decomposition and forms de nitions.

6.5.3 Choosing MM-Characterizations

To choose the most promising the MM-Characterizations for the AS we peopging a Bayesian-
based inference algorithm because it allows to evaluate the probabilityutiosousing certainty

values. The certainty values are similar to the ef cacy values employed in le&Maracterizations
and AS-Characterization micro-array. Thus is possible to evaluate amO¥aflacterization as par-
tial solution using itself and the AS-Characterization data. This processsatlbeosing a subset
of MM-Characterizations as candidates to create representative agertise MAS that executes
into the matching engine. Moreover to achieve such selection we havedia Bayesian program
as follows:

6.5.3.1 Speci cation

Our phenomenon is about to match an AS-characterization with a MM-Charatiten. Consider-
ing the explained context in the last sections the variables identi ed are #ie ne

Match A boolean variable that speci es if sondes and someMM;, match or not.

Considering only one domauhj each time we de ne both characterizations:

Therefore we de ne the set of matching pairslag = AS MM, moreover we have the
AS-characteristics and MM-features values:

We de ne the decomposition in the next manner:
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First we de ne the top level joint distributior® (Match”™ L;.)
Such distribution is equivalent t&®(Match™ | 1~ 1222 1)

Decomposing it we obtain:
P( Match) P(Il1jMatch P(Il2jMatch™l 1)
P(l)jMatch™l 1~::M 1)

We assume that each match between each pair composidivyndependent of the rest,
therefore, we can simplify the joint distribution:

L
P(Match™ | 1~ :::A )= P(Match) QP(IijMatch
i=1

However we must state that edchis related to a paifdi; ).

Consequently, to calculate the probability values of the joint distribution we drise the
parametric forms using all the possible values of each variable. First, et@ege all the real val-
ues of the characterization variabl@g; |i), contained in eachj, using a statistical model. Such
model is de ned the values from O toDasfalseandtrue the rest, 07 to 1. Therefore such values
are employed to de ne the following forms:

First we de ne for the variabl®atch

P( Match) : P( [Match= falsd )= 0;3 P( [Match= trug] )= 0;7

Therefore for each of theforms of P( | j j Match) and considering that; = ( q; k) we have
P( (ai; ) ] Match).

[I;] | [Match | value
1+n!
2+ ns

false| false | 1

]
false| true |1 XN

2+

1+n}
true | false P

1+n
true | true > n

Where eacrn,{,h,ﬂtch counts the number of true or false matches for the pgisuch pair has a AS-
characteristi@; and a MM-featurgy. Moreover eachmyaich Value counts the total times of true or
false matches cases has been found.

The last parametric forms are based in the succession rule de ned be{Sienon Laplace
(Caplace, 1812). Such rule allows us to infer the probability of ndingiageproposed combination
of values using only a few values. Normally the meta-analysis needs a higimaofalata to work,
however, we have not all the enough data at the moment. That is why veeiciseule instead of a
form based into a more related meta-analysis method.

In order to reach accurate results at this stage the proposed identi gatioass has been devel-
oped using a survey that has been answered by some MAS expenmandtkers of our laboratories.
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The corresponding values of the experience KB (explained in the s@&&ah) are updated using
the user feedback.

6.5.3.2 Questions

This Bayesian program seeks to infer if some AS-characterization carateded with some MM-
characterization. Therefore the related questions are:

P( Matchjl 17~ :::M 1)
that is equivalent to:
P Matchj (qu;pa) oo™ quipgo A i (Qeospa) N i Qe Mo

also such question could be solved in the next manner:

~| o
P(Matchjl 2 in 1) = P(Match) O.=EI|°( | 1] Match)
amatcnP(Match)  Oj=,P(1i]j Match)

6.5.4 Building Solution Groups: Evaluating MM-Characterizations

Then to know the successful probability of using two different meta-mddesndM; as part of
the solution we use the following formula (representation and group membessiiimtions, both
of external agents) to evaluate the meta-models compatibility and consequesitlg tb add or not
to the solutions group:

6.5.4.1 Speci cation

In this case our phenomenon is the MM-characterization group conforasipgrtial solution for
AS-characterization. Therefore we have identi ed the following varisble

Solution
A selected domaid;. Same a5 6.5.3.1.

Two sets, of MM-chargcterization from differgnt MMs tyges:

MM = nutji;l; . :;utji;foo for simplicity MM?= nuil; . :;uifoo.

MM = iyl for simplicity MMP= phsoooiplho

Thus we de ne the set of solution pairs s = MM?  MM?, consequently we have both set
of MM;features values:

Su=  MoH i MoHe s Mol s M Hpo
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Considering that each; = ( Hp; ) andp, & Lk then:
Sy =[s1;:::;8¢) Where the size of the setss= 0 {0

Therefore the decomposition is de ned as follows:
First we de ne the top level joint distributior® (Solution §.|)
Such distribution is equivalent t&® (Solutiom* s1” :::" Sg)

Decomposing it we obtain:
P( Solution) P(s1jSolution P(s2jSolutiom s;)
P(ssj Solutiom s1”::iMsg 1)

Assuming that each match between each pair composexj lyy independent of the rest,
therefore, we can simplify the joint distribution:

P( Solutiom s1” :::" sg) = P( Solution) 5 P( sij Solution
i=1
To de ne the parametric forms we consider a statistical model where thesviahra 0 to 07 as
falseandtruethe rest, 07 to 1. Thus we de ne for the variabolution
P( Solution) : P( [Solution= falsgd )= 0;3 P( [Solution= true] )= 0;7
Also we de ne the same for each of tlsforms of P( s j Solution) and considering that; =
(Mp; l) we haveP ( (p; k) ] Solution).

[sj] | [Solutiorj | value
false| false |1 ; EJ;
false| true |1 Lo
true false ; :J:
true | true 0

EachnjSolution counts the number of true or false solutions found for the paihat comprises the
MM-featuresp, and k. And eachnseuion Value counts the total true or false solutions found.
Similar as is described in sectibn 6.513.1.

6.5.4.2 ldenti cation

In this case the identi cation process has been developed using a gustegfter the matching

engine selects the candidates. Such survey has been answeredaiyooatories members too. So,
the experience values has been collected from the survey gatheredTtiatathe corresponding
values of the uni cation memory KB (explained in the section 8.5.1) are updatad) the user

feedback.



6.6. Discussion: Present approach contributions 115

6.5.4.3 Questions

This Bayesian program aims at inferring if two different types meta-modgisesented by two
MM-characterizations could be considered to be joint into a solution . Tdreréhe related ques-
tions are:

P( Solutionj s1” :::M s))

also such question could be solved in the next manner:

o P( Solution) Of-,P( sij Solution)
P( Solut NiiNsg) = e . .
( Solutionj s s & solutionP ( Solution) O, P(sij Solution)

6.6 Discussion: Present approach contributions

The present work proposes to employ many existing technologies to createappproach that rises
as a preliminary phase before the analysis and design phases foMASrpased project. Similarly

as PASSI|(Cossentino, 2005) our approach analysis the problenneragumts in order to identify

the domain. Nevertheless we identify the problems characteristics fromaestiption in order to

nd the domain. Therefore we employ such domain and problem charaaterie map them with

the knowledge base of meta-models features to identify meta-model candifiaiess done in a

contrary way in relation to the MASSIVE approach (Jirgen, 2001) theigses to map from the
model features to the implementation. We nally create intelligent agents as nraageyets that

owns a meta-model independently. This is done similar as the software denalopiews proposed
in approaches like INGENIAS (Pavon and Gomez-Sanz, [2002) andSWS (Jlrgen, 2001) be-
cause each agent make decisions according to the view of the type of tieel ometa-model. In

this case such views are based on the evaluation of the features chzatictevalues of the owned
agent with the values of the rest of the compatible agents. The meta-modehgybeen de ned
inspired in the approach vowe|s (Demazeau, 1995).
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Part IV

Evaluation
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Chapter 7

Tool Implementation

7.1 Tool Speci cations

Considering the architecture of our approach we have implemented a p®tating Java, XML
and JADE(TILab, 2011) to test it. We have chosen JADE among othemshiecause it is the most
well documented and is one of the most mature, active and updated fraksewdso JADE is a
fully functional Java-based extensible framework that give us thegimfreedom to adapt it with
the text-based recognition and Web services in order to make our took@itenFinally JADE
is one of the most contributed and active open source MAS frameworksnihiee it a reliable
framework. There are some commercial books about it and several sitoniahe Internet that
make it easy to use and quick to learn among others.

So we have created a Graphic User Interface (GUI) where we catHedathowledge Database
of domains, problem characteristics, meta-models features and meta-madtielefore we can
perform or select manually an AS-characterized micro-array. Thosidering the AS-micro-array
to select the most promising meta-model candidates. Finally we can launch tBeaMére each
meta-model candidate is taken by an agent that manages him to create afggolupions and after
of an interaction period to nd the most promising group of meta-models as solufibe tool is
composed of several modules as seen in the UML diagram_¢. 7.1.

The UML diagram displayed in g.[7]1 represents the different modules efsfystem. As
we can see the Tool module is the start point from which we have two main: patbate a KB
using the KB Creator module or start the tool process using the Matchinigéfigol. KB Creator
Module allows us to edit and create data about the problems charactensttesmodels features
and domains and the values that relates each characteristic/feature wittaenddhe KB Loader
Module allows to load within the Matching Engine Tool such KBs created. Thehiteg Engine
Tool comprises the sub-modules:

Meta-model Candidate Chooser. It allows to select Meta-model candidameghe KB in
order to employ them within the matching Engine.
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Figure 7.1: Prototype tool UML diagram.

Matching Engine Viewer It allows to see the Matching Engine performancacit megotia-

tion step and until the end of the process showing the nal group selection.

Domain Selector. It selects the problem domain and generates the AS-nriayo-a

7.1.1 Activity Diagrams

We de ned the prototype main activity diagram displayed in the[g] 7.2. Sunfaa diagram fol-
lows a path that requires an Application Speci cation characterization shafjeomprises identi -
cation of domain and problem characteristics, therefore a selection whase the AS-micro-array
is taken to nd a solution domain and to match the problem characteristics with tire sat of

meta-model features.

In the activity diagram presented in the [g. V.3 we represent the behpatbrthat is performed
for each agent within the MAS. The behavior diagram displays step byhstgghe agent built the
best compatible group considering the meta-model that the agent regresen
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