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Abstract

From a general point of view this thesis addresses an automatic path to tsaildtian choosing
a compatible set of building blocks to provide such a solution to solve a giadsigm. To create
the solution it is considered the compatibility of each available building block witptblelem and
also the compatibility between each building block to be employed within a solutiorgatiter.

In the particular perspective of this thesis the building blocks are meta-madeélthe given
problem is a description of a problem that can be solved using softwarg aisnulti-agent system
paradigm.

The core of the thesis proposal is the creation of a process based dti-ageat system itself.
Such a process analyzes the given problem and the available meta-meddtatitches both and
thus it suggests one possible solution (based on meta-models) for thenprotdwertheless if no
solution is found it also indicates that the problem can not be solved thithiggparadigm using
the available meta-models.

The process addressed by the thesis consists of the following main dtephrdugh a process
of characterization the problem description is analyzed in order to locatothton domain and
therefore employ it to choose a list of most domain compatible meta-models asatesd (2)
There are required also meta-model characterization that evaluate etcimodel performance
within each considered domain of solution. (3) The matching step is built aneitteagent system
where each agent represents a candidate meta-model. Within this multi-ggtemh €ach agent
interact with each other in order to find a group of suitable meta-models tes@qra solution.
Each agent use as criteria the compatibility between their represented atenaieta-model with
the other represented meta-models. When a group is found the overaktoifitp with the given
problem is evaluated. Finally each agent has a solution group. Thenglmsges are compared
between them in order to find the most suitable to solve the problem and thenide dee final
group.

This thesis focuses on providing a process and a prototype tool to sellestistep. Therefore
the proposed path has been created using several concepts frommabtsis, cooperative artificial
intelligence, Bayesian cognition, uncertainty, probability and statistics.



Resumen

Desde un punto de vista general esta tesis aborda el problema de anaoatsolucion a un prob-
lema determinado usando un conjunto de blogues de construccion. Esitesemiendo en cuenta
la compatibilidad de cada uno de los blogues de construccién para resigiveblema y la capaci-
dad de interaccion entre estas partes para formar una solucion juntos.

En la perspectiva particular de la tesis los bloques de construccién somuoeedos y el prob-
lema dado es una descripcion de un problema puede ser resuelto utilinfingoey que hay que
verificar si es posible resolverlo con una configuracién basada sisteéma multi-agente.

El nucleo de la propuesta de tesis es un proceso que analiza un prolddmavdrificando
si es posible resolverlo usando un sistema multi-agente, si es asi se suggposible solucién
basada en sistema multi-agente para este problema. También puede indiehpmpEema no
puede resolverse a través de este paradigma o que no se cuenta conmaditin suficiente para
determinar si si o si no.

El proceso abordado por la tesis consta de los siguientes pasos pescidd A través de un
proceso de caracterizacion de la descripcion se identifican las césticasry el dominio de la
posible solucién para luego elegir un sub conjunto de posibles candidatasmodelos. (2) Los
meta-modelos cuentan con caracterizaciones en varios dominios de so(8ki®e crea un sistema
multi-agente en el que cada agente representa a un candidato meta-mbsdebzdejunto elegido
en la primera fase. De esta sociedad de agentes estos interactUangaraesstontrar un grupo de
meta-modelos que es adecuado para representar una solucion dadgehtes utilizan los criterios
idéneos para cada meta-modelo que representan. También se evalladstnbidau de los grupos
creados para resolver el problema de decidir que grupo final es la so&joron.

Esta tesis se centra en proporcionar un proceso y un prototipo denfenta para resolver el
ultimo paso considerando la incertidumbre que podria haber al solo cgarc@almente un prob-
lema caracterizado y uno o mas meta-modelos caracterizados. Por lo teattired propuesto ha
sido creado utilizando varios conceptos del meta-analisis de la inteligetifitiedude cooperacion,
la cognicion Bayesiana, la incertidumbre, la probabilidad y estadistica.



Résumé

Considérant un point de vue général de cette thése aborde le probéetrauder, a partir d’'un
ensemble de blocs de construction, un sous-ensemble qui procur@uwiiensa un probléme donné.
Ceci est fait en tenant compte de la compatibilité de chacun des blocs deuctian par rapport
au probléme et I'aptitude d’interaction entre ces parties pour former etesemd solution.

Dans la perspective notamment de la these sont les blocs de construatiétedmodéles et le
probléme donné est une description d’un probléme peut étre résolu eanttilislogiciel et d’'étre
résolu en utilisant un systéme multi-agents.

Le noyau de la proposition de thése est un processus qui analysehlame donné et puis il
proposé une solution possible basée sur systeme multi-agents pour léenaob peut également
indiquer que le probléme ne peut étre résolu par ce paradigme.

Le processus adressée par la thése consiste en les étapes principalees (1) A travers
un processus de caractérisation on analyse la description du probléempgaliser le domaine
de solutions, puis choisissez une liste de candidats des méta-modeless (@raetérisations de
méta-modeéles candidats sont prises, ils sont définis dans plusieurs dehaiaesolution. On fait
la chois parmi le domaine trouvé dans la étape précédant. (3) On créstamsymulti-agents ou
chaque agent représente un candidat méta-modele. Dans cette soeigshtesnteragissent les uns
avec les autres pour trouver un groupe de méta-modeéles qui est adaptégrésenter une solution
donnée. Les agents utilisent des critéres appropriés pour chaquenodéte a représenter. |l
évalue également la compatibilité des groupes créés pour résoudrelénpeate décider le groupe
final qui est la meilleure solution.

Cette thése se concentre sur la fourniture d’'un processus et un autityme pour résoudre
plutdt la derniére étape de la liste. Par conséquent, le chemin proposé&é&d’aide de plusieurs
concepts de la méta-analyse, l'intelligence artificielle de coopération, deyhitiom bayésienne,
incertitude, la probabilité et statistique.



Preface

Really knowing semantics is a prerequisite for anything to be called intelligence
-Barbara Partee

That'’s a notion of [scientific] success that’s very novel. | don’t kndvamything like it in the
history of science
-Noam Chomsky encouraging the machine learning researchers tanderstand the origins of
human and animal nature behaviour instead of simulate it.

Today’s software systems have an inherent tendency toward compl&tigy.popularity of dis-
tributed and complex systems - as those that run on mobile devices or sgsteons deployed in
cities, forests and fields, or within the area of home automation - it requiresvielap systems
that go beyond traditional software development methods. The Multi-aystéms archetype is
one of the paradigms used to fill such a gap. The MAS paradigm allows tol m@ystem using
schemes based on human social and organizational structure thatlgusodve complex problems
everyday into human organizations and institutions. Many efforts have ib@ee to simplify the
development of MAS (Gomez et al., 2007). However, until now most gainese efforts have been
done without coordination and towards different directions. This vastéerse variety of choices
makes difficult the initial choices for a system designer. In other worésddsigner must choose
among all the options and components an adequate methodology for the@oifpheir system.
This situation causes an initial uncertainty for any developer. Theréfdificulty leads to the use
of MAS as a viable option to develop a solution. In spite of this, we considentaaould improve
such initial situation using a Multi-agent system to help making the initial decislussifying such
election phylosophically we recall the second law of thermodynarhics (Kel@@2), such a law
prohibits two bodies at different temperatures can transmit heat fronottidéody to hot body. The
second law also is commonly expressed by stating:

In an isolated system the entropy never decreases.

Such a law applies indirectly to initial uncertainty situation mentioned above. Initfe@ldeveloper
has a closed set of options and a problem to solve; therefore, he hasctotiracharacteristics of
his problem to components -belonging to one or more methodologies - thatricgnabpath to
build a solution to such a problem. Thus, the level of experience and prawlkdge of existing



Vi

methodologies take a key role in making initial decisions. Here we find sesiendarities with
the Maxwell demon paradok (Kelvin, 1879): it proposes to employ a dentoraimisolated system
in order to reduce the thermic entropy. Thus, the demon activity consistsaingamg the hot and
cold molecules to reduce the thermic entropy within the closed system. A propdsisolve such
demon paradox is done by recognizing the theory of information and trersfich theory justifies
the energy needed to identify the hot and cold molecules. In other wordsithen need knowledge
to infer which molecule is hot or cold and put them in order. We proposed@gents similar as the
demon - with experience and knowledge already acquired - in a clostahsg$ options - solution
components instead of molecules - with a high level of uncertainty becaudeniteknow which
components are the most suitable to solve a problem - considering the prabkbe task of order
molecules to decrease the thermic entropy -. So, the agents can help tafi@gaessible solutions
within the closed space of options.

It is possible from our point of view to make profit of this situation by usingapproach to
abstract information from existing methodologies and approaches autoltyatic&est in the ex-
perience acquisition - thus use such information to choose the most accongpenents - match
problem characteristics with components features - and therefore erdéS where each agent
acts as a component representative and look for other agents -othpogents - to create an opti-
mal solution group. Therefore the final goal of our approach is to simgbldyinitial MAS concep-
tion process and thus to encourage the use of MAS.
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Introduction

The present work has been initiated by an already long cooperationdretive laboratory LCIS
- (Laboratoire de Conception et Integration de Systémes) in Valencacd-@nd CINVESTAV
Guadalajara Mexico about Multi-agent specification methodologies. Thiks iwainder the direc-
tion and supervision of Pr. Michel OCCELLO, leader of the Complex Syst&xS{Y) research
group and deputy director of the laboratory LCIS in Valence, Francetsishe Pr. Félix Francisco
RAMOS-CORCHADO leader of the distributed systems research groupNWESTAV Guadala-
jara Mexico. The present thesis work aims at developing an automated nayais process for
multi-agent software engineering. This thesis’ work is considered asafoathe METALISM
project that has been granted with the ECOS-ANUIES research pffojegttnumber M10-MO02.
This project also aims at simplifying the use of multi-agent systems and disserttieatatiliza-
tion in the software development industry as a mature approach to creatleg@ygtems solutions.

Project Motivations

Existing methods are generally based on "problem to be solved into a domigieri éngineering,
in other words, a given problem to be solved within a specific domain in whzm#thods are ori-
ented. The fact is that we don’t know if the domain method which is intendedvte 8t problem
is the right one. This is an issue that must be carefully taken. An inappteomain of solution
choice can make the MAS employed as not viable or inefficient. The neetoydsoftware to
solve problems increasingly complex is a daily issue. The use of methodofogit®e software
design and layout is a fundamental requirement to reach a mature amrsgsutsoftware develop-
ment. The multi-agent systems-oriented approaches represent antaedeselopment solution
for complex nature problems, however, given the quantity of existing multitaagproaches, the
diversity of these methods makes tricky to choose the right approadgiakhy for inexperienced
designers and for those not specialized in the area. The domain ctyeeadh method is limited.
In the same way, choose the appropriate domain solution to solve the gelemprbecomes an
intricate task. In other words the designer must well know his problem endately identify their
belonging domain solution. For example, methodologies such as ADELFEdBet al., 2005) are
oriented only to the realm of adaptive multi-agent systems, just as Gaia (MdmEcet al., 2000)
is directed only to a closed domain with static characteristics. So, the syst@meatasust know
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MAS Methodologies
R components sets

Analysis
Phase

Figure 1: The previous analysis phase proposed in this wonkes from two different sides of a same
problem: the problem description characterization ancdttmeponents o models characterization.

both sides of the way before choosing the route.

Based on the above facts we perceive that it lacks a supportive ditercapable to unify
both parts. Such alternative must support the choosing task of the etdefhS components
specification, that will enable to build the target application, consideringrittdgm domain.

We propose to cover this lack using a mechanism to guide the designer in thedwletly
choosing process suggesting the most suitable models and the best ardlitetegration method
for his solution purposes. The creation of such mechanism would furthke more achievable the
use of methodologies based on multi-agent systems for developers, aswallld facilitate the
extensive use of multi-agent systems, further expanding the optionsificewing and designing
software.

Project Problem Description

The existing diversity of multi-agent methods that are oriented to an engigesrgiven problems
in specific domains makes difficult the choice of the right approach. Thissitbat when a problem
is taken it is tried to be solved using any multi-agent method. This is usually didmeutvprevious
analysis if the problem nature matches with the domain of solution covered byet®d chosen.
Thus, our main thesis problem is that there are many methodologies, margmsoand many
possible solutions for MAS. Therefore the decision to solve a probleng asMAS-based solution
is not simple. Also considering that we have a low MAS development experids becomes even
more complicated and the probability of failure using MAS becomes larger.

The problem addressed in this project is the need of an overall preliminalysis mechanism
capable of unifying the models specification choices depending on théepralomain and the
target application. This work focuses in one main problem related to theafeeg@revious step
of analysis before to choose a multi-agent methodology to deploy a systencaW\explain this
main problem from two different sources (see figure 1). The firstcgois the problem characteri-
zation that is just situated in the problem description analysis. The secantkse located in the
components or models used to create a multi-agent system.

Thinking in an unified global software engineering approach to coaceiti-agent systems is
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not possible because domains and problems are very heterogeneaweerconsidering the kind
problems which commonly are efficiently solved using multi-agent systems are:

e Simulation
e Troubleshooting
¢ Integration of Software and control system or systems.

We consider that a simple model for create MAS for all of them is not posdilseally these
problems are solved using approaches dedicated and specializedkaRgsle how can we unify
the design of applications as distant such as Internet Web Servicegymuf&dturing Systems?

The multi-agent paradigm inherits features from various theories ofidec@sd social. Each
agent entity can be formed by many types of capabilities from a single reagctivhighly cognitive.
Such entities are integrated in different architectures operationalizing mofdatents, skills of
interaction, perception and processing tasks within the environment.

From a social point of view multi-agent features are integrated acrogaiganodes of interac-
tion and organizational structures related to the nature of the agents. rof@stgocuses over the
non generalizable model problem too, proposing a solution in the charatien of meta-models
in the same previous analysis phase.

Thesis’ Problem description

Our main problem is that there are many methodologies, many problems and oesilylg solu-
tions for MAS. Therefore the decision to solve a problem using a MA®dbaslution is not simple.
Also considering that we have a poor MAS development experience tbisi®s even more com-
plicated and the probability of failure using MAS becomes larger. We dolassify problems and
we do not generate an uniform methodology, we are aware that thesevam@l existing methodolo-
gies that are good for solving certain types of problems. Thereforaiouis to investigate which
characteristics of problems tied to existing methodologies to generate a soggeshe engineer
who seeks to develop a solution based on MAS.

Thus the contribution of this thesis is limited to the creation of a process to matcihahne c
acteristics of components abstracted from existing methodologies and doittathevapplication
specification characteristics to propose a component group selectiomrepinasent a MAS-based
solution for the application specification.

MAS conception common first steps

When a system designer starts to create a MAS he must consider a MAS oiethyodCommonly
each methodology provides processes, components and tools to dewetigsited MAS. Never-
theless given the large number of methodologies, choosing the most suitabteolegy becomes
a sightless selection. Particularly for a beginner that is unfamiliar with the MA®adelogies
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components provided and with poor MAS background. However suebtg is crucial to deploy
a MAS-based solution.
Moreover an inherent problem of the MAS methodologies is the differetivadelogy-components
usability. That's why we cannot take components from different methgiksato create MAS-
based solutions easily. However there are efforts as the method fragmpentsich where different
pieces of the process are taken from different methodologies (Gossenal., 20111), nevertheless,
it needs to adapt such pieces using a method fragment standard to makestiden

The reason is that commonly the methodologies are not compatible between thenth#ir
components cannot work together without a hard adaptation work. Lastgcomes hard to think
in re-usability of already created solutions because they are specifimsslor specific problems.
For example, an agent that runs into a MAS-based solution could not sirepiyniployed for a
different but related MAS-based solution. This is because the agentritaptation depends on the
specific interactions, environment and organization created for théfispdé\S-based solution.
Therefore adapting the already implemented agent to a brand new MAS-balsition could be a
hardest work than starting a new agent implementation.
Thus, the issues giving origin to the creation of our approach are:

e When choosing the methodology that matches accurately with the desiredatipplithe
system designer must have a good MAS concepts background and &mgoeledge of the
desired application domain.

e The designer must consider the difficulties of the methodologies depgndecamponents,
for instance, a solution that needs components from different methadslog

e Therefore, the quality of the system designer knowledge and experigfeences the quali-
ties of the MAS development process and the final product.

That's why we perceive that these development steps are directly linitedhe decision-making
field. To cover these issues, we propose a contribution that focusepr@timinary phase to guide
the system designer supporting their decisions in the first steps creatampeoach that covers:

1. MAS Meta-modelization:

e Decomposition and reutilization: The approach must decompose the existifigtare
methodologies components into meta-models to make them independent atdereusa

e Meta-model Characterization Knowledge Base: The approach mustalseacteriza-
tion of each meta-model identifying and abstracting its features.

e Knowledge or Experience acquisition: The approach must use statisticesvto lo-
cate each meta-model feature into one or more solution domains. Thus cansitie
features as reliable or not within each domain according to the experistwwed as
statistical values). These values are updated considering the systgmedésedback.
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e Meta-models constraints: The approach must consider compatibility isstieselme
each meta-model to avoid the use of incompatible sets of meta-models. Also it must
propose wrapper solutions when possible.

2. Application Specification as problem description:

e Application Specification Input: The approach must receive as uset anfmxtual or
semi-structured document containing the problem description. Such pra@scrip-
tion must be written within a software engineering context and declaring vgtactdard
or protocol (as UML for instance) has been employed.

e Problem Characterization Knowledge Base. The approach must usemproharacter-
istics abstractions.

e Knowledge or Experience acquisition: The approach must use statistloab\to locate
each problem characteristic one to one or more solution domains. In otheés wach
problem characteristic has a relation with one or more domains of solution,sihcts
relation has a statistical value that defines if a problem characteristic isdrelatet
within a domain of solution.

e Application Specification Characterization process. The approach sugsve the user
input and characterize it using their Knowledge bases to identify theitgmrobharac-
teristics and thus the domain or domains of solution.

3. Matching Application Specification and Meta-models:

e Matching process. The approach must match the problem characterisdickmain
with the meta-models’ characterizations and induce the most reliable meta-models to
built a solution.

e Characteristics Meta-analysis: The approach need a meta-analyssptocolve the
decision making issues within the matching process.

Objectives

The most important contribution of the entire project approach is the deasmport for the MAS
developers, however, the present thesis focuses on the last item listeel aherefore the major
contribution of this thesis is the definition of a new meta-analysis approatirmed by cognitive
agents within a MAS that enables make decisions employing problem ch&ésticteand meta-
model features as statistical values. Furthermore each cognitive agestan internal module to
perform the meta-analysis built upon a Bayesian cognition algorithm.

The main objective of this project is to reduce the difficulty and risk reduaiging a multi-
agent system as basis for a problem solution. Make the first steps oftledogment process
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simpler, easier and safer for the developers and system designemisiequence make the multi-
agent system approach more acceptable for the industry and spreseél. its u

In order to clarify the agents’ decision making process and before intiog our contribution
we must define the meta-analysis term as we understand it: the meta-anallsis gatistical
results from related studies. Within the medical field, a domain specialist ustiales such
related studies (Sutton et al., 2000) from databases as Medline and @yBte 2010) - where
such studies are commonly stored - to make decisions using the experi¢hesedahrough all
the studies. This process enables using all the previous analysispedfar these studies to make
decisions for a current case. For instance, the meta-analysis coglelstuging a specific medicine
or treatment to treat an illness. Hence, to take advantage of the suteestitanalysis decision-

making feature in the present work we propose to make use of a metaiamayed process. Every
aspect will be explained deeply in the secfidn 3.

Proposed Approach

In general words this approach proposes to understand the praiolenthfeir characteristics finding
hints to situate it into a domain. Within an analysis mechanism that takes into aquobigms
features and their related domains. This mechanism must be situated betbi@sing a multi-
agent method. After this step we can situate our problem in their domain tséotebut it remains
to know which of the methodologies provides us with the right one domain afigoluro solve this
adjacentissue it is necessary to characterize each component orutilagksd in the construction of
Multi-Agent Systems. At this level this work proposes to use a Model-Drivegineering approach
based in the Multi-Agent System vowels fragmentation. Characterizing medateto match with
the problem characterization instead of utilize directly an existing methodology.

Motivations of our approach

Often we have a problem to solve and many parts to build the solution. Chdbsimigiht parts to
build the solution to a given problem requires knowledge experiencet éfiowitilization of such
parts within certain domain and circumstances related to the problem to soleeactuisition
of this experience has a cost determined by the information theory. Thisierpe allows us to
distinguish between all the possible parts. Thus we can discriminate whithgvaruseful and
which not. Such experience is similar to one of the solutions proposed to thevdla demon
paradox|(Kelvin, 1879) (ordering the hot and cold molecules). So,c¢h sontext the experience
information is a valuable resource for building a solution. We propose jamaph to manage such
experience employing the multi-agent system (MAS) paradigm to combinedaodivknowledge
experiences (obtained by independent specialized entities) to solve olelerps partially unknown
(uncertain). Our approach must be seen from two point of views: €he@l case, where we
consider it as a general problem that rises from several differ@miath situations considering
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Figure 2: Diagram of a Variant Product KMAT from SAP

a problem to be solved and solution entities to build or compose a solution fhraspcoblem
and (2) Particular case, that belongs for our specific case usingveasefengineering application
specification as problem to be solved and MAS meta-models as solution entities.

General cases

Considering a general case of the proposed approach it can bengidoyed to solve complex
problems related to the sensor networks, fleets of robots, drones &mal aigents to build entities
composed solutions or solution process with a focus on collective work@mygkration.

From other point of view the approach can be considered as a geasebf configuration of
material where several components within a catalog could be employed togEthsidering their
inter-compatibilities) to build several different products within a productiaugtry. Similar as it
is performed in the KMAT (see fid.] 2) within the configuration process ofitlgéstic and variant
configuration module of SAR (Blumohr et al., 2011). Such a configuratioogss allows to make
efficient the enterprises production performances because it makeautomate and test the

possible configurations of materials and reduces the complexity and dbstseftasks. In our case
we propose a similar path but we have an application specification insteadMA®, a Software
Components instead of items and we provide with the meta-models something similartaskth
list that helps to describe how to assemble or produce the KMAT in orderliteeda product to
sell.

Nowadays the complex systems development is a rising trend in the softwaneerng field.
This is directly linked with the growing demand of mobile systems, sensor netwookne automa-
tion systems, extended reality and virtual simulators etc. The foundation eivageneration of
paradigms is considered as an important tendency. These paradigmsnegpoasible to facilitate
the complex system design and development in the next years consideripgisihcentury system

requirements (Joann Roskoski, 2003).

The multi-agent paradigm is based on the social interactions from the hurdarature real life.
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Figure 3: NASA In-situ resource utilization logo

It rises as a pertinent archetype to analyze complex problems and wesoditions for complex
systems|(Michael, 2002). Nevertheless the development of MAS-bakdibas has various issues
that make the industry perceive the MAS solutions as expensive anddaé fDastani et al., 2004).
We state that the main issues are related to the decision-making field, thus in siéstberopose
an approach to support such decisions. Such an approach congrisds-agent system (MAS)
whose agents use a Bayesian cognition algorithm in order to perform mefgsis of data to make
decisions.

Currently for process performed by a group of individuals, suchfeesetiof robots, is common
to employ individual behaviors of ants, bees and fireflies that allows thegemee of organizational
behaviors|(Beekman et al., 2008). These approaches are accagteepeoduced today to solve
optimization problems and create communication routes. However such solatesscond when
it requires coordination of several independent entities such as ttud inselligent sensor networks
in automatic car driving, fleet of robots and unmanned spacecraft. Ihahdle of dangerous
situations such as emergency nuclear plants or underwater exploratigpace in situ resource
utilization.

The last one represents one of the main trends towards the deep splacat®n:

e Energy Space Race. Considering the perspective of energy gendrased on nuclear fusion

employing Helium—a (Troyan, 200D). In such a space race there is involved severalroes!
Russia (Roscosmos), India, China and United States of America (NASA).

¢ In-situ Resources Utilization. NASA has an special research groupAN8RU (NASA, 2011)
(See fig[B) that aims at developing new robotic technology in order to talhettransform

1A radioactive isotope of Helium that is rare on earth but common in seEssifically on the earth’s Moon and
Jupiter
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resources in the deep space to use them has energy sources, mater@igdts or for life
keeping systems.

e Deep Space Exploration. Roscosmos is re-taking the new Russian spaceated labs and
probes development as the Phobos-Grunt (Roscosmos, 2011) aslieeen created in or-
der to explore the Mars’ moon Phobos returning around 50 grams of nidteria their

soil (See fig.[¥). Nevertheless the Phobos-grunt probe has beemedoin the near earth
orbit and failed to reach the route to the Mar's moon. The first failure tiyeson shows
that the software system has failed because a heavy charged padiol®diter space has
provoked a system failure and the operative systems has been pushaddaw consump-
tion mode [(ITAR-TASS, 2012). It displayed that the main computer has beeroaded
and thus blocked all the possible earth communications and remote reprogiaintire
probe. In conclusion the failure seems to be part of a poor quality elécsrand a central-
ized paradigm. Maybe an agent-based and decentralized schema cabld behelp in self

recovering of the failure and save the probe instead of lose it.

e Long term Space Exploration missions. The ExoMars (Agency,|2012)ESA - NASA
joint Mars robotic exploration project of several years that originallys wlasigned to be
multi cooperative rover capable. It means that at least two rovers vieuldvolved in the
exploration of the same place. The rovers must be cooperating betwewanrtterder to
perform experiments and make measurements. And also they will be able ¢o getterials
and elements in order to await for a future robotic mission that will take backdtteered
elements to earth. In conclusion the project proposed the make cooparatal sobots with
different skills to achieve different complex tasks. Such a project is @& thlat is not yet
achieved however it states a complex cooperation between robots in agiespexploration
mission.

Therefore the development of the required technology to gather sack spsources is increas-
ing their activity and cooperation approaches to automate process agpiosgd in this thesis that
are well-related to provide automatic cooperation capabilities to the existing spaars and robots
(specialized entities) in order to exploit on space in situ resources (comimblem to solve).

Today'’s systems have evolved in a way that demand a capacity for interaetiween them as
individual intelligent systems that collaborate between them. Among the pdfio&ing solutions
are the middleware based, web-service composition, cloud computing aogniouting. However,
the organization of entities and their interactions allows us to build systems ith$pitee human
nature to solve problems collectively, using individual specialist skillsggesed by every human).

The paradigm of multi-agent systems stems from the interactions within a soc@gnonunity
which allow several agents with different expertises to perform difftet@sks but with a common
collective process.

This approach proposes to exploit the experience acquired by a spegiakized entity (sen-
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Figure 4. Phobos-Grunt unmanned mission to mars simulati@nimages show how the automated probe
characterizes the Phobos soil in order to land and take soihsasnples, there is also a system to analyze
the soil samples that needs an automated cooperation beawedotic harm, a sample analyzer within the
probe and the sample return capsule to earth.

sor, robot, agent, meta-model components, OSGi bundled packagggerforming a given task
(participation in a solution or successful settlement process to resohabkepr or a fraction of a
given problem) within a group of entities that interact and self-organizernstcuct new solutions
(choose appropriate entities) for new problems identified.

Where a relationship "performed task"(solution) - "problem charatiiisroblem) can be
built. And so each entity is considered as a piece of the solution and in tuatesran efficiency
ratio of such entity with one or more characteristics of the problem to solve.

Finally, it results in a set of entities that represent the solution group peapor a given
problem.

Fundamentals
Identification

A collective task requires the participation and consensus of all partisiganluding the decision-
making. For example, individually a robot can make decisions based dimgsarom its sensors.
This way a robot can learn from its environment and adapt to it develdp@&igindividual special-
ized task (exploration, excavation, collection, moving objects, etc.)..Buhwleehave a fleet of
robots. Each robot learns and adapts to its environment on an indikadse according to their
special abilities to do their specific job. When we want that the fleet of rgimterm a collective
process that requires the combination of their individual abilities and @ag@n requires consen-
sus to achieve the collective goal. It is here that an approach baseshawitr of ants or bees may
be insufficient for the organization of more complex tasks. Especially if tblel@m to be solved is
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unknown is therefore to solve something in a high uncertainty about hovoteed.
An example of this type of situation is shown in Figlile 5. Showing a fleet ofteotvith
individual capacities where:

e The first case involved the extraction of minerals on asteroids in spacgdRubst analyze an
asteroid at time to explode it determining the order of performance of eabkmfand adapt
to unplanned situations. The major uncertainty of the mission are asteroids awjtimgy
chemical compositions and diverse geological forms making it difficult tatera general
organization and interaction process.

e The second case involved the repair of a disaster at a nuclear power pke robots must
deal with a hazardous environment with high uncertainty about how tepdowith repairs.
The robots must detect faults, leaks of radioactive water and cracks@or. Then, create
plans to repair such damages. It should be noted that such tasks (igcthdiproper order
to make repairs) are performed as a human being do.

In software engineering existing approaches propose the reusengooents used to create
solutions for different types of problems, and therefore are effigiaividually to solve certain
characteristics of a given problem within a solution domain:

e Meta-models describing fragments descriptions of solution to build systemsativatprob-
lems that can be solved with software.

e OSGi type components that are dynamically loaded and can work togetireate software
solutions to certain specific problems.

e Building blocks that are defined as parts to create software solutions, samitaeta-models.

For this component approach are required expert designers who &oaut the efficiency of
each component to specific problems and their compatibility with each other tasbiukibns. This
thinking leads to an automated approach using each component as an entsgpegific skills to
solve certain parts or features of a problem. Which would implement a schesal-organization
of software components that automatically build solutions based on givéxeprs. This uses
the existing experience about the efficiency of each software comptmsalve a certain type of
problem under a given domain and the compatibility of other software compoimderaction (or
restrictions).

Problem identified

This exposes the lack of a collective intelligence approach that allowsd@iventities to exploit
capabilities dynamically combined and organized. In other words, the abpimblem is the lack
of an approach to designing a capacity similar to human society to self-oegamizcreate solutions
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5

Figure 5: Situations that motivate the proposed approadiugrated where a fleet of robots with indi-
vidual specialties that (1) must collect minerals from teeeeoid belt and (2) should perform repairs in an
environment of high radioactivity and dangerous to humans.

to new problems using the characteristic of the existing expertise of eaefdunai within a group
organized.

Make an approach with the features described can lead to complexity m®bled some solu-
tions for decision-making capacity of artificial intelligence are considere@d@mplete (NP prob-
lems like) in addition distributed and independent nature of the entities in questikes a cen-
tralized approach a not viable option. However, in the next sections walisilluss the proposed
strategies to make this approach viable in despite of the Al complexity problems.

The Society of Decisions

Today there are approaches that conceive of teamwork or grodpasuthe swarm of robots or
proposing a form of collective intelligence as swarm intelligencé is (Triahal., 2008). On the
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other side the field of artificial intelligence, there are approaches asiattfiolution, logic, prob-

ability and statistics| (Russel and Norvig, 2003) that work in an individuapecialized manner,

such approaches are found in agents, robots and sensor systerithigit)i (Bessiére et al., 2008).
Usually there are approaches that demonstrate success within the figldraf stelligence.

Usually inspired by the collective behavior emerging from interactions d¥ichaal behavior in
nature and finding the shortest path using the behavior of the ants folltiwénmath of pheromones,
the order of formation of the flock of birds, communication light of firefliesd go on.

There are approaches that combine the groups based on these apjucglches to artificial
intelligence individual for examplé (Trianni et al., 2008) proposes teetfiswarms of robots based
on the individual behavior of each individual in the group but uses @difevolution to learning

and individual behavior . Thus it does that through simple behavioradaf eobot to perform more
complex collective tasks.

In (Minsky, 1986) a natural approach is proposed based on hunaamfonction like a society
of agents. Similarly we propose to use agents as a society that receiwesratibn from its envi-
ronment and makes individual decisions using individual experienddheem through interactions
take a collective decision. Thus functioning as collective intelligence. Missociety of mind
work also proposes two types of agents, some specialists in solving problamnathers in the
choice of these specialists, management and planning for troubleshootiogntrast we propose
to use agents that perform two functions: (1) represent an indivigpetialist (robot, component
meta-model, test software, etc.). And (2) planning the efficient use oftbam together and in a
certain order.

Particular Case

Our approach proposes the creation of a distributed agent societyagatineabstract form) that
allows solving a given problem in emerging way. Such problem solution egisdining the entities
that are specialized in certain task (like building blocks) that together anccartain order are
capable of solving complex tasks. To achieve our proposal we have twartenp starting points:
(1) the problem or complex task to solve (2) the specialized entities or builéiicgd To then use
a SMA-based architecture that allows to model the interactions necessahefdevelopment of
collective artificial intelligence.

Complex problem or task to solve

Considering the first part we have a problem coming and for which a solotigst be built. Con-
sidering the approach "divide and conquer" we propose to divide ribledlgm characteristics or
patterns of problem. Where each characteristic is situated in one or moreéndorfar this, the
features must be identified and therefore need to be stored in a knowladgewith values that
determine the effectiveness of each feature within each domain. Thenwa&nd a new prob-
lem to solve we should take as analysis basis the existing characteristia isttne knowledge
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base. The following is a process of identifying features to further agbesglobal domain trend
of the features found. In other words, find the domain or domains wherpdtformance values
are higher. This process get important clues that later help to reducartiteen of candidatures of
specialized entities.

The acquisition of problem characteristics can be done through a leatlasgjfier system
that allows the identification and dynamic update features. The learninggzrdicen involves the
regulation of efficiency values within each domain. To start it can be dome data gathered from
a query answered by human specialists (software experts for instabc@lso gathered through
an automatic process (using artificial evolution, genetic algorithms, etc.)lyHinzan be gathered
on-line from the feedback results.

Thus we propose to use a scheme based on probability and statistics thegulate the system
settings as experience is gained. It also allows a dynamic update of kiy@beges and values of
efficiency.

Specialized Entities

Similarly as a problem is characterized, it is necessary to identify the featfieach specialized
entity. At the same time placing each entity property within one or more domains Witbsvenat
determine their effectiveness within each domain. Unlike obtaining the deasdics of problem
in the case of the specialized entities they can be defined based on fettates, they can start
with a predefined set of features and defining a new specialized entitygbata subset of them.
Therefore there is a knowledge base of specialized entity’s featurm®advier a knowledge base of
available or known specialized entities features.

The acquisition of features lends itself to be direct, for instance, writterdegigner of special-
ized entities. For instance an expert software designer that defiresbieumeta-models. However,
it is possible to take an automated approach, as in the case of existing spdaalities, for exam-
ple existing software components characterized automatically as speciali#tézse The learning
process as in the case of the characteristics of problem must be on-krearVémploy initial values
based on a survey-based gathered data from expert human entitggsedes

Thesis Organization

The present thesis is organized in three main chapters, the first is reldteridiate of the art and
general context of relevant topics, the second relates the principallmdion of this thesis that is
the basis for the project, and the final chapter shows the final evaludtibis evork.

Each part is divided in several sections:

In the first part:

e This introduction is located as initial chapter.
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In the second part part:

e Chapter 1 is composed by brief reviews, state of the art, introduction aretajeontext of
different related topics as complex systems multi-agent systems, emergelteejve intel-
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ligence, self-organization and discussions about the MAS based salatimhthe emergent
collective behavior within MAS.

e Chapter 2 talks about software engineering covering the MAS Decompugsitie model
driven engineering (MDE), the MAS methodologies context and finallyusises the diffi-
culties of a designer when he make a choice of MAS methodology.

e Chapter 3 introduces the term Meta-analysis and presents briefly the pati fibllows,
the biases and source of troubles, the cases and common methods empgtbjred and
finalizes discussing the relation of it with the present thesis approachsoldéacusses the
decision making artificial intelligence related issues. It introduces the terosale making,
Bayesian cognition and how does it work as artificial intelligence employingatilistic
reasoning. It makes a brief introduction about statistics, probabilities apedBan cognition
context employed in this thesis document.

In the third part part:

e Chapter 4 discloses the approach main overview covering the contribuéiotigties and
phases.

e Chapter 5 introduces the preliminary ideas and fundamentals of this thesimappfirst in
a general manner and then it discusses the particular problem of oigrahegheir goals. It
also introduces the satellite phases of the approach

e Chapter 6 proposes the solution architecture and describes the mainwtionrds this thesis:
the matching phase. Along this chapter is described how the matching enginié,ishie
internal MAS architecture, the artificial intelligence employed by the agenthiaw does it
performs the collective task. Finally it discusses the overall contribution.

In the fourth part:

e Chapter 7 shows the tool specifications disclosing the diagrams and eset#se prototype
developed to test the approach and how does it work to help the designek&decisions.
It also displays the GUI of the prototype.

e Chapter 8 shows a case study and shows the results obtained followimglease using
the present approach and finally compares the outcome with other obtaiedthcom-
mon MAS human development. It also discloses the application time and resquot#ing
measurements of the prototype.

e Chapter 9 it remarks the overall conclusions and describes the futukeand possible ex-
tensions for this approach.
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The fifth part comprises:

e Appendix A introduces fragments of the XML Knowledge bases file exangigsoyed in
the prototype tool. It also shows a fragment of the Ontology OWL file.
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State of the art and Context

21



Chapter 1

Multi-agent systems

1.1 Complex systems

In order to define a complex system we need to know first what is a systdm.tefm system
comes from latin "systema”, and also from Greek "systemat”, from the ®ymstanai" combined
from "syn-" + "histanai" that means "to cause to stand". According tarisierWebster dictionary
(Merriam-Webster, 1981) a system is defined as:

. a complex unity formed of many often diverse parts subject to a common plan o
serving a common purpose.

Therefore a system is considered a set of interacting or interdepecai®ponents forming an
integrated whole. In computer science, a system commonly is related to arsoftysiems built
upon a structure of components that has a communication process betwhaomponents.

The term complex comes from Latin "complexus" that means totality and emiz&xastated in

(Corning, 1998) a system is complex when it has the following attributes:

1. Composition. When a complex phenomenon is composed by many parts, itgtas,ou
individuals.

2. Interactivity. When there are many relationships or are performed m#mactions among
such parts.

3. Emergence. When these parts produce combined effects or syrbi@iiere not easily pre-
dicted and may often be novel, unexpected, even surprising.

In (Joslyn and Rocha, 2000) a complex system is also considered stemsyomposed of parts
that are interconnected. Such system at large displays one or momrt@emot obvious from
the properties of the individual parts. Commonly an entire system behaviongthe possible
properties not evident at individual level.

There are also several kinds of complex systems:

22
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Figure 1.1: Complex Behavior emerging from a complex system

e Chaotic. According to| (Hasselblatt and Katok, 2003) such systems asitige to initial
conditions. It means that each perturbations at beginning will make diffdre future system
behavior.

e Adaptive. It is commonly considered as a special complex systems casaréhegmposed
by interconnected elements and with skills of gathering experience andelimorder to
adapt to the environment. For instance of adaptive complex systems wetcémelisuman
brain, the ecosystem, social systems, etc.

e Nonlinear. This kind of systems usually owns a behavior that is not sutijeciperposition.
In other words its behaviors

A system is complex by the diversity and the multitude of interactions that it Ulseslly such
systems are distinguished from others by the impossibility to identify all elemedtaraterstand
the dynamically updated interactions (See fig.] 1.1). This usually entails tlea@bsf a total
control and the irreversibility (any action cannot be reversed to chédregdynamic to return with
certainty to one of the preceding equilibrium states). Complex systems cavidmddnto different
levels of interaction that enable to the simple elements to be added in more aticanggonents.
These same components enable the emergence of well organized amchigalastructures that
interact strongly among themselves and with their environment. The struthatesmerge then
there cannot be understood simply from the entities utilized. Complex systé&snsaoé natural and
shape the subject of active studies within domains such as physics, hiblogan sciences and
social and cognitive sciences. In computing systems, the systems of itif@mpsupervisory and
problem solving are becoming more and more distributed, open, large staleleterogeneous.
Their interconnections becomes so complex and crossed in such waydphaixiteed the overall
understanding that a real human being can have doing complex artifistahsy.
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Therefore in this thesis we consider that a system become complex accrdie quantity of
entities and interactions need within it. Also considering the emerging colleativavior linked
with such entities.

1.2 Introduction to MAS

In (Russel and Norvig, 2003) an agent is defined as an intelligent @ilotdd@mous entity that can

perform a determined task. Therefore an agent could work in a sigglet@nvironment, solving
an individual task, like solving a puzzle; or in a multi-agent environmentre/tigere two or more
agents performing individual task and group task through interactions.

According to (Weiss, 1999) there is no universally accepted agentititaii However, the
autonomy skill is a features that is the most accepted into agent’s definition.

In (Selten, 1975) an agent is defined as a computer system situated insaroament where
it can perform autonomous actions (and also perceive changesgintonteet its design objectives.

Wooldridge makes a difference between an agent and an intelligent@$ehgael, 2002):

e An agent: is a computer system that is situated in some environment, and thaaléecap
autonomous action in this environment in order to meet its design objectives

e Intelligent Agent: requires to be reactive, proactive and social.

However other definition for an intelligent agent employed in (Lind PadgiZ8®4) declares
an Intelligent Agent as a piece of software that is composed by the regutrés:

e Situated: existing within an environment (Se€fig.1.2).

Autonomous: it is independent, therefore not controlled externally.

Reactive: it responds to changes perceived in its environment.

Proactive: consistently seeks achieve new objectives.

Flexible: has many ways to accomplish their objectives.

Robust: recovers from failures and unexpected situations.

Social: interacting with other agents and the environment.

According to (Wooldridge, 2009) a multi-agent system is defined as ans\tht is composed
by numerous intelligent agents that interact together to perform a task ¢ngatlso it states that
we must consider different point of views to define the multi-agent panadig
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Action Sensor

Figure 1.2: Agent interacting autonomously with their eomiment.

e Software Engineering. The multi-agent paradigm is considered as aoaappthat enables
to design autonomous software that can interact with different parts witthistrébuted sys-
tem (See fig[[T]3). Usually the interaction capability it is considered as theimpsttant
feature provided by this approach. Moreover the multi-agent paradigahles to design
architectures to create software solutions to complex artificial systems.

¢ Distributed and Ubiquity. Considering the distributed systems approach theagalti-paradigm
provides an approach from which one can conceive distributed satugimploying agents.
The ubiquitous point of view considers that the multi-agent paradigm

e Human societies tool. From the perspective of human societies, the multiza@atigm
abstracts their individual specialization, organization and interactioriarésa It enables
also to design a human based society simulation.

The term "multi-agent” appears as an innovative and effective paraigrtificial complex
systems modeling. The multi-agent approach inherited from various biolpgozdal and decision
theories. Multi-agent entities can be formed in many kinds of capabilities frenmitst reactive
to the most cognitive. Such entities are integrated into different modelstmpelizing agents ar-
chitectures, interaction and perception capabilities, and processinghavenvironment. From a
social point of view multi-agent devices are composed of various modéisevéiction and organi-
zational structures linked to the nature of the agents. The design of ansggé&s the multi-agent
concept is a recent approach in the software engineering field, leovewits realization numerous
methods has been conceived (Gémez et al., [2007). They have bedopaelwith the aim of being
a basis for the software engineering development that enables a simplestesigning a multi-

agent system. Existing methods generally are based on problem to be istdtvadiomain driven
engineering, in other words, a given problem to be solved within a speldfiain in which the
methods are oriented. The fact is that we don’t know if the domain method vighiokended to
solve the problem is right. This is an issue that must be carefully taken.
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Figure 1.3: A general idea of a multi-agent system

1.2.1 MAS application areas

In order to identify the MAS Components features we have analyzed thetditerand we have
listed the following features that are employed for describe each MAS coempo
Multi-agent systems are usually related as an appropriate approach tdloerfg topics:

¢ On-line trading,[(Rogers et al., 2007) Where the agents can learn ahdssgveral bidding
strategies to minimize cost and maximize gain. So, employing agents as traddrisqoove
the income.

e Disaster responsg,(Schurr et al., 2005) In this case is commonly pobiiagdhe agents are
led by a human. They show important information about the place where thstatioc-

curred. However it is possible to employ agent organizational capabilifitbénwobots to
perform risks tasks.

e Modeling social structures (Sun and Naveh, 2004). It profits the humdandual specializa-
tion and thus society structures abstracting such existing structures liketiogtuthuman

working groups, teams, etc. to create systems inspired in those strucdsedo simulate
such social structures and evaluate situations within them.

However we list some of the main applicable areas of agents: (Lind Padg@bar),

e Remote control. The most significant example of remote controlling is desdrilibd work

of (Muscettola et al., 1998), where an agent based system perfornspdice exploration
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million of kilometers far away in space. It is performed through remote cofrivai earth,
however, considering the very long distance, there is a MAS-baseensythat must take
crucial decisions when there are no communication.

e Substitution of humans. Some dangerous tasks like space or deep wdteatomp, anti-
bomb or nuclear plants

e Human-like behavior. Human emotional simulations are performed using adremtexam-
ple as described in the work of (Ramos et al., 2005).

e Simulations, virtual drama, film-making. Several films like the trilogy of "The Lofd

the rings" (New-Line-Cinema, 2001) or "The day after tomorrgw™ (20&mi@ry-Fox, 2004)
have employed MAS-based technology to recreate scenes performisyenaattles in fan-

tasy worlds. This is a believable virtual drama employed in commercial films.

¢ Intelligent assistants. There is a tendency to create MAS that work atassifor example
for web-services composition (Abrougui et al., 2009) where a humanoas request a set of

agents to create a composite service based on such requést. In (R@&Bsthkere is an agent
that learns from the user interaction with an application and then imitates himuoer¢ile
quantity of work and information overload. The actual state and the fufiseah intelligent

assistants is addressed[in (MIT, 2D09).

e Electronic commerce. According {o (Luck et al., 2D05), the electronic corarigone of the
key fields of MAS. In|(Rogers et al., 2007) is performed a study abaubitiding strategies
within E-bay auction system. Such strategies are considered to be emplitgedagents to
perform such bids automatically and optimize the cost-benefit relationship.

e Manufacturing. The surveys about manufacturing systemss in (SheNam&, 1999) and
(Qiao and Zhu, 2011) shows that the MAS-based solutions in manufagtarnincreasing
each time providing new ways to solve manufacturing efficacy problems.

e Business process management| In (Jennings et al., 1998) is propasgehd based approach
that shows how agent technology can improve efficiency by ensurindtiseness activities
are better scheduled, executed, monitored, and coordinated.

1.2.2 MAS Components features

Depending on the type of agent, it comprises different features thatlesant to the actions per-
formed by the agent, therefore, in the next lines we enlist the main agemsries according to
(Michael, 2002):

e Being situated. An agent knows where is situated within an environment.

e Proactive. It must look to achieve goals.
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Figure 1.4: Agent interacting with environments using sesagnd actuators to choose the next action to
perform

e Reactive. It must react to external stimuli, coming from external ageriteea@nvironment.
e Social abilities. Skills like create group, perform a role within an organizagtm

e Cognitive abilities. Analyze the current status and make decisions to peaftask depending
on such status.

e Deductive reasoning. Such reasoning is commonly related with logic rutepraperties to
deduce something based in logic facts.

¢ Inductive reasoning In contrast with deductive reasoning the induotie focus on mathe-
matical induction moreover on probability and statistical facts.

There are also different kinds of environments, usually the agentstaatesl within an envi-
ronment and perceive the changes through sensors and perfoomsagsing actuators (See fig.
[I.4). The environment is different according to their nature and it mustefieedi for every
MAS as a task environment. We enlist the following list of properties basetthe@proposed by
(Russel'and Norvig, 2003) (See also fig.]1.5):

e Observable level. Its about the observability level within an environmeramPBRhe fully
observable, when the agent sensors perceive all aspects rdievhntchoice of action to
perform, to partially observable, when only some aspects are gathemdfople using only
a type of sensor makes to perceive only a part of the environment.

e Deterministic-Stochastic-Strategic. The environment is deterministic when thentstate
has been determined by the previous state and the previous actions dxectite agents,
for example when is a closed virtual environment and only the agent’s aatiadlifies it.
Is considered stochastic when its unpredictable, for example when thesage sensing a
physic environment: an explorer rover in a far away planet that musgaigin a unknown
environment. An environment is strategic when it is deterministic except foageat’s
actions.
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e Episodic-Sequential. An episodic task environment is divided in epis@&adeh episode con-
sist of an atomic single action and usually each episode is independenthiedast one. An
episodic environment example is when an agent is arranging elements bipia ceder, it
evaluates each one at time independently from the others elements. In tieat&cgenvi-
ronments the current decisions affects the future decisions. For exavhple an agent is
playing a board game its current movements will determine its future movements.

e Static-Dynamic. The environment is static if there are no changes when ¢ iaglelib-
erating. For example playing a board game each player has a turn, s@atbere changes
while one agent is deliberating about a movement. On the other side a dynasfnonerent
change while the agent is considering which action to perform, for exampl@er explor-
ing an alien planet driving to explore an area while the alien planet weatbbaiging. A
semi-dynamic environment is in the middle of the static and dynamic, an exampleltof su
environment is a chess game where each movement is limited in time.

e Discrete-Continuous. This property describes the state of the environhwmthe time is
handled, the actions and perceptions of the agent. A discrete state isfoplkexin a board
game that has a finite number of different states, also a discrete way &iveeand act. A
continuous state is like a rover camera that is continuously perceiving tirerement state,
and continuously acting according to that.

There are different Interaction properties described by (Occell@R20rhese main properties
are described in the following list (See also fig.11.6):

e Perception interaction. This is a form of perception that involves a direfrbtomthe environ-
ment to the agents, for example, a net of distributed sensors, whersea is owned by an

agent|(Jamont et al., 2010), the environment is measured continucwsiyte environment

to the agents.

e Action interaction. This interaction occurs when the interaction comes fromgéets to the
environment, for example, an agent arranging objects modifies the stahes@fvironment
in such a way.

e Cognition interaction. This interaction is performed from agents to agentdlyishrough

messaging, for example, in a net of distributed sensors (Jamont et d), @0ded by agents

where they communicate between them to pass messages.

e Dialog based. This interaction is derived from cognition interaction but eyiqgchuman
like dialogs, similar as proposed in (Reilly et al., 1996) where the agents éhieeaveen
them using text-based messages to create dialogs. Also its possible to nigtachuman
user, in such case, the interaction becomes a mix of perception and actractiotes.
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Figure 1.5: Some examples of environment features: (1) Arexploring an alien planet (2) A closed virtual
3D environment, (3) A chess game with clock (4) A board gamé\(bagent arranging elements
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Figure 1.6: Some examples of interaction features: (1) Feamironment to agent (an agent considering a
signal found in the environment) (2) from agent to environir{an agent arranging items of the environment),
(3) Between agents (agents communicating)
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According to|(Baeijs and Demazeau, 1996) there are various orgamiakgtouctures for MAS.
In the study of[(Mintzberg, 1979) there are three process of codidiniat permit to identify three
main families: groups, hierarchies and markets.

e Cooperative work. Two or more agents make accords to work togethengra resource in
order to achieve a common goal.

e Supervision-based. This is a hierarchical case when an agenwisgpethers in order to
regulate their tasks. In other words when an agent leads a grouprasafpe example, to de-
velop a task the agent leader divide such task in subtasks to be perffonntieel subordinated
agents.

e Standardization. When there is an agent that acts like an authority andrplaseto be
followed by the other agents. Such rules are applied to specific cases.

About the organization properties scope defined by (Baeijs,| 1998 auesdnlisted also the follow-
ing (See fig[LI7):

e Knowledge (an agent knows another). It is when each agent knthes agent both works
independently for a collective goal.

¢ Client-server, communication (an agent communicates with another). Whagean asks
another for a service not necessarily for the same goal.

1.3 Discussion: MAS based solution

As we understand a MAS based solution requires at least two ageniisagents will develop a
role within an environment, such agents can develop interactions betwerratttethus organize

them to work together. Considering the vowels approach (Demazedh), W@an arrange differ-

ent types of agents, environments, interactions and organizationsrthiess we must consider
that not all of such types of components can work together. Therafemaust list a set of rules to
make evident such compatibilities.

In order to match the vowels approach with the traditional software engngesgpproaches we have
found in the model driven engineering (MDE) the best companion to apuly MAS decompo-
sition approach. As we discuss in section| 2.4 the MDE defines the basisefie aneta-models.
However we consider that a MAS based solution can be constructed/éwei components, in our
case MAS vowel-based meta-models.

1.4 Collective Behavior and Emergence

The complex systems are usually considered solution archetypes féemsotihat cannot be solved
using a centralized approach. Therefore such archetypes amt draskstributed approaches that
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Figure 1.7: Some examples of organization features: (1Hexage of other agents (2) An agent communi-
cates with other, (3) Hierarchical

require rules to interact between all the distributed components. Suchciidesacreate networks
that share important information, enable performing collective work andngatollective deci-
sions. Thus, the system performance has a collective behavior thagesfesm the interaction
performance between each individual component. The complex systerfieguently adaptations
of existing animal and human society working structures. In the contexisofitbsis we consider
the MAS approach as a way to create solutions under the complex systens®philo

1.4.1 Emergence general context

In the nature the emergence is a natural way to find solutions to problems r{fiall@9%). For
instance the bees have found the best way to store honey using hakalgaped cells, as long as
we know the bees are not engineers and they have not an advamgeddgpable to make such
complex decisions. To understand this we can analyze briefly they behesizh bee takes a drop
of honey at a time. Thus they put such drop one next to each other to fitlathel of cells. We
realize that the shape of a drop is circular but when several dropgga#nered around one all are
compressed to form a hexagon. Such shape is considered the masheffltape to store such
nectar (See fid._118).

However for [(Holland, 1998) the emergence approach is definedghrthe employment of
algorithms based on rules (similar as game rules) and arrays that stoeggeegp values. These
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Figure 1.8: Bee’s emergent behavior reflected in the hexabgaped cells.

rules act similarly as the physic rules in the nature and the learning andengeare more like

the evolution and adaptation of living organisms. When the algorithm exeantesteracts with

the user or environment such arrays are updated. Therefore eacthéraggorithm has a better
performance, thus, emergently it evolves and becomes more and more intedligelapted.

The emergence from a popular culture point of view given[by (Johri&#0R) is a collective
behavior that arises from communities of all levels in all the living beings inraattdowever
it pushes to enterprises, institutions, communities, neighborhoods, etc tdyideich emergence
collective behavior to make decisions and profit such situations.

Along the time have existed a lot of kind of bees and only the species thatdayted such
behavior are the only ones that have survived to this day. That meansytesolution the most
suitable solution has been found and it emerges from a simple behavioefdieethe emergence
concept for us means a simple set of behaviors that combined are helphiVe a complex prob-
lem.

1.4.2 Collective intelligence

The concept of intelligence drives to discuss about the Internet angsthef it as a media to share
and find different kinds of knowledge. Using search engines like @&p&jng or Yahoo every one
can find a lot of information. Thus we consider that the Internet is the btggedia to find such
collective intelligence.

Furthermore we can locate different methods that require a knowledgeupaated by people
around the world to work. For instance, the meta-analysis in medical ochsesmuires a knowledge
base of results from trials. Such knowledge base is updated by medataidr@ersonnel around
the world. Such updates comprise results of trials about treatments studidée@nt illness and
symptoms. Therefore these concentrate of results are commonly employ@aes of knowledge.
Hence, when a doctor looks for studies related to the employment of a medicantke treatment
of any illness he can look for such related trials at Medline and the literatious, extract the
relevant results and perform the meta-analysis method to make decisisnshloase the collective
intelligence is ordered in a manner that everybody can use them to makiedggomevertheless, we
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can find several and different situation using such kind of intelligence.

1.4.3 Self-organization

An organization from a static point of view acts like a structure that descthminteractions and
relationships between its individuals (Fox, 1988). It can also be caesides a structure of com-
munication, cooperation and coordination. Nevertheless from a dynainicqioiew it represents

the elaboration process of such a structure and the same procesqvidalie, 1987). There-
fore the self organization is the system ability to organize itself through thétresnnteractions.

Commonly the self organization concerns to a spontaneous, dynamicaligcorganization. Ac-

cording to (Di Marzo Serugendo et al., 2006) there are many self mafson definitions that cor-

responds to the different self-organization behaviors :

e Swarm Intelligence. Within the mechanisms related to the swarms behavidBoaabau et al., 1999):

Multiple interactions among the individuals.

Retroactive positive feedback that increases the pheromone level rehvard is re-
ceived.

Retroactive negative feedback that decreases the pheromone level.

Increase of behavior modification that increases the pheromone leeel avhew route
has been detected.

e Decrease of entropy In (Glansdorif and Prigogine, 1971) are slaoset of four prerequisites
for systems owning a self-organizing behavior with external pressure.

— Mutual Causality: Where at least two of the system components have #acirela-
tionship that influences one to one in both senses.

— Auto catalysis: It rises when at least one of the system components [8ngsn its
own increase causally influenced by another component.

— Far-from equilibrium condition: It appears when a large amount ofgsnisrimported
from outside of the system. Therefore the system uses such an eeemyimg its
own structures (similar as autopoiesis) dissipating instead of accumulatirag,dheng
disorder (entropy) return within the environment.

— Morphogenetic changes: It occurs when at least one of the systamorents is open
to system external random variations and they change themselves.

e Autopoiesis. A system within this category is an organised unity that is cordfnsa net-
work of transformation and destruction processes of componentsgifmauThe produced
components commonly:

— 1. Regenerate and realize continously the network of processes tonglthat pro-
duced them through their interactions and transformations.
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— 2. Specifies the topological domain of its realization as a network building theingc
as a concrete unity in the space which the components exist.

e Artificial Systems. In|(Serugendo et al., 2004) two definitions of sel&oigng systems have
been established:

— 1. Strong self-organizing systems are considered as systems that medifyrganiza-
tion without any central control: explicit, internal or external.

— 2. Weak self-organizing systems are considered as systems wheyamization emerges
from an internal central planning or control.

In this context, self-organization relies on ordered structures and ammpbehaviors. More-
over, the self-organization process modifies the structures and beshaviorder to build a
new distinct self-remade organization.

e Self-organization vs emergence. Emergence is considered as the sitmaéora structure,
that is not explicitly represented at a lower level, appears or emergeigher level. The
notion of emergent properties comes from the case of dynamic selfiniggeystems, with
decentralized control and local interactions. As instance the case aitdhthat establish the
shortest path between the nest and the source of food. Neverthelesthe perspective of
self-organization it can be seen without emergence and vice-versa.

Self-organization has been studied within different domains (Bonaliedy £999):

e Biology. Using the insects and animals behaviors like a path to create satiipeg solu-
tions.

e Thermodynamic. Employment of the physic properties to create chemical cemiso
e Cybernetic. For instance the Neural Networks, and Genetic Programing.

Linked to the MAS area we can find several works related to the selfh@aon. Such works
commonly seek to solve a problem in a distributed manner and their main build taslagk to
guestions about the organization. For instance considering an operitMé&is to have the means
to adapt its organization to reach its objectives in the best manner.

Indeed, if an agent had a specific role within an organization at the monfiemt ivleaves such
an organization, the system must find someone to replace it or assign t@géms the tasks that
occupied by the leaving agent. Thus the system adapts dynamically to this aggemizational
structure to reorganize work.

There are some approaches like (Drogoul and Collinot, 1998a) @roptisuse a group orga-
nized as a teamwork or proposing a form of collective intelligehce (Trianal., 2008). Swarm
of Robots, group of agents, etc. are employed to perform collective.tdslividually they usu-
ally implements behaviors inspired in the natural behaviors of ants, besgrdflies and birds.
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Therefore the collective behavior emerges from interactions of sudétidodl behaviors. Com-
monly these collective behaviors are capable to find shortest path greap formations, visual
communication and so on.

There are also works inspired in human nature (ike (Minsky, 1986) tiopioses a human learn-
ing organization based on a society of agents. Where such mind agentsgatieer to learn, re-
member, think, perform complex tasks and achieve collective objectives.

Commonly the self-organizations focus on three main paints (Marcenac £988):

e The detection of the best conditions for the appearance of the selfipagan phenomenon.
It is related to the finding task of the different parameters that influenqegp#arance. This
task is distributed over the different components of self-organizatiois. i§therefore at the
level of the organization, to find agents who are in a state called unstablthanwords,
agents whose aspirations are defined by the owned roles in the orgamiaetionot yet
achieved. Thus the agents that share characteristics are grouptetayel they share mes-
sages with other ungrouped agents, under the organization recaiostrigjective, in order
to invite them to participate in the organization emerging phenomenon.

e The emergence of the phenomenon: this mechanism is responsible fegatygy the agents
and to ensure to keep the adaptation of the organizational structure. Hsagireg shar-
ing between agents leads to the conformation of society organization, tlidisksteent of
relationships between agents and groups creation.

e Stopping the development of the phenomenon requires to identify agentsehstable and
is therefore necessary to make observations. The observationsramooty recognized
between three types: (1) External MAS level, when we consider the MAeSdack box and
we can only observe inputs and outcomes. (2) MAS Internal level, wieeobserve directly
at the MAS agent’s interactions level. (3) Agent Internal level, when evesicler the agents
interactions and their internal architecture.

1.4.3.1 Mechanisms

A brief list including some of the main self-organizations techniques is destiibthe next para-
graphs:

e Self-organization skills with reflexes. Commonly in this self-organization mashg the
agents are reactive and them adapt the performance of actions baseeiroenvironment
perception. In this way each organization agent specializes increasBigty a specializa-

tion phenomenon is discussed|in (Marcelpoll et al., 1994) that illustratepéugatization of

agents acting like "cells" based on available resources. Another interegiproach is in-
troduced in[(Ray, 2011) considering a self-organization algorithmdbasehe the fruit flies
nervous system cells dynamic self-organization.
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e Self-organization by monitoring interactions. This type of self-organizati@chanism is
commonly applied using agents reactives and it works adjusting the mechaofisnier-
action patterns. For instance, the PACO cases (patterns of coordirl2gomgeau, 1993))
where the interactions include the perception of the environment and thadtiveis with

other agents.

e The W-learning and Q-learning. The W-learning mechanism creatédupArys, 1995) al-
lows agents (or autonomous robots) to learn which are the actions to beedgg®sidering

what are they perceiving from their environments. Therefore thetagdémays chose the ac-
tion to perform considering which could be the most relevant result. A statibfick allows
the agent to adjust the importance associated with the action and quality. I®pdsifion is
introduced by the Q-learning algorithim (Watkins, 1989; Humphrys, 1)995)

e Self-organization with preferential links. It consists in multi-agent systeherethe agents
know each-other. It enables to choose the specific agent with whom tadhsecording to
their offer of services. The historic performance of previous interast@an help to make
these choices. For instance, the preferences on such relations ededgdd on a varied cri-

teria as response time to a query or data accuracy. In (Francis and liéeyliP96) a mech-

anism is employed to improve the efficiency of the Internet employing learningtibns.
Such functions consider the links most commonly used by the Internet lygergating an
associative arc using a weight. Therefore the hyper links with heaweweights are the
most often offered to users.

e Relaxation. This mechanism belongs to the self-organizations mechaniseasdrasollec-
tive learning acts. The basic mechanism, paradigm of relaxation, wasggopy Les Gasser
(Beck, 1994). Such mechanism proposes that the employed knowladgesthrough the in-
teractions that will be stored and reused (Camps and Gleizes, 1995). Cdyramoagent
that is interested or not in a message could store it or not depending ogléliance of the

message. Thereafter, the agent will choose to retransmit the messagats thgit can be
interested in the contents of this message or satisfy the message requésg tbisroper-
ation the agent lets the id of the agent that originated the message. Howi\iardé the
information he received unnecessary or false, it can destroy it.

e Self-organization and reflexivity. This mechanism organization reliesefatt that an agent
could need to organize a group of other individuals in order to accomptatkaln this case,
it plays a dual role as it should: (1) Choose an organization to impose loemrchy agents.
(2) Make an organization emerge through messaging contact and negotiatiagents that
belong to the same organizational level in order to share their task or woekform. The

agents are organized to get organized as statdd in (MARCIA-(Grb8p%), therefore the
cooperation between agents are replaced by cooperation betweetieleganizations.
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e Self-organization by changing roles. In this mechanism the roles of agentbe key fea-
ture. Commonly there is a hierarchy that is built from the messages exahbynglee agents.
This is similar to contract network proposed by (FIPA, 2002) where antaarts as the con-
tractor and other as the contracted over different contracts. It isd=yesl as a protocol that
allows the agents to organize themselves into small groups through the retadigrector/-
contracted.

e Self-organization by instantiation of organizational structures. Such aanésn is directed
by the choice of a priori known organizations. [In (Dignum et al., 2004lissussed the de-
velopment of reorganization issues within multi-agent systems, specificaflyevegents de-

termine which of several models of known organizations seem best suitbé ttuation
they face and then apply it. The work ¢f (So and Durfee, 1993) alsa pmivards this di-
rection. Indeed, the system examines the properties of several atjana structures and

determines that it should be applied according to the situation encountéescr

e Self-organization with introspection. The introspection mechanisms are litbid an action
considered as centralized where an entity can be seen itself. It worksligg traces of inter-
action actions while the agents are solving a problem and drawing condusionprove the
organization. This implies the existence of a level base and a meta-level.opeeations are
(1) the reification, which enables going from level base to meta-level, Jriti¢ denotation
that is its dual (inverse) operation. However an agent can use two ¢fjesospection: (1)
The physical introspection allows to verify the functional integrity of a mulgfggystem in
terms of distribution of the workload, reducing communications costs etc.h@)xdgnitive
introspection quantifies the use of certain services that the agenttbianorkload task, etc.
This information, combined, allow the agent to know or not whether to reargaheir skills
in order to improve their performance.

e Self-organization by sharing knowledge. Such self-organization ischas the reconstruc-
tion of the agents knowledge: the agents are decomposed when their adbidaomes
too big. It conducts towards a tasks parallelization and thus it improves giensyper-
formance even more to cooperate with other agents to free the resosecksquipment. In
(Ishida et al., 1992) the application of self-organization in a system casdpmiseveral prob-
lem solvers is addressed. These solvers can be considered astjigmodystems and some
rules are dependent on and interfere. It may therefore be needibe fmgents to synchronize
in order to maintain the consistency of their data.

e Self-organization based on cooperation. According to (Di Marzodterdo et al., 2006) the
self-organization mechanisms based on cooperation behavior, permitttvitteapplications

using continuous or discontinuous global behavior. This kind of sg@mization commonly
has a bottom-up design that simplifies the development and the resulting systerabuest
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and adaptive. The AMAS theory states that the system only adapts itsitietwalse coop-
erative with its environment and to satisfy it. Therefore the main difficulty istemtan the
long list composed by all the non cooperative situations that an agentfirdildHowever, in
theory it is viable because the total amount of non cooperative situatimtede¢o the agent
skills is enumerable.

e Some hybrid mechanisms work up with several of these mechanisms makirigl@dss
mix different self-organization mechanisms in order to achieve an objediiveinstance in
(Frederic, 1996) mix mechanisms for sharing knowledge and introsperetiere the decom-
position phenomenon appears when the mechanism of introspection assatres dgent
needs help (in reason of an overload of work, time constraints, etcjdesimg) the result of
the application.

1.5 Discussion: Emergent collective behavior on MAS

In order to perform an emergent collective behavior within a multi-agestesys we must consider
the outcome and how it could be linked to each agent individual perforendnour approach we
have identified several issues related to the problem that we are tryindveoteat has make us
think in a MAS with emerging collective behavior. Using a group of agentshawe recreated an
artificial group of meta-analysis specialists to build possible solutions makingdoél decisions.
Also we have proposed to employ a meta-model perspective to take sustodgcin other words,
the meta-model group solution is built depending on the meta-model ownedibgiadual agent.



Chapter 2

MAS Related Software Engineering

There are several methodologies managing the analysis and develogrivek®oThese method-
ologies are considered part of the Agent Oriented Software EngigeAQSE. Furthermore in
sectio Z.b we state a survey about the relation between existing MAS metgesodmd our con-
tribution.

We have found few related approaches with some similar objectives; ppcbahes consider
some issues that are similar to ours. We can cite them as a starting point froontest of MAS
Decomposition, model-driven engineering (MDE) and reuse of existingadetbgies:

2.1 Background

The multi-agent concept appears to be an innovating and efficientigardor modeling of com-
plex artificial systems. The multi-agent approach descends from dibeskogic and social theories
or from the decision. The multi-agent entities may consist of numerous typagpacities, from the
most reactive to the most cognitive ones. These entities are grouped vattamanodels making
functional the agent architectures, the interaction and perceptionitapathe treatment of envi-
ronment. From the social point of view the multi-agent devices are integogtdiverse interaction
models and organization structures linked with the agents’ nature.

Numerous multi-agent methods which exist nowadays propose the use folfiem engineer-
ing within specific domains. The software development cycle traditionallyissnaf at least two
phases: analysis and design. If we plan to base our work on the multieggneering, we will dis-
tinguish two corresponding development phases, which can be called Agdtit Oriented Analy-
sis and Design.

2.2 The use of Meta-models or Components within the methodologies

Among all the MAS methodologies we have found some approaches thaigerap employ a
component or meta-model based process. The next table shows theszciies an their relevance:

40
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Methodologies
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Y selection
New Design Process
e from different
WAS method fragments

Figure 2.1: MAS Method Fragments approach concept, thedighiow the main idea of method fragments
where different method parts are taken from different medhagies to build a new design process.

Fragement

PASSI Yes It is splitted into three doi PASSI is the approach
mains: Problem, Agency andthat is nearest to this the

Solution. It proposes to iden-sis contributions because
tify resources, requirementsit proposes to identify the
and scenario from the prob-requirements domain thus
lem and thus connect themconnect it with the agent
with Agent Role and Tasks. and then with the imple;
Specifically it proposes go mentation.
from the requirements to the

192}

code (implementation)

Table 2.1: Comparative summary of methodologies Meta-Néode

2.3 MAS Decomposition

There are some approaches that proposes to divide a MAS into pa(iatiachiara et al., 2010)
is proposed to divide the MAS methodologies process and then composelapteent process
employing such parts. Also in (Seidita et al., 2006) is proposed to use asdbased on frag-
ments that are obtained from different software engineering desigregses from existing MAS

methodologies. This enables combining stages of different design priocas appropriate way to
conceive MAS-based solutions that would otherwise not be obtaineel réBulting deliverable is
based on UML, diagrams and MAS global meta—m(E(IieI

There are also approaches that focus over some key parts of a MiA&agral aspect to design
a MAS. Some of such approaches are Agent Centered MAS (ACMAGDaganization Centered
MAS (OCMAS) (Ferber et al., 2003) (See fig. 2.1). Where each on&aees the development

1A meta-model is a model description or model of models (Z.Guessourdaraya, 2005)
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Figure 2.2: AEIO Vowels MAS approach concept, we can seedhetf/pes of components that builds Multi-
agent systems: Agent, Environment, Interaction and Orgaioin. All linked by gray wrappers and unified
by a blue globe that represents the Unification implicit comgnt.

using as key design part the agent or the organizational aspects.

There are also fragments approaches with the perspective of buildngAS from different
parts.

The AEIO vowels approach (Demazeau, 1995) is based in the decompasideery MAS into
four main type parts where each parts begins with a vowel letter: Agenirdanvent, Interaction
and Organization (See fig._2.2).

The AEIO decomposition objective is to create components with charactetisit®nable
reutilization and easy refactoring of them into the MAS creation process.

Our approach instead aspires to use meta-models as fractions of a s@utibras proposed
in (Rougemaille et al., 2008), but using a format based on voWwels (Dema¥@85). Furthermore
(Rougemaille et al., 2008) proposes to use meta-models based on seisiaf enethodologies
(Gomez et al., 2007) but this makes it dependent on a format it does mointakaccount a com-
bined use of meta-models derived from different methodologies to buildanéon. As we state,
in (Seidita et al., 2006), is considered a combination of software engiggghiases, however, our
approach proposes the use of meta-models from different methodolodiesised in combination

into a solution.
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Figure 2.3: Four Layer Model-Driven Architecture overview

2.4 Model-Driven Engineering

The model-driven engineering approach has a high significance in tiextof software engineer-
ing. It has evolved from the object oriented paradigm, so for the MDEyévieg is considered has
a model instead as an object. MDE usually manages two types of relatiomeseatations and
conformances. The representations are model of the real world fiassoartifacts for example,
The conformances are models created conform a meta-model. Therdpthés considered the
disciplined and rationalized production of models. For the present thestetifiermance relation
has a relevant importance because we propose the meta-models employmemhodels under
the MDE philosophy usually are constructed under the next charactessticcture (Selic, 2003):
Abstraction, understandability, accuracy, predictiveness and inekg®ess. The model-driven
engineering theory specifies the rules and baselines to work with diffkiretls of models. In
(Gasevic et al., 2009a) is described the use of a mega-model which deffiysisal, abstract and
digital systems. For our purposes we focus on the digital systems, splgifin software systems.

Finally we must mention that the present work uses only a characterizatipncimes from
meta-models of the M2 Layer. Such meta-models are adapted from the Agented Software
Engineering, this concept will be described further.

2.5 MAS Methodologies Context

Approaches as the following: Gaja (Wooldridge et al., 2000), DIAMON&ntont and Occello, 2007),
PASSI (Cossentino, 2005) and Tropos(P. Giorgini, 2004; Castrio, @085) cover different aspects
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to solve a variety of problems centered in delimited domains. Gaia is a generalduolettyy that sets
the goal of understanding the system and its structure, this, without famgmee to the implemen-
tation. In addition, it is oriented only to closed domains where the feature A& de static. How-
ever, with the use of extensions (Garcia-Ojeda et al., 2004; Wei H2&03) Gaia can be applied in
dynamic domains. In contrast ADELFE (Bernon et al., 2002b) focusg@sablems that can only be
resolved through AMAS (Adaptive Multi-Agent Systems). DIAMOND (Jarhand Occello, 2007)
is a method that enables to generate embedded MAS. Also ADELFE basesi@krgrion the RUP
(I. Jacobson, 1999) adding a design work flow, agent model andiv@f!| (Bernon et al., 200R2a)
to guide the developer in the creation of a MAS. So DIAMOND uses variokedirstages to de-
velop embedded MAS considering the software and hardware at the saméntiawlelition it offers
away to create reusable components by identifying and delimiting the domainpbtblem within
one of these stages. Also DIAMOND defines a life cycle for hybrid sa#veand hardware MAS.
The process PASSI (Cossentino, 2005) guides the development of igertti-software step by step
from the requirements to the code. All these methods integrate design modet$ dwva UML
(OMG, 2003) notation and different philosophies regarding objecthte software engineering
for MAS (J. Odell, 2000; O. Gutknecht, 1999; Shoham, 1993; Thont3;ICaire et al., 2001b).

The methodologies frequently base the software engineering applicatidiiferent models
and diagrams derived from UML. Their objective is to develop diffel@mmd specific MAS. The
use of models derived from UML (OMG, 2003) is located in the M1 layer efftur-layer Model-
Driven Engineering (MDE) (Kleppe et al., 2003). It means that these mdmidong to a specific
meta-model[(Zhang and David, 2005)(Ferber and Gutknecht, 1998a)h model is designed to
solve problems for a specific aspect, such as agent creation or comtiamica

Therefore there are several methods that we have considered intordealyze the current
state of development in relation with the pre-initial phases in the MAS life cyckofifvare de-
velopment. Considering such issues as the key features to analyze evedmsidered ADELFE
(Bernon et al., 2005) as an adaptive MAS domain-oriented methodologyaitelizes its initial
steps giving standard software engineering options based on RUPMhdt diso recently added
a initial phase where the designer can check if their problem is able to bedsading the AMAS
approach.Aalaadin described [n (Ferber and Gutknecht) 1997) is gani2ation Centered MAS
(OCMAS) methodology that assumes that the designers problem couldveel ssing such de-
velopment view. Cassiopeia (Drogoul and Collinot, 1998b) at the initiat@hdentifies the roles
to be performed within the MAS, it states that such approach is employeddior weork, there-
fore, the designer must know that their problem domain belongs to suchokisdlution. DE-
SIRE (Brazier et al., 1997) propose to decompose the problem in ag&stdad assumes that the
designer know that it works well for their problem. DIAMOND (Jamont, @p@elongs to the
embedded MAS domain but the designer must choose if their problem neeisnethod. Gaia
(Wooldridge et al., 2000) is in a closed domain with statistic features thertferdesigner must
situate their problem within this domain before choosing Gaia. MAMOSACO (| d005) fo-

cuses on management complex systems, therefore before choosing ttosl ithetliesigner must
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identify their problem as resoluble within it. MaSE (Deloach, 2001) centaitteibtion in the goals,
then the designer must analyze their problem to locate it on this method. MASSiVgen, 2001)
proposes to develop from different views enabling to see the problaricgofrom different per-
spectives, however it is aspect oriented and the designer must dheosethod considering that
their problem is compatible with it. INGENIAS-MESSAGE (Pavon and GémezzS2002) em-
ploys meta-models and views to solve the problem but it does not propade haatch the designer
problem with the method domain. PASSI (Cossentino, 2005) proposes tdydhe requirements
domain in order to the design a MAS using such a method, however, it doggapmse how to
identify such domain. Prometheus (Padgham and Winikoff, 2004)pespibe reusability proto-
typing agents, moreover, it focuses on the industry, scheduling angydiely agents. Therefore it
does not define how a designer can situate their problem within its domajodGiorgini, 2004)
proposes to analyze the early requirements in order to identify a domadi, &ssituation that we
have also considerd for our approach), nevertheless it focalizg#nahe Tropos method and does
not propose reusability. The Vowells (Demazeau, 2001) methodologyopes MAS decomposi-
tion and reusability, nevertheless it does not solve how to identify the bagt@nents to create a
MAS based solution. The table 2.2 lists some of the main MAS methodologies and szasna
their relationship with a pre-initial phase.

Life Cycle
Method Type Goal Pre Initial Phase Comments
ADELFE Cyclic Adaptive No it only helps giv-| Uses a work flow
MAS ing a UML and RUP| based on RUP, It

based initial phase, it proposes to identify
recently added a pre-interaction as key
alable phase where thefeature for Adaptive
designer can verify iff MAS development
their problem can b

solved using AMAS

approach

Aalaadin Waterfall | Organization No, it assumes that the Centralized in Agent
and Roles| designer knows that Group and Role detf
Centered | their problem can be velopment it propose
MAS solved using and OCr a general MAS metar
MAS model

U7J
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Cassiopeia | lterative Dynamic No at all, but it pro-| Centralized in Agent
Organi- poses as a key ini- with  three kind
zations tial feature identify the| of roles: domain-
and Role| agent roles in order to dependent, relational
like robots | apply the method, and organizational. It
soccer also proposes two kind

of organization: statig
and dynamic.

DESIRE Waterfall | Agent No, only task decom+ Proposes build a
Task Com-| position the designef MAS employing a
position must know that their task (de)composition,
Centered | problemis ad-hoc with information ex-

the method change, sequencing
of (sub)tasks, subt
task delegation, and
knowledge structures.

DIAMOND | Spiral Embedded | No, but it consider| It proposes to consider
MAS that the designer both developments

must develop an soft- software and hardwarge

ware/hardware mixed in the same develop-

MAS ment cycle in order
to build an embedded
MAS. However to
build a MAS it con-
siders individual and
society levels.

Gaia Iterative General No, because its a gen-lt has two main
MAS, role | eral MAS it assumes phases: analysis and
centered that every problem design. We have a set

could be developed of models as result of
using Gaia. However applying this method

it is oriented to a
closed domain with
static characteristics.

ology that enables a
designer to begin the
implementation.

3%
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MAMOSACQ

Iterative

Complex
man-

agement
systems

No, but it focus on

complex managementthe complex manage
ments systems and

systems

comprises the phase

tion, specification ang
conception of such
systems.

of analysis, modelizar

This method considers

MaSE

Iterative

Goals cen-
tered

No, however it guides

the designer through MAS and agent archi

the software life cy-
cle at the beginning

its supposed to be minglanguage

compatible with the
designer problem tg
solve. Its developmen
process is based o
RUP. Also it has auto-
matic code generatio
using AGENTTOOL.

It is independent of

tecture, programming
language or program

it

-

)

MASSIVE

Iterative

Aspect
oriented,
View
system

No, it has only differ-
ent development view

in order to develop a Environment,

MAS using different
Also it pro-
posed to link mode
features with imple-
mentation features

views.

It is composed of the
5 following views: Task,
Role,
Society.
Architectural, System

Interaction,
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INGENIAS
- MESSAGE

Iterative

Model-
Driven
Oriented
with

several de-
velopment
views

No, but it employs
meta-models to build
solutions.

INGENIAS is based
on MESSAGE, cur-

aspiring
all the system us
ing the

to analyze

language

ject,
and
It
ing
views:

Property, Role
Relationship)
has the follow-
development
Organization
Tasks/Goals

and

Agent,
Interactions
Environment.

rently it presents a
set of meta-models

GOPRR (Graph, Obt

PASSI

Incremental

No at all, it only
states that it need t
know the domain re-
quirements descriptiof

at the beginning

It is a step-by-step
D requirement-to-code
methodology for
n designing
veloping multi-agent
societies, it comprise
five model
System requirements

agent society,

and deployment,

and der

phases!

agent
implementation, code

12}

Dy
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[%2]

Prometheus | Waterfall | Goals No, but it enables tg It is a methodology
centered, | reuse and share dif-that guides from the
Covers ferent MAS models| start to the end and en
mainly and create prototypical ables to the developer
domains of| core agents to analyze, design
industry, and implement MAS
scheduling prototypes. Basically,
or debug- it consists of threeg
ging agent phases: System spedi
systems fication, Architectural
and Detailed design,
It generate automati
cally code under the
JACK  programming
language.
Tropos Incremental General No at all, but it] Itisbasedontwo main
MAS propose to analyzeideas: (1) the notion

the early require-

ments to gather early mentalistic

concepts
*(Siu-Kwong, 1996)
in order to identify a
domain

based onpgoals and plans for

of agent and all related
notions;

example. These ideas
are employed in al
phases of software de
velopment: from early
analysis toward the ag

tual
(2) It also covers the
very early phases o
requirements analysis,
therefore it enable

a deeper

environment
standing, and identif

implementation

softwar
under

the kind of interac-
tions between huma
agents and software
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Vowels Waterfall | Component| No, but we consider This approach pro
centered it as the best way to poses to identify g
decompose a MAS MAS from four axes:
trough the AEIO| Agent, Environment,
axes, similarly as Interaction and Orgar
other methodologies nization. Considering
perform using views | each one of the axes
independently in order

—

to reuse each differer
kind of component
but it also proposes t
unify all the compo-
nents to make them
able to work together
using wrappers and

A=

compatibility rules.

Table 2.2: Comparative summary of methods life cycle cayera

2.6 Discussion: The difficult methodology choice and the impossible
unique approach

The models defined in each platform are different, for instance, art agsel defined in PASSI
(Burrafato and Cossentino, 2002) could not be used in ADELFE @eebal., 200Z2a). But how
could we solve a problem that requires a PASSI (Cossentino] 2006} agmlel type, which is
running embedded according to DIAMOND (Jamont and Occello, 20@G6ispations? In the next
lines we explain how our approach contributes to the solution of this kind aifl@ms using a
meta-model definition that belongs to the M2 layer of the four-layer MDE (Béegt al., 2003).

It has been observed that all the afore-mentioned methodologies psnlideons focused on
a specific kind of problems and domains. On the other hand, it is difficult ca@deén advance
which methodology would be appropriate to solve a specific problem. In atbils, the domain
covered by each method is limited, for example, ADELFE is geared only to timaidof adaptive
multi-agent systems and Gaia is directed to a closed domain with multi-agent statictehiatics.

The truth is that we can’t solve all the possible problems using a single melleocduse
each method covers a limited domain, in which only problems suitable for this doraaibe
solved. Therefore, a problem that can be solved with one method efficigmobably cannot
be solved with another.For this reason our approach proposes to dstlplisliminary stage, in
which the problem is analyzed to determine its domain. This verdict guides tiedoder stat-
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ing which would be the best way to solve this problem under the predefeledtion criteria.
Besides our approach defines the use of meta-models based on the ak&DDecomposition
(Demazeau, 2001; Occello et al., 2004; Ricordel and Demazeau, 2@0R)AS approach. The
main objective of these meta-models is the reutilization and adaptation of thesdiffapdels that
already exist, providing an option to make MAS. This aspect is similar to buildizkb or design
patterng(Holland, 1995), but our approach will neither change théreximodels in other method-
ologies, nor propose a new model standard.

It is difficult to propose a unified global approach to multi-agent systergmearing, because the
problems and domains addressed by this approach are highly hetesogenghe nature of the
problems for which multi-agent systems are effective, such as simulatioblepn solving, inte-
gration of applications and system or management systems, provoke<thaetbf simple models

impossible.

The domains in which these problems are solved impose the use of speciatibedied ap-
proaches. How can we unify the design of remote applications such asdni&eb services or
production systems? The diversity of methods makes the choice of apptifcult for the non-

specialist designer. A comprehensive preliminary analysis phase labid) is capable to unify
the model specification choices, depending on the domain and problemtafgkésoftware.

We have a lot of methodologies that provides a wide range of options téogevdMAS-based
solutions also each methodology provides process, components and toelgetop the desired
MAS. Nevertheless, if the designer is not experienced with these methyemland he does not
know at all the components provided, it is difficult for him to choose the raogéble methodol-
ogy. Also an inherent problem of the MAS methodologies is the different-mdelogy-components
usability because we can'’t take components from different methodolmgeesate MAS-based so-
lutions easily; and finally the reusability of already created solutions. Coesely, we propose to
abstract the MAS components using the AEIO vowel apprdach (Demg2@@ad) from the MAS
methodologies to create MAS Meta-models for each component. The asptius is to have

different kind of Agents, Environments, Interactions, Organizationraies of compatibility and
unifications between all these kinds of components. Going further wepedp characterize them
and evaluate each characteristic of them dynamically considering a linkdreweeh characteristic
and a domain of solution. That means that each AEIO vowel meta-model wdldnaet of charac-
teristics with domain efficacy values that will be used for meta-analysis.

This proposal should not be reduced to only use the MDA approactdéMoariven Architec-
ture) (Kleppe et al., 2003) modified for the MAS engineering. We are oaided on the use of
meta-models to transform them into models of implementation in the sense adopteddiyl MA
(Z.Guessoum and Jarraya, 2005), ADELFE (Bernon et al.,|20@bPASSI. This technique can be
used for detailed analysis, but as already mentioned, we want to work preminary conceptual
analysis.

Our goal is not to unify the different meta-models into one as proposed iwdhe proposed by
(Bernon et al., 2004). We cannot adopt a single meta-model as in (Kralbénd Rose, 2002). It
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is impossible taking into account all in only one meta-model because of thaullificat the im-
plementation and at the deployment in a different way in terms of domains.athste describe
our meta-model (analysis model) we could use a Meta—Meta—Emﬂaeproposed by the method
MESSAGE / AUML (Caire et al., 2001a) (it uses the MOF UML).

2A meta-meta-model is a model that enables to model or describe mekalsnmoreover, a meta-model is a model
of model.



Chapter 3

Meta-analysis and Decision Making

In this chapter we expose two main fundamentals of this thesis: Meta analgidiearsion Making.
Each one has a different contribution but both share the fact that imethe complicated task of
predict a result. The meta-analysis provides a successful methodokgystis statistical data in
order to show a tendency and thus make decisions. The decision makingéssett within a
MAS state of art, however, its contribution lies in providing the algorithms to auttha decision
making. The algorithms that are presented belongs to the Bayesian CogBitiers¢ctiof 3.2.1)
and Decision Making context (See section 3.2.2).

Both contributes directly in the backbone of the prototype: The agentithdil/decision mak-
ing. It contribution within the statistical data gathering and induction methodsaselsted with
the future work that is addressed in the sedfioh 9.2.

3.1 Meta-analysis

Commonly, the meta-analysis is performed for one or more researchesgmalikt look for related
studies in the on-line electronic databases or the paper literature. Theotess must have enough
experience to select related trials, it means, to select trials with studies usitay $rial protocols
and compatible outcome: for example selecting the studies that evaluate theyedfi@ new sub-
stance or new medicament against cancer versus a placebo or an oldmeadic Once they have
found an adequate number of studies the next step is to group all the stiadiessults using the
meta-analysis common methods - Odds-Ratio and Mantel-Haenszel - usingeb-rrocd Effect
Models or Random Effects Models - depending on the statistical hetezitgdheandro, 2005).
Consequently the gathered data is employed to obtain several statisticalatifor, for example,
the 95% confidence interval that enables seeing the general studiéts teadency and further
make decisions using such statistical information (Leandro,|2005). By dyethe meta-analysis
needs an enough amount of studies results to reach an effective statidticaation and thus a
reliable tendency. In addition, each trial is composed by their study restlish ones are created
using a trial protocol. Usually a study shows comparative results betwedicangents, substances

54



3.1. Meta-analysis

55

Classical Meta-analysis approach
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Figure 3.1: Classic meta-analysis process overview

and placebos that show evidence about their efficacy using them agains iliness (See also fig.

B.1).

3.1.1 Meta-analysis Introduction
The meta-analysis is defined by the National Council (USA) Library of ibled as

"a quantitative method for combining results of independent studies (usliaikyn
from published literature) and synthesizing summaries and conclusiortaithbe used
to evaluate therapeutic effectiveness, plan new studies, etc. Its applicsapierformed
mainly in research and medicine."

In this proposal, we understand the concept of meta-analysis in the thaigkis is employed in
medicine to evaluate the efficacy of a treatment or medicgtion (Sutton et al)), 2000

This thesis attempts to equate "clinical studies" to "studies of problem arezasbRing about
meta-knowledge from analysis to find appropriate solutions in terms of metatsfod MAS. Ap-
plying meta-analysis in this proposal is at all times an original approach ingineering analysis
phase multi-agent.

Therefore this approach proposes using meta-analysis to identify cemigofmeta-models)
that proved to have worked well with previous multi-agent systems solutmmsome kinds of
problems, and thus design or develop new multi-agent systems solutionshilar problems. We
consider that this is an interesting alternative as this approach has lezkin tise field of medicine
with success.

However to adapt a meta-analysis process into a multi-agent systems wie meese and split
into components that can be evaluated within the process proposed by thamabftsis. Such
approach that enable to abstract from MAS methodologies is introducedtiog2.3.

Moreover our approach is based on an individual making-decisionnmeds such a meta-
analysis like a process to analyze MAS meta-models. For this reason in tlieznsee discuss
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the meta-analysis process in order to understand how the meta-analylsiwithon a clinical set-
ting ant thus equate "clinical studies" to "studies of problem areas."

3.1.2 First steps

In the literature[(Leandro, 2005)(LaPorte, 2011)(Armitage et al., pOG2first step defines which
trials results could be candidates to be considered by meta-analysisforbgrerforming a meta-
analysis needs:

e A primary outcome that will be determined and should be considered in all stadiected
for analysis. (Eg. efficiency of some MAS components into a solution, a Mé&®8ponent
estimated compatibility with others, etc). Then one or more secondary outc@nesec
useful, especially under specific questions that are not necessargideoed in all eligible
studies.

e Akeyissue is choosing the characteristics of the tests (trials) that youovseiect. Similarly
it is necessary to consider the largest possible number of studies inredggitase to choose
studies that are based on different discriminating factors. For examplaber of issues
considered, output measurement, criteria for randomization, and so on.

e Itis important to define where and how to conduct the search. In medi@madia-analysis
focuses on a couple of on-line search engines, usually Medline andder(ikiid, 2010).

3.1.3 Gray Literature

It is called gray literature to those published in electronic or paper, peatlbg the government,
universities, businesses and industries because they goal to publhtdsprofit. This literature
should be considered mainly because their results are not manipulatedceatad, which some-
times such practices turns out to be a common situation in private medicine publscaltibis is
caused by the trade tendency to show that a new drug is more efficientntirermarketable, so
only are published studies that have beneficial results for the clinicaidadrg that makes the drug
and sponsor such studies. This may cause deviations from a meta-aoatybardly be corrected.
Therefore is recommended to take care in this regard.

Although within the framework of multi-agent systems is somewhat inconsisteiiaw argue
that there is no database of studies of all the methodologies and solutiatesdci®m these, thus,
it causes a similar problem. That is why the basis of meta-analysis strongjgsitge use of all or
most of the literature.

3.1.4 Source of troubles

Another source of trouble for conducting a meta-analysis includes:
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e The language barrier that prevents all publications are consideredifetreey are in sev-
eral languages. Usually only the English works are considered, leoywere are a lot of
publications in other languages with relevant results that are ignored.

e Duplication of works. It occurs due to the publication of the same workltesumultiple
articles.

e Conflicting results. Similar works that have different or contrary outcome.

e Poorly prepared summaries. They are summaries with not enough or d@anation about
the work and outcome.

e Publications with little clarity. Some works show patrtially the outcome or in a manner tha
we can get clear enough the meaning of them.

e Latency of publishing work. It refers at the situation when the time needgdttpublished
an article.

e Works with negative outcome unpublished. It refers to a tendency in cocmhéunded
research to only publish the results that show a positive outcome and s@eme not pub-
lished.

e Unpublished work. When there are works with relevant results thataneublished. Some-
times the publishing task becomes very subjective and some works areceptext

It is recommended that each form of publication includes:

e Generic information. It commonly includes the names of authors, belongitigutiens,
addresses, e-mails.

e Design of the test. It must describe how the test has been conceiveun@uy it describes
which protocol has been employed to perform such tests.

e Treatment of the study group and control group. It must define the tretgraeployed for
each group. For instance, a placebo an a new medicament treatments.

e Number of events, number of cases within the two groups mentioned ablosg afe the real
guantities of cases and events within the study and control group.

e Results of the calculation basis used in the meta-analysis. Such result§imed 8y a meta-
analysis method that commonly is choose depending on the data heterogeneity.

e Quality of the score if possible. It defines the score quality, commonly itriépen the
protocol employed, the quantity of cases within the groups and the periapptitation of
the treatment.
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Also need to be made:

e Statistical procedures. The statistical procedures enable to calculateidiyesstimation in
relation with the meta-analysis.

e Interpretation of results. This is commonly done employing a graphic chaethigh and
low that shows the OR outcome and the CI of each study. Within such clagttigrcategory
there are a lot of options to show the results. However commonly is condittexethe chart
graphic shows the tendency of the meta-analysis and such data is useakealecisions.

This last one crucial aspect of the meta-analysis.

3.1.5 Case control studies

It consists of estimates of risk and probabilities of the case studies thaecapptied with some
variations in the two following aspects:

¢ Risk difference (RD), which calculates the difference in the proportf@vents observed in
both groups of study subjects where you applied the same test. In epideicabtegms, the
RD is known as absolute risk reduction (ARR).

e Risk Ratio (RR) refers to the degree to which the frequency of an evepntvarg in the
presence of factor under study compared with the absence of suchlter.

e Odds ratio (OR) is a measure that is similar to RR because it refers to the estiwifatien
latter when the event is not frequert (0%).

If the difference of risk or odds ratio is calculated from a meta-analysid,therefore from

many studies, it is called RD pooled or OR pooled. The following formula:
_ > widi
=W
is the general form of meta-analysis wh&res the outcome. Wher@/ is the weight of each
study which translates into:
W=
whereV; is the variance or difference of thetudy outcome. The general formula of the meta-
analysis the overall results expressed in terms of D weighted averagef sustudies.

3.1.6 Statistical Procedures

It is very important to known the statistical procedures employing meta-asaly®n making the
choice of test is needed and justify why. The procedures used in thdat&a is divided into two
categories:

1. Fixed effects models. These are based assuming that the studies dakegmnoaip gave an
estimation of the same treatment effect to that intended effects can be cedsidepart of
the same distribution. We have to main methods:
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e Mantel Haenszel Method. It defines the result of the comparison instadi. Because
of the advantages of precision and multi-method of Mantel-Haenszel itutardgused
and it is usually found in commercial programs that perform meta-analysiginad
trials.

e Peto’'s Method. Based on a modification of the Mantel-Haenszel. In thesfage is
obtained calculating the expected value of events in each of the groupgisidoording
to the standard formula of total marginal product divided by N. Where Neastatal
number of cases of comparative studies. Using the calculation of Petaetbenpe of
values of 0 in a cell does not affect the calculation, and therefore,ppach is not
mandatory.

2. Random effects models. These analysis models do not require tinepdissuthat each study
is derived from the same population of individuals and, therefore, aliedican be considered
as part of separate populations, each with its own mean value. It is thukehagriability of
the estimate may have two sources: in one study and between studies.

¢ Quantifying heterogeneity. Consists of evaluating the data to know theieeeghet-
erogeneity and variation.

e Quantifying publication bias. It calculates the bias according to the isssesiloed in

sectio 3.1.B.

3.1.7 Discussion: Our approach and Meta-analysis relatiorsp

Considering the work proposed in this thesis, their relationship to the melygsina given in the
analysis of specialized entities (analogous to drug treatment, etc.) congitieziproblem origin
(analogous to symptoms). On the other hand the main difficulty of matching theppvoaches
is that there is a knowledge base as similar PubMed in the field of softwanmeeenigg. That's
why this approach, as shown below, uses a different method of ifetbat could apply to have a
greater knowledge base.

Despite this, the process of meta-analysis has inspired the creation of thisametherefore
seeks to establish a base in the future that supports a closer approximatiemteta-analysis done
in the field of medicine. We will discuss it deeply in the secfion %.4.5

3.2 Decision-making

There are two main branches of decision-making MAS (Luck et al.,|200%)isidbn systems and
simulation systems. Commonly the MAS simulation systems are built upon some réalanea
and perform a simulation recreating a situation. Such situation can be edhhiata controlled vir-
tual environment that allows analyze the situation abstracting data direatitfiesimulation. Fur-
thermore a simulation requires to define rules to govern its operation (SietueAgckelin, 2008).
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In contrast in the decision systems the agents make decisions togethepbmugagecision-making
collective mechanisms.

Thus there are two options: (1) Decision support systems (DSS), thékeaa support tool
helping users to make decisions employing the results information obtained diRwen 2003).
(2) Decision making systems (DMS), they automatically make decisions asreddorhome au-
tomation or robotics (Bessiére et al., 2008).

Our entire approach is located near to the decision systems becausepasepto only sup-
port the initial engineer’s choices. Therefore it is classified as DSShypean be upgraded to a
DMS type. On the other side within the MAS environment the agents act togetheach a col-
lective decision, such decision is proposed as a possible solution outsilfAB, thus the MAS is
considered as an internal DMS.

3.2.1 Bayesian Cognition Context

In the Artificial Intelligence field we could find several approaches ($Rassell, 2009), Some of
them works using some kind of logic through Prolog, others use neurabries to recognize pat-
terns or genetic algorithms to learn, etc. Thus, each approach hasdresived to work with some
kind of data or situations, for instance some of them are good for inforeed!s and exploration
as genetic algorithms, others, for making inferences using well known aunld evidence as first
order logic inference algorithms.

In order to meet the decision-making needs of our approach within a dymswvironment charac-
terized by uncertainty we have analyzed among a set of options of Al.aWeot use logic based
approaches because we have to work with a characterized data coornimgiriicertainty sources,
therefore the values are often real numbers representing probabMtesover, from a probabilis-

tic point of view the logic sentences and inference is a closed environxieat&d from the reality,

considered as fully certain. The neural networks could be employedrtheless, when we modify
or add a new domain, we have to reset the weight values each time. Doing sdll lose a lot
of time retraining the neural network . Genetic algorithms are an option th&t beumplemented
because it performs well the search of solutions that we are lookindtfases a gen based ap-
proach to look for the best suitable combinations; however, the statisticrabdlplistic nature of
a meta-analysis make us to select an approach related to such fields instgadetic one.
Furthermore we have selected the Bayesian Cognition approach bécalimes to treat with the
uncertainty throughout the decision-making using statistical data. ThesBayeognition algo-
rithms enables to being modified dynamically, we can add or remove varialdéberesult varies
only being more or less exact. Then, the more information you have is mareasethe inference.
In the other hand, we can modify the knowledge base independently dbtrélam. So, we could
employ different inference methods without changing the rest; for inefame could employ the
Laplace’s succession rule as inference method and after use oddsithtiantel-Hanzel method
from meta-analysis using the same statistical data. Nevertheless the iefenetitods efficacy
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varies, for example, depending on the quantity of data. Finally that’s whstate that the Bayesian
Cognition approach matches well with our approach.

3.2.2 Bayesian Cognition in Decision-making

The Bayesian cognition approach is commonly employed to implement solutiordeéision-
making problems within the computer vision and robotic fields. Therefore iphased to work
well into uncertainty environments and to use statistic data gathered througgrséom such en-
vironments to make-decisions. For instance, a self-driven car usingaaae sensors, and image
analysis that helps to avoid obstacles, take care of imprudent pedestnidiasimals crossing the
road. Furthermore the gathered data act as experience data thatigaseiision-making.

3.2.3 Bayesian representation and probabilistic reasoning

As explained in[(Bessiere et al., 2008) commonly a Bayesian program rsedeiising the next
structure:

1. Description. It is a probabilistic model about some phenomenon that imetthom the
next two branches:

e Specification. Such specification expresses the modeled phenomenadedge in the
following probabilistic terms:

a Variables. All the important and known variables related to the phenomenon.

b Decomposition. It is the joint distribution of the variables. Usually is done uessither
composition that keeps the joint distribution as a product composition of simplified
distributions.

¢ Forms. To compute the joint distribution we must specify all the distributionsaappe
ing in the decomposition with all the possible values for each variable.

e Identification. It is the learning phase of the probabilistic experienceisitign where
the initial data is refined and becomes more accurate at each step.

2. Questions. The questions are defined by branching a variablesi Hake subsets: the
searched variables (on the left side of the conditioning bar), the knawables (on the right
side of the conditioning bar) and the free variables. Such questions masislwered using
the decomposition and forms definitions.

3.2.4 Statistical Models and probabilistic reasoning

A statistical model determines, within a Bayesian Cognition Algorithm, which is ttesifieation
of the statistical values of the knowledge base (experience) inside aibadl At the bell in the top
is where we find values with greater uncertainty in the slopes the values witbr lbigh certainty.
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Figure 3.2: Probabilities from 0 to 1 adjusted to a Gauss bell

As we can see in the figuke B.2 a statistical model can be obtained througisa kgl adjustment
of the values. In such a case the interval of vallle$] shows that the values around@epresents
the highest entropy or uncertainty. The values nearest that descémal l&dt from Q5 to 0 owns
the lowest likelihood and the values frombXo 1 the highest likelihood.

3.2.5 Discussion: Probabilistic reasoning and Meta-analysin MAS

The Bayesian cognition approach is composed by a Bayesian algorithmukabe implemented
according to the related problem. Such implementation is described in decli¢tulttermore, we
propose the use of such approach within a MAS. Such integration couldimto the agent archi-
tecture, as we describe in section 8.4.1, as part of the agent cognition Gkittemonly a Bayesian
cognition algorithm is employed inside robots that analyze the physical emvéot and thus make
decisions. Therefore, instead a robot we employ an agent that aralyabstract environment.
Such environment also comprises other agents, moreover, the agerdstib&tween them using
the decision-making skill provided by the BCA. Analogically, the agents aetdigroup of persons
discussing a problem and trying to built the best solution using their indilvjgliat of view. In
other words the agents could act, for instance, as specialist with diffgeespectives and each one
provides an individual part of the full solution, consequently, throtighinteraction or discussion
process each member of the specialist group builds a full solution emplogmgta gathered from
the other members. Finally each one of them exposes their full solution gabpnd makes in
group the final choice about the most suitable solution. Abstracting foruhmeh social behavior,
such collective behavior emerges from simple interactions using as cegskiia Bayesian cog-
nition approach and organizing the different perspectives using teeeimée probabilistic results as
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Chapter 4

Proposed approach overview

We have presented the basis and motivations about the main thesis contritheiomatching en-
gine. We have presented it first in a general way to clearly preserdtarttimg point. We make
evident that there are similar Al approaches but with different goal® Wksfunded our approach
considering the two main roles needed for an intelligent system: (1) mangeetsa2) special-
ized agents. In our case we propose to employ manager agents agmégiies of the specialized
agents. Also we call them specialized entities instead of agents.

We also consider the specific needs for our approach: using as pradlee solved with soft-
ware an application specification and to build the solution using MAS meta-moaei®l(s ap-
proach) as specialized entities (blocks to build the solution).

The present thesis mainly proposes a matching engine to implement the alsovibeat ap-
proach. However to reach such a goal is needed to solve some satellii®esg@aound it. It means
that we need to characterize the application specification data and the metdtsfieatlires in order
to make it readable to the matching engine. In the next chapter we presewlgahe proposed
phases to solve such satellite problems and deeply we explain how is built tH@mgatogine.

4.1 Overview

To our opinion the analysis of multi-agent systems is impossible as unifiedagbptioat is using
the unified models. We argue that a classification of models and appraashbs made seeking to
establish a mechanism of meta-analysis defining a meta-process and meteeiygathat can guide
the designer in choosing the best models tailored that will lead to a preciseaiid@gmethod of
architecture (by the identification of appropriate methods).

We understand the notion of meta-analysis in the sense in which this is usednrediene field
(Sutton et al., 2000) as we have stated in sedtion]3.1.1.Therefore foreumatter is to assimi-
late “clinical studies" with "problem-domain studies", reasoning over metadauge derived from
meta-analysis of our experience and literature to find appropriate solutitersns of meta-models.
We consider that this approach is original in every point in the phaseatysis.

66
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Figure 4.1: AEIO Nomenclature of multi-agent systems

We propose to study the exploring analysis techniques used in the metaiapatcess as occurs
in medicine|(Sutton et al., 2000) combined with uncertainty treatment (Bessige2008) and ap-
proximate text analysis techniquées (Mercier and Beigbeder,| 2005)tisttisethods (Koehn, 2009),
fuzzy, and so on. The use of the concept of micro-arrays (Zhaalg, @009) associated with the
emergent activity seems to be a promising track to operationalize the metatanalys

4.1.1 Contributions
We propose two main contributions in the overall project (METALISM introetliin sectiofl 1):

e The employ of meta-analysis to characterize the meta-meta-knoﬂlmigba conceptual
analysis phase process of the multi-agent application life cycle. It will habetier identify
applications (Domains + Issues) for which the MAS is also well suited andaeid® the
characterization tools (perhaps using an ontology) for domains anteprsias well as a tie
or the comparison (matching). This work is situated within the frame of the Modeén
Engineering to make it a Model-Driven Engineering for domain and problem.

e Production of a support tool for multi-agent conceptual analysis ph2ased on previous
characterization, system modeling for this phase appears to be a gquattsigpbuild an
intelligent system capable of supporting the analysis phase of the desigutdfigent sys-
tems.

The present thesis contributes to the project primarily on the productiomlobal base and path
to follow for the entire project. Nevertheless the main contribution consists inréeion of the

matching central component (See fig.14.2) and therefore creating arfitstype for the support
tool.

Decentralizing knowledge and experience of the designer in a systemosechjpy multi-agent
models and the agentified processes themselves can lead to partial automabiztim analysis

phase by using the emergence to produce the best decomposition and eakeitle of models.
Finally, the capitalization of experimental knowledge (the mental procesghin&iuman designer
uses to enrich his analysis of the approaches to the problems) will be iné@duthis multi-agent
tool to assist the designer. In the sequel the mechanisms of meta-learnibg uaed to enrich the
automatic multi-agent analysis tool.

Lindividual meta-meta-knowledge for an intelligent entity, as a persganization, society, agent, etc., is represented
by the knowledge of knowledge management.
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Figure 4.2: Conceptual analysis phases

4.1.2 Activities

It focuses on the conceptual analysis phase of the multi-agent desigiydis and splits up this
phase into two activities (fi§._4.2):

e Activity of description: we must locate here the requirements relative to teeifgmation
of knowledge we can collect about the domains and the problems. THeakthe stage of
description consists in indicating if a multi-agent approach is relevant awd ifoyprepare the
second stage by enumerating the characteristics of the field and the padllenapplication.

e Activity of characterization: the work consists in establishing relations ertweeta-models
(AEIO) and fields and problems characteristics. This stage aims at clgabsiproperties
of the best meta-models which can be suggested for the target applicdtismekessary
to lay down rules of correlation between descriptions and correspoesi@ieneta-models
(meta-knowledge) as well as mechanisms to put in correspondence thptiess and the
meta models (mechanisms of meta-analysis)

4.1.3 Phases

We decomposed the conceptual analysis phase into two main phases vemebtirely concern
the definition knowledge and properties about domain problems and multi-ageiels, the study
and the tool realization for the matching between application requirements dtichgant models
characteristics:

e Phase A: definition of knowledge and properties about domain/problechsnaiti-agent
models characteristics: The census of the types of application and theioudistt on the
"field" and "problem" axes will be then approached. One will base dihesehe literature.
Usually multi-agent systems are built by integrating agent, interaction, oag@mzand en-
vironment models and by making them operational through the instantiationsef thedels.
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We will draw up a list of the types of existing models (Agent, Interaction, @Girgdion, and
Environment ). Classically, existing classification objectives are to congrat@ evaluate
some models. One will be able to consider classifications of models of the lier&duss-
tablish criteria and then to propose a classification. Our classification willHdleintrinsic
characteristics of the models. We will establish relations of operational ddsititias be-
tween models, taking into account that the types of models are not all comp&ésefig.

[4.3).

e Phase B : Study of the Meta-Analysis process and specification andatealiof the tool
for the matching between application requirements and multi-agent models tenstars
Starting from a census of applications we will establish relations betwee@ Aid fields and
problems. One will study the definition or the adoption of a language to degtigbdomain
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and the problem using meta-knowledge. We will seek to build an ontology ofidgmablem
and an ontology of goal for the SMA to realize. The relations will then beesged by
sizes and criteria to be characterized. According to these values, figlgrablem of the
application to be conceived, it will be necessary to find the good models tedake @ne will
apply that within the framework of Model-Driven Engineering to make it esdbwvard an
engineering directed by the models and by domain and problem.

Having a monolithic approach for such a problem is too complex, becaude afature of
knowledge and of the properties involved in the process. The proggseem will be able to reason
about the established rules of matching about semantic descriptions oplfetpn requirements
and of the available models but will be too able to base its process aboutitsysr@xperience
through a reasoning about previous encountered cases. A metardgamocess will be developed.

In order to lay the groundwork for the METALISM project this thesis pregs a development
process composed by three different stages in the preliminary analyse (Bee the figur€s 4.4,
[4.3,[Z2.6 where the nomenclature of such figures is defined in tHeflg. hé)thfee stages are:

e Analysis of the statistical specification of the text. The resultis a set of likelglpm domain
characteristics of a micro-coded arrangement such as that uded mg(Zhd David, 2005)
(see fig[4.h)

e Matching Engine. Within this stage occurs comparing micro arrays of thdggroiomain
and meta-models AEIO. Itis assumed that meta-models AEIO are obtainethieatifferent
distinctive features of multi-agent systems (se€lfig. 4.5) [Occello02]

e Meta-analysis. This stage is constituted by the analysis of previous taftsre&mong the
combinations AEIO meta-models, results of the comparison algorithm, we wiltkeekost
suitable for the given problem. (See fig.14.6)

The overall result of the analysis phase is an application agentifiedluedan a meta-description
of multi-agent system composed of the meta-model AEIO. This meta-descrifggmnibes how to
build each meta-model in the design stage. We propose to make the apgdigadh ¢perational

into a multi-agent system which will become a tool of assistance to the analysigil\\fropose a

specification and a demonstrator to show the feasibility (Task 4.).

4.2 Proposal: MAS Software Engineering previous phase

As we stated previously in the sectidn | this thesis treats the problem of cheideh entities to
build a MAS-based solution choosing between many methodologies, many nenip@nd many
MAS possible solutions. Considering it, our approach proposes agwdizsed on the process
described above and visually described in the figlire 6. However tlregsaletails require to link
some context previously defined[in 2.4 dAd 3 with the new concepts abosbtiety of agents
described in the previous sections.
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Figure 4.5: Comparison algorithm based on a multi-agetélsotative and emergent behavior

Therefore to our particular case we propose to employ intelligent agdirig as managers of
specialized entities and solution builders. In order to achieve such tasksagant must employ
an approach to evaluate the efficacy of their specialized entity in two cdgasatch the features
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Figure 4.7: Intelligent Agents Solution Group represeatatvith the individual evaluations according in (1)
the compatibility of each pair of specialized entities aadtreentity with the problem description and in (2)
with the compatibility from the point of view of one entity thiall the other members in a solution group

of their specialized entity with the characteristics of the problem to solve (2)ntla¢cfeatures of
their specialized entity with the features of other (external and differee) yompatible specialized
entity. Therefore each agent builds a solution group from the point @f wietheir specialized
entity. Therefore such solution group, partially of fully created, has afssficacy results obtained
through the match operation between each pair of specialized entities awidiuadly with the
characteristics of the problem to solve (fig.14.7).
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Those matching operations require an approach to evaluate compatibilitiespphoach per-
mitting to find relations between features and characteristics, and compatibiéitieedn special-
ized entities. It must be done analogous to the way a doctor recognizes platient has disease
through the symptoms and then proposes a treatment consisting of seugsaadd rules to follow
to recover health, where the doctor knows which combination of drugbedaken at once and
certain frequency.

Actually in the field of medicine there is a method that uses the analysis of ksttgti#s on the
use of one or more drugs on the same disease for clues for finding whathest treatment for a
patient that experiences the symptoms. This method is the meta-analysis. Ir#ssib propose
to use it in decision-making tasks performed by each agent whereas $pecific case each agent
will act as a doctor does when performing a meta-analysis in medicine.

The next step is to apply a meta-analysis method in our context employing lspestentities
(MAS Meta-models) and problem to solve: (application specification). Itésefiore necessary to
create a link between what is meta-analysis and MAS software engine8tinb.link is described
in the following sections.



Chapter 5

Preliminary Considerations

Before going into deep details of the thesis is necessary to understancdcenospts that are not
the main objective but are necessary to understand the central paet thieis. These details are
preliminary concepts and definitions and a couple of phases satellitesdii@tepthe necessary data
inputs for the operation of the main proposal. When it comes to conceptseguita know how
they are structured knowledge bases and their relationship to the cafcgpology. Note that this
thesis aspires to focus on ontology but simply use a basic form of the moResides introducing
the definitions of micro-array, problem domain characteristics and featfr&eta-models, the
latter including a theoretical way. The satellite phases are composed @sprttat provides the
characterized data inputs using micro-arrays as machine readablerdtai®lech processes are
described below.

5.1 Preliminary concepts

Considering that the present thesis approach requires two souriréeruiatio@ that will be em-
ployed in a Al context we have considered to define an ontology way te stmh data including a
relationship with different domains.

5.1.1 Ontology and Knowledge base
The situation where we need to employ ontology knowledge bases are:
1. Problem characterization.

e Problem characteristics.

e Domains.

2. Specialized entities.

defined generally as problem characteristics, domain and specialitéesdieatures.
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Figure 5.2: Problem Characteristics Ontology

e Meta-models.
e Meta-models’ features.

e Domains.

5.1.2 Ontologies

As word "*Ontology"™ comes from the Greek teramtos it means "being™, andogos that means
"“word". Philosophically ontology refers to the subject of existencee ¥n say that an ontology
studies the categories that exist or could exist within a domain. A domain optdédes the types
of elements that exist within it.

According to [(Hendler, 2001) the ontologies in computer science areedefis a set of ele-
ments, which have a vocabulary and have connections between elemeéni$esrof inference and
logic for a particular purpose. Such definition among others is importauistor

In (Chandrasekaran et al., 1999) from the point of view of Al an omgfplmeans one of two

related definitions :

e It's a representation vocabulary, that usually is specialized within domainlpect matter.
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Figure 5.3: Characterized Meta-models ontology includivegr relationship with vowel's MAS approach

e It's a body of knowledge that describes a particular domain and usgsesentation vocab-
ulary.

However both needs an associated underlying data structure to meiressentology.
Also the most accepted term in Al introduced py (Gruber, 1993) says:

Ontology is a specification of a conceptualization.

In other words an ontology specifies an abstraction or simplified view of drkelw

5.1.3 Meta-models and ontologies

Meta means one level higher of description, thus meta-model is model abdet,imoother words
a model that describes another model. Therefore a meta-model is cedsadea characterization
to describe other models as an explicit model of the constructions andtregsleequired to build
specific models in a domain of interest.

Considering that such constructions and regulations represent entiteddmain and their
relationships, then we consider that this characterizes a meta-model intbcdogy. We can take
into account, for example, a set of building blocks used to build domain mo&#ged another
way, a meta-model is like an ontology employed by modelers to build models. Fandestahen
software developers employs UML to build models of software systems, tiegly employs an
ontology implemented in such a domain. Therefore this ontology declaresmsrazich as objects,
classes, and relations. However, not all the existing ontologies aredmiaectly as meta-models.
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Figure 5.4: Meta-model abstraction with the characteidpaind configuration profile

5.1.4 Problem Characterization Ontologies

In order to characterize a problem description into a set of charactsm@stintelligent system needs
to identify them using a set of pre-known characteristics. Therefare set of pre-known charac-
teristics must be stored into an ontology knowledge base (KB).
For our purposes we need to characterize a particular problem dastrthis description specifies
an application in the abstract is composed of a set of characteristicsléproTo identify these
characteristics is necessary to build an ontology containing a semanticatliuséaito accommo-
date a feature of problem abstractions. Also put in one or more specifiaidse each feature. Not
forgetting that the relationship domain - a feature is defined to pass throwajheaof efficiency.

We understand a domain as is defined in (Evans,|2003):

"A sphere of knowledge, influence, or activity™

So, as we mentioned this is the first step and the result is given into a miesothat contains the
information provided by the AS-Characterization process (see séctiparidihe domain specifi-
cation (see fig[5l1). To obtain the micro-array content information wekéara similar manner
as is done in[ (Vijayan Sugumaran, 2002). The difference with our wotkaswe look into the
text from different levels, words, sentences and paragraphs andmé map them into the domain

ontology text representation structure to know which the most promising dagnain

Figure[5.9 shows the process of identifying the text-based featuresddttification was done
by analyzing the text using a technique similar to that defined in (Sancheé9asho, 2008) and
to create domains using the Web as an information source to create them.chkseuwe use every
description of problem for analysis.
In the sectiof 53 we will introduce the context where such characterizatiidne employed.
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Application
Specification

Figure 5.10: Meta-model candidate selection using the ASk&cterization

5.1.5 Meta-models Knowledge base

In our case we propose to employ meta-models created from existing metpiedolsing the
AEIO vowel's approach. Such meta-models are defined using an ethxtramthoﬁ, manual or
automatic. Nevertheless in our prototype we have employed meta-modeéfedaiined by textual
sentences to simplify the constructions. Therefore we have defined anmet-concept as is
shown in the figL 5J3. Such meta-models are built using a set of featuresfaitee they are selected
as candidates making a efficacy value link between MM-features ancha&ateristics (see fig.
5.10).

It is performed considering that each feature is related to a domain usiffigacy value. In

2Such a method is out of the scope of this thesis.
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other words there are several links considering a domain, howewdr,damain must be selected
previously in the AS-Characterization process (seé ig. 5.2) Ther#ierknowledge base has been
declared using a XML standard showed1n 6.4.3. In the future work seatodiscuss improve-
ments to this method.

In order to build solutions employing many meta-models we need to create a timificeemory
as showed in fig. 5.11. So, we can link each pair of meta-models consideriefficacy value that
relates the features of both different meta-models.

5.2 Preliminary phases

Before starting the operational details of the comparison engine is nectsskefine several con-
cepts that provide to the engine with the necessary information to make decisibis section
defines concepts as application specification, problem characteristivgird application speci-
fication characterization, micro-array, meta-model, meta-model type, metalsrathracteristics,
meta-model characterization.

5.2.1 Micro-array

The micro-array concept comes from the field of bio-informatics espedialig the analysis re-
search of deoxyribonucleic acid (DNA)(Zhang and David, 2005)¢hatacterizes and find genetic
patterns. Such a micro-array is composed by compressed genetic inforthatistores a complete

profile in a small amount of data. In our case we employ micro-arrays theggent an application
specification characterization within a solution domain and also MAS meta-mduiaateriza-
tions.

5.2.2 Application specification characterization

Commonly the system designer passes first through the requirementdrgagiep to obtain the
application specification (AS). To see if the desired application is possiblgie asing a MAS-
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based solution is required to identify the AS problem characteristics andidof@ado this it is
required to have a good background in MAS also to be related with the doméijprablem. How-
ever generally the engineers have problems to get connected with the dufrti@rapplication that
they must creaté (Evans, 2003). Therefore to choose the most ecklk& methodology and use it
to develop a MAS-based solution requires having a good MAS methodokgiededge and MAS
paradigm background. These issues are some of the main lacks relatediezigion-making area

(Dastani et al., 2004). For these reasons we propose to charatheriapplication specification as
the user input. This must be done through a process that recognizdsatiaeteristics and found
the most suitable domain for the entire set of characteristics. Even so saggsg is not a goal of
this thesis.

5.2.2.1 Domains and AS-characteristics Knowledge Base (KB)

First we define the known abstract domains and AS-characteristics agtaréhavailable in the
knowledge base (KB). For us a domain abstraction is represendgdisreover we have a number
d of domains abstractions stored on the KBI3gg:

Dkg =[01,...,8q] : Vk € [1,d]

As well, we symbolize an AS-characteristic abstractiomasn addition we have a number
of known AS-characteristics abstractions stored in a KECggt

C:KBE [Kl)'“aKC] :Vk € [170]
Therefore the AS-characteristics abstraction KB is built using the nexbnsatucture:

91~1 o 9170
AXp = :
ed{l e ed c

)

Such matrix structure is assembled with real values from the int@y8l These values relate
the domains; with the AS-characteristics;. Therefore such values are represente@; agsand
stands for an efficacy percentage of the AS-characterigiic the domaind;.

5.2.2.2 AS-characterization

Each AS passes through an AS-characteristics recognition processiiches the AS-characteristics
of the KB. Such a process determines the known AS-characteristicsasatiéfine the AS ana-
lyzed. The result of this process is stored in a micro-aﬁrﬂ)at stores a codified representation of

3The micro-array is a codified data representation - usually genetic - sirtlathe one employed in
(Zhang and David, 2005)
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the AS-characterization. In view of the characterization process avidodl AS-characterization
micro-array uses only a subset of the existing characteristics and dostaiad in the KB. Thus,
we defineC’ andD’ as a subset @xg andDgg respectivelyC’ C Cxg andD’ C Dgg. Therefore we
define the cardinality of each §&¢| = ¢’ and|D’| = d’, in other words, the number of characteristics
and domains selected areandd’ respectively. Considering that we have characterizedARy
through the AS-characterization process - we define the single A&athdration micro-array in

the next manner:
91,1 ce 617(;/

ed/71 edl7cl

Where the number of columns - represented ass the total number of AS-characteristics matched
in the AS-characterization process. Moreover the number of rowsesepted ad’ - is the total
number of domains related with the found AS-characteristics. N81S ASg whereAS denotes
the resulting AS-characterization micro-array.

5.2.3 Meta-models Characterization

Considering the meta-analysis nature we propose to characterize thesmodetia and evaluate
each meta-model’s features considering a link of each feature with a doraoiution. That
means that each characterized meta-model has a set of featuresatach i related with differ-
ent domains of solution using efficacy values as relation. These valuesedihe feature efficacy
within each different domain. This characterization allows fully assessmgtta-model efficacy
within a domain. Therefore you can also evaluate the effectivenessebfod sieta-models. How-
ever, to obtain these efficacy values, we need skilled engineers to eetervthlues manually or
automatically create a knowledge acquisition process, but, these problemstside the focus of
this thesis.

5.2.3.1 Meta-models types and features

To define the meta-models abstractions KB we state first that there araffevemt types of meta-
model (MM) in the following KB sets:

Axg = {C(l,...,da}Vk € [1,8.] Exg = {81,...,89} Vk S [1,6}

ks = {llv"'ali} Vk € [17|] OKBE {017"'700} Vk € [170]

Where each KB set stores a different MM-type: Agent, Environmekéy&ation and Organization
respectively. Each any MMy, &, 1x andoyg are different MM-types between them. Also in each
type there are different kinds of MMs, for example, we can have twemifit MMs of type agent
asaj representing a "cognitive agent”, angrepresenting a "reactive agent" agydas "observable
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environment" and; as "3D virtual environment".
Generalizing the four MMs abstractions KB sets we define the KB supdkgets a KB super
set containing all the known MM-types in the next manner:

Teg ={T1,..., T} Vi € [Lt] Tk = {Axe N Exke A lks A Oks}

Where eachy is a MM-abstraction of any MM-type. This KB super set generalizationé$ul$or
the following definition of MM-characterization.We define the Bet as the KB set of MM known
features abstraction in the next form:

FKBE [¢1’-"7¢f} ZVKG [1, f]

Thus we consider eadpx as a MM-feature abstraction of any MM-type.

5.2.3.2 MM-Characterization

In order to create a MM-characterization KB each MM must pass throldNldeatures recogni-
tion process - similar to the AS-Characterization process descritied in ba2i2applied to MM-
features against a domain - that determines which known MM-featurésibssribes each MM.
However the MM-Characterization process is out of the present thesis lgut a minimal approach
is addressed in the Appendix B. Considering that we already havecthbiarad anyMM;, we state
the MM-characterization result as the next matrix structure:

M1 ... Hop
|\/||\/|4k5 : :

Moz ... Hd.

Such matrix structure is built with real values representea asSuch real values are from the
interval[0, 1]. The number of column§’ is the number of matched features and the number of rows
d’ is the number of domains related to the MM-features found. Moreoveh, |gads an efficacy
value that relates each MM-featupg found with each related domady.

Consequently the KB set composed by all the MM-Characterizations atarés has the next
structure:

MMie = | MMZ, .. MM, |

5.2.3.3 Discriminating factor

The previous KB structures of MM show that they are organized by Mpésynevertheless the
domains is the major discriminating factor. Each MM-type contains a matrix wheres are the
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domains and the columns are the features. Therefore choosing a smaémoindlomains allows
to select only the rows related with such domains, therefore, use onlyfitecgfvaluegy; j related

with each features within these domains. Finally, each MM uses the same defofititomains
employed in the sectidn 5.2.2.1 of this thesis.

5.2.3.4 Unification rules knowledge base

The unification rules are built as an hyper-matrix of featugselations. Where each feature is
related with each other for each different MM-types. For an individwalMM-types is as follows:

_ . ;
bk ... b
Uyt = dn U1 ... Uim
Tj
i dp Umi --- Umm | |

Moreover, this structure works as a memory that relates each MM-typatares with each
other adding a compatibility value. Such values are obtained through an aetbsatution to learn
it or if needed is possible to write them manually - based on the experience afetreloper -.
However this thesis does not focus on this but uses it for the main thepiggauWe fulfilled these
values and the MM-KB using a survey answered by the experiencethlabies members in the
area (also stated in the subsecfiod 5.2[and 6]5.4.2).

5.3 Satellite phases

The process to characterize an AS is out of the main scope of this thegsthedess, in order to
feed the matching engine (the main phase) we need to define a minimal apfwadaracterize

a text-based AS. Therefore in this chapter we present a basis of prelynieinitions needed for

such characterization approach and for the matching engine and weuicgrdte implementation
of a sub-prototype to perform such characterization. Moreover theacterization approach is
described in the next section, however, we state that it is only a shallomagpthat help us to
build up the path to arrive to the matching engine.

5.3.1 Application Specification Text-based Characterizabn

In the software engineering context finding the features that bestiloescproblem regularly leads
us to realize which the problem’s domain is. The recognition of problem’s esand domains
gives us enough clues to plan the construction of the problem’s solutiamseér, finding these
features and problem domains requires the developer to have exgereciose relationship with
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the domain and knowledge of it. Usually these facts make difficult to perfororract characteri-
zation of a given problem for the not linked to domain and inexperiencgtheers. This appendix
presents a minimal approach that proposes the use of a Multi-agent S§df8) based engine
for analyze the textual application description and obtains their probleratsrtss and domain
characterization for a possible MAS-based solution. This engine comvis& architecture and
pattern-based text recognition. It also proposes the use of a semargtoadiiyired knowledge base
of problem’s features and domain’s specifications linked to the text patsutts. Furthermore our
approach main goal is to act as an dynamic and upgradeable assisting@pfar the engineers in
the characterization of a problem using a description of the desired appiica

A great variety of multi-agent methodologies can be found today allowingdfteare devel-
opment conduction by means of multi-agent models (for a MAS sufvey (leed@ergenti, 2004)).
On the other hand, software designers are indecisive to use them bmagingg one method that
could carry out to attach the type of models involved. In consequence tvbelesigners are choos-
ing a method they must master the multi-agent model properties and also theirmoushé&w to
match them to the application’s specifications and domain. In circumstanceféveduse production
a common problem for the engineers is the application’s domain misundergjgidians, 2003)
because the engineers are not familiar with all the domains where they haeekifor a solution;
usually they must identify the domain and consequently learn the domain'grioackd to manage
with the development process. Thus, the learning curve for acquiredfuéred skills is steep. We
think this is one of the reasons restricting the dissemination of multi-agent methbésobjec-
tive of this satellite phase is to propose a minimal process approach to iddrdifgoteristics from
a textual description of an application specification. The resulting datactf @nalaysis will be
employed to feed the matching engine described deeply in this thesis.

5.3.1.1 Related work

There are many approaches that aspire to define a path to abstraciatibor from raw data. In the
approach defined by (Sanchez and Moreno, R008) there is a pribgsallows to create domains
from web-based raw information and using wordhet (Miller, 1995). dNet is considered the most
reliable and employed on-line lexical and semantic repository for the Engtighidme. It declares a
lexicon, a thesaurus and semantic links with the English terms. It classifies imbo categories and
relates their meanings. Therefore We propose to organizes such tettisgs in order to connect
them with a problem characteristic that could be identified within a applicaticcifgadion as a
textual problem description.

We also consider that our approach is like a translator that takes an tégeaiption to trans-
late it into a format machine readable. Therefore we have found statisticdlimeatranslation
techniques| (Koehn, 2009) that are relevant to our proposed agpr@&uch a kind of techniques

are employed also by Google Translafor (Google, 2011) gathering statisfmanation globally
to improve the translation software process. Therefore we proposedte@ complementary MAS
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architecture to make possible to distribute the AS-characterization phaskeirnt@gather statistical
data easily similar as Google does.

We take into account such domain generation process and statisticalttcamislarder to create
a domain to be employed as basis to identify such word structures relatedterpreatures within
a text that contains an application specification.

5.3.1.2 Complementary MAS Overview

The present satellite phase proposes to create a complementary MASshase to analyze a tex-
tual application description with the objective of scrutinize the text and foufodmation to identify
their problem’s characteristics and solution domain. Such data is usefuldie lthe Meta-models
candidates that are related (known as good to solve) to each of therpsotit@racteristics. So, this
satellite phase is composed by an artificial intelligent analysis process by wiesaMAS approach.
This process typifies each application description into a characterizasay teat we call applica-
tion description micro-array characterization assay (ADMACA). EacitViIT A is composed by
the statistical data outcome about the identification of problem’s featurescenainls specifica-
tion. This satellite phase also defines a XML-based standard to manage, rege and process
the ADMACA results of each analysis. Basically our goal is to provide ammageh to support the
engineers through the problem characterization process in order to githglidentification of the
application description problem’s characteristics and specific domain. Simsilaca@urs in every
meta-analysis this enables to create a kind of protocol of data acquisitionr iteee text-based
analysis, employing a standard to make the gathered data reusable.

Finally the present characterization process complements the matching éefyieel at Section
feeding it with the micro-array characterization, as a machine readahie that allows such
an engine to perform is matching process. Remembering that the matchinggpoorsiders also
the use of MAS meta—modasharacterizations.

5.3.1.3 Complementary MAS Architecture

The MAS architecture proposed comprises a set of agents with differghkiand behaviors. The
architecture is divided in two main fields: the MAS and the web-serviceseaswsee in the exam-
ple of the fig[5.1B. The MAS field is composed by four agents, where @zt performs different
task that are combined to make emerge as result the application descriptipoh{Afacterization.

Each characterization is considered as an assay that correspondpéaific application. The

characterization is composed by patterns references to design elemelnésasfterization as prob-
lem features and domain specifications and quantification parameters agibgloalues. These

4 A meta-model is a model description or model of models in our case n&ider the use of meta-models inspired in
the MAS approach AEIQ (Demazeau, 2001) that decompose a MASiirtéponents Agent, Environment, Interaction
and Organization that will allow to match these components with a charatienizessay. Nevertheless this appendix
approach only considers the characterization of an application desengboess.
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Figure 5.12: MAS for characterization architecture overal

data must be recovered through the characterization process usinfptineaition provided by the
agent’s tasks. So we describe briefly each agent tasks in the followirsg line

e GUI Agent. Their main task is to get in touch with the user and it receives treinzut and
manage it with the system responses to the user. In our case we hawsldefinser input
the application description text. This agent manages the input contenttaada® questions
or results to the user if the input contains insufficient information it ask farendata. So,
it means that this agent can contact to the user to ask for more information refjusred.
Thus the constitution of the GUI Agent comprises a Graphic User Interfasemi-dialog-
based human user interface with user Input-output management, anddinadlgsage based
behavior that allow receive messages from the rest of the agents asldtesthem into human
understandable information.

e Characterization Agent. Its main task is to manage the characterization greoagse must
define a process to characterize the user input. Therefore this agenaaognitive behavior
that manages and plans the characterization process.

e Service agent The main task is to manage a web service connection. Taagyeht receives
request from the characterization agent asking to perform some tlgksd to the charac-
terization activity. It works as an agent that manages a web-service amsptrent way to
provide the service as an agent. So, it allows improving or changing theergite and only
modifying the agent that provides this service.

e Mapping agent This agent performs the identification and mapping of datexample text
patterns) received from the characterization agent. It is done thrawgiynitive decision
making that matches the data with the existing data in the knowledge base, tlthbeou
defined as we propose in a problem features ontology. In our caseopese that the perti-
nent information about the problem features and domain specification oie®iegecovered
through the Ontology Connection Agent and stored temporally in the knoe/lledse of the
Problem Features Detector Agent and the Domain Locator Agent, botbrsi&lered similar
to this kind of agent.

e Using our MAS-based characterization approach with text pattern néemy
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Using these kind of agents in a characterization process allows us to aré&s-based
solution to characterize an application description and other kind of similaactesization
task. In this appendix approach we propose as example the use of text application
description and we propose to use text pattern recognition to charadtegiztata. Thus
particularly we propose the implementation of the next agents:

e Features Detector Agent. This agent performs the identification of profgatares using
the text patterns received from the text analysis agent. It is done thr@weggnitive deci-
sion making that matches the text patterns with the existing features definedgrotiiem
features ontology. The information about problem features ontologgdwesed through the
Ontology Connection Agent.

e Domain Locator Agent. This agent locates the possible domain of the applidascniption
using the text structure patterns, the problem features related with thenpatte the existing
domains through the Ontology Connection Agent. So this agent performs acogiitive
task to induce the possible domain or domains for the text structure pattesigeck from
the Text Analysis Agent.

e Perl Agent. The main task is to manage the Perl scripting web service ¢mmeélkhus, this
agent receives request from the Text Analysis Agent asking t@ @acemplete or partially a
text. Also this agent manages the regular expression (regex) rules exdphoye process. It
works as an agent that manages a web-service in a transparent wayittefghe service as
an agent. So, it allows improving or changing the web-service and only yioglithe agent
that provides this service.

e Ontology Connection Agent. The main task is to manage the ontology connectioser-
vice. So this agent receives request from the Features DetectoraamndiiDLocator agents to
query the ontologies (see fig._5113). So it works similarly as the Perl Agjeimg an agent
interface to a web-service.

5.3.1.4 Application Description Text Patterning

With the objective of showing a minimal working example we have defined a teadicecognizing
process that we will explain in this section, nevertheless our goal is nobpmpe a new approach
about text recognizing, so we only explain it as complementary approatiwtirks within the
AS-characterization process. So we have defined the text recogpiziogss using a multi-layered
analysis to extract the relevant data from the text. In order to characthezdata we propose to
divide the complete text document into 3 main-layers or steps of analysagnaahs, sentences and
words. The goal of this division is to create a text pattern composition similaB&yasian network
(Stuart Russell, 2009). We have chosen this topology because thisglivid data and keeps the
nature of the text analysis comprising two ways top-down and bottom-up Bsithgcripts inspired
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Figure 5.13: Example of a text pattern recognition basedatherization.

in the text mining process utilized in (Bilisoly, 2008). Also the Bayesian infezerature is related
to the decision making using the evaluation of probabilities values with the statestidddistorical
information to face uncertainty; this feature is ad hoc for our artificial intetiigeapproach since
we manage with an application description provided by a human user. Sostisédp of the text
analysis algorithm is go down the text structure starting from the top docullesaitsplitting it

in paragraphs; then each paragraph branch is separated into ssntemtsequently each sentence
is divided into words. At this step we have descended into the text struct@revay similar as
exposed in figl 5.14. Formally we define each set of words, sentendgmaagraphs as follows:

W = {o1,..., 0w} Vk € [1,W]
Where eachwy is a valid word found in the application description. We use subsets of thasks w
to create sentences. Thus the sentence set is composed as follows:

S={o01,...,0s} Yk € [L,5]: 0k CW

Using the subsets of sentences we build paragraphs that are formallgdiiefio a paragraph set in
this manner:

G={p1,...,pg} k€ [L, 0 :pk CS
Also we use a set of real values where each one represents a fethidtapplication description
text analysis as a ratio value for each related text structure:

V={vi,....Ww}Vke[LVvveO,]01]

Therefore, the second step is to filter the word level leaving only the kedgymcluding proper
names, adjectives and verbs (all variations: conjugated, infinitivebat@ismissing pronouns and
connectors. Then we give a value to each keyword performing a ragi@opn from the resulting
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keyword subset of the last step and counting each subset’s WOI‘d’E in the subset dividing
it by the total number of words in the subset. So, this operation is performekdebfollowing
formula:

S occurrencef)
s W

Wherev,,, is the keyworduwk ratio value anabccurrencefuy) is the occurrences number of the
keyword wx that has been found in the application description gMtlis the set of keywordsV
cardinality, it means the total number of different keywords.

A fragment of the described result is showed in f[g.—5.15 where we cara SéML-based
standard that defines an example of the keyword patterns found. Egaloid tag contains tags
with occurrences, where each occurrence has the paragrapbragedcee id where it was found.

The next step ascends through the keywords patterns from the keysv@l to the sentence
level, using the keywords significance value we assign a new significahoe for each sentence.
We take each one related to sentence words values to sum all of themtamdtbé words-related-
to-sentence average; then we take the average as the significancefuhlesentence. We repeat
this step with each sentence related to a paragraph. The formula to obtaalubefa sentences

Ok is: .
_ 2i=1Va
n

Wherevg, is the significance value of the sentenads andn is the total words related to the

Vo,

5We mean occurrences as a word or a variation related with this wordaaspéxwords that are in plural or singular
are considered as the same word.
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<word walus="auction" overall = >

<occurence id="1" para id="1" sen id="z" £

<occurence id="Z" para id="1" sen id="4" £

<occurence id="3" para id="2" sen_ id="6" />

Cocourence id=t"4r para_id="3" sen_id="10" -
<occurence id="S" para 1d="3i" sen_ id="11" s
<ococurence id="e" para id="3" sen id="11" £
<occurence id="7" para id="3" sen id="11" />
“occurence id="gr para_id="3" sen_id="11" -
“occurence id="ar para_id="3" sen_id="11" -
<occurence id="10" para id="1" sen id="4" s
<ocourence id="11" para id="3" sen id="io" £
<occurence id="12" para id="3" sen id="11" />

</ words>

<word wvalus="automated” overall = >
<occurence id="1" para id="3" sen id="io" £

</ words

<word wvalus="avalilahle" overall = =
“occurence id=t"i1rT para_id="1" sen_id="2" -

</ words>

<word walus="hehavior" overall = >

<occurence id="1" para id="2" sen id="&" />
<occurence id="2Z" para id="z" sen id="7" />

</ word:s>

<word wvalus="hiders" overall = >
<occurence id="1" para id="1" sen id="4" £
<occurence id="2" para id="2" sen id="&" />
Coccurence id=T"3rT para_id="2" sen_id="8" -

</ words>

Figure 5.15: Word patterns middle-result of the text analys

sentencey and eactv,, € 0[0,1]. And the formula for a paragrag is:

m
_ 2i=1Vq,

Vo m

Wherev,, is the significance value of the paragragm) andmis the total sentences related to the
paragraplpx and eactvg, € 00[0,1].

Finally the result is a text-based multi-layered pattern structure weightedstfacture allows
us to explore it starting from any layer. That means we can match similar textigtes to see if
there are similar sentences or paragraphs using the keywords buatevgihe overall at sentences
or paragraph level (See fig.'5]16). This text pattern recognition aphris useful in two main sides:

e First, for automated learning using knowledge engineering it allows storeteitt patterns
structures with their values linking them to a problem’s feature or a domaietsfggation.

e Second, for automated characterization we can evaluate the incoming pplasscriptions
using the historical results stored using the first part. This will provideruawomated
process to characterize problem’s features and domain’s specifications.

Nevertheless in this appendix approach we only focus on the secondwidee the text patterns
are found and characterized using the MAS engine. Our objective i®te lsbw we can provide
a possible solution by means of MAS to characterize an application descrigtowever it is
possible to use a different method that the pattern recognition to text.
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Paragraph 2
Pl

Sentence 2
e

Figure 5.16: A graphical representation of the text pagtevith the relations at sentence level.

So, this task is performed by the Perl agent and the result is the text gafiérese patterns are
mapped with the problem features and domain ontologies similar patterns. Soatiping process
is graphically showed in the fig 5.117.

5.3.1.5 Application Description Micro-array Characterization (ADMAC A) Standard

The use of a standard to register the results provides us a way to stosgerenrd reuse the assays
produced with the described approach. One of the main reasonsdtingréhis standard is to make
available the results as a repository of independent but related asshgshmaracterization context
with the objective of leaving the road ready for the arrival of a suppleéamgrprocess of meta-
analysis or mining data. So, we have defined a XML-based standardotingtrises the following
data sections:

e User profile data. It contains the user personal and contact informatsmthe institutional
information if required. See the example file fragment code below:

User profile data

<profile>
<devel oper>

<ful | name>
<firstname>M chel </ firstname>
<l ast nane>Cccel | o</ | ast nane>

</full name>

<or gani zati on>
<id>1</id>
<name>Uni versity of Genoble - Laboratoire LCl S</name>
<description>Conpl ex Systems G oup Devel oprment </ descri ption>

</ organi zat i on>

<emai | >
<user name>M chel . Cccel | o</ user nane>
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<server>i ut-val ence. fr</server>
</enmai | >
<webpage href="http://Icis.grenoble-inp.fr" />
</ devel oper >
</profile>

(Fragment from a example file wrote with the ADMACA standard)

e Acquisition protocol employed data. This section has the title and descriptibie pfrotocol
used in the characterization; in our case we use the text-pattern analysisrtidless the
acquisition protocol could be different that the text-pattern analysis. Sduson is accom-
panied by the labeling protocol composition; this is the elements evaluated arabthigng
guantification parameters. In our case, the protocol stores the probktords and domain
specification as mapped elements with their belonging probabilistic values aifigagon
parameters. See the next file fragment as example:

Protocol data and labeling data

<pr ot ocol >
<id>1</id>
<nane>Text Pattern Anal ysi s</name>
</ protocol >
<l abeling id="1" name="Probl em Domai n Characterization">
<desi gnEl enent s>
<el enent type="Problem feature">
<desi gn-i d>1</ desi gn-i d>
<title>Maxi mum gain feature</title>
<description>Cptinize the gain finding the | owest
cost or price
</ description>
</ el enent >
<el enent type="Problem feature">
<desi gn-i d>2</ desi gn-i d>
<title>Auction roles feature</title>
<description>The auction actors are the customners
with roles of buyers and sellers.
</ description>
</ el ement >
<el enent type="Domain Specification">
<desi gn-i d>3</ desi gn-i d>
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<title>Automated auction</title>
<descri pti on>The automated auction is conposed by actors,
where each actor could take the role of auctioneer or custoner
al so a custoner can act as buyer or seller
</ description>
</ el enent >
</ desi gnEl enent s>
<quantitationTypes>
<t ype>
<quantitation-id>1</quantitation-id>
<title>Rel evance</title>
<descri pti on>Bel ongi ng probability val ue</description>
</type>
</quantitationTypes>
</l abeling>

(Fragment from a example file wrote with the ADMACA standard)

e Resulting characterization data. The results of the assay are storedthssiitgreferences
to the defined elements and acquisition parameters in the labeling protocol. eSeexth
fragment code example:

Characterization data

<characterization id="1">
<val ue design-id="1" quantization-id="1">0.7845</val ue>
<val ue design-id="2" quantization-id="1">0.9312</val ue>
<val ue design-id="3" quantization-id="1">0.8923</val ue>
</ characterization>

(Fragment from a example file wrote with the ADMACA standard)

5.3.1.6 Results

The present approach has been tested using some application desteiitaord modifying several
times the regular expressions to improve the text pattern recognition method;sthisefangs to
the Perl Agent working process. We have performed it without modifietiige system. Also we
have added and retired manually entries to the problem features and grépkagfications ontolo-
gies. Thus these facts show us that the MAS approach implemented in théspis@daptable and
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‘smﬂ Sessonaeh Ee_m_aﬁc?l-] description text patterns to a

______ domain specifications ontology

Figure 5.17: Mapping application description text patsanith ontology text patterns.

tolerate the dynamic updates. The characterization assays has beempdrés expected. Never-
theless we have obtained different results since we have modified tHarregpressions and the
ontologies entries. However this is not a real difficult for our apprdsestause the characterization
process mission is to manage with the incertitude finding the most important hingsthsiourrent
method and knowledge to do that. Also the results of this characterizatioegsrowst have a sup-
plementary process, for example a meta-analysis process where asiaobinalysis is performed
(Ceandro, 2005). Thus, the final impact of these variations is minimal.

5.3.1.7 Discussion: Conclusions and future work of this approach

The present MAS approach has proved to be a good alternative to enauitiigdynamic changes
of information acquisition and upgrades in the knowledge systems. It allews create an auto-
adaptable modular system which can be modified or upgraded without alteerentire system.

We have the prospect of improve this work using dynamic web-servigepa@sition similar as is

proposed in[(Abrougui et al., 2009). This will permit to upgrade dynaltyithe system at agent
level adding new agents to work with different methods or services thamthpattern recognition.

As final remark in this appendix approach we have showed a MAS-lzagmdach to characterize
an application description by means of a text pattern recognition procdssnaXML-based stan-

dard called ADMACA. The emergent goal of this approach is to be udefthe engineers as a
process that assists a MAS-based software engineering process.

5.3.2 Meta-model Features Manual Characterization

The second input required by the matching engine are the building blodkaréhessential to build
a solution. In our particular problem we have several MAS-based metiisixdSuch meta-models
act like pieces of solution, nevertheless, we can not employ them directhetgsmodels within
the matching engine. We also need to characterize them in order to make théimenaadable.
Such characterization process is less difficult than the AS-charadienizaocess because in this
case we have existing definitions created in the overall methodologies.wbhksefore we must
abstract them from the methodologies.
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5.3.2.1 Manual Meta-model acquisition method definition

In our case we have defined textual features of several meta-modelfeinto consider such tex-
tual features as meta-model descriptions. Each feature is related withimardasing a value.
Moreover the overall values, domains and feautres are stored withioveéaige base.

The meta-models candidates set is selected using the micro-array datee@#theughout the
AS-characterization process, as a filter. Therefore the resultingdzdad subset is composed by
several meta-model characterization micro-arrays. In this way the metalsnoitro-array char-
acterized representation becomes machine readable. It makes easy t@a8&taaracterization
micro-array with several MAS Meta-model micro-arrays, it also makeg eaevaluate the com-
patibility between Meta-model micro-arrays in order to combine them into metalrgouies that
could work together.

For this thesis we have defined a manual way to characterize the MAS me#dsiimiad micro-
arrays (See the sectign 7.2]1.2). First, we have chosen a small set ofniéfeBmodels from
existing solutions, for our test case from GeDA-3D (Ramos et al.,|20@baa auction framework
(Milidiu et al., 2003), considering the vowels approach. Then for eadh-medel we have identi-
fied a small set of features that best describe each feature. We éfavedd3 domains considering
the focus of our test cases. Then we have defined each feature amgpagxt sentence for each.
Finally we have made a survey like an experience acquisition process tr gatime statistical
information about the performance of each meta-model within each domain.

5.3.2.2 Motivations and satellite phase future

We have chosen to do that in such minimal way because the matching engimeses charac-
terized input about the building blocks nevertheless this is not the thesis walinThen in such
a manner we can gather a minimal amount of experience data directly fronxgkdenced hu-
mans (from the MAS group team members). This allows to create a startingengeefrom which
the matching engine can make decisions about reliability according to the probleolve and
compatibility between meta-models.

Nevertheless we know that there is a long way to follow to improve such We&now that one
possibility is to create an automated meta-model and features recognition E@xisking method-
ologies. There is also the option to build an automated approach to expedatacacquisition
from existing MAS solutions. However this thesis do not seeks to follow sygias, moreover, we
propose a matching engine that employs inputs from this. That is why wetdaedine a minimal
way to do that.

5.4 Linking Meta-analysis with MAS Software Engineering

Arriving at this point the question is how to link the meta-analysis to the MAS soéwngineering
process to improve the decision-making into the software engineering méthatofor MAS?
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To give a response to this question we explain through the following linedeady as possible,
how we made the analogy of the classic medical meta-analysis to a meta-anaysisdists in
decision-making within the context of software engineering for MAS.

5.4.1 Meta-models and Treatments

The treatment of meta-models in our approach is similar to the evaluations of tbrscds or
medicaments and their efficacy, when they are present in a valid MASHsasdion. As it occurs
in a medical meta-analysis when a treatment shows its efficacy for an illnessahs that we can
evaluate two different meta-models of the same kind (for example Agent) t& e¥tdch one is the
best for the requested solution, it is analogous to the valuation of twoetitferedicaments against
the same illness.

5.4.2 Domain and lliness

We propose to identify the domain of solution. In other words, each metairhadea value of
efficacy within a domain of solution, therefore, it means that a meta-modkl betefficient within

some domain of solution, as well, could be inefficient in a different domairohftisn. Such

domain is comparable with a specific illness where a medicament could be ¢fticieot. On the
other hand to identify the domain of solution from a meta-model we proposeatacterize each
meta-model using a set of abstracted characteristics that describes themodeiaand links each
characteristic to a domain with an efficacy value. After that, store all thasemta a knowledge
base.

5.4.3 Application Specification and Disease Description

For our meta-analysis the application specifications (AS) is like a diseasgpiie®. Thus, we
propose to characterize the AS identifying the problem characteristicd@ndin. Such charac-
terization can be performed, for example, through the text pattern ritiorgnSo, it acts like the
data gathering protocol. Therefore, such characterization proeesstp to know the AS problem
characteristics and consequently their domain of solution. Such data is sognidta the illness
identification and its information guide us to find which the most adequate metasrarde By
the way, locating the domain of the problem acts as a discrimination factoringdihe number of
possible domains of solution. It permits to select the meta-models that havefiiiglyevalues in
the selected domain, therefore, the most promising ones.

5.4.4 AS-Characterization and single trial

Therefore the equivalent of a single trial is: the AS characterizatiorghiheacterization protocol,
the AEIO meta-models - that match with the AS - and the efficacy values - that lenkntta-
models characteristics with the AS characterization. However an indivatusihgle trial in the
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Classic Meta-analysis Individual Trial Composition

Author profile Trial Protocol Results
Author Name | Disease specification | Patients healed number
Institution A- Substance, Medicament Patients no healed number
Conclactdate | || [™ pationts roatedwihA_| | Setistical data: variance
Journal B.- Substance, Medicament
Year or Placebo

’ Patients treated with B |

Data acquistion method

Additional Information

Figure 5.18: Classic Meta-analysis trial composition

Meta-analysis for MAS Software Engineering Individual Trial Com position

Author profile Trial Protocol Results
Author Name | Application Specification | Characteristics matched with

Characterization the Application Specification
Characterization

Institution |

Type of Meta-model A I

Characteristics no matched
Efficient meta-model A with the Application

Conctact data |

Tl characteristics within the Specification Characterization
application specification
Year Statistical data: Variance,
Type of Meta-model E standard distribution, etc

Efficient meta-model E
characteristics within the
application specification

Data acquistion method

Compatibility and additional
Information

Figure 5.19: Meta-analysis for MAS software engineeritg fsroposed composition

medical meta-analysis context is similar as the showed in théfig] 5.18, cemikowe propose
the meta-analysis for MAS software engineering trial in the{fig.]5.19.

5.4.5 Meta-analysis for MAS Software Engineering

The meta-analysis process applied to the MAS software engineeringtsesssist the automated
making decisions providing the statistical functions and data required. &ucmated making de-
cisions issue is closely tied with the Artificial Intelligence (Al) field. Thus thieison architecture,
as follows in the next section, is built over the meta-analysis, Al and sateragineering. Those ar-
eas play key positions in the solution architecture. Nevertheless in this aré@diecws particularly
in the Al and how it works using meta-analysis.



Chapter 6
Matching Engine

6.1 MAS Overview

The proposed approach is MAS-based therefore we can descrigirgtthe vowels approach:

e Agent: The agent’s kind is cognitive because they make decisions indlifidand represent-
ing a MM-characterization.

e Environment: Semi-observable at MAS level because we can obsergedies organized
by each agent.

e Interaction: Is based on negotiation through messages like dialogs togeagis member-
ships and to choose winning groups.

e Organization: The organization is based on the making decision processmocate it as
a self-organization based on patterns because there are rules to faliaghelp depend on
the chosen meta-models (represented by agents) in order to follow thesemnd build the
organization (As we described in section 1.4.3.1).

The comparison engine is built using a MAS-based solution to perform thaentsta-analysis
and matching MMs and infer solutions sets. The agents employed are ceptiigy have the skill
of making decisions individually. Moreover each agent acts repregeatiMM-characterization.
The environment is semi-observable (see fig] 6.1) thus it enables tovelibergroup formation
through the MAS performance. The interaction is based on messageglssireen agents similar
as the contract net protocol (FIPA, 2002) but searching for suitaolep memberships. Finally the
organization is based on dynamic group creation, where each grogpmsaepresents a proposed
solution. The fig[ &1 part C shows the MAS architecture overall.

100
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Figure 6.1: MAS Architecture Overview

6.2 Proposed Solution Architecture

To achieve the automated making decisions we propose an architecturesashigyoan AS char-
acterization engine - that translates the AS into an abstract problem whatics and chooses a
domain (see fig_6l1 part A) - and a comparison engine - that matches thea#& terization data
(see fig[G.ll part C) with the meta-models (MM) characterization (segfigpastB) and propose
sets of possible meta-model-based solutions (segfify. 6.1 part D) -. Eoimethis thesis we focus
mainly in the matching process performed in the comparison engine, nevestheke address the
AS and MM characterization process to clarify the complete trial procesgion. Analogically
we propose the meta-analysis for MAS software engineering procassved in the fig[6J2 at the
highlighted box - using probabilistic Artificial Intelligence as the presentish@gin contribution.

6.3 Comparison engine

Through the proposed solution process, the first step - the AS-¢baration process (see fig.
part A) - provides the AS-micro-array as result. Such micro-arréyrimation is required in
the second stage - in the comparison engine (se€fif). 6.1 part C) - in caimbingh the MM-
characterization KB data. Both information sources feed the matching gxrdcside the com-
parison engine. We have an important remark to justify the use of a compagpne in this
approach: At present we have no database of existing studies with toialg the efficacy us-
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ing MAS components with quantitative results as occurs in a meta-analysisthén tmand we
have a lot of MAS methodologies composed by models, components, develbproeess, etc.
(Jorge Gomez-Sanz, 2004) that have proved to be useful in certaiain®. So, we consider that
we can extract from the existing solutions their representing meta-models,rsamila proposed
in (Z.Guessoum and Jarraya, 2005), and evaluate the efficacylobeacf them in each solution
domain. Also is possible to automate the refinement of the efficacy valuesage@nd make them
more precise each time considering the user feedback as part of a autteaaténg process. In this
way we can create an equivalence process of what is Pubmed for theahrethted meta-analysis
but in the context of MAS software engineering. So, that’'s why we @efo create a comparison
engine capable to combine meta-models using the experience lodged in hihMitierizations
KB to infer which of these meta-models could work together. Therefore thehing process is a
benchmarking method that compares both characterization sourceshaf&:terization and KB
of MM-characterizations - with the aim at selecting the most adequate metdsw@odiproposing
a combination of them as a candidate solution for the application specificatiois, thhe matching
process is conceived within a comparison engine. Such a comparisime énguilt using a MAS
approach that we will describe briefly in the section 6.4. However, in thisl@mwe focus in the
probabilistic artificial intelligence employed behind the automated making decisestsiloed in
the section 615.

6.4 MAS Architecture

The comparison engine is built using a MAS-based solution to perform thentieta-analysis and
matching MMs and infer solutions sets. The agents employed are cognitexehétve the skill
of making decisions individually. Moreover each agent acts repregeatMM-characterization.
The environment is semi-observable (see fig] 6.1) thus it enables tovelibergroup formation
through the MAS performance. The interaction is based on messageglassireen agents similar
as the contract net protocol (FIPA, 2002) but searching for suitgblep memberships. Finally the
organization is based on dynamic group creation, where each grogetisarepresents a proposed
solution. The fig[ 611 part C shows the MAS architecture overall.

6.4.1 Agent Architecture

The agent architecture comprises the next components (see alsalfig. 6.3)

e Self Representation. It stores the agent self-representation compo$eddAS-characterization
and the represented MM-characterization.

e External Representation. It comprises the third agents representaimthétknown agents
MM-characterization data. They are stored in this module; a known agentigent that has
contacted the host agent, regardless of whether that agent has tleeedhto the host agent
group or not.
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Meta-analysis for MAS Software engineering approach
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Figure 6.2: Meta-analysis for MAS software engineeringcpss overview

e Organizational control. This control belongs to the organizational coemtoof the entire
MAS; it allows to the environment observe the groups created by meargeat aterac-
tions. It comprises the agent group registry sub-module that storesdhbp grembership
information of each agent. As we explain further in the sedfion 6.4.2 eactt pgeforms
a negotiation with the rest of the agents to evaluate the group membershigotbeteis
module stores the structures of the groups created by each agentlss séshese agents
interactions.

Agent interaction control. This control allows the agent to interact with aigents commu-
nicating them. It is composed by a messaging module that acts as sendeceinerreThe
protocol employed to communicate is similar to the contract net interaction ptaiecause
the agent negotiates the group membership with other agents.

Cognition Control. The main task of this control is to make decisions. It congptise
Induction-based making-decisions module together with the negotiation modhke.ne-
gotiation module creates and interprets the required messages to negotiateuinengm-
berships. On the other hand the induction-based module owns the indulgibsithen that
evaluates the next actions (See also thd fid. 6.4):

— Assess the host agent MM-characterization compatibility with the AS-cteaization.

— Evaluate an external agent MM-characterization to reject it or accémtbithe local
group considering the compatibility with the host agent and the current merabtre
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Figure 6.3: Agent Architecture Overview

group.
In the sectiof 615 we deeply explain how the probabilistic Al works to make decisions.

e Planning Module. Such module performs the host agent behavior usthg aljjent resources
that have been described. Consequently this module controls the agiens & perform in
the time line. It keeps the control of the agent using all the modules and tottreate the
agent’s behavior.

6.4.2 MAS Operation

In the MAS working process each agent represents a MM-charaatieriZzrom a subset selected
from the KB of MM-characterization. The agents perform together the-dblups formation task.
The agents pass messages between them; thus, compare their MM-clzat@ateand individually
making decisions about the memberships. The groups emerge from thefpadew of each agent
self-representation. Each agent compares their MM-characterizatioo-am@y -self representa-
tion - with others of different type to select the most appropriates. Sumlpgrare created using the
vowels approach (Demazeau, 2001), therefore, each agenhesdoc a type other than their own.
At the end each agent has created a group; therefore, the one thattikely to be a solution is
chosen. The criterion is: First rejecting the groups that do not contaiypleeagent. Moreover, for
each group, estimate the probability of the entire group evaluating the plitbatall the members
together. Finally choose the group with the most likely probability value. Thistsagghtforward
way to apply the meta-analysis of characterized data. Nevertheless amdveil discuss later in
the conclusions section is possible to store the successful groups nesuéiknowledge data base
as historic or experience data.
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Figure 6.4: Agent Behavior State Transition Diagram

6.4.2.1 Agent Behavior

The individual agent’s behavior has three main branches (Sde fig. 6.4)

e Initialization. This is the first step in the agent instantiation. It receives tharsiSVIM micro-
array data and makes a compatibility self evaluation. Such an initial phasesatseers the
existing agent list in order to contact them further.

e Negotiation. This is the second phase in the agent behavior. Such a Himpnsethe nego-
tiation with the others agents in order to build a solution group in conformity to threedw
meta-model compatibility. The negotiation comprises:

— Send own representation. It sends the owned Meta-model micro-aresgityp compat-
ible@ agent in the MAS.

1A compatible agent is an agent of different vowel Meta-model type.
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— Receiving responses. After sending the own representation the pggmes up the
receiving responses thread in order to catch all the micro-arrayseiaions sent by
other agents.

— Evaluate Compatibility. When a micro-array representation is received #tedition
is evaluate the compatibility with the own representation.

— Send Rejection. If it is not compatible then a rejection response is triggered.

— Send Membership proposal. If it is compatible then a membership proposaitisos
the evaluated agent.

— Register rejection. When a rejection is received (as response to theepvasentation)
then the meta-model that originated such a rejection is registered.

— Register Membership rejection. This state is achieved when a membershiprejsc
received (as response to a Membership proposal) then the meta-madaeligheated it
is registered.

— Update Own Meta-models group. This state arrives when a membershipmatidn is
received (as response to a Membership proposal) then the meta-modielayyned is
updated adding the new compatible meta-model member.

— Send Acknowledgment. When the meta-model group has joined the new member a
acknowledgment message is sent to the new meta-model member agent.

— Send Notification of replaced meta-model. This state is reached if the meta-acioldel
to group has replaced an existing (same type) meta-model. If so, then orejees-
sage is sent to the old meta-model group member notifying the change.

— Report Group Update to Framework. This state is achieved once the méipheas
been processed and it notifies to the framework the current state of treslgwoup. It
works especially to made this information available to external observations.

— End Negotiation. This is the negotiation final state achieved when there tareane

messages to process or when the timeout has run out.

e Winner Group Selection. This is the third and last phase where the greufisr@f the
previous sections are shared and thus a winner is voted to being selected.

— Sending own Group Compatibility Value. This is the initial state of the group sefectio
where the resulting group compatibility v:JﬂJe

— Receiving Responses. After sending the own group compatibility valuegtra sises
a state that keeps awaiting for a message reception.

2The resulting group is evaluated collectively with the AS-micro-array ireotd find the compatibility value with
the entire group
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— Compare received result. When a message is received this state is dativatder to
compare the received compatibility result with the current best one fdtids initial
then it is compared with the own group compatibility result.

— Store result. This state is reached when the received result is comparétea such a
result is stored.

— Sending Best Group Selection. When all the group compatibility values feasrie
ceived then this states is achieved. This state sends a vote of winning setgotip.

— Receiving Best Group Selections. This state follows the sending grtegiiea in order
the receive the selection votes of the other agents.

— Store selection result. This state stores the selection votes results received

— Send selection result to framework. It shares the results received foathework in
order to make it observable.

— Evaluate selection results. It count all the results voted when all the vatefden
received and then publish the results. If there is a tie between two or nmspggthen
is unable to provide a solution.

— Most Accurate Solution Found. If there is a winner by majority then this fiteiess
achieved. The winner group is published by all the agents and by thevii@ke

The interaction diagrain 8.5 shows the message passing between agentheyhare collabo-
rating together and forming groups. The last step starts when eachregealready evaluated all
the membership options to create a group (or when the time has run out) finadisoti@6.6

6.4.3 Knowledge bases

There are fifth different knowledge bases; three of them are expliditadready stated, they are
the next: AS-characteristics, domains abstractions and MM-charatienzaThere are two more
that are implicit and stores memory or experience values: The MM-instantiagonory and the
MM-unification memory. We explain how they are composed in the sectidn 6.5.

6.5 Probabilistic Al for making-decisions

When the comparison engine MAS is running the agents create group<iintgraetween them
and thus performing the meta-analysis of data to make decisions about tipengeonbership. Con-
sequently each agent has a group that is being evolving through th&iexe&Ve can observe such
group evolution in a certain point of the execution time line; we consider eaeltobthe groups
created as possible solution from the point of view of each agent'ssepted meta-model. Con-
sidering that each member of the group is a meta-model that has beenehaeddhe making de-
cision process within each agent uses the efficacy information valueslbf\dM-characterization
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Figure 6.5: Agent Initial Phase and Group Negotiation Gmitation Diagram

to perform the meta-analysis. This step substitutes the lack of full solutionttreisire employed
in a classical meta-analysis because each agent creates a candidate s@uwhen they build its
group. The agents final step is to decide the best group among all.

6.5.1 Experience KB

The MM-instantiation memory stores values about the matching results of &&athrization and
MM-characterizations micro-arrays. It means that it stores - for ed@ftharacteristic and each
MM-feature and under each domain - the following data:

e Total times when the matching was enable; as well the total times when was disabéach
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matching possible value and considering one selected domain:
— Total times when some AS-characteristic was not efficient and some Midréeo in
the domain.

— Total times when some AS-characteristic was not efficient and some Midrgewas
efficient in the domain.

— Total times when some AS-characteristic was efficient and some MM-featsaot
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efficient in the domain.

— Total times when some AS-characteristic was efficient and some MM-fe@aiiie the
domain.

Moreover the MM-unification memory stores values about the solution regitM-characterization
micro-arrays. In other words it stores - for each pair of different ¥dtures under each domain -
the following data:

e Total times when both MM-features were part of a solution and as well tota$ tivhen were
not. Therefore for each situation count:

— Total times when both MM-features were not efficient in the domain.
— Total times when one of the MM-features was efficient and the other nogiddmain.

— Total times when one of the MM-feature was not efficient and the othegffiagent in
the domain.

— Total times when both MM-features were efficient in the domain.

Both information KBs are stored as two different hyper-matrﬁ:e‘ﬁ”ne unification rules are related
to the construction constraints between the different MM-features. Gilehare defined or updated
for each MM-feature at the moment of adding a new meta-model. Furthetimese benchmark-
ing values could be acquired or updated through learning processeepanding on the solutions
provided by the approach proposed. It means that at each time thatpheaelp is employed to
provide a solution the making-decision has more "experience". Consiyjube approach will
provide most suitable solutions. However in our example we have employetvindgtten values
according to the laboratory member’s experience. Both experience&inaroved in the identifi-
cation process that are part of the Bayesian program employed alainexpin more detail in the
next section.

6.5.2 Bayesian program definition

As explained in[(Bessiére et al., 2008) commonly a Bayesian program isedeiising the next
structure:

e Description. It is a probabilistic model about some phenomenon that is ottt the
next two branches:

— Specification. Such specification expresses the modeled phenomendedge in the
following probabilistic terms:

« Variables. All the important and known variables related to the phenomenon.

3A matrix of many matrices levels
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x Decomposition. Is the joint distribution of the variables. Usually is done usiley a
composition that keeps the joint distribution as a product composition of simplified
distributions.

x Forms. To compute the joint distribution we must specify all the distributions ap-
pearing in the decomposition with all the possible values for each variable.

— Identification. Is the learning phase of the probabilistic where the initial datdirsed
and becomes more accurate.

e Questions. The questions are defined by branching a set of varialtlee@subsets: the
searched variables (on the left side of the conditioning bar), the knewables (on the right
side of the conditioning bar) and the free variables. Such questions mastsiwered using
the decomposition and forms definitions.

6.5.3 Choosing MM-Characterizations

To choose the most promising the MM-Characterizations for the AS we peopging a Bayesian-
based inference algorithm because it allows to evaluate the probabilityutiosousing certainty

values. The certainty values are similar to the efficacy values employed inMh€Naracterizations

and AS-Characterization micro-array. Thus is possible to evaluate aryOMalacterization as par-
tial solution using itself and the AS-Characterization data. This processsatlbeosing a subset
of MM-Characterizations as candidates to create representative agertise MAS that executes
into the matching engine. Moreover to achieve such selection we havediafB&yesian program
as follows:

6.5.3.1 Specification

Our phenomenon is about to match an AS-characterization with a MM-Charatiten. Consider-
ing the explained context in the last sections the variables identified arextie ne

e Match A boolean variable that specifies if soA& and soméMM,, match or not.

e Considering only one domaiy each time we define both characterizations:
AS = {8j1,...,8) ¢} for simplicity A = {61,...,6¢}.
MM;, = {Hj1,.... M} for simplicity MM = {pa, ..., up }.

e Therefore we define the set of matching pairdas= AS x MM,, moreover we have the
AS-characteristics and MM-features values:

Li,k: [(elaul)v"'7(elauf’)a"'a(edvul)a"'a(edvuf')]'

e Considering that eack; = (8;, ) for simplicity:
Lik = [A1,...,A/] where the size of the setlis= ¢’ x f’

We define the decomposition in the next manner:
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First we define the top level joint distributio®:(MatchA L k)

Such distribution is equivalent t& (MatchAAL A ... A )

Decomposing it we obtain:
P( Match) x P( A1 | Match) x P( A2 | MatchAAq)
X...xXP(N | MatchAALA...ANZ1)

We assume that each match between each pair composgdivyndependent of the rest,
therefore, we can simplify the joint distribution:

|
P(MatchAA1A...AN) =P( Match) x r!P()\i | Match)
=

However we must state that eakhis related to a paif6;, L ).

Consequently, to calculate the probability values of the joint distribution we defste the
parametric forms using all the possible values of each variable. First, et@ege all the real val-
ues of the characterization variablg@s, L), contained in eachj, using a statistical model. Such
model is defined the values from 0 torGasfalseandtrue the rest, 07 to 1. Therefore such values
are employed to define the following forms:

First we define for the variablgatch

P(Match): P( [Match= falsg ) =0,3 P( [Match=true] ) =0,7

Therefore for each of theforms of P(Aj | Match) and considering thak; = (6, k) we have
P( (6i,) | Match).

Aj] | [Match | value
false| false | 1— i:i
false| true — i—?ﬁ
true false i—:i
true | true | 1%

Where eacrn,{,h,ﬂtch counts the number of true or false matches for the paisuch pair has a AS-
characteristi®; and a MM-featurgy. Moreover eachmyaich Value counts the total times of true or
false matches cases has been found.

The last parametric forms are based in the succession rule defined bg-Pieon Laplace
(Caplace, 1812). Such rule allows us to infer the probability of findingre@aroposed combination
of values using only a few values. Normally the meta-analysis needs a higimaofalata to work,
however, we have not all the enough data at the moment. That is why vgeiciseule instead of a
form based into a more related meta-analysis method.

In order to reach accurate results at this stage the proposed identifjpataass has been devel-
oped using a survey that has been answered by some MAS expenmeandtbrs of our laboratories.
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The corresponding values of the experience KB (explained in the s@&&ah) are updated using
the user feedback.

6.5.3.2 Questions

This Bayesian program seeks to infer if some AS-characterization carateded with some MM-
characterization. Therefore the related questions are:

P(Match|A1A...AN)
that is equivalent to:

P(Match| (8, ) A... A (B, Hp) AL A (B, ) Ao A (B, Hpr))
also such question could be solved in the next manner:

P( Match) x _; P( A | Match)

P(Match| AfA...AN) = |
> matchP ( Match) x [1i_; P(Ai | Match)

6.5.4 Building Solution Groups: Evaluating MM-Characterizations

Then to know the successful probability of using two different meta-mddesndM; as part of
the solution we use the following formula (representation and group membesstiimtions, both
of external agents) to evaluate the meta-models compatibility and consequesitlg tb add or not
to the solutions group:

6.5.4.1 Specification

In this case our phenomenon is the MM-characterization group conforasipgrtial solution for
AS-characterization. Therefore we have identified the following varg&able

Solution

A selected domai;. Same a5 6.5.3.1.

Two sets of MM-characterization from different MMs types:
MM, = {u}il,...,u}if,} for simplicity MM/ = {uil,...,uif,}.
MMy, = {u}'71,...,u}'7f,} for simplicity MM/ = {p'l,...,u'f,}.

e Thus we define the set of solution pairsSis= MM/ x MM/, consequently we have both set
of MM-features values:

)= [(u‘l,u'l) e (uilvulf’> TEEF (p-if"p-ll) R <“ic',|1|f/)}'
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e Considering that eaoh; = (Hp, k) andpy, # L then:
S, = [01,...,04 where the size of the setés= " x f/

Therefore the decomposition is defined as follows:

First we define the top level joint distributioR:(Solution\ § )

Such distribution is equivalent t& (SolutionA 01 A ... A Os)

Decomposing it we obtain:
P( Solution) x P( o1 | Solution x P( o2 | SolutionA 01)
x...xP(0s|SolutionAo1A...ANOs 1)

Assuming that each match between each pair composesj lyy independent of the rest,
therefore, we can simplify the joint distribution:

S
P( Solutionh o1 A ... Aas) = P( Solution) x rlP( o; | Solution
=

To define the parametric forms we consider a statistical model where the Yadue0 to 07 as
falseandtruethe rest, 07 to 1. Thus we define for the varial®lution
P( Solution) : P( [Solution= falsd ) =0,3 P( [Solution=true] ) =0,7
Also we define the same for each of théorms of P( o; | Solution) and considering that; =
(Hp, ) we haveP ( (Hp, k) | Solution).

[0j] | [Solutior) | value
false false 1- %
false true — %j—[“[‘]
true false ;:J:
true | true L

EachnjSolution counts the number of true or false solutions found for the pathat comprises the
MM-featuresp, and k. And eachnseuion Value counts the total true or false solutions found.
Similar as is described in sectibn 6.513.1.

6.5.4.2 ldentification

In this case the identification process has been developed using a fusveyter the matching

engine selects the candidates. Such survey has been answeredaiooatories members too. So,
the experience values has been collected from the survey gatheredTtiatathe corresponding
values of the unification memory KB (explained in the seclion 6.5.1) are updatad the user

feedback.
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6.5.4.3 Questions

This Bayesian program aims at inferring if two different types meta-modgisesented by two
MM-characterizations could be considered to be joint into a solution . Tdreréhe related ques-
tions are:

P( Solution| o1 A...A0O})

also such question could be solved in the next manner:

P( Solution) x [15_, P( a; | Solution)
Y solutionP ( Solution) x niszlp( o; | Solution)

P( Solution| 01 A...A0Os) =

6.6 Discussion: Present approach contributions

The present work proposes to employ many existing technologies to createapproach that rises
as a preliminary phase before the analysis and design phases foMASfpased project. Similarly
as PASSI|(Cossentino, 2005) our approach analysis the problennemagmts in order to identify
the domain. Nevertheless we identify the problems characteristics fromaesdiption in order to
find the domain. Therefore we employ such domain and problem charéctgetismap them with

the knowledge base of meta-models features to identify meta-model candifihiess done in a
contrary way in relation to the MASSIVE approach (Jirgen, 2001) theigses to map from the
model features to the implementation. We finally create intelligent agents as maggges that
owns a meta-model independently. This is done similar as the software denglopiews proposed
in approaches like INGENIAS (Pavon and Gomez-Sanz, 2002) andSWAS (Jirgen, 2001) be-
cause each agent make decisions according to the view of the type of tieel ometa-model. In

this case such views are based on the evaluation of the features chaasiotevalues of the owned
agent with the values of the rest of the compatible agents. The meta-modehigybeen defined
inspired in the approach vowels (Demazeau, 1995).
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Part IV

Evaluation
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Chapter 7

Tool Implementation

7.1 Tool Specifications

Considering the architecture of our approach we have implemented a p®tating Java, XML
and JADE(TILab, 2011) to test it. We have chosen JADE among othemshiecause it is the most
well documented and is one of the most mature, active and updated fraksewdso JADE is a
fully functional Java-based extensible framework that give us thegimfreedom to adapt it with
the text-based recognition and Web services in order to make our took@iteenFinally JADE
is one of the most contributed and active open source MAS frameworksniilee it a reliable
framework. There are some commercial books about it and several sitoniahe Internet that
make it easy to use and quick to learn among others.

So we have created a Graphic User Interface (GUI) where we catHedthowledge Database
of domains, problem characteristics, meta-models features and meta-madtielefore we can
perform or select manually an AS-characterized micro-array. Thosidering the AS-micro-array
to select the most promising meta-model candidates. Finally we can launch tBenMére each
meta-model candidate is taken by an agent that manages him to create afggolupions and after
of an interaction period to find the most promising group of meta-models as soldtie tool is
composed of several modules as seen in the UML diagrar fig. 7.1.

The UML diagram displayed in figl_7.1 represents the different moduleseofyktem. As
we can see the Tool module is the start point from which we have two main: patbate a KB
using the KB Creator module or start the tool process using the Matchingéhgol. KB Creator
Module allows us to edit and create data about the problems charactenstesmodels features
and domains and the values that relates each characteristic/feature wittaenddhe KB Loader
Module allows to load within the Matching Engine Tool such KBs created. Thieliteg Engine
Tool comprises the sub-modules:

e Meta-model Candidate Chooser. It allows to select Meta-model canditateshe KB in
order to employ them within the matching Engine.

118
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Figure 7.1: Prototype tool UML diagram.

e Matching Engine Viewer It allows to see the Matching Engine performancacht megotia-
tion step and until the end of the process showing the final group selection.

e Domain Selector. It selects the problem domain and generates the AS-nmrizyo-a

7.1.1 Activity Diagrams

We defined the prototype main activity diagram displayed in théfig. 7.2. Sohiradiagram fol-
lows a path that requires an Application Specification characterization thi@iggomprises identifi-
cation of domain and problem characteristics, therefore a selection whase the AS-micro-array
is taken to find a solution domain and to match the problem characteristics withtthee st of

meta-model features.
In the activity diagram presented in the fig.]7.3 we represent the belpatiothat is performed

for each agent within the MAS. The behavior diagram displays step byhstghe agent built the
best compatible group considering the meta-model that the agent regresen
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Figure 7.2: Main Activity Diagram

7.1.2 Use cases

The uses cases of the prototype are detailed in the next sections:

7.1.2.1 MAS Meta-analysis

The meta-analysis is performed receiving first the Application Specificdtte from the user. In
this case its a file provided by the AS Editor.

e AS-Characterization. The Application Specification is analyzed and themacterized in or-
der to find the Problem Characteristics and domain. This is done considegingformation
provided within the file. The result of such an analysis is the AS-Micrayarr

— Find Characteristics. The Application specification is analyzed considarkigowl-
edge base of Problem characteristics and the Word Net structuresediliis a list of
problem characteristics with a relation value.
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Figure 7.3: Agent Cognitive Behavior Activity Diagram

— Find Domain. Using the list of problem characteristics found the Knowledge lof
Problem characteristics is employed in order to calculate statistical valuegtarthine

the Problem characteristic set domain.
— Build AS-Micro-Array. The AS-Micro-array is created considering ttmmain found
and the list of problem characteristics. It represents the applicatioifispgon.

e MM Selection. The MM selection is performed employing the AS-Micro-Arraysalection
criteria. The selection is accomplished using a knowledge base of MMath&rations.

— Select MM Micro-Arrays. The matching process is performed evaluatmg8tMicro-
Array with each MM-Micro-Array of the Knowledge Base. At the end tleé af best

MM-Micro-Arrays are selected as candidates.

— Create MM Agents. The agents are built using each MM-Micro-Arrayate and a
copy of the AS-Micro-Array. Each agent owns two main behavior tadlegotiation

and Selection.
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Found Characteristic
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Figure 7.4: System use cases

— Group Negotiation. Each agent must build a solution group negotiating the m&higbe
with the other agents. It is done considering only the different than thedWiM types
and evaluating the compatibility between MM-Micro-Arrays. This processHiwhen
all the agents have been contacted between all or when the execution tsmaitun

— Group Selection. When each agent has a solution group the resultshot@ation
group are shared between all the agents. Each agent compares thagibiityof all
the solutions group with the AS-Micro-array in order to select the bestkinally each
agent votes for the winning group sending his vote to the observer.

e Show Results. The results are shown in a window considering the agest vohus the
winning solution group is revealed. If there is a tie between two or more grthgsystem
cannot provide a winning group.

7.1.3 MM-Characterization

Abstract from an existing meta-model the required information to charagtéiizo a MM-Micro-
Array.

e Found Features. Describe the Meta-model through features within a class

e Evaluate Domains. Add the success statistical values of each feature witlmmain of
solution in order to locate the meta-model as a successful component f@raedgimain.
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Figure 7.5: System Navigation Diagram

7.1.4 Navigation Diagram

The prototype is structured as follows in the navigation diagram displayedhatigure 7.b. It
is composed of three parts where the main part is the Prototype Main windathibetwo parts
are the knowledge bases editors for characterizations. The Prototgime\WWindow allows to go
through the AS-Characterization, MM-Candidate Selector and MAS+@biseindows in order to
follow and perform the approach proposed process.

7.1.5 Class diagrams

The class diagrams defined for the agent classes are shown in fhelfig. 7.6
In the following sections we will present each part of the tool.
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Figure 7.6: Agent Class diagram
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Figure 7.7: Agent Cognition Class diagram
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7.2 Graphic User Interface (GUI)
The GUI is composed by 2 different modules:

e Knowledge base creator. This module has two submodules:

— Domain-Problem Editor. That permits to create KB’s of domains and problemrac-
teristics (See fid.718).

— Meta-model Manager. It allows to define meta-model features and therefeate
meta-model using such features (Seelfigl 7.9)

e Matching Engine. Is the tool that allows to perform the matching process f(§e7.10),
however, it is composed by the next submodules:

— KB Loaders. There are two buttons that allows to load a Domain-ProblemiB a
Meta-model KB in order to perform the matching process.

— Domain Selector. It allows to select a domain according to the data contained in th
micro-array (See fig.Z.11). This can be selected manually or obtainedthsiagproach
defined in Appendix B.

— Meta-model candidate chooser. Using the Meta-models KB data, the setectedn
and the micro-array as selection criteria this module allows to choose the ateslid
subset of meta-models from the KB (See fl[gs. 17.127.13).

— Matching viewer. When the meta-model candidates have been selectedeastarth
engine button is pressed the matching engine starts and then the matchingwoeiués
displays the current state of the agents that own the MAS meta-models (FEETH).
It shows the agent data about the meta-model owned and the currentipsgroup
built. At the end of the process is possible to display a chart showing thises the
groups to make evident the best group considering the probability oéssi¢See fig.
[Z15).

In the next sections we briefly show screens of each part of the geffvatotype explaining
their work.

7.2.1 Knowledge bases

The Knowledge bases can be created from scratch or employing an &edioapgroach similar as
(Sanchez and Moreno, 2008) to create Domains, AS-characteristiddgllsirfeatures KB through

the web or document analysis. As we stated in se¢fidn 5.3 we consider ituantlieg is not the

main focus of this thesis. So, we have implemented these software modulesteorneually such
KB.
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Figure 7.8: Domain - AS Characteristics GUI.

7.2.1.1 Domain-AS Characteristics

Therefore in the fig._718 we can add characteristics and domains, torelation "‘as-characteristic
- domain™ we must define a value. However when we add a new domainew asrcharacteristic
the default value is 8 that means the maximal uncertainty or entropy.
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Figure 7.9: Meta-model Features GUI

7.2.1.2 Meta-model features

We can also edit and create meta-models and their features as we can seigifidl®.



7.2. Graphic User Interface (GUI) 129

Matching Engine Prototype = = Dlﬁl

s %

E AS-Characterization E MM-Features C izati ftory - C:
Test Meta-Model |
Title: Auction Problem Meta-model-type Name Characteristics fd
4 Bas Select MicroArray Charal:tﬂls Domainlo(T '}lfz}r 2 ot lem T ) WM‘ =
TR o Yy M e e Y a1} T 0.875 |0.725 ||0.8 i]ﬁﬁ 0.675 |0.8 0.7 l]l‘]
K1} |0.995 (0561 |0.635 |~ g2 Oponent movement p AT |0:875 jo. - 155 [0, 8 o7 |jo:

W(Z 068 0715 |0.588 13} Auction actor roles A o{} |jososjoss forzsifos  |0.875 Joss [Jos os

W3 03z [0E11[0.971 " : . -
1| ki uction pracess cont o 085509 |[0.e5 Jos7s fo.9 ||o77s [0.75 |os

K4y |ns7z o702 |nese  |= ! 2
WE 041 oriz  |o.g79s KE5E Enulish aurtn progto

KB} (089 |0.699 (0.6 HIGLEME ROk Lanes paving - - —
{71 0189 (04808  [0.7458 {7} Debt contract constra Domain o9 Jo{10} je{11} 012} |o{13} jo{14} |e{15} |
K{8} 0.454  [0.785 0.875 k{8} Optimize the income f| _ 5(1 | 0725 lo.a 0.855 |09 095 0975 |0.85 1l
K{8} 0433  |0782  |0.815 K{9} Cost optimization Min M{Z}-r:0-Agent i — - - o i s -
fi0) (028 (089 [0892 |5 10y Real Physical move oz} ||0.875 |0.525 [J0.895 |0.475 [Jo.725 |032s oz ||

K{11} Auction bid restricti 4] Il | 3
Domain Selection Results ine i

RO Orine il oom Meta-models selected candidates

{13} Price negotiation pri

k{14} Cost shariny Propos

{15} Virtual drama actor'y__|
K{16} Virtual drama rules f|_ |

irtual actor positior ™
feffyrtaemsy
= Probability Tolerance:0.65
Choose Mata-models | | Random Values ﬁi):'

E Metamodel Selection Process Description

Online learning options:

| Manual Choosing

| Random Choosing ‘

Figure 7.10: Matching Engine Overview

7.2.2 Matching Engine

Moreover to perform the match task we have created the Matching Enginelendde GUI is
showed in fig[Z.1l0, where we load the KB created using the Editor shdvmaa
The matching engine GUI is divided in three parts:

e AS-Characterization
e MM-Features Characterization

e Meta-model selection process
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Figure 7.11: AS-Characteristics GUI from Matching EngimetBtype.

7.2.2.1 AS-Characterization

In this part we visualize the AS-Characteristics KB and we can manuallpioerthe character-
ization selecting a set of available characteristics thus considering swthaatematically select
the AS belonging domain (See fl[g._7.11). However we can load automaticaltgaterized values
from a previously characterized micro-array file.
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Figure 7.12: MM-Features GUI

7.2.2.2 Candidate Selector

Having found the domain through the characterization the next step is to érchtididate meta-
models to be used in the construction of the solution (Sed fig] 7.12). Forgbatle knowledge
base that contains the meta-models and micro-array and domain obtainedrevibepphase.
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Figure 7.13: MM-Features GUI

The selection process is detailed in the sedfion.5.3 and exemplified in the §E8i@B. The
figure[7.13B discloses the prototype results of such a selection process.
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Figure 7.14: MAS Observers that shows the inner state of ageht.

7.2.3 MAS Observation
7.2.3.1 MAS Decision society

As we stated in the sectigh | we propose to employ a society of agents that e@g®uds individ-
ually and collectively. Therefore we can see in the[fig. I7.14 the MAS @beeshowing the inner
state of each agent while they interact between them to build the solutionsgi®uph agent’s inner
process is detailed [0 6.5.4 moreover an example is showed]in 8.4.
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Group Certainty vs Optimal Group
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~ [ENVIR-Competence] - [INTER-Dialog_based] » [AGENT-cognitive] ¥ Optimal Group

Figure 7.15: Group solutions chart

7.2.3.2 Chart

Finally we can observe the groups chart considering the results of #r@'agerformance. We
can see the optimal or expected group values against the resulting gkdepsonsider two axis:
Certainty about the "Application Specification (or Description)" andugraompatibility certainty.
The highest likelihood in both axes is nearest to 1.0, the lowest is nea@ét (Bee figl 7.15).



Chapter 8

Case Study and Validation

To evaluate our approach we have created the following case study ito W¥stpresent, along each
stage of the proposed approach, an example that demonstrates th@opdraur approach stage
by stage. So we start with the AS-Characterization stage example in the mxt lin

8.1 Application Specification

The present case study analyzes a system that requires to creatalsaviction room that is textu-
ally described as follows:

A system that represents a virtual auction salon. There two main kindsargac

e Customers with two roles: sellers and bidders.

e And the auctioneer who performs the auction following the rules specified.

Both customers actors, buyers and bidders, can create their rejptesecustomizing a
behavior as they want, a virtual entity that represents the customer in thel aiutction

salon. These virtual entity has a customizable behavior it means that tleeiséainer
can add the following features:

e A maximum budget for a list or category of articles.

e Also they could accept rules to make or not bids.

In the other side the virtual salon will be managed by an automated virtual erstty th
will create auctions taking proposed goods to sell from the customers @mattavsell

in the auction. So we will accept goods with an initial value and a desired seding

so we will add a 20% of management costs to the final selling value. Evetipauc
could be customizable in the way that the selling customer could chose between f
main types of auction rules:

135
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Figure 8.1: Automated Auction AS characterization chart

English auction.

Dutch auction.

Sealed first-price auction.

Vickrey auction.

Therefore the process is described in the following sections.

8.2 AS-Characterization Example

Usually the both KB Cxg andDkg - employed in the AS-Characterization process have a large
number of AS-characteristics and domains respectively. Howeveredsons of space the number
of AS-characteristics and domains employed in the following example stagesbkan reduced
and they are not exhaustive.

The AS characterized in the example is about an application that desirag@nated auction
system - we will refer to it aA\Sa -- The AS-characterization process approach employed is
based on textual AS-characteristics. It employs text-based pattergnigon - similar to the one
employed in a statistical machine translation(Koehn, 2009) - and usesmegptassions - similar

as described in (Bilisoly, 2008) -. However, the AS characterizationgg®could be implemented
differently using other approaches, nevertheless, such charatitemiz processes are not the goal
of this paper. Thus the AS-characterization stage example is illustrated iollihweihg pages:

The KB of domains and characteristics employed are as follows:
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Dks
Domain | Description
o1 Simulation domain.
02 Negotiation based domain.
O3 Public sales context domain.
Cks
Characteristic. Description
K1 an environment with 3d virtual actors .
Ko analyze the opponent and predict his movements or decisions.
K3 auction actors are customers with buyer and seller roles.
Kq auctioneer actor controls the auction process.
Ks English auction protocol.
Ke find the best hints to reduce the taxes payment.
K7 if the debtor fails to pay the debt according to the contract shall
be entitled to a lien.
Kg maximize the income or gain.
Kg minimize the cost or price.
K10 movements should be considered as similar to the real physical.
K11 number of bids limited.
K12 on-line virtual room.
K13 price negotiation process.
K14 propose to pay costs and sharing equally.
K1s the actors express their emotions with facial expressions and pody
postures.
Kie the actors must follow the defined rules.
K17 the actors will learn to manage their postures using their experi-
ence.
K1 the investment considers the foreign exchange rates.
These domains and characteristics were defined inspired in the workbéeisa (Milidiu et al., 2008)

and (Zufiga et al., 2005) but simplified to be showed here. Moreover $ieharacterization KB
has the following values:
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AXs
Characteristics
Domain| K3 Ko K3 Ky Ks Kg K7 Kg Kg
o1 0,985| 0,69 | 0,532| 0,572| 0,41 | 0,59 | 0,189| 0,454 | 0,433
o2 0,561| 0,715 0,611 | 0,702| 0,712| 0,699 | 0,908 | 0,785| 0,782
O3 0,655| 0,598 0,971 | 0,656 | 0,795| 0,68 | 0,759| 0,875| 0,915
Domain | Kio K11 K12 K13 K14 Kis K16 K17 Kis
o1 0,805| 0,29 | 0,893| 0,119 0,201 0,944 0,891| 0,864 | 0,39
) 0,302| 0,89 | 0,48 | 0,691| 0,854 | 0,302| 0,595| 0,523 | 0,823
O3 0,194| 0,692 0,695| 0,898 | 0,876| 0,389| 0,689 | 0,37 | 0,705

The characterization process only chooses the features that areedetébin the analyzed AS,
then when the characterization process has finished we have the sudkt re

ASias
Characteristics found
Domain K3 Kg Ks Kg Ko K11 K12 K13 K16
01 0,532| 0,572| 0,410| 0,454 | 0,433| 0,290| 0,893 0,119 0,891
o 0,611/ 0,702 0,712 0,785| 0,782| 0,890| 0,480| 0,691 | 0,595
03 0,971/ 0,656 0,795| 0,875| 0,915 0,692 | 0,695| 0,898 | 0,689
Average| Std. Dev.| Variance| Median
o1 | 0,510 0,254 0,065 0,454
o, | 0,694 0,121 0,015 0,702
o3 | 0,798 0,119 0,014 0,795

The chart - see fig[—8.1 - shows the AS-characteristics with their belomgintains values
adjusted to a gauss bell. The characteristics tendency shows that the dathdiighest likelihood
is thed3 because all their characteristics values are in the highest likelihood aleath®&d; has
the lowest variance and standard deviation, howeveddmedian is the highest between the other
domains. So, this mean that the AS-characterization reduces the unceatamotthe AS belonging
domain through the characteristics localization. Thus the final result idlas$o
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AS, s (Micro-array)
Characteristics found

Domain K3 K4 Ks Kg Ko K11 K12 K13 K16
03 0,971/ 0,656 0,795| 0,875| 0,915 0,692| 0,695| 0,898 | 0,689

In this basic case where only three domains are used we choose onlyhenmest adapted -,
however, it is noted that is possible to choose more than one domain.

8.3 MM-Characterization Example

In the context of théASyas characterization example - started in the sedfioh 8.2 and considering the
same domaindy, &, anddz - we employ the following MM-types:

Agents: aj:Cognitive Agent az:Emotional Agent
Environments: €;:Competence Env. &;:Virtual 3D Env.
Interactions: 11:Rule-based Int.  1,:Dialog-based Int.
Organizations: oj:Hierarchical Org. 02:Group Org.

In order to obtain all the Meta-models characterization values - consiygaeliad them to the KB
- the MM were first analyzed from the literature, therefore, the MM-festwvere abstracted from
each MM and defined using text sentences (see [able 8.1). The pgee&iffiaacy values were
obtained by considering the information provided through oral discusgibnour laboratories ex-
perienced members (see table] 8.2). However, this process can be adtaisiatea knowledge
engineering and pattern recognition approach, but this process iadefthe scope of this thesis.
For the cognitive agent and the distributed semi-observable environneefedtures are defined
using the notation of (Stuart Russell, 2009), and for the emotional agentietual 3D environ-
ment the features described in (Ramos et al., R005). The rule basedttiotesaare similar to the
one discussed irf (Uckelman, 2010) and dialog-based interactionsefeatare abstracted from
(Parsons et al., 2002).
The hierarchical organization features were inspired in (Brahmi amdn@audi, 2000) and the group
organization in the contract-net protocol (FIPA, 2002). The meta-nfedélires are as the follow-
ing extract shows:

Therefore we employ a MM-Features efficacy values KB as the extfaiehte[8.2 shows.
Thus, defining together both KB: MM-Features and efficacy valued)ave the basic data needed
as "fuel" for the comparison engine that we will explain in detail in the follovdagtion.
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Table 8.1: MM-features extract

d16
$17
d1s
d19
$20
b21
b22
b23
$24
d2s
$26
d27
bos
29
d30
$31

deliberative cognition

knowledge representation about itt

self and others

strategic competence
independent performance
cooperative behavior

uses knowledge about organizatior)
social listening to others

tactic actions and decisions

third agents representation
emotional cognition

goal based behavior

agent interaction through sensor
and effectors

agent environment interaction sen
sibility

drama simulation skill
dialog-based skill

dynamic goal generation skill
partially observable

deterministic

sequential actions

dynamic changes

continuous time line

multi-agent support

competitive rules

multi-location

stochastic

episodic

semi-dynamic

distributed visual port

physical interaction simulation
pre-conditions and post-conditions
normative

$32
b33
$34
b3s
$36
$37
UEY
b39
b40
ba1
b4z
ba3
baa
bas

ba6
ba7
$as
bag
$s0
¢s1
ds2
¢s3
54
¢ss5
bs6
¢s7
bsg
¢s0
beo
b61
d62
be3
d64

fully-observable

basic rule language
communication timeouts
delimited messages
broadcast communication
meeting messages

non response penalization
answer-response sequences
knowledge rule transmission
minimal set of words

dialog timeout

multiple listeners dialog

idea storm kind dialog
emotional context features dia-
log

observable dialog feature
secret dialog feature
dialogical knowledge share
hierarchy defined rules
hierarchy levels

hierarchy allowed actions
hierarchy roles

hierarchy same level groups
hierarchy upgrade level rules
communication permissions
service provider reference
membership rules

group registry

group evaluation

group knowledge

group constraints
membership protocol

group members roles

group goals
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Table 8.2: MM-features efficacy values KB extract

Domains Features
Tp:001 b1 b2 b3 b4 s b6 b7 bs
o1 0,875| 0,725| 0,8 0,55 | 0,675| 0,8 0,7 | 0,825
O 0,905| 0,85 | 0,775| 0,6 | 0,875| 0,85 0,8 0,85
O3 0,855| 0,9 0,95 | 0,875, 0,9 | 0,775] 0,75 0,9
T2:02 b b0 | ¢11 | ¢12 | d13 | d1a | G15 | b6
01 0,725/ 0,9 |0,855| 0,9 0,95 | 0,975| 0,85 | 0,85
O 0,875| 0,525| 0,895| 0,475| 0,725| 0,325| 0,7 0,8
O3 0,695 0,4 0,7 | 0,525| 0,625| 0,375| 0,725 0,825
T3:€1 17 | d18 | d19 | d20 | o1 | b2 | o3 | ¢oa
o1 0,9 | 0,625| 0,875 0,9 0,35 | 0,95 0,9 | 0,725
O 0,6 0,7 0,8 | 0,925 0,8 | 0,975|0,875| 0,6
oS 0,725 0,75 | 0,875| 0,975| 0,9 | 0,975| 0,9 0,75
Ta:€2 25 | 26 | d27 | 28 | d20 | 30 | P31 | O3
01 0,785| 0,725| 0,92 | 0,935| 0,965| 0,94 | 0,745]| 0,891
o) 0,685| 0,725 0,824 | 0,451 | 0,395| 0,855| 0,815| 0,785
O3 0,888 | 0,795| 0,745| 0,325| 0,47 | 0,835| 0,758 | 0,698
T5: 11 $33 | $3s | ¢35 | ¢36 | ¢37 | 38 | ¢39 | ¢ao
o1 0,95 | 0,745| 0,565| 0,855| 0,69 | 0,905| 0,72 0,9
O 0,885| 0,955| 0,435| 0,745| 0,895| 0,645| 0,91 | 0,89
O3 0,89 | 0,905| 0,395 0,745| 0,784 | 0,705| 0,89 | 0,74
Tg: 12 bar | Ga2 | G4z | Gas | das | das | ba7 | bas
o1 0,72 10,812, 0,86 | 0,88 | 0,86 | 0,91 | 0,78 | 0,61
O 0,92 | 0,95 | 0,901| 0,25 | 0,56 | 0,89 | 0,77 0,7
O3 0,75 |1 0,925, 0,68 | 045 | 0,61 | 0,78 | 0,79 | 0,65
17:01 bag | ¢s0 | ¢s1 | ¢s2 | Gs3 | G54 | G55 | Osp
o1 0,905 0,75 | 0,895| 0,9 | 0,901| 0,934 | 0,889| 0,65
O 0,815 0,89 | 0,91 | 0,92 0,8 | 0,812| 0,875| 0,7
O3 0,885| 0,405| 0,7 | 0,651, 0,59 | 0,671| 0,7 0,9
Tg: 0o $s7 | 53 | 059 | deo | de1 | P62 | B3 | Pea
o1 0,815 0,79 | 0,49 | 0,855| 0,789| 0,72 0,9 | 0,888
O 0,545| 0,651 | 0,75 0,6 | 0,645| 0,89 | 0,815 0,955
O3 0,628 | 0,455| 0,65 | 0,595| 0,785| 0,5 | 0,566| 0,85
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8.3.0.3 Matching Example

We retake the context of the sectidns] 8.2 8.3 to continue the example. &loarvask which
is the probability to successful match a MM-characterization as part ofalutian of the AS-
characterization in the next way:

AS, s (Micro-array)

Characteristics found
Domain 93 94 95 98 eg 911 912 913 916
03 0,971 0,656 0,795| 0,875| 0,915| 0,692 | 0,695| 0,898 | 0,689
Domain Equivalent boolean values
03 true \ false\ true \ true \ true \ false\ false\ true \ false
MM}, |
Domain Features

Tp:01 Ha H2 M3 Ha Hs He M7 Hs
03 0,855| 0,9 | 0,95| 0,875| 0,9 | 0,775| 0,75| 0,9
Domain Equivalent boolean values
5 | true |true | true | true | true | true | true | true

Therefore we have:

AS\as= {[B3 =true], [0, = falsg,[05 =true],[Bg = true], [Bg = true],
[911 = falsq , [912 = falsq , [913 = true] , [916 = falsd}

MM} = {[p1 =true], [ = trug], [us = truel, [ = trueg], [us = true]
[Ue = truel, [U7 =truel, [ug = truel}

I—AASl = ASAASX MM’l

Laasi(fragment)
(Bi, ) | B3=t | Ba4=1T | B5=t | Bg=t | Bg=t | B11=1 | Bipo="F | B13=1t | B15=f
=t | (b () (t) (t) (t)
k=t | (t) () (t) (t) (t) () () (t) (f)

—h
—h
—~
~—
SN—
-
N
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Considering the outcome derived from 20 surveys where the matched Merand the un-
matched were 5 we have the following histogram fragment:

Histogram &s)

i [ A=) | n} | n
129 (O3, 1) 0|9
193 (04, 11) 5|14
257 (Bs, 1) 4 |15
449 (Os, 1) 5|14
513 (99, }.11) 5 0
641 | (011,14) 01|12
705 (912, ul) 0 12
833 | (B13,11) 5114
961 | (B16,11) 5113

Therefore we obtain the next evaluation results (fragment):

P([Match = true]| | (6i,1k) )
(Bi, ) | B3=t | B4=1f | B5=t | Bg=t | Bg=t | B11=1 | B1o=1F | B13=1t | B15=f
=t | 0.588 | 0.882 | 0.941 | 0.882 | 0.059 | 0.765 0.765 0.882 0.824

Therefore answering the question (using the expressions from thierggd.3.2):

P( [Match=tru€] | A129A ... AAgeg) = 0.9902

The result indicates that, based on experience lodged in the histogramobiadbitity of com-
patibility of the meta-modet; with the AS-description is high. Thus this meta-model is chosen as
a candidate and create an agent to represent the meta-model.

8.4 Solution Example

To follow the example, consider a couple of agents carrying the Meta-mofdsig)nitive agent and
competitive environmenty; ande; respectively, from the table 8.1.
Therefore following a similar path as showedn 8.3.0.3 we answer the quéstinithe section

B.5.4.3:

P( [Solution=true] | o1 A...A0g) = 0.9099



8.5. Matching Example 144

Let me see...

Considering that
"MM:Agent Cognitive”
has a high likelinood:

0.90999592144
with me, thus | accept thg
membership

So, | could consider
MM:Competence environment”
as part of my group?
the likelihood with me is high:
0.90999992144
Yes, thus propose
membership

Figure 8.2: Agent interaction recreation

Thus the result indicates that the compatibility likelihood of the meta-madeisde; is high
(near to 1), then, the agent that representadds to his solution group the represented meta-model
€1.

8.5 Matching Example

Furthermore for space reasons in the example shown previously we demt@ssme fragments of
the Bayesian algorithm that are employed within the decision-making prodesgever our main
objective is to show the core inner process of making decision. Suckssde performed at each
decision within the cognition module within each agent in the system. So, takingcoboiat such
performance we could explain the entire process at agent behaviartarattion high level.

As we have shown in sectign 8.2 for the auction problem we establish simpbbfepr charac-
teristics - connected to such case - and the problem domain was predomthardbfined a¥ d3:
Public sales context”

At once 6 MM-characterizations were chosen as candidates from thehlvacterization KB.
For each MM-characterization is created an agent, thus they made up@nif§roups.

Thus the agents interact between them to find the best group partnkeratiedathe probability
of compatibility of each possible option (See fig.]18.2). At the final step thatagdosen between
them the best group created by considering the highest values fromailnggmembers compati-
bility and the group’s compatibility with the problem.

Lastly the most compatible group found in our example was the formed by themuetels:
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[AGENT-cognitive] =

Best MM-Group Found!

Group certainty value;
0.9999883016536448

Owner AD belonging weigth:
0.95325092069081421

Group AD helonging weicgth:
0.9224532999017133

Y [AGENT-cognitive]
value = 1.0

[ENVIR-Competence]
‘ value = 0.9099999214415387

‘ [INTER-Dialog_bhased]
‘value = 0.8414219761581421

[ORGAM-Hierarchical]
9. value = 0.7699999664561868

Figure 8.3: Best compatible meta-models group found in #se study test.

cognitive agent, competence environment, dialog-based interaction aagchieal organization

(See fig[8B).

8.6 Profiling Results

Analyzing the performance of the tool we have employed the Netbeankeptofiind out which are
the most significative operations and the time required to perform them. Thetefile within the
developing context means a way to analyze the performance of a proggan a comprehensive
understanding of the overall performance of an application. In ow wasare interested in analyz-
ing the execution time of the agents interactions in order to evaluate the toallgyeformance.

In the figurd_ 8.# we show the results of the overall project executionendsrh method is eval-
uated considering the number of calls and the time required to perform allsh&s we can see in
the figure the most called methods are the related with the read/write of the timificagistry. It
means that the agents where constantly employing such registry, thatteeresfication knowl-
edge base, in order to evaluate the inter meta-models compatibilities. The néist toethods
“value” and “compare” are related to such compatibilities evaluations.
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Hot Spots - Methad | seftmsfw] | sefftime~ | invocations |
metalism. core. util. CogritisnControl. openUnificationRegistry () [ ] 130837 ...(55,1%) 8

metalism. core. util. UnificationMatrix walue (int, int) [ ] 18487 ms (7,8%) 78848
metalism. core. util, Unificationyalue, compare (int, int) [ ] 14191 ms (6% 2562560
org.jdom. verifier isXMLNameCharacter (char) ] 3966ms (1,79%) 4297583
metalism. core. agent . gui. AgQentGroupReparter.initAgent () ] 3900ms (1,6%) 864
metalism. core. agent . gui. AGENtGroUpReparter.initComponents () | 2615ms (1,1%) 864
org.jdom. verifier. checkXMLName (5ting) | 2533ms (1,19) 766214
org.jdom. Verifier is¥MLLetter ichar) | 23BEms (1% 5063797
metalism.core. agent. gui. AgentSupervisorGLLinitInternalFrames () | 2173 ms (0.9%) 13
metalism,core.agent gui.Usher.componentAdded (java. awt.evert, ContainerEvert) | 1956 ms (n.8%) 51374
org.jdom.Verifier checkCharacterData (5tring) | 1684 ms (0.7%) 575219
org.jdom.AttributeList.indexf (String, org.jdom Namespace) | 1452 ms (06%) 1274971
metalism.core. util. CognitionControl P {boclean, int, int, int{], int{], Double[], Double[], metalism,core, util, UnificationMatrix) | 1334 ms (0,5%) 1016
org.jdom.Attribute, <init (String, String, int, ora.jdom.Namespace ) | 1179 ms (n5%) 574343
org.jdom. Verifier isHighSurrogate (char) | 1083 ms (0,59 2689555
metalism, care. util RelationsGraph init (1 | 1049 ms (1494 8
h, h. Def aul -actary, fiew (Object) 1038 ms (0,45 40
org.jdom, Attributelist.add (nk, org.jdom Abtribute) 97Zms (i4%] 574943
metalism, core, util, UnificationVahe. n (int, nt) BoGms (0,45 138752
metalism. itCe 0 819ms (0,39 1
metalism, core, util, CognitionControl. finalP (boclzan, Double, Double, metalism. core, util UnificationValue) 78ams (0.3%) 65024
d tput.Farmat§0 (char) 783ms (039 935792
org.jdom. Attribute. getNamespaceURT () 780mMs (0,3%) 1907875
org.jdom.input. SAXHandler starbElement (String, String, Sking, org el sac At bukes) 773ms (03%) 89107
org.jdom. verifier isXMLNameStartCharacter (char) 770mMs (0,3%) 766214
metalism. core. util. UrificationValue. totalGlobal (int) 760mMs (0,3%] 65024
org.jdom. AttributeList.add ( Obiect) 738ms (0,3%) 574943
metalism. core. agent . gui. Usher.descend (hoolzan[]], java. awt. Dimension, java.awt. Component[], java.awt.Component, java. aut.Paint) 719ms (0,3%) 410306
. jdom. Element. <init > (String, org.jdom. F09ms (,3%) 191271
org.jdom. verifier isXMLCharacter (k) 703ms (0,3%) 1753763
d bput. ¥MLOULpUtter  pri il (java.io. Writer, java,util.List, org.jdom.Element, org.jdom, output XMLOUtpUEter, Namespacestack) 634 ms (0.3%) 102164

d it SAxBuilder. build ource) 687 ms (13%) H
metalism, c i Eoot, writeUnificati istry¥MLFile (String, metalism, core, util. UnificationRegistry) 634 ms (0.3%) H
jade.lang.acl, ACLMessage. getContentObject () 618 ms (0.3%) 264
Flement sebAbbrihnbe (Srrinn Shinat Alfime fnaeet ANTZ4R

Call Tree - Method | Time [%a] | Time + | Invocations

FH-EE AW T-EventQueus-0 ] 41772 ms [100%) 1
- MMAGENT[AGENT-emational] ] 22910 ms [100%) 1
- MMAGENT[ENVIR-Virtual_3D] [ ] 22805 ms (1009 1
- MMAGENT[AGENT-cognitive] ] 22732 ms (1009 1
-5 MMAGENT[INTER-Rules_based] [ ] 22701 ms (1009 1
- MMAGENT[EMVIR-Competence] ] 22528 ms (1009 1
-8 MMAGENT[ORGAN-Group_organization] [ ] 22376 ms (1009 1
(1B MMAGENT[INTER-Dialog_based] ] 22149 ms (1009 1
(1B MMAGENT[ORGAN-Hier archical] ] 21909 ms (1009%) 1
(-0 OBSERVER ] 13449 ms (1007 1
(163 Thread-10 ] 1859 ms (100 1
-3 Thread-9 I 86,5 ms (100%) 1
50 Thread-& I 58.5ms (100%) 1
553 main ] 321 ms (100%) 1

Figure 8.5: Profiling Agents Performance

The agents performance is presented in the figude 8.5 where is regigterederall execution
time of each agent. We can observe that each agent needs an apprdkimasé 23000 ms to
perform their task. The Observer process requires almost 14000 ms.

Moreover the behavior of the agents is composed by several actionseltain observe within
each agent in the figute 8.6. The two most required methods are the setigpetkecuted only one
time but initializes each agent and the Negotiation actions that are peformed 22 time

The setup method that is displayed in the figuré 8.7 initializes the overall agleavibr. It takes
the micro-arrays of the characterized meta-model and the AS-charatitarizIt also creates the
local agent group and launches the communication services. Such a mettaodi@tes the agent
itself in order to make it operational. It also recovers the addresses otlibe agents in order to
communicate with them.

Analyzing the Negotiation actions we can observe in the figurk 8.8 that the engsbyed
methods are related to the decision making about the group creation. Thg Hedtimgent owner
values and performing the certainty (probability of success) of addireyvanmember in the group.
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all Trez - Methad | Time [%] | Time: v | nvocations |
-6 MMAGENT[AGENT-emational] 22910 ms (100%) 1
%9 metalism, core.agent.AgentMetabodel. setup (1 [ ] 17707 ms (77.3%) 1
% mekalism,core, agent. iver, action ) (| 5136 ms (22.4%) 22
% metalism,core, agent.. .action () |Oms (025) 1
94 metalism.core. agent.AgentMetaModel§2. action () 28.8ms (0,196) 1
99 metalism.core. agent.AgentMetaModel§ 1. action () 2.5ms  (09%) 1
(5) metalism. core.agent.. done () 0.000ms  (0%) 1
2B MMAGENT[ENVIR-Virtual_3D] [ ] 22805 ms (1009) 1
9 metalism. core. agent.AgenthetaModel setup (1 [ ] 17650 ms (77,495) 1
99 metalism.core, agent.. iver, action () | 4991 ms (21,394) 22
%4 metalism, core. agent.. action i} | 125 ms (045) 1
) metalism, core. agent.. action i} 30,8 ms (0,1%) 1
% metalism.core. agent.. action [ 7.91ms  (09%) 1
(5) metalism. core.agent.. done () 0.000ms  (0%) 1
-6 MMAGENT[AGENT-cognitive] [ ] 22732 ms (100%) 1
% metalism. core. agent.AgentMetaModel setup () [ ] 17580 ms (77,396) 1
% metalism.core. agent.. eiver.action () | 5033 ms (22,195 22
% metalism,core, agent.. .action () 69.2ms (03%) 1
% metalism.core, agent.. action () 24.4ms (0,15%) 1
%4 metalism.core. agent.AgentMetaModel§ 1. action () 24,2 ms (0,15) 1
(5) metalism. core.agent.. done () 0.000ms  (0%) 1
-0 MMAGENT[INTER -Rules_based] [ ] 22701 ms (100%) 1
¥ metalism,core. agent.AgentMetaModel setup () ] 17546 ms (77,39) 1
% metalism.core. agent.. eiver.action () | 5127 ms (22,695 22
3 metalism.core. agent.AgentHetabodel$2  action () 17.0ms (0,15 1
% metalism.core, agent.. action () B74ms (0% 1
%4 metalism, care, agent.. action () 20ms  (0%) 1
(5) metalism. core.agent.. done () 0.000ms  (0%) 1
-0 MMAGENT[ENVIR -Campetence] [ ] 22528 ms (100%) 1
99 metalism.core. agent.AgentMetaMadel. setup () ] 17688 ms (75,5%) 1
% metalism.core. agent.. eiver.action () || d6dd ms (20,695 22
% metalism.core. agent.AgentHetaMode!§2  action () | 100 ms (0.45) 1
99 metalism.core agent.. action () 58.5ms (03%) 1
) metalism, core. agent.. \action () 36.8ms (0.2%) 1
- metalism core agent. done () 0.000ms  (0%) 1
Figure 8.6: Profiling Agent Behavior performance within thel execution
Call Tres - Method | Time [%] | Time ~ | invocations |
-5 MMAGENT[AGENT -emotional] 22910 ms (100%) 1
4 metalism.core. agent. AgentietaModel setup () [ ] 17707 ms (77,39) 1
+1- 8 metalism, core, util, CognitionControl, <init> (metalism, core, agent AgentMetaklodel, int, String) [ ] 16436 ms (71,79) 1
-5 metalism,core, agent.gui. UL, <init>> (metalism,c i Graup, jade core, AID, String) 1 1217 ms (5.25) 1
@ self time 0B ms (0,29 1
+1- % jade.core.Agent. (iade core.beh Beh ) Bims (0% 4
+I- % jade.domain. DFService register (jads core Agent, jade, domain. FIFAAg=NtManagement DFAgentDeseription) 529ms (0% 1
+] -2 metalism.core. agent.. <init> (jade. core.Agent) 0.150ms (%) 1
-39 metalism.core. agent.. iver. <init>> (jade.core.Agent) 0.061ms  (0%) 1
1] %9 metalism.core. agent.AgentietaMadel 1 > (metalism. core. agent.AgentMetatadel, jade. core.Agent) 0.020ms  (0%) 1
-8 metalism.core, agent.AgentMetabodel§2, <init» (metalism core, agent. Agertiet abodel, jade core Agent) 0.008ms 09 1
(B metalism, comparison engine. Agentroup, <init > () 0.007 ms 09 1
134 metalism, core, agent. ion (1 0006 ms o5 El
+]-- ] jade.domain, FIPAgentianagement.OF AgentDescription, <init > () 0.005ms  (0%) 1
+I- % jade.core.AID getAllAddresses (1 0.004ms  (0%) 1
+ %9 jade.domain. FIPAAgentManagement. ServiceDeseription, <init (1 0.003ms (%) 1
(D) jade.util leap. ArrayListd1. hasNext () 0.002ms (%) 2
H -8 jade.d DFAgentD: t ices (jade. o rviceDescription) 0.002ms  (09%) 1
(D jade.core.AID. getLocalName () 0.001ms  o9) 1
%4 metalism, compari t tAgent (metslism metalism, core utl, CognitionCantral) 0.001ms  o9) 1
- jade.silleap. Arraylist$l.next (1 0000ms  (#%) 1
(D metalism, i i (mekalism. 0.000ms  (0%) 1
(D) metalism, I O {metalism, 0.000ms (o) 1
94 metalism. core.agent.. iver action () [ |} 5136 ms (22,4%) 22
% metalism.core. agent.. action [ 35.0ms (0,29%) 1
% metalism.core. agent.AgentHetaMode!§2  action () Z8.8ms (0,15) 1
% metalism.core. agent. AgentHetaModel§1  action () 28ms  (09) 1
(B metalism.core agent. .done () 0.000ms  (09) 1
(=5 MMAGENT[ENVIR-Virtual_3D] ] 22805 ms (100%) 1
% metalism, core. agent.Agenttetabodel. setup () [ ] 17650 ms (77,4%) 1
84 metalism. core. util. CognitionContral. <inik> (metalism. core. agent AgentietaMadel, int, String) [ ] 16336 ms (71,69) 1
99 metalism.core. agent.gui.AgentMet abode|GUI. <init > (metalism. comparison.engine. Agent Group, jade. core. AID, Sting) 1 1253 ms (55%) 1
(D) self time 59.0ms (0,3%) 1
Y jade.domain,DFService. register (jade, core. Agent, jade, domain, FIPAAgentManagement DFAgentDescription) Lagms (o) 1
4 metalism.core. agent.. <init» (jade, core.Agert ) 0147 ms 09 1

Figure 8.7: Profiling Making Decision Agent Actions

There is also the Probability of being solution for a pair of meta-models.
In conclusion the general time required to perform the tool is less than 1 miNetertheless

considering that the operations that require most of the execution time aesthfevrite operations

(usually considered as basic operation) the complexity of the tool is effiédso we must consider
that the induction algorithm (Probability method), as one of the most executdtbdse has a
polynomial complexity. Then the overall time required for the tool executioapeddently of the
hardware is considered as efficient.
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all Trez - Methad | Time [%] | Time: v | nvocations |

2B MMAGENT[AGENT-emotional] [ | 22910 ms (1009) 1
%9 metalism, core.agent.AgentMetabodel. setup (1 [ ] 17707 ms (77.3%) 1
4 metalism,core,agent.. iver, action ) (| 5136 ms (22.4%) 22
-39 metalism. . Value (et zism metalism,core. util. CognitionControl) ] 3210ms (1434) 6
7124 metalism, camparison, engine i ‘ertainty (metalism.core. Ukl CognitionContral, mekalism. comparison. endine ] 1668 ms (7,39) 6
+ % metalism.core, utl CognitionContral. P (boolean, metalsm comparison. engin et alism.comparisan. engin | 104 ms (0,5%) 6
-9 jade.lang.acl ACLMessage. getContentObject (1 79.8ms (0,3%) 19
- metalism.core, agent. eiver.print (Strig) 3.0ms (029) 218
- jade.core.Agent.blockingReceive () 124 ms (0,15) 22
1% jadelang, acl ACLH EC ject | lizab 673ms (0% 14
+]- % metalism,core, agent. (metalism. core, agent. |, mekalism. 6.72ms (0% 12
+I- % jade.core.Agent.send (jade.lang. 2l ACLM=ssae) 372ms (0% 14
(D) self time 34ms  (09%) 22

+ % metalism.core. agent.. fver ibe () 0.383ms  (0%) 1
(D) jade.cors.AID. getLocalName () 0.193ms (%) 129
%4 metalism, compari t ing () 0140 ms 09 12
-8 metalism,core, agent.AgentMetabiodel representation (1 010 ms o) 27
(5 metalism, core  agent. o 0077 ms  (0%) 21
- jade.lang. acl ACLMessage. addReceiver (jzds.core, AID) 0044 ms  (0%) 14
() metalism ke Certainty () 0.036ms (0% 12
-9 jade.lang. acl ACLMessage. <init > (int) 0.032ms (%) 14
(D) jade.lang. acl. ACLMessage. getPerformative (k) 0.015ms (%) 21

(B metalism.core. agent. AgentHetabodel, access$302 (et afism,core. agent. , mekalismc P 0.006ms  0%) 12

@ metalism. compari t tAgent (metslism i ion, metalism, core, uti, CogritionControl) 0.003ms  (09) 6

8 metalism,core, agent. .action () 3BOms (0.29) 1
94 metaism,core. agent. action () 28.8ms (0,15%) 1
% metalism, core. agent.. action i} 25ms (%) 1
(5) metalism. core.agent.. done () 0.000ms  (0%) 1
-0 MMAGENT[ENWIR Virtual_30] [ ] 22805 ms (100%) 1
4 metalism.core. agent. AgentietaModel setup () [ ] 17650 ms (77,4%) 1
1% metalism, core,util, CognitionControl, <init= (metalism, core. agent. AgentMetabodel, int, String) [ ] 16336 ms (71,69) 1
-5 metalism,core, agent.gui. UL, <init>> (metalism,c i Graup, jade core, AID, String) 1 1253 ms (55%) 1
(D Seff time 53.0ms (03%) 1
+1- jade.domain. DFService register (jade core Agent, jade, domain.FIFAAgentManagement, DFAgent Deseription) Lagms (0% 1
- % metalism,core,agent. L<initz> (jade core.Agert) 0147 ms  [0%) 1

Figure 8.8: Profiling Agent Interaction Actions

8.7 Discussion

Comparing our results with a similar study described in (Barthés et al.| 2002)va comparison
between seven different platforms is achieved using a similar auction situat®ran see that
the type of agent used in each platform has features of a BDI agerdldWdge, 2000). This
type of agent is linked to the type of cognitive agent has been chosem eppuoach. However,
our case study uses a limited set of features and not all of them are or allatfiorms used in
(Barthés et al., 2002) and vice versa, but we can see that our solhiwagproved to be nearest to
the most appropriate. So, this shows that the present approach baseeélfrorganized MAS is
promising and we will continue working to improve and increase this approach

A MAS study described iri (Barthés et al., 2002) compares the solutioasfauction problem
deployed in seven different MAS platforms. The agent type employeddh pkatform is a BDI
agent |(Wooldridge, 2000). Such agent type is linked to a cognitivetagpa. In the work of
(Guttman and Maes, 19098) is discussed a study about the environmeintenadtion protocols in
agent auction situations, where competitive and group negotiation interacfierformed for some
kind of auctions. About the organization in (Zhang et al., 2009) we findidysabout the virtual
organizations management where there are different categories rif ra¢gs in an auction kind
virtual organization. Thus our platform has chosen the group seleatad the cognitive agent
perspective. It means that the first decision making step has been teedii@omost suitable meta-
model agent type, immediately, select the rest of meta-model types congitiegicompatibility
with the auction problem and with the meta-model agent type.

We can see that the optimal group showed in the figuide 8.9 is basgd on§®8attal., 2002) and
the group found in the test case is the winning group A. The rest are sidime groups created but
with less probability of success.
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Figure 8.9: Quantitative Results obtained with the toolexien

Nevertheless we employ in our prototype a reduced meta-model feattiegsls#ot all of them
are on the components used|in (Barthés et al.,|2002; Guttman and Ma8sZh&8g et al., 2009).
But we can perceive that the meta-model group found as most suitablesadtuclose to the right
components.




Chapter 9

Conclusion and Future Work

9.1 Conclusions

The present thesis is the first step within a full path to develop a functioel@nary phase before
to start a MAS-based software solution. Such a full path is in the[fig. 6.2nTe can see that
the user input is the application specification, therefore it is charactanzader to be employed
by the MAS-based comparison engine. Such a matching engine is the maiibbwiborr of this
thesis work. We have also consider the second input of such an engfmeesslution components
ontology that is composed by MAS meta-models characterization under tredsvapproach.
Therefore, we have proposed to create a matching engine that needbdvacterized data
sources. The process to characterize such data sources is diiecending to the data nature.
Therefore our approach proposes to characterize the following datees in the next manner:

e The problem description. This characterization consists in identifying lalgmmoat least par-
tially using a minimal knowledge base of known problem characteristics.efareridentify
the domain of the problem considering the ensemble of characteristics. f@uuth a char-
acterization problem is considered as a satellite problem that is not the mam do¢his
thesis, however, we have solved such problem employing a minimal appdescribed in
the sectio 5.3]1. However such approach could be improved and edtaadiescribed in
the sectiof 9]2 or changed completely. The key feature is that we needttwittea high
grade of uncertainty when we identify at least partially a problem. Thesdft order to
identify their domain and thus known which specialized entities could be empésypdrt of
a solution. Finally we have

e The specialized entities. In contrast with the problem description the spediaitities has
not a high uncertainty grade. They are entities that are usually well-kaodstored, in our
case using OWL for meta-models or UML, therefore the characterizatiod be performed
employing a semantic based analysis. In our specific case we have deémadta-models as
a set of features, where each feature has relations with many domaiesaefed by efficacy

150
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values.

The experience values are the most sensible feature of our appreeahsi is very important
to have at least a minimum of experience acquired within such an expedateeThere are many
possible ways to acquire such experience, between them:

e On-line learning. It is to acquire the experience from the outcome obtaawdtene that the
system evaluates a problem and proposes a solution with success ohisots performed
updating the experience values for each problem characteristic andwodt-feature se-
lected.

e Surveys. Employing the surveys we can gather the experience frormrexparts in different
matter. Such surveys can be generated automatically considering the datalvatbxisting
experience knowledge bases. Therefore the human experts mustdumlean questions on
a match cross board about the problem characteristics and meta-mddetdealationship
and about two sets of meta-model features of different type compatibility watltiomain.
Such data will be stored and employed as experience for the meta-modelatarselection
and for the making decision to build groups within the agents.

e Automated analysis. This analysis must be done using the current solutidmsedhodolo-
gies as data to be analyzed in order to abstract from them the requiredemqe about the
relationships of problem characteristics - meta-models features effinddy@ meta-models
features compatibility.

We have worked in the central part of such project (Seelfigl 6.2. Saxhispthe matching
engine where the matching process is performed.

Therefore resuming in this thesis work we have created a process to maldérps character-
istics with solutions features in order to build solutions. Nevertheless tceaarsuch process we
have reached a diverse background in many areas:

e Thermodynamics. We have taken the conceptual ideas from the secomd thermody-
namics and the Maxwell's demon paradox(Kelvin, 1879; Kelvin, 1892)dento achieve an
abstract concept about our problem and locate it within the informatiomoéadryy domain.

e Society. The MAS organization has been inspired in the society ideas [ViimsKy, 1986)
about a society of specialized and managers agents that work ensemitalerimoocreate an
intelligent system.

e Uncertainty. We have found that our approach need to treat with a @yabid amount
of uncertainty when it receives the problem. Therefore in order to wéhtsuch uncer-
tainty we have found several interesting ways to do that with robots anthatitosystems in
(Bessiére et al., 2008).




9.1. Conclusions 152

e Statistics. We have taken the agent inference algorithm from the suatsdaiw of Pierre
Laplace |(Laplace, 1812) in order to make decisions considering a smalirarobhistoric
data. This is our specific case because we have no a big experiendautlata have also

defined a way to do that employing meta-analysis metHods (Leandrd, 200%),such case
we need a biggest amount of experience data.

e Artificial Intelligence. We have employed Bayesian cognition (Bessiérk,étG8) in order
to treat with uncertainty and considering the statistical nature of meta-analysis

e Software Engineering. Considering the MAS decomposition and compoaesgability is-
sues we have analyzed some of the existing options of process fragooet®d by the work
of (Mariachiara et al., 2010) and (Massimo et al., 2006) and MAS meta-imatien covered
into (Ferber and Gutknecht, 1998k), (Z.Guessoum and Jarrays), 3B&rnon et al., 2004),
(Giret and Botti, 2004) and (Ferber and Gutknecht, 1998c) to reactutia. Therefore we
have considered the vowels approdch (Demazeau] 1995) and thé-Dogs Engineering
(MDE) approach[(Gasevic et al., 2009b) to conceive the idea of ssitepp of MAS meta-
models created using such approaches. However in our work (mataigingeecontext) we
have employed only a characterization of such MAS meta-models.

e MAS. We have employed a MAS within the matching engine with the perspectiszdate
the human expert designer and meta-analysis roles. Usually is a humanedesigert that
must design a MAS from the development view of a type of MAS componeimttladse is a
human meta-analysis expert that performs the meta-analysis and inteepreslits to make
decisions. Also usually there is a group of human experts that works sgethuild such
solutions. Thus, we have employed all the previous items of this list to build th® igin
the matching engine.

However the present approach is composed by many contributions thag¢ea created through
the research that we list in the following list:

e We propose a manager agent society that employs meta-models of spedalizeonents.
It has been inspired in the work proposed by Marvin Minsky but we pse unique kind of
manager agents that work together to build individual solution groupsdamrgy the devel-
opment views. Each development view considers the perspectivelokaatof specialized
component to build the solution similar as proposed in (Jirgen, 2001). ém wibrds each
agent represents a specialized component and it acts to build a solutigttietmore con-
venient for such a specialized component.

e \We propose a meta-analysis performed within each agent making decisc@spr The meta-
analysis nature allows to create agents that could infer the succesbifitploatheir actions
using statistical data and then make decisions. It also permits to acceptaimtgein the
agents perception in order to make decisions in despite of the unclear coaditio
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e We have proposed a knowledge model to manage the problem charadenstia-model
features and domain in order to be employed within the matching engine.

e We propose an approach as basis of a future work about a globaldde base enriched by
many designers and MAS experts around the world seeking to improve phesah results.
This is something similar as pubmed is for the medical domain.

e The whole matching engine can be generalized to be applied in many othermokirelated
problems, for example choosing test cases for software testing, choobiots with different
skills to solve a group task, OSGi package composition to create dynamicellgatetions,
etc.

e We have also contributed with the prototype tool that implements the matching Aﬂlgine

9.2 Future Work

Our approach is a new alternative for the developers to encourageirhiiim use of MAS based
solutions. This approach is positioned as a preliminary phase of softngireeering where the sys-
tem designer can evaluate the MAS as a possible way to follow. The ajppdeacribed here is the
first part of a complex solution that is still under development; neverthélessisiders important
aspects, such as re usability of existing MAS models and update capability dbthain-problem
ontology and meta-model ontology. The micro-array profits these upgselaspects. The solution
emerges from matching performed in self-organized MAS, where the medalsncharacterization
acts as an agent with certain behavior oriented to looking for another typeta-model agents.
Once such agents are found, the matching is performed and relationghdhgen are created. The
last part consists in meta-analysis of the set of possible solutions, wieeceitiitude criterion is
applied to find the most accurate solution. The final result is an MAS metalseide

Future work for this approach is rough because it includes an entijecprd he future work
includes the complete meta-analysis already done in this thesis with a low levealilliz based
on proposals existing solutions. This will provide feedback to the entitersyand allow the future
creation of a knowledge base that will contain the link orderly from proki@roblem features) to
solution (solution components). Which will make for a meta-analysis prodessigh level for
trends of hosted solutions in that knowledge base and identify compomehpoasible solution.
On the other hand it is necessary to address the satellite phases moretddsplgnade in this
thesis. The characterizations of the problem and meta-models must be slome separate ap-
proaches. For the characteristics of problem we need to create a methotbhaatically acquire
these characteristics and be able to stay within a knowledge base linking thBendomains of

1Currently in closed alpha release and available soon at the website httpsefsoge.net/projects/metalism/
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solution, however we have created a minimal approach described in trendig®B. For the meta-
models we can create an automatic method to abstract meta-model solutiond widaexisting
methodologies, however, it could be by hand.

The advantages of this thesis approach is that it can deal with unceréalapting dynamically and
can be distributed. Also it can be generalized and applied to solve other ddrmioblems beyond
the MAS software engineering.

The disadvantage is that its effectiveness depends heavily on exgeetiethe decision-making.
With a low level of experience is difficult to reach a reliable proposed salutibhat's why the
acquisition of experience is connected with the feedback system, whidiekagproposed as future
work to automatically feed the system with positive or negative results obtaitedeby increasing
the efficiency and trust ability on the outcome.

Finally this work, as mentioned, can be generalized and employed in manytyplesrof problem
related to the comparison and distributed decision making. By their naturd bagbe compar-
ison engine agents can be distributed. This would allow its implementation in diffghysical
or virtual entities. The construction of solutions could be from physicaigmnents or software,
or static nature of actors follow a script dynamically created to act and pobldems. The latter
opens up endless possibilities to be used and improved in many areas is fefigland innovative
approach.
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Appendix A

XML Knowledge base Files

Problem - Meta-metamodels Match compatibility

The following listing displays an extract from the XML-based knowledggetihat enables to match
problem characteristics with meta-models features.

Listing 9.1: Problem Characteristics and Meta-Models &est Compatibiliy Knowledge base

<?xm version="1.0" encoding="utf-8"?>

<match-registry application-specification="Auction_Problem" meta-
model s- KB=" &#xA; &#x9; Met a- model s_repository&H#xA; &#x9; &#xA; &#x9
 &#XxA;" application-specification-number="18" meta-models-KB-
number =" 64" domai ns- number =" 3" >

<domai ns>

<domain id="1" name="Wbrld_Simulation">This domain covers the
simul ation area. Generally virtual worlds, virtual drama,
physical simulations,etc</domain>

<domain id="2" name="General Bussiness">This domain comprises the
bussiness field with the sell-buy and transaction details and
features. </ domai n>

<domain id="3" name="Sales_context">The Sales Context domain
covers the sell and buy features, including auctions, offer
and demand |aws, special offers, etc.</domain>

</ domai ns>

<matrix-registry>

<registry domain-id="3" name="Sales_context" true="35" false="29"
>

<match-value id="1" as-characteristic-id="1" mm-characteristic-id
="1" pos-as-characteristic="0" pos-mm-feature="0">

<record n="false" value="0">
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<mat ch
<mat ch
<mat ch
<mat ch
</record>

theta="fal se"
theta="fal se"
theta="true"
theta="true"

<record n="true" value="0">

<mat ch
<mat ch
<mat ch
<mat ch
</record>
</ match-val ue>

<match-value id="129"
id="1" pos-as-characteristic="2"

theta="fal se"
theta="fal se"
theta="true"
theta="true"

<record n="false" value="11"

<mat ch
<mat ch
<mat ch
<mat ch
</record>

<record n="true"

<mat ch
<mat ch
<mat ch
<mat ch
</record>
</ match-val ue>

<match-value id="130"
id="2" pos-as-characteristic="2"

theta="fal se"
theta="fal se"
theta="true"
theta="true"

theta="fal se"
theta="fal se"
theta="true"
theta="true"

<record n="false" value="11"

<mat ch
<mat ch
<mat ch
<mat ch
</record>

<record n="true"

<mat ch
<mat ch

theta="fal se"
theta="fal se"
theta="true"
theta="true"

theta="fal se"
theta="fal se"

val ue="15">

val ue="15">

mu="fal se" value="0"

mu="true"
mu=""fal se"
mu="true"

val ue="0"
val ue="0"
val ue="0" |/

nu="fal se" value="0"

mu="true"
mu=""fal se"
mu="true"

as-characteristic-id="3"

>

val ue="0"
val ue="0"
val ue="0" /

mu="fal se" value="0"

mu="true"
mu=""fal se"
mu="true"

val ue="0"
val ue="0"
val ue="11"

nu="fal se" value="0"

mu="true"
mu="fal se"
mi="true"

as-characteristic-id="3"

>

val ue="0"
val ue="0"
val ue="15"

nu="fal se" val ue="0"

mu="true"
mu=""fal se"
mi="true"

val ue="0"
val ue="0"
val ue="11"

mu="fal se" value="0"

mu="true"

val ue="0"

/>
[ >
[ >
>

/>
| >
| >

>

pos-nmm-feature="0">

| >
| >
| >

/>

/>
| >
| >

| >

pos-mm-feature="1">

| >
| >
| >

| >

| >
| >

mm- char acteristic-

mm- characteristic-
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<match theta="true" nmu="false" value="0" />
<match theta="true" mu="true" value="15" />
</record>
</ match-val ue>
<match-value id="131" as-characteristic-id="3" mm- characteristic-
id="3" pos-as-characteristic="2" pos-nmm-feature="2">
<record n="false" value="11">
<match theta="false" nmu="false" value="0" />
<match theta="false" mu="true" value="0" />
<match theta="true" nmu="false" value="0" />
<match theta="true" mu="true" value="11" />
</record>
<record n="true" value="15">
<match theta="false" nmu="false" value="0" />
<match theta="false" mu="true" value="0" />
<match theta="true" nmu="false" value="0" />
<match theta="true" nmu="true" value="15" />
</record>
</ match-val ue>
<match-value id="132" as-characteristic-id="3" mm-characteristic-
id="4" pos-as-characteristic="2" pos-mm-feature="3">
<record n="false" value="11">
<match theta="false" nmu="false" value="0" />
<match theta="false" mu="true" value="0" />
<match theta="true" nmu="false" value="0" />
<match theta="true" mu="true" value="11" />
</record>
<record n="true" value="15">
<match theta="false" mu="false" value="0" />
<match theta="false" mu="true" value="0" />
<match theta="true" nmu="false" value="0" />
<match theta="true" mu="true" value="15" />
</record>
</ match-val ue>
<match-value id="133" as-characteristic-id="3" mm-characteristic-
id="5" pos-as-characteristic="2" pos-mm-feature="4">
<record n="false" value="11">
<match theta="false" nmu="false" value="0" />
<match theta="false" mu="true" value="0" />
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<match theta="true" nmu="false" value="0" />
<match theta="true" mu="true" value="11" />
</record>
<record n="true" value="15">
<match theta="false" mu="false" value="0" />
<match theta="false" mu="true" value="0" />
<match theta="true" nmu="false" value="0" />
<match theta="true" mu="true" value="15" />
</record>

</ match-val ue>
<match-val ue

id="134"

as- characteristic-id="3"

mm- characteristic-

id="6" pos-as-characteristic="2" pos-mm-feature="5">
<record n="false" value="11">
<match theta="false" nmu="false" value="0" />
<match theta="false" mu="true" value="0" />
<match theta="true" nmu="false" value="0" />
<match theta="true" mu="true" value="11" />
</record>
<record n="true" value="15">
<match theta="false" mu="false" value="0" />
<match theta="false" mu="true" value="0" />
<match theta="true" nmu="false" value="0" />
<match theta="true" mu="true" value="15" />
</record>

</ match-val ue>

<match-value id="135" as-characteristic-id="3" mm-characteristic-

id="7" pos-as-characteristic="2" pos-mm-feature="6">

<record n="false" value="11">
<match theta="false" mu="false" value="0" />
<match theta="false" mu="true" value="0" />
<match theta="true" mu="false" value="0" />
<match theta="true" mu="true" value="11" />

</record>

<record n="true" value="15">
<match theta="false" mu="false" value="0" />
<match theta="false" mu="true" value="0" />
<match theta="true" nu="false" value="0" />
<match theta="true" mu="true" value="15" />

</record>
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</ match-val ue>
<match-value id="136" as-characteristic-id="3" mm-characteristic-
id="8" pos-as-characteristic="2" pos-mm-feature="7">
<record n="false" value="11">
<match theta="false" mu="false" value="0" />
<match theta="false" mu="true" value="0" />
<match theta="true" nmu="false" value="0" />
<match theta="true" mu="true" value="11" />
</record>
<record n="true" value="15">
<match theta="false" mu="false" value="0" />
<match theta="false" mu="true" value="0" />
<match theta="true" nmu="false" value="0" />
<match theta="true" mu="true" value="15" />
</record>
</ match-val ue>
<match-value id="137" as-characteristic-id="3" mm-characteristic-
id="9" pos-as-characteristic="2" pos-mm-feature="8">
<record n="false" value="18">
<match theta="false" mu="false" value="0" />
<match theta="false" mu="true" value="0" />
<match theta="true" nmu="false" value="0" />
<match theta="true" mu="true" value="18" />
</record>
<record n="true" value="20">
<match theta="false" mu="false" value="0" />
<match theta="false" mu="true" value="0" />
<match theta="true" nmu="false" value="0" />
<match theta="true" mu="true" value="20" />
</record>
</ match-val ue>
<match-value id="138" as-characteristic-id="3" mm-characteristic-
id="10" pos-as-characteristic="2" pos-mm-feature="9">
<record n="false" value="18">
<match theta="false" mu="false" value="0" />
<match theta="false" mu="true" value="0" />
<match theta="true" nu="false" value="18" />
<match theta="true" mu="true" value="0" />
</record>
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<record
<mat ch
<mat ch
<mat ch
<mat ch

</record>

</ match-val ue>

<mat ch-val ue

id="11" pos-as-characteristic="2" pos-mm-feature="10">
<record n="false" value="18">
<match theta="false" mu="false" value="0" />
<match theta="false" mu="true" value="0" />
<match theta="true" nu="false" value="0" />
<match theta="true" mu="true" value="18" />
</record>
<record n="true" value="20">
<match theta="false" nmu="false" value="0" />
<match theta="false" mu="true" value="0" />
<match theta="true" nmu="false" value="0" />
<match theta="true" mu="true" value="20" />
</record>
</ match-val ue>
<match-value id="140" as-characteristic-id="3"
id="12" pos-as-characteristic="2" pos-mm-feature="11">
<record n="false" value="18">
<match theta="false" mu="false" value="0" />
<match theta="false" mu="true" value="0" />
<match theta="true" nu="fal se" value="18" />
<match theta="true" mu="true" value="0" [>
</record>
<record n="true" value="20">
<match theta="false" mu="false" value="0" />
<match theta="false" mu="true" value="0" />
<match theta="true" nmu="false" value="20" />
<match theta="true" mu="true" value="0" [>
</record>

</ match-val ue>
<mat ch-val ue
id="13"

n="true"

id="139"

id="141"
pos -

val ue="20">
theta="false" nmu="false" value="0" />
theta="fal se" mu="true" value="0" />
theta="true" mu="false" value="20" />
theta="true" mu="true" value="0" />

as-characteristic-id="3"

as-characteristic-id="3"
as-characteristic="2"

mm- characteristic-

mm- char acteristic-

mm- char acteristic-
pos-nmm- feature="12">
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<record n="false" value="18">

<mat ch
<mat ch

theta="false" mu="false" value="0" />
theta="false" mu="true" value="0" />

<match theta="true" nmu="false"
<match theta="true" mu="true"
</record>
<record n="true" value="20">
<match theta="false" mu="false
<match theta="false" mu="true"
<match theta="true" nmu="false"
<match theta="true" mu="true"
</record>
</ match-val ue>

<match-value id="142" as-characteristic-id="3"
i d="14" pos-as-characteristic="2" pos-mm feature="13">

<record n="false" value="18">
<match theta="false" mu="false
<match theta="false" mu="true"
<match theta="true" nmu="false"
<match theta="true" mu="true"

</record>

<record n="true" value="20">
<match theta="false" mu="false
<match theta="false" mu="true"
<match theta="true" nmu="false"
<match theta="true" mu="true"

</record>

</ match-val ue>

</registry>

</matrix-registry>
</ match-registry>

Unification Registry between Meta-models

The next listing discloses a part of the Unification Registry XML-basedvadge base.

Listing 9.2: Meta-Models Compatibility Knowledge Base

<?xm version="1.0" encoding="utf-8"?>

value="0" />
val ue="18" />

value="0" />
value="0" />
value="0" />
val ue="20" />

value="0" />
value="0" />
val ue="18" />
value="0" [>

value="0" />
value="0" />
value="20" />
value="0" />

mm- char acteristic-
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<unification-registry meta-models-KB="&%#xA; &#x9; Meta- model s,
repository&#xA; &#x9; &#xXA; &#x9; &#xA; " meta- model s- KB- number =" 64
" domai ns- number =" 3" >

<hyper -unification-matrix-registry elements="3">

<unification-matrix-registry domain-id="3" name="Sal es_context">

<matrix true="10" false="0" tau-i="1" type-i="0" string-type-i="
agent" tau-j="3" type-j="1" string-type-j="environment">

<unification-value id="1" mm-features-i-id="1" mm-features-j-id="
17" pos-mm-features-i="0" pos-mm-features-j="0">

<record n="false" value="8">
<unification nu-i="false" nu-j="false" value="0" />

<unification nmu-i="false" nmu-j="true" value="0" />

<unification mu-i="true" mu-j="false" value="0" />

<unification mu-i="true" nmu-j="true" value="8" />
</record>

<record n="true" value="32">

<unification nu-i="false" mu-j="false" value="0" />

<unification nmu-i="false" nmu-j="true" value="0" />

<unification mu-i="true" mu-j="false" value="0" />

<unification mu-i="true" mu-j="true" value="32" />
</record>

</unification-value>

</ matrix>
<matrix true="0" false="0" tau-i="1" type-i="0" string-type-i="
agent" tau-j="4" type-j="1" string-type-j="environment">
<unification-value id="1" mm-features-i-id="1" mm-features-j-id="
25" pos-mm-features-i="0" pos-mm-features-j="0">
<record n="false" value="15">
<unification nu-i="false" mu-j="false" value="0" />
<unification nmu-i="false" mu-j="true" value="0" />

"true" mu-j="false" value="0" />

<unification nu-i

<unification nu-i
</record>

“true" mu-j="true" value="15" />

<record n="true" value="15">

<unification nu-i="false" nu-j="false" value="0" />

<unification nmu-i="false" nmu-j="true" value="0" />

<unification mu-i="true" nu-j="false" value="0" />

<unification mu-i="true" nmu-j="true" value="15" />
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</record>
</unification-value>

</ matrix>

<matrix true="0" false="0" tau-i="1" type-i="0" string-type-i="
agent" tau-j="5" type-j="2" string-type-j="interaction">

<unification-value id="1" mm-features-i-id="1" mm-features-j-id="
33" pos-mm-features-i="0" pos-mm-features-j="0">

<record n="false" value="18">
<unification nu-i="false" nu-j="false" value="0" />

<unification nmu-i="false" nmu-j="true" value="0" />

<unification mu-i="true" mu-j="false" value="0" />

<unification nmu-i
</record>
<record n="true" value="12">

“true" mu-j="true" value="18" />

<unification nu-i="false" mu-j="false" value="0" />

<unification nu-i="false" mu-j="true" value="0" />

“true" mu-j="false" value="0" />

<unification nu-i
<unification mu-i="true" mu-j="true" value="12" />
</record>
</unification-value>

</ matrix>

<matrix true="10" false="0" tau-i="1" type-i="0" string-type-i="
agent" tau-j="6" type-j="2" string-type-j="interaction">
<unification-value id="1" mm-features-i-id="1" mm-features-j-id="
41" pos-mm-features-i="0" pos-nmm-features-j="0">
<record n="false" value="5">
<unification nu-i="false" nu-j="false" value="0" />
<unification nmu-i="false" mu-j="true" value="0" />

“true" mu-j="false" value="0" />

<unification mu-i
"true" mu-j="true" value="5" />

<unification nu-i
</record>
<record n="true" value="35">
“false" mu-j="false" value="0" />

<unification nmu-i

<unification nmu-i="false" nmu-j="true" value="0" />

<unification mu-i="true" mu-j="false" value="0" />
<unification mu-i="true" nmu-j="true" value="35" />

</record>
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</unification-value>

<matrix true="0" false="0" tau-i="1" type-i="0" string-type-i="
agent" tau-j="7" type-j="3" string-type-j="organization">
<unification-value id="1" mm-features-i-id="1" mm-features-j-id="
49" pos-mm-features-i="0" pos-mm-features-j="0">
<record n="false" value="18">
<unification nu-i="false" mu-j="false" value="0" />
<unification nu-i="false" mu-j="true" value="0" />

<unification mu-i="true" mu-j="false" value="0" />

<unification mu-i="true" mu-j="true" value="18" />
</record>

<record n="true" value="14">

<unification nmu-i="false" mu-j="false" value="0" />

“false" mu-j="true" value="0" />

<unification mu-i
"true" mu-j="false" value="0" />

<unification nu-i

<unification nu-i
</record>

“true" mu-j="true" value="14" />
</unification-value>

</ matrix>

<matrix true="10" false="0" tau-i="1" type-i="0" string-type-i="
agent" tau-j="8" type-j="3" string-type-j="organization">
<unification-value id="1" mm-features-i-id="1" mm-features-j-id="
57" pos-mm-features-i="0" pos-mm-features-j="0">
<record n="false" value="5">
<unification nu-i="false" nu-j="false" value="0" />
<unification nmu-i="false" nmu-j="true" value="0" />

<unification mu-i="true" mu-j="false" value="0" />

<unification mu-i="true" nmu-j="true" value="5" />
</record>

<record n="true" value="33">

<unification nu-i="false" mu-j="false" value="0" />

<unification nmu-i="false" nmu-j="true" value="0" />

<unification mu-i="true" mu-j="false" value="0" />

<unification mu-i="true" mu-j="true" value="33" />
</record>

</unification-value>
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</ matrix>

</unification-matrix-registry>
</ hyper-unification-matrix-registry>
<lunification-registry>

OWL Ontology File

The code showed lines below shows a fragment from the ontology empiloyleid thesis. We can
see the problem characteristics defined and the meta-models types anesfeatu

Listing 9.3: OWL Ontology file

<?xm version="1.0"?7>

<! DOCTYPE Ontol ogy [
<IENTITY xsd "http://www. w3.0rg/ 2001/ XM_LSchema#" >
<IENTITY xm "http://www. w3. org/ XM./ 1998/ namespace" >
<IENTITY rdfs "http://ww.w3.org/2000/ 01/ rdf - schema#" >
<IENTITY rdf "http://www. w3.0rg/1999/02/22-rdf -syntax-ns#" >
1>

<Ontology xmns="http://ww.w3.0rg/2002/07/ owl #"
xm : base="http://ww. semanti cweb. org/ ontol ogi es/ 2011/ 6/ AS-
probl em- domai n. owl "
xmns:rdfs="http://www. w3.0rg/2000/01/ rdf - schema#"
xm ns: xsd="http:// ww. w3.0rg/2001/ XMLSchema#"
xmns:rdf ="http:// ww. w3. 0org/1999/02/22-rdf -syntax-ns#"
xm ns:xm ="http://ww.w3.org/ XM./ 1998/ namespace"
ontol ogyl RI =" http://www. semanti cweb. org/ ontol ogi es/ 2011/ 6/ AS
-probl em-domai n. owl "
versionl Rl ="http://ww. semanti cweb. org/ ontol ogi es/2011/6/ AS-
probl em- domai n. owl " >
<Prefix name="xsd" IRl ="http://www. w3.0rg/2001/ XMLSchema#"/ >
<Prefix name="ow " IRI="http://www. w3.0rg/2002/07/ owl #"/ >
<Prefix name="" [RI="http://www. w3.0rg/2002/07/ owl #"/>
<Prefix name="rdf" IRl ="http://www. w3.0rg/1999/02/22-rdf -
syntax-ns#"/>
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<Prefix name="rdfs" IR ="http://ww.w3.o0rg/2000/01/rdf -schema
#" 1>
<Decl aration>
<Class IRl ="#
Actor Acqui reExperi enceManagi ngPost uresCharacteristic"/
>
</ Decl aration>
<Decl aration>
<Class IRl ="#
Actor Faci al Expressi onBodyPost ureEmoti onCharacteristic"
/>
</ Decl aration>
<Decl aration>
<Class | Rl ="#Actor Fol | owDefi nedRul esCharacteristic"/>
</ Decl aration>

<Decl aration>
<Cl ass | Rl ="#Met aModel "/ >
</ Decl aration>
<Decl aration>
<Class IRl ="#MetaModel Feature"/>
</ Decl aration>
<Decl aration>
<Class | Rl ="#MetaModel Type"/>
</ Decl aration>
<Decl aration>
<Class | Rl ="#M ni mal Set Of Wor dsMMFeat ure"/ >
</ Decl aration>

<Decl aration>
<Obj ect Property IRl ="#hasDomain"/>
</ Decl aration>
<Decl aration>
<Obj ectProperty IRl ="#hasFeature"/>
</ Decl aration>
<Decl aration>
<Obj ectProperty IRl ="#hasType"/>
</ Decl aration>
<Decl aration>
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<Obj ectProperty IRI="#hasValue"/>
</ Decl aration>
<Decl aration>
<Obj ectProperty IRl ="#isDomai nOf "/ >
</ Decl aration>
<Decl aration>
<Obj ectProperty IRl ="#isFeatureOf"/>
</ Decl aration>
<Decl aration>
<Obj ectProperty IRl ="#isTypeOf"/>
</ Decl aration>
<SubCl assOf >
<Class IRl ="#
Act or Acqui reExperi enceManagi ngPosturesCharacteristic"/
>
<Cl ass | Rl ="#Probl emCharacteristic"/>
</ SubCl assOf >
<SubCl assOf >
<Class IRl ="#
Actor Acqui reExperi enceManagi ngPost uresCharacteristic"/
>
<Obj ectIntersectionOf >
<Obj ect SomeVal uesFrom>
<Obj ect Property IRl ="#hasDomain"/>
<Cl ass | Rl ="#NegotiationBasedDomain"/>
</ Obj ect SomeVal uesFrom>
<Obj ect Exact Cardinality cardinality="5">
<Obj ectProperty IRI="#hasValue"/>
</ Obj ect Exact Cardinality>
</ ObjectlntersectionOf >
</ SubCl assOf >
<SubCl assOf >
<Class IRl ="#
Actor Faci al Expressi onBodyPost ureEmoti onCharacteristic"
/>
<Cl ass | Rl ="#Probl emCharacteristic"/>
</ SubCl assOf >
<SubCl assOf >
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<Class IRl ="#

Actor Faci al Expressi onBodyPost ureEmoti onCharacteristic"

/>
<Obj ectIntersectionOf >
<Obj ect SomeVal uesFrom>
<Obj ect Property IRl ="#hasDomain"/>
<Cl ass | Rl ="#NegotiationBasedDomai n"/>
</ Obj ect SomeVal uesFrom>
<Obj ect Exact Cardinality cardinality="5">
<Obj ectProperty IRl ="#hasVal ue"/>
</ Obj ect Exact Cardinality>
</ ObjectlntersectionOf >
</ SubCl assOf >
<SubCl assOf >

<Class IRl ="#Actor Fol | owDefi nedRul esCharacteristic"/>

<Class IRl ="#Probl emCharacteristic"/>
</ SubCl assOf >
<SubCl assOf >

<Class | Rl ="#Actor Fol |l owDefi nedRul esCharacteristic"/>

<Obj ectIntersectionOf >
<Obj ect SomeVal uesFrom>
<Obj ect Property IRl ="#hasDomain"/>
<Cl ass | Rl ="#NegotiationBasedDomai n"/>
</ Obj ect SomeVal uesFrom>
<Obj ect Exact Cardinality cardinality="5">
<Obj ectProperty IRl ="#hasVal ue"/>
</ Obj ect Exact Cardinality>
</ ObjectlntersectionOf >
</ SubCl assOf >
<SubCl assOf >
<Cl ass | Rl ="#Agent Met aModel "/ >
<Cl ass | Rl ="#Met aModel Type"/>
</ SubCl assOf >

<SubCl assOf >
<Class IRl ="#Virtual 3DEnvironment CMM"/ >
<Obj ect Al | Val uesFrom>
<Obj ect Property IRl ="#hasType"/ >
<Class | Rl ="#Environment Met aModel "/ >
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</ Obj ect Al | Val uesFrom>
</ SubCl assOf >
<Di sjointClasses>
| RI =" #
Actor Acqui reExperi enceManagi ngPost uresCharacteristic"/

<Cl ass

>
<Cl ass

I RI

="#

Act or Faci al Expressi onBodyPost ureEmoti onCharacteristic”

/>

<Cl ass

<Cl ass
<Cl ass
<Cl ass
<Cl ass

I RI

I RI ="

| RI
| RI
| RI

="#Actor Fol | owDefi nedRul esCharacteristic"/>

#PriceNegotiati onProcessCharacteristic"/>
="#SharingCostsCharacteristic"/>

="#Si m | ar Physi cal Movement Characteristic"/>
="#TaxReducti onHi nt sCharacteristic"/>

</ Di sjointClasses>

<Di sj oi nt Cl asses>

<Cl ass
<Cl ass
<Cl ass
<Cl ass

I RI

I RI ="

| RI
| RI

="#Agent Met aModel "/ >
#Environment Met aModel "/ >
="#lnteracti onMet aModel "/ >
="#0rgani zati onMet aModel "/ >

</ Di sjointClasses>

<Di sj oi nt Cl asses>

<Cl ass
<Cl ass
<Cl ass
<Cl ass

<Cl ass
<Cl ass
<Cl ass
<Cl ass

I RI
I RI
I RI

I RI ="

| RI
| RI
| RI
| RI

="#Answer ResponseSequencesMMFeature"/>
="#Basi cRul eLanguageMMVFeat ure"/ >
="#Broadcast Communi cati onMMFeature"/ >
#Communi cationPerm ssi onsMMFeature"/ >

"#StrateglcconpetenceMMFeature"/>

="#Tacti cActionsAndDeci si onsMVMFeat ure"/ >
="#ThirdAgent sRepresent ati onMMFeature"/ >
="#UsesKnowl edgeAbout Or gani zati onMVFeature"/>

</ Di sjointClasses>
<Di sjointClasses>

<Cl ass
<Cl ass
<Cl ass
<Cl ass
<Cl ass

| RI
| RI
| RI
| RI
| RI

="#Cogni tiveAgent CMM" [ >
="#Compet enceEnvi ronment CMM" / >

="#Di al ogBasedl nteracti onCMV"/ >
="#Emoti onal Agent CMM"/ >
="#GCroupOrgani zati onCMM"/ >
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<Class | Rl ="#Hierarchical Organi zati onCMM"/ >
<Cl ass | Rl ="#Rul eBasedl nteracti onCMM'/ >
<Class IRl ="#Virtual 3DEnvi ronment CMM"/ >
</ Di sjointClasses>
<Di sjointClasses>
<Cl ass | Rl ="#NegotiationBasedDomain"/ >
<Cl ass | Rl ="#PublicSal esCont ext Domai n"/ >
<Class IRl ="#Si mul ati onDomai n"/ >
</ Di sjointClasses>
<InverseObjectProperties>
<Obj ectProperty IRl ="#isDomai nOf "/ >
<Obj ectProperty IRl ="#hasDomain"/>
</lInverseObjectProperties>
<InverseObjectProperties>
<Obj ectProperty IRl ="#isFeatureOf"/>
<Obj ectProperty IRl ="#hasFeature"/>
</InverseObjectProperties>
<InverseObjectProperties>
<Obj ectProperty IRl ="#hasType"/>
<Obj ectProperty IRl ="#isTypeOf "/ >
</l nverseObjectProperties>
<Functional Obj ect Property>
<Obj ect Property IRl ="#hasVal ue"/ >
</ Functional Obj ect Property>
<TransitiveObjectProperty>
<Obj ectProperty IRl ="#hasDomain"/>
</ TransitiveObjectProperty>
<TransitiveObjectProperty>
<Obj ectProperty IRl ="#hasFeature"/>
</ TransitiveObjectProperty>
<TransitiveObjectProperty>
<Obj ect Property IRl ="#hasType"/ >
</ TransitiveObjectProperty>
<TransitiveObjectProperty>
<Obj ectProperty IRl ="#isDomai nOf "/ >
</ TransitiveObjectProperty>
<TransitiveObjectProperty>
<Obj ectProperty IRl ="#isFeatureOf"/>
</ TransitiveObjectProperty>
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<TransitiveObjectProperty>
<Obj ectProperty IRl ="#isTypeOf"/>
</ TransitiveObjectProperty>
</ Ont ol ogy>

Application Specification XML File Example

An example of the XML standard employed to store AS-characterization dlaw/$:

e The header contains the title, author and contact information:

<Appl i cation-Specification-File>
<as-characterization id="0" title="Auction Probleni>

<owner author="Luis " email="Irazol@mail.con institution="1NPG'/>

e Therefore there is a text that describes the application specification

<appl i cation-specification>

A systemthat represents a virtua

auction sal on.

There two main kind of actors:

- Custoners with two roles: sellers and bidders
- And the auctioneer who perforns the auction
following the rules specified.

Both custoners actors, buyers and bidders, can
create their representatives customzing a
behavi or as they want, a virtual entity that
represents the customer in the virtual auction
sal on. These virtual entity has a custonizable
behavior it neans that the real customer can add
the follow ng features

- A maxi mum budget for a list or category of
articles.

- Al'so they could accept rules to nmake or not bids.
In the other side the virtual salon will be managed
by an automated virtual entity that will create
auctions taking proposed goods to sell from

the custoners that want to sell in the auction
So we will accept goods with a initial value and
a desired selling value so we will add a 20% of
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managenent cost to the final selling val ue
Every auction coul d be custonizable in the way
that the selling custoner could chose between
four main types of auction rules:

- English auction,

- Dutch auction

- Sealed first-price auction,

- Vickrey auction.

</ application-specification>

e Then the domains descriptions are stored:

<characterization-nap>

<domai ns>

<domain id="1" name="World Sinulation">This domain covers the sinulation
area. General ly virtual worlds, virtual drama, physical sinulations,etc

</ donai n>

<domai n id="2" name="Ceneral Business">This domain conprises the business
field with the sell-buy and transaction details and features. </ domi n>
<donai n id="3" name="Sal es context">The Sal es Context domain covers the sel
and buy features, including auctions, offer and demand | aws, special offers,
etc. </ domai n>

</ domai ns>

e Moreover the list of known problem characteristics are listed:

<characteristics>

<characteristic id="1" nanme="3D Virtual actors">An environnent with 3D
virtual actors</characteristic>

<characteristic id="2" name="Cpponent novement predictions">Analyze the
opponent and predict his novenents or decisions</characteristic>
<characteristic id="3" nane="Auction actor roles">Auction actors are
customers with buyer and seller roles</characteristic>

<characteristic id="4" nane="Auction process control ">Aucti oneer actor
controls the auction process</characteristic>

<characteristic id="5" name="English auction protocol">English auction
protocol </ characteristic>

<characteristic id="6" name="Efficient taxes payment">Find the best
hints to reduce the taxes paynent</characteristic>

<characteristic id="7" name="Debt contract constraint">if the debtor
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fails to pay the debt according to the contract shall be entitled as
lien</characteristic>

<characteristic id="8" name="Qptinize the incone">Maxini ze the inconme
or gain</characteristic>

<characteristic id="9" name="Cost optin zation">M ninize the cost or
price</characteristic>

<characteristic id="10" name="Real Physical novenents">Mvenents shoul d
be considered as simlar to real physical</characteristic>
<characteristic id="11" name="Auction bid restriction">Number of bids
[imted</characteristic>

<characteristic id="12" name="On-line virtual roonm>0n-line virtual room
</characteristic>

<characteristic id="13" name="Price negotiation process">Price
negotiation process</characteristic>

<characteristic id="14" name="Cost sharing">Propose to pay costs and
sharing equal | y</characteristic>

<characteristic id="15" name="Virtual drama actor’s enotional features">
The actors express their enotions with facial expressions and body

post ures</ characteristic>

<characteristic id="16" name="Virtual drama rules feature">the actors
must follow the defined rul es</characteristic>

<characteristic id="17" name="Virtual actor position and novenent

sel f-know edge and | earning">The actors will learn to manage their
positions using their experience</characteristic>

<characteristic id="18" name="Investnent and forei gn exchange">The

i nvestment considers the forei gn exchange rates</characteristic>
</characteristics>

e Finally the tag the list of efficacy values that relates problem charactengtiteach domain
are defined:

<characterization>

<characterization id="1" donmain="1" characteristic="1" val ue="0.985"/>
<characterization id="2" donmai n="2" characteristic="1" val ue="0.561"/>
<characterization id="3" donai n="3" characteristic="1" val ue="0.655"/>
<characterization id="4" domain="1" characteristic="2" value="0.69"/>
<characterization id="5" domain="2" characteristic="2" value="0.715"/>
<characterization id="6" domain="3" characteristic="2" val ue="0.598"/>
<characterization id="7" domain="1" characteristic="3" val ue="0.532"/>
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<characterization id="8" donai n="2" characteristic="3" val ue="0.611"/>

<characterization id="9" donai n="3" characteristic="3" value="0.971"/>

<characterization id="10" domai n="1" characteristic="4" value="0.572"/>
<characterization id="11" domai n="2" characteristic="4" value="0.702"/>
<characterization id="12" domai n="3" characteristic="4" val ue="0.656"/>
<characterization id="13" domai n="1" characteristic="5" value="0.41"/>

<characterization id="14" domai n="2" characteristic="5" value="0.712"/>
<characterization id="15" domai n="3" characteristic="5" value="0.795"/>
<characterization id="16" domai n="1" characteristic="6" val ue="0.59"/>

<characterization id="17" domai n="2" characteristic="6" value="0.699"/>
<characterization id="18" domain="3" characteristic="6" value="0.68"/>

<characterization id="19" domai n="1" characteristic="7" value="0.189"/>
<characterization id="20" domai n="2" characteristic="7" value="0.908"/>
<characterization id="21" domai n="3" characteristic="7" value="0.759"/>
<characterization id="22" domai n="1" characteristic="8" value="0.454"/>
<characterization id="23" domai n="2" characteristic="8" value="0.785"/>
<characterization id="24" domai n="3" characteristic="8" value="0.875"/>
<characterization id="25" domai n="1" characteristic="9" value="0.433"/>
<characterization id="26" domai n="2" characteristic="9" value="0.782"/>
<characterization id="27" domai n="3" characteristic="9" value="0.915"/>
<characterization id="28" domai n="1" characteristic="10" val ue="0.29"/>
<characterization id="29" domai n="2" characteristic="10" val ue="0.89"/>
<characterization id="30" domai n="3" characteristic="10" val ue="0.692"/>
<characterization id="31" domai n="1" characteristic="11" val ue="0.5"/>

<characterization id="32" domai n="2" characteristic="11" value="0.5"/>

<characterization id="33" domai n="3" characteristic="11" val ue="0.5"/>

<characterization id="34" domai n="1" characteristic="12" val ue="0.893"/>
<characterization id="35" domai n="2" characteristic="12" value="0.48"/>

<characterization id="36" domai n="3" characteristic="12" val ue="0.695"/>
<characterization id="37" domai n="1" characteristic="13" val ue="0.119"/>
<characterization id="38" domai n="2" characteristic="13" val ue="0.691"/>
<characterization id="39" domai n="3" characteristic="13" val ue="0.898"/>
<characterization id="40" domai n="1" characteristic="14" val ue="0.201"/>
<characterization id="41" domai n="2" characteristic="14" val ue="0.854"/>
<characterization id="42" domai n="3" characteristic="14" val ue="0.876"/>
<characterization id="43" domai n="1" characteristic="15" val ue="0.944"/>
<characterization id="44" domai n="2" characteristic="15" val ue="0.302"/>
<characterization id="45" domai n="3" characteristic="15" val ue="0.389"/>
<characterization id="46" domai n="1" characteristic="16" val ue="0.891"/>
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<characterization id="47" domai n="2" characteristic="16" val ue="0.595"/>
<characterization id="48" domain="3" characteristic="16" val ue="0.689"/>
<characterization id="49" domai n="1" characteristic="17" val ue="0.864"/>
<characterization id="50" domai n="2" characteristic="17" val ue="0.523"/>
<characterization id="51" domai n="3" characteristic="17" value="0.37"/>
<characterization id="52" domai n="1" characteristic="18" value="0.39"/>
<characterization id="53" domai n="2" characteristic="18" val ue="0.823"/>
<characterization id="54" domai n="3" characteristic="18" val ue="0.705"/>
</characterization>

</characterization- map>

</ as-characterization>

</ Appl i cation- Specification-File>

Meta-model characterization XML File Example

Also for the MM-characterization we have the next XML file example:

e The file header contains the name and the defined domains. We have ocexhsalase the
same domains employed in both XML files in order to keep a link. However istpeds
create different domains creating a set of rules to create links betwderedifdomains. In
this thesis we do not focus on this, therefore, such improvements arieledsfuture work.

<?xm version="1.0" encodi ng="UTF-8"?>

<MV Char act eri zat i on- KB>

Met a- nodel s repository

<domai ns>

<donai ns>

<domain id="1" name="World Sinulation">This domain covers the sinulation
area. General Iy virtual worlds, virtual drama, physical sinulations,etc

</ donai n>

<domai n id="2" name="General Business">This domain conprises the business
field with the sell-buy and transaction details and features. </ domi n>
<domai n id="3" name="Sal es context">The Sal es Context domain covers the sel
and buy features, including auctions, offer and demand | aws, special offers,
etc. </ domai n>

</ domai ns>

e The next tag contains the list of defined meta-models, each meta-model haseaatype,
a list of domains, a list of their features and finally a list of efficacy valuas rblates each
feature within each domain:
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<net a- model s>
<nmet a-model id="1" name="cognitive" type="0">
<donai ns>
<donai ns>
<domain id="1" name="World Sinulation">This domain covers the sinulation
area. General Iy virtual worlds, virtual drama, physical sinulations,etc
</ domai n>
<domai n id="2" name="Ceneral Business">This domain conprises the businesses
field with the sell-buy and transaction details and features. </ domai n>
<domai n id="3" name="Sal es context">The Sal es Context domain covers the sel
and buy features, including auctions, offer and demand | aws, special offers,
et c. </ domai n></ domai ns>
<characteristics>
<characteristic id="1" nanme="del i berative cognition">deliberative
cognition
</characteristic>
<characteristic id="2"
name="know edge representation about itself and others">know edge
representation about itself and others
</characteristic>
<characteristic id="3" name="strategic conpetence">strategic
conpet ence
</characteristic>
<characteristic id="4" nane="i ndependent performance">i ndependent
per fornance
</characteristic>
<characteristic id="5" name="cooperative behavi or">cooperative
behavi or
</characteristic>
<characteristic id="6"
nanme="uses know edge about organi zation">uses know edge about
organi zation</characteristic>
<characteristic id="7" nane="social listening to others">socia
l'istening to others</characteristic>
<characteristic id="8" nane="tactic actions and decisions">tactic
actions and deci sions</characteristic>
</characteristics>
<characteri zation- nap>
<characterization id="1" donain="1" characteristic="1"
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val ue="0. 875" />

<characterization id="2" donmai n="2" characteristic="1"
val ue="0.905" />

<characterization id="3" donain="3" characteristic="1"
val ue="0. 855" />

<characterization id="4" domain="1" characteristic="2"
val ue="0. 725" />

<characterization id="5" domain="2" characteristic="2"
val ue="0.85" />

<characterization id="6" donain="3" characteristic="2"
val ue="0.9" />

<characterization id="7" donain="1" characteristic="3"
val ue="0.8" />

<characterization id="8" domain="2" characteristic="3"
val ue="0. 775" />

<characterization id="9" domain="3" characteristic="3"
val ue="0.95" />

<characterization id="10" domai n="1"
characteristic="4" value="0.55" />

<characterization id="11" domai n="2"
characteristic="4" value="0.6" />

<characterization id="12" donai n="3"
characteristic="4" value="0.875" />

<characterization id="13" domai n="1"
characteristic="5" value="0.675" />

<characterization id="14" domai n="2"
characteristic="5" value="0.875" />

<characterization id="15" domai n="3"
characteristic="5" value="0.9" />

<characterization id="16" donai n="1"
characteristic="6" value="0.8" />

<characterization id="17" domai n="2"
characteristic="6" value="0.85" />

<characterization id="18" domai n="3"
characteristic="6" value="0.775" />

<characterization id="19" domai n="1"
characteristic="7" value="0.7" />

<characterization id="20" donai n="2"
characteristic="7" value="0.8" />
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<characterization id="21" domai n="3"

characteristic="7" value="0.75" />

<characterization id="22" domain="1"

characteristic="8" val ue="0.825" />

<characterization id="23" donai n="2"

characteristic="8" value="0.85" />

<characterization id="24" domai n="3"

characteristic="8" value="0.9" />

</ characterization-map>

</ met a- nodel >

<nmet a-model id="2" name="enotional" type="0">

<domai ns>

<domai ns>

<domain id="1" name="World Sinulation">This domain covers the sinulation
area. General ly virtual worlds, virtual drama, physical sinulations,etc
</ donai n>

<domai n id="2" name="Ceneral Business">This domain conprises the business
field with the sell-buy and transaction details and features. </ domi n>
<domai n id="3" name="Sal es context">The Sal es Context domain covers the sel
and buy features, including auctions, offer and demand | aws, special offers,
etc. </ domai n>

</ domai ns>

<characteristics>

<characteristic id="9" name="third agents representation">third agents
representation</characteristic>

<characteristic id="10" name="enotional cognition">enotiona

cogni tion

</characteristic>

<characteristic id="11" name="goal based behavi or">goal based behavi or
</characteristic>

<characteristic id="12"

nanme="agent interaction through sensors and effectors">agent interaction
t hrough sensors and effectors

</characteristic>

<characteristic id="13"

nane="agent environnent interaction sensibility">agent environnent
interaction sensibility

</characteristic>

<characteristic id="14" name="drama simulation skill">dranma sinulation
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ski |

</characteristic>
<characteristic id="15" name="di al og- based skill">di al og- based

ski |

</ characteristic>

<characteristic id="16" name="dynani ¢ goal generation skill">dynanmi c goa

generation
skill</characteristic>
</characteristics>
<characterization-nap>
<characterization id="10"

donmi n="1"

characteristic="9" value="0.725" />

<characterization id="11"
characteristic="9"

characteristic="9"

characteristic="10"

characteristic="10"

<characterization id="16"
val ue="0. 855" />
<characterization id="17"
val ue="0. 895" />
<characterization id="18"
value="0.7" />
<characterization id="19"

characteristic="11"

characteristic="11"

characteristic="11"

characteristic="12"
<characterization id="20"
val ue="0. 475" />
<characterization id="21"
val ue="0. 525" />
<characterization id="4"
val ue="0.95" />

<characterization id="5"
val ue="0. 725"
<characterization id="6"

characteristic="12"

characteristic="12"

donmi n="2"

val ue="0. 875" />
<characterization id="12"
val ue="0. 695" />
<characterization id="13"
val ue="0.9" />
<characterization id="14"
val ue="0. 525" />
<characterization id="15"
characteristic="10"

donmi n="3"

donmi n="1"

donmi n="2"

domai n="3"

val ue="0.4" />

donmi n="1"

donmi n="2"

domai n="3"

donmi n="1"

val ue="0.9" />

donmi n="2"

donmi n="3"

domai n="1"

donmmi n="2"

donmi n="3"

characteristic="13"

characteristic="13"

characteristic="13"
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val ue="0. 625" />

<characterization id="7" donmai n="1" characteristic="14"

val ue="0.975" />

<characterization id="8" donain="2" characteristic="14"

val ue="0. 325" />

<characterization id="9" donmai n="3" characteristic="14"

val ue="0. 375" />

<characterization id="1" donmai n="1" characteristic="15"

val ue="0. 85" />

<characterization id="2" donai n="2" characteristic="15"

value="0.7" />

<characterization id="3" donain="3" characteristic="15"

val ue="0.725" />

<characterization id="22" donmai n="1"

characteristic="16" val ue="0.85" />

<characterization id="23" domai n="2"

characteristic="16" value="0.8" />

<characterization id="24" domai n="3"

characteristic="16" val ue="0.825" />

</characterization- map>

</ met a- nodel >

<net a- model id="3" name="Conpetence" type="1">

<domai ns>

<domai ns>

<domain id="1" name="World Sinulation">This domain covers the sinulation
area. General ly virtual worlds, virtual drama, physical simulations,etc
</ domai n>

<domai n id="2" name="General Business">This domain conprises the business
field with the sell-buy and transaction details and features. </ domai n>
<domai n id="3" name="Sal es context">The Sal es Context domain covers the sel
and buy features, including auctions, offer and demand |aws, special offers,
et c. </ domai n>

</ donai ns>

<characteristics>

<characteristic id="17" name="partially observable">partially

observabl e

</characteristic>

<characteristic id="18" name="determ nistic">deterninistic
</characteristic>
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<characteristic id="19" name="sequential actions">sequentia

actions
</characteristic>

<characteristic id="20" name="dynam ¢ changes">dynam ¢ changes

</characteristic>

<characteristic id="21" nane="continuous time |ine">continuous

[ine
</ characteristic>

<characteristic id="22" name="nul ti-agent support">multi-agent

support
</characteristic>

<characteristic id="23" name="conpetitive rul es">conpetitive

rul es
</ characteristic>

<characteristic id="24" nane="nulti-location">multi-location

</characteristic>
</characteristics>
<characterization-nap>
<characterization id="1"
val ue="0.9" />
<characterization id="2"
val ue="0.6" />
<characterization id="3"
val ue="0.725" />
<characterization id="4"
val ue="0. 625" />
<characterization id="5"
value="0.7" />
<characterization id="6"
val ue="0.75" />
<characterization id="7"
val ue="0. 875" />
<characterization id="8"
val ue="0.8" />
<characterization id="9"
val ue="0. 875" />
<characterization id="10"

domai

domai

dommi

donmi

domai

domai

dommi

donmi

domai

donmi n="1"

n="1"
n="2"
n="3"
n="1"
n="2"
n="3"
n="1"
n="2"
n="3"

characteristic="20" value="0.9" />

<characterization id="11"

donmi n="2"

characteristic="17"

characteristic="17"

characteristic="17"

characteristic="18"

characteristic="18"

characteristic="18"

characteristic="19"

characteristic="19"

characteristic="19"

time
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characteristic="20" val ue="0.925" />
<characterization id="12" donai n="3"
characteristic="20" val ue="0.975" />
<characterization id="13" donai n="1"
characteristic="21" val ue="0.35" />
<characterization id="14" donmai n="2"
characteristic="21" value="0.8" />
<characterization id="15" domai n="3"
characteristic="21" value="0.9" />
<characterization id="16" donai n="1"
characteristic="22" val ue="0.95" />
<characterization id="17" donai n="2"
characteristic="22" val ue="0.975" />
<characterization id="18" donmai n="3"
characteristic="22" value="0.975" />
<characterization id="19" domai n="1"
characteristic="23" value="0.9" />
<characterization id="20" donmai n="2"
characteristic="23" val ue="0.875" />
<characterization id="21" donai n="3"
characteristic="23" value="0.9" />
<characterization id="22" donmai n="1"
characteristic="24" value="0.725" />
<characterization id="23" donmai n="2"
characteristic="24" value="0.6" />
<characterization id="24" donai n="3"
characteristic="24" value="0.75" />
</characterization- map>

</ net a- nodel >

<net a- model id="4" nanme="Virtual 3D
<domai ns>

<dommin id="1"

type="1">

name="Worl d Sinul ation">This domain covers the sinulation

area. General Iy virtual worlds, virtual drama, physical sinulations,etc

</ domai n>

<donai n id="2" name="General Business">This domain conprises the business

field with the sell-buy and transaction details and features. </ domai n>

<domai n id="3"

name="Sal es context">The Sal es Context domain covers the sel

and buy features, including auctions, offer and denmand |aws, special offers,

etc. </ domai n>
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</ donai ns>

<characteristics>

<characteristic id="25" name="stochastic">stochastic
</characteristic>

<characteristic id="26" name="epi sodi c">epi sodi c
</characteristic>

<characteristic id="27" name="seni-dynani c">seni-dynani c
</characteristic>

<characteristic id="28" name="distributed visual port">distributed
visual port

</characteristic>

<characteristic id="29" name="physical interaction sinulation">physica
interaction

sinul ation</characteristic>

<characteristic id="30"

nanme="precondi tions and post-conditions">preconditions and post-conditions
</characteristic>

<characteristic id="31" name="normative">normative
</characteristic>

<characteristic id="32" name="ful | y-observabl e">ful | y-observabl e
</characteristic>

</characteristics>

<characteri zation- nap>

<characterization id="1" donmai n="1" characteristic="25"

val ue="0.785" />

<characterization id="2" donai n="2" characteristic="25"

val ue="0. 685" />

<characterization id="3" donai n="3" characteristic="25"

val ue="0. 888" />

<characterization id="4" domai n="1" characteristic="26"

val ue="0.725" />

<characterization id="5" donmai n="2" characteristic="26"

val ue="0.725" />

<characterization id="6" donmai n="3" characteristic="26"

val ue="0.795" />

<characterization id="7" donain="1" characteristic="27"

val ue="0.92" />

<characterization id="8" domai n="2" characteristic="27"

val ue="0. 824" />
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<characterization id="9"
val ue="0. 745" />
<characterization id="10"

characteristic="28" val ue=

<characterization id="11"

characteristic="28" val ue=

<characterization id="12"

characteristic="28" val ue=

<characterization id="13"

characteristic="29" val ue=

<characterization id="14"

characteristic="29" val ue=

<characterization id="15"

characteristic="29" val ue=

<characterization id="16"

characteristic="30" val ue=

<characterization id="17"

characteristic="30" val ue=

<characterization id="18"

characteristic="30" val ue=

<characterization id="19"

characteristic="31" val ue=

<characterization id="20"

characteristic="31" val ue=

<characterization id="21"

characteristic="31" val ue=

<characterization id="22"

characteristic="32" val ue=

<characterization id="23"

characteristic="32" val ue=

<characterization id="24"

characteristic="32" val ue=

</ characterization-map>
</ et a- nodel >

<net a-nodel id="5" nanme="Rul es based" type="2">

<domai ns>

donmi n="3"

domai n="1"
"0.935" />
domai n="2"
"0.451" />
domai n="3"
"0.325" />
domai n="1"
"0.965" />
donmai n="2"
"0.395" />
domai n="3"
"0.47" |>
domai n="1"
"0.94" />
domai n="2"
"0.855" />
donmai n="3"
"0.835" />
domai n="1"
"0.745" | >
domai n="2"
"0.815" />
domai n="3"
"0.758" />
domai n="1"
"0.891" />
domai n="2"
"0.785" />
domai n="3"
"0.698" />

characteristic="27"

<dommin id="1" name="World Sinulation">This domain covers the sinulation

area. General ly virtual worlds, virtual drama, physical sinulations,etc

</ domai n>
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<domai n id="2" name="Ceneral Business">This domain conprises the business

field with the sell-buy
<domai n id="3" nanme="Sa

and transaction details and features. </ domai n>
es context">The Sal es Context dommin covers the sel

and buy features, including auctions, offer and demand | aws, special offers,

et c. </ domai n>

</ domai ns>
<characteristics>
<characteristic id="33"
</characteristic>
<characteristic id="34"
tinmeouts
</characteristic>
<characteristic id="35"
messages
</characteristic>
<characteristic id="36"
conmuni cati on
</characteristic>
<characteristic id="37"
</characteristic>
<characteristic id="38"

name="basi ¢ rul e | anguage"”>basi ¢ rul e | anguage

nane="conmuni cati on ti nmeouts">comuni cation

name="del i mted messages">delinited

name="br oadcast conmuni cati on">broadcast

name="neeting messages">neeting nmessages

nane="non response penalization">non response

penal i zati on</characteristic>

<characteristic id="39"

nane="answer - r esponse sequences">answer-response

sequences</characteristic>

<characteristic id="40"
transni ssi on</characteri
</characteristics>
<characterization-nap>
<characterization id="1"
val ue="0. 95" />
<characterization id="2"
val ue="0. 885" />
<characterization id="3"
val ue="0.89" />
<characterization id="4"
val ue="0. 745" />
<characterization id="5"
val ue="0. 955" />
<characterization id="6"

name="know edge rul e transm ssion">know edge rul e

stic>

donmmi n="1" characteristic="33"

donmi n="2" characteristic="33"

donmi n="3" characteristic="33"

dommi n="1" characteristic="34"

donmmi n="2" characteristic="34"

donmi n="3" characteristic="34"



Appendix A

188

val ue="0.905" />
<characterization id="7"
val ue="0. 565" />
<characterization id="8"
val ue="0. 435" />
<characterization id="9"
val ue="0. 395" />
<characterization id="10"
characteristic="36" val ue
<characterization id="11"
characteristic="36" val ue
<characterization id="12"
characteristic="36" val ue
<characterization id="13"
characteristic="37" val ue
<characterization id="14"
characteristic="37" val ue
<characterization id="15"
characteristic="37" val ue
<characterization id="16"
characteristic="38" val ue
<characterization id="17"
characteristic="38" val ue
<characterization id="18"
characteristic="38" val ue
<characterization id="19"
characteristic="39" val ue
<characterization id="20"
characteristic="39" val ue
<characterization id="21"
characteristic="39" val ue
<characterization id="22"
characteristic="40" val ue
<characterization id="23"
characteristic="40" val ue
<characterization id="24"
characteristic="40" val ue
</characterization-map>
</ net a- nodel >

donmmi n="1"

donmmi n="2"

donmmi n="3"

domai n="1"
="0. 855" />
donai n="2"
="0.745" |>
domai n="3"
="0.745" />
domai n="1"
="0.69" />
domai n="2"
="0. 895" />
domai n="3"
="0.784" [>
domai n="1"
="0.905" />
domai n="2"
="0. 645" />
domai n="3"
="0.705" />
domai n="1"
="0.72" |>
donmai n="2"
="0.91" />
domai n="3"
="0.89" />
domai n="1"
="0.9" />

donmai n="2"
="0.89" />
domai n="3"
="0.74" |>

characteristic="35"

characteristic="35"

characteristic="35"
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<met a- model id="6" nanme="Di al og based" type="2">

<donai ns>

<domai n id="1" name="World Sinulation">This domain covers the sinulation
area. General ly virtual worlds, virtual drama, physical simulations,etc

</ donai n>

<domai n id="2" name="Ceneral Business">This domain conprises the business
field with the sell-buy and transaction details and features. </ domai n>
<donmi n id="3" name="Sal es context">The Sal es Context dommin covers the sel
and buy features, including auctions, offer and denand | aws, special offers,
etc. </ domai n>

</ domai ns>

<characteristics>

<characteristic id="41" name="minimal set of words ">ninimal set of

wor ds

</characteristic>

<characteristic id="42" name="di al og tinmeout">dial og tinmeout
</characteristic>

<characteristic id="43" name="nultiple listeners dialog">multiple
listeners dial og

</characteristic>

<characteristic id="44" name="idea stormkind dial og">i dea storm ki nd

di al og

</characteristic>

<characteristic id="45"

nanme="enotional context features dial og">emtional context features dial og</characteri:
<characteristic id="46" name="observabl e dial og feature">observabl e
dial og feature

</characteristic>

<characteristic id="47" name="secret dialog feature">secret dialog
feature

</characteristic>

<characteristic id="48" name="di al og- based know edge share">di al og- based
know edge

share</characteristic>

</characteristics>

<characterization-nap>

<characterization id="1" donain="1" characteristic="41"

val ue="0.72" />

<characterization id="2" donai n="2" characteristic="41"
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val ue="0.92" />
<characterization id="3"
val ue="0.75" />
<characterization id="4"
val ue="0. 812" />
<characterization id="5"
val ue="0.95" />
<characterization id="6"
val ue="0.925" />
<characterization id="7"
val ue="0.86" />
<characterization id="8"
val ue="0.901" />
<characterization id="9"
val ue="0.68" />
<characterization id="10"
characteristic="44" val ue
<characterization id="11"
characteristic="44" val ue
<characterization id="12"
characteristic="44" val ue
<characterization id="13"
characteristic="45" val ue
<characterization id="14"
characteristic="45" val ue
<characterization id="15"
characteristic="45" val ue
<characterization id="16"
characteristic="46" val ue
<characterization id="17"
characteristic="46" val ue
<characterization id="18"
characteristic="46" val ue
<characterization id="19"
characteristic="47" val ue
<characterization id="20"
characteristic="47" val ue
<characterization id="21"
characteristic="47" val ue

domai n="3"

dommi n="1"

donmi n="2"

donmi n="3"

dommi n="1"

donmmi n="2"

donmmi n="3"

domai n="1"
="0.88" />
donmai n="2"
="0.25" />
donmai n="3"
="0.45" />
domai n="1"
="0.86" />
domai n="2"
="0.56" />
donmai n="3"
="0.61" />
domai n="1"
="0.91" />
domai n="2"
="0.89" />
domai n="3"
="0.78" />
domai n="1"
="0.78" />
donmai n="2"
="0.77" | >
domai n="3"

="0.79" />

characteristic="41"

characteristic="42"

characteristic="42"

characteristic="42"

characteristic="43"

characteristic="43"

characteristic="43"
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<characterization id="22" domai n="1"

characteristic="48" val ue="0.61" />

<characterization id="23" domai n="2"

characteristic="48" value="0.7" />

<characterization id="24" domai n="3"

characteristic="48" val ue="0.65" />

</ characterization- map>

</ met a- nodel >

<met a- model id="7" name="Hierarchical" type="3">

<donai ns>

<domain id="1" name="World Sinulation">This domain covers the sinulation
area. General ly virtual worlds, virtual drama, physical simulations,etc

</ domai n>

<domai n id="2" name="Ceneral Business">This domain conprises the business
field with the sell-buy and transaction details and features. </ domai n>
<domai n id="3" name="Sal es context">The Sal es Context dommin covers the sel
and buy features, including auctions, offer and denmand |aws, special offers,
etc. </ domai n>

</ domai ns>

<characteristics>

<characteristic id="49" name="hi erarchy defined rul es">hi erarchy

defined rul es

</characteristic>

<characteristic id="50" name="hierarchy |evel s">hierarchy |evels
</characteristic>

<characteristic id="51" name="hierarchy allowed actions">hierarchy

al l owed actions

</characteristic>

<characteristic id="52" name="hierarchy rol es">hierarchy roles
</characteristic>

<characteristic id="53" name="hierarchy same |evel groups">hierarchy sane
| eve

groups</characteristic>

<characteristic id="54" name="hi erarchy upgrade |evel rules">hierarchy
upgrade | evel

rul es</characteristic>

<characteristic id="55" name="conmmuni cation pernissions ">conmmunication
perm ssions </characteristic>

<characteristic id="56" name="service provider reference">service provider
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reference</characteristic
</characteristics>
<characterization-nap>
<characterization id="1"
val ue="0.905" />
<characterization id="2"
val ue="0. 815" />
<characterization id="3"
val ue="0. 885" />
<characterization id="4"
val ue="0.75" />
<characterization id="5"
val ue="0.89" />
<characterization id="6"
val ue="0. 405" />
<characterization id="7"
val ue="0. 895" />
<characterization id="8"
val ue="0.91" />
<characterization id="9"
value="0.7" />
<characterization id="10"
characteristic="52" val ue
<characterization id="11"
characteristic="52" val ue
<characterization id="12"
characteristic="52" val ue
<characterization id="13"
characteristic="53" val ue
<characterization id="14"
characteristic="53" val ue
<characterization id="15"
characteristic="53" val ue
<characterization id="16"
characteristic="54" val ue
<characterization id="17"
characteristic="54" val ue
<characterization id="18"
characteristic="54" val ue

>

donmmi n="1"

donmi n="2"

donmi n="3"

donmmi n="1"

domami n="2"

donmi n="3"

donmi n="1"

donmmi n="2"

domai n="3"

domai n="1"
="0.9" />
domai n="2"
="0.92" />
donmai n="3"
="0. 651" />
domai n="1"
="0.901" />
domai n="2"
="0.8" />
domai n="3"
="0.59" />
domai n="1"
="0.934" />
donmai n="2"
="0.812" />
domai n="3"
="0.671" />

characteristic="49"

characteristic="49"

characteristic="49"

characteristic="50"

characteristic="50"

characteristic="50"

characteristic="51"

characteristic="51"

characteristic="51"
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<characterization id="19" donmai n="1"

characteristic="55" val ue="0.889" />

<characterization id="20" domai n="2"

characteristic="55" val ue="0.875" />

<characterization id="21" donai n="3"

characteristic="55" value="0.7" />

<characterization id="22" domai n="1"

characteristic="56" val ue="0.65" />

<characterization id="23" donmai n="2"

characteristic="56" value="0.7" />

<characterization id="24" domai n="3"

characteristic="56" value="0.9" />

</characterization- map>

</ met a- nodel >

<met a- model id="8" name="G oup organization" type="3">

<domai ns>

<domain id="1" name="World Sinulation">This domain covers the sinulation
area. General ly virtual worlds, virtual drama, physical simulations,etc
</ domai n>

<domai n id="2" name="General Business">This domain conprises the business
field with the sell-buy and transaction details and features. </ domain>
<domai n id="3" name="Sal es context">The Sal es Context domain covers the sel
and buy features, including auctions, offer and demand |aws, special offers,
et c. </ domai n>

</ donai ns>

<characteristics>

<characteristic id="57" name="menbership rul es">menbership rul es
</characteristic>

<characteristic id="58" name="group registry">group registry
</characteristic>

<characteristic id="59" name="group eval uation">group eval uation
</characteristic>

<characteristic id="60" name="group know edge">group know edge
</characteristic>

<characteristic id="61" name="group constraints">group constraints
</characteristic>

<characteristic id="62" name="menbership protocol ">nenbership protoco
</characteristic>

<characteristic id="63" name="group nenbers rol es">group nenbers roles
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</characteristic>
<characteristic id="64" n
</characteristic>
</characteristics>
<characteri zati on- map>
<characterization id="1"
val ue="0. 815" />
<characterization id="2"
val ue="0. 545" />
<characterization id="3"
val ue="0. 628" />
<characterization id="4"
val ue="0.79" />
<characterization id="5"
val ue="0. 651" />
<characterization id="6"
val ue="0. 455" />
<characterization id="7"
val ue="0.49" />
<characterization id="8"
val ue="0.75" />
<characterization id="9"
val ue="0. 65" />
<characterization id="10"
characteristic="60" val ue
<characterization id="11"
characteristic="60" val ue
<characterization id="12"
characteristic="60" val ue
<characterization id="13"
characteristic="61" val ue
<characterization id="14"
characteristic="61" val ue
<characterization id="15"
characteristic="61" val ue
<characterization id="16"
characteristic="62" val ue
<characterization id="17"
characteristic="62" val ue

ame="group

donmmi n="1"

donmi n="2"

domai n="3"

donmmi n="1"

donmi n="2"

donmi n="3"

donmmi n="1"

donmmi n="2"

donmmi n="3"

domai n="1"
="0. 855" />
donmai n="2"
="0.6" />

donmai n="3"
="0.595" />
domai n="1"
="0.789" />
domai n="2"
="0. 645" />
domai n="3"
="0.785" />
domai n="1"
="0.72" />
domai n="2"
="0.89" />

goal s">group goal s

characteristic="57"

characteristic="57"

characteristic="57"

characteristic="58"

characteristic="58"

characteristic="58"

characteristic="59"

characteristic="59"

characteristic="59"
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<characterization id="18"

characteristic="62" val ue=

<characterization id="19"

characteristic="63" val ue=

<characterization id="20"

characteristic="63" val ue=

<characterization id="21"

characteristic="63" val ue=

<characterization id="22"

characteristic="64" val ue=

<characterization id="23"

characteristic="64" val ue=

<characterization id="24"

characteristic="64" val ue=

</ characterization- map>
</ net a- nodel >

</ net a- nodel s>

</ Mt Char act eri zat i on- KB>

domai n="3"
"0.5" />

domai n="1"
"0.9" />

domai n="2"
"0.815" />
domai n="3"
"0.566" />
domai n="1"
"0.888" />
donmai n="2"
"0.955" />
domai n="3"
"0.85" />
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Nomenclature

AC  Agent Centered

ACMAS Agent Centered MAS

ADELFE Atelier de Développement de Logiciels a Fonctionnalité Emergente
ADMACA Application Description Micro-array Characterization

AEIO Agent Environnement Interaction Organisation

Al Artificial Intelligence

AMAS Adaptive Multi-Agent Systems

ANUIES Asociacion Nacional de Universidades e Instituciones de &aéie Superior
AOSE Agent Oriented Software Engineering

AS  Application Specification

AS-Characterization Application Specification Characterization
AS-micro-array Application Specification micro-array

AUML Agent Unified Modelling Language

BCA Bayesian Cognition Algorithm

Cl Confidence Interval

CINVESTAV Centro de Investigacion y Estudios Avanzados

COSY Systémes Complexes Coopérants

DESIRE DEsign and Specification of Interacting REasoning framework
DIAMOND Decentralized Iterative Approach for Multiagent Open NetkgbDesign
DMS Decision Making Systems

DSS Decision Support Systems

ECOS Evaluation-orientation de la COopération Scientifique

FIPA Foundation for Intelligent Physical Agent
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IPN  Instituto Politécnico Nacional

JADE Java Agent DEvelopment Framework

KB  Knowledge base

KBs Knowledge bases

LCIS Laboratoire de Conception et Integration de Systéemes
MAMOSACO Méthode Adaptable de Modélisation de Systémes Administratifs COmmple
MAS Multi-Agent Systems

MAS Multi-agent systems

MASSIVE MultiAgent SystemsS lterative View Engineering

MDE Model Driven Engineering

MESSAGE Methodology for Engineering Systems of Sotware AGEnts
METALISM METa-Analyse pour L'Ingénierie de software en SystémadtMAgent
MM  Meta-Model

MM-Characterization Meta-model Characterization

NCS Non Cooperative Situations

OC  Organization Centered

OCMAS Organization Centered MAS

OR  Odds Ratio

OSGi Open Services Gateway Initiative

PASSI Process for Agent Societies Specification and Implementation
RR Risk Ratio

RUP Rational Unified Process

UML Unified Modelling Language

XML eXtended Markup Language
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