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0.2 Abstract

Computer modeling, in line with the evolution of software engineering, is evolving from the design of integral models to that of integrated models. The complexity of today’s modeling systems, especially when they are intended to be used for decision-making in complex socio-environmental contexts, pledges for the use of flexible modeling techniques and support tools. As a matter of fact, it is more and more common to integrate, into a same model, different sub-models which are defined at different scales of time and space, and which can be expressed in different formalisms. It can be due to the fact that they are legacy models or that they support different points of view from different domains of expertise.

Integrated modeling approaches (multi-simulation, multimodeling, etc.) have however proven challenging in practice. The first challenge deals with the technical aspects of coupling different computational or mathematical components. The second challenge lies in the alignment of the semantics of these components so that their integration does make sense, which is particularly critical in pluridisciplinary models. A number of approaches have been proposed in the last 20 years to address these challenges. However, for different reasons described in this manuscript, none of them is really suitable to our context.

We propose in this thesis an alternate approach, called co-modeling, which borrows concepts and tools from agent-based modeling, agent-oriented software engineering and multimodel ecologies. Simply speaking, a co-model can be defined as a multi-agent system of models and datasets. Each model or
dataset is represented by one or several agents interacting with one another within the context of a larger representation of their — potentially dynamic — environment. The proposed approach does not aim at providing a general solution to the two challenges above, but at providing a framework in which modelers can easily implement their solution or test different coupling solutions.

The proposed approach is fully implemented within the GAMA agent-based modeling platform. Its advantages are shown in terms of flexibility, compositability and reusability in a number of case studies. The first case study is the dynamic coupling of equation-based and agent-based models to obtain “switching” models dynamically. The second one is the design of a complex integrated model where three formalisms and four modeling approaches have been successfully coupled.
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Chapter 1

Introduction

Multi-modelisation is not different with the modelisation. It does not need a new language to describe the coupling of models.

1.1 Context

Complex systems span the whole spectrum from life sciences and medicine, physics, chemistry and engineering, social, economic, and cognitive sciences. Research in the domain of complex systems requires a truly interdisciplinary approach that crosses traditional disciplines. In a complex system, interactions of individual components produce emergent functionalities, not found at the individual level, and one of the challenges of contemporary science is to understand this phenomenon. Modeling and simulating such systems in all their complexity requires however a multi-modeling approach, as the interactions can “belong” to different disciplines. The models produced by a multi-modeling approach are called “coupled” or “integrated”. They encompass multiple sub-models, some of them, called “legacy models”, having been designed to answer a specific question in a different context. Designing coupled models is a challenge nowa-
days for anyone working on complex systems, especially because the notion of “coupling” can represent any link between the different sub-models: dynamic interactions and feedbacks, static or dynamic compositions or combinations of these models in various frameworks.

Different definitions of complex system could be found in the literature:

- "A system comprised of a (usually large) number of (usually strongly) interacting entities, processes, or agents, the understanding of which requires the development, or the use of, new scientific tools, nonlinear models, out-of-equilibrium descriptions and computer simulations" [1]

- "A system that can be analyzed into many components having relatively many relations among them, so that the behavior of each component depends on the behavior of others”. Simon, Herbert A. (1973). The Organization of Complex Systems. Pp. 1-27 [2]

- "A system that involves numerous interacting agents whose aggregate behaviors are to be understood. Such aggregate activity is nonlinear, hence it cannot simply be derived from summation of individual components behavior." Jerome Singer in [3]

This thesis has been carried out in the context of a collaboration between the IRD UMMISCO research team and the University of Can Tho (Vietnam), which took the form of a JEAI (Jeune Equipe Associée à l’IRD) called DREAM (Decision-support Research for Environmental Applications and Models) since 2012. This work has also been supported by the “Programme Doctoral International Modélisation des Systèmes Complexes” (PDI MSC), a collaboration
between Pierre-and-Marie-Curie University and the IRD. In this particular context, I have been working closely with other researchers who were developing a number of simulation projects, among which two required the design of complex coupled models. The first one aimed at supporting the design of evacuation policies in case of tsunami in Da Nang city. The second one aimed at designing information systems for supporting the protection against epidemic diseases of crop plants and aquaculture in some of the major Vietnam economic areas. These two examples of complex models, which required coupling multiple sub-models, are described in the two following boxes.

Example 1: Da Nang is one of the major port cities in Vietnam (in addition to Ho Chi Minh city and Hai Phong) and the biggest city on the South Central Coast of Vietnam. As pointed out in [4], this city is in the direct passage of the Southeast Asia Sea tsunamis, as shown after the Tohoku earthquake. Therefore, the People’s Committee of Da Nang approved, first time in Vietnam, the installation of 10 early-tsunami-warning stations. Supporting this installation, the Vietnam Institute of Geophysics, the National Committee for Search and Rescue, the Da Nang’s Steering Committee for Flood and Storm Prevention, and local armed forces and people joined in a tsunami drill focusing on evacuation, rescue and damage repair. More than 6000 people participated in this drill. It was based on a scenario that a magnitude 8.8 earthquake had happened in the west of the Philippines and would cause a 6m tsunami that would strike the coast of Da Nang and encroach the mainland by 700m within two or three hours. It assumed that 6,000 tourists were in the area and 75 vessels with 1,000 fishermen were fishing at the sea.
The drill was successful and the directive board decided to build tsunami scenarios and plans to cope with this kind of disaster.

Several questions could be raised and used as attractive research topic:

- How do the actors understand the risks caused by tsunami?
- What are the most relevant indicators of “community resilience” for these risks?
- What are the existing policies and recommendations for building this resilience?
- What are the conditions for stakeholders to implement these recommendations?
- Are the local communities trained to put these recommendations into practice?

A project combining multi-agent paradigm with data analysis methodology has been established and has reached favorable results ([5], [6], [7], [8], [9], [10]). In this project, the simulation model assumes the tsunami to be a wave of water that destroys buildings and kills humans and the evacuation model tries to maximize the number of survivals. The evacuation plan itself is based on many factors, i.e., local government policies, rescue resources (such as ambulances, firefighters), the dynamics of city infrastructures in case of disaster. The evacuation model takes into account other models, such as geophysical models, and the government evacuation plan. The set of geophysical models represents the physical elements which can stimulate
geo-territory ruptures, resulting in earthquakes or oceanic pulse intrusions which can trigger tsunamis. The government evacuation plan can be completely data-driven, e.g. consisting in a set of procedures established by the local authorities, or be a computational model that simulates the evacuation of people and the management of rescue resources. The coupling of these models allows modelers and decision makers to test and find the best evacuation plan, independently from the variation of type and strength of tsunamis. Thus the core of the case study implementation aims at developing an integrated model that can assess the hazards, vulnerabilities, risks and evacuation solutions in case of a tsunami.

Example 2: In the Mekong Delta region of Vietnam, the provincial agricultural managers are concerned about the regular invasions of Brown Plant Hoppers (BPH), a particularly active rice pest, because of the diseases they carry and transmit to the rice yields. They are also concerned about having an accurate estimation of the distribution of BPH waves in order to support the establishment of different prevention plans. The spread of Brown Plant Hopper waves is affected by many factors. These factors may be environmental factors such as wind speed, humidity, temperature. They could also be the development of urban areas, the change of rice fields and the climate change. BPH invasions represent a complicated, multi-scale spatio-temporal problem with a number of complex dynamics. Firstly, the BPH life cycle is short with three stages: egg, nymph, and adult [11] [12] [13]. This insect can reproduce not only on rice but also on some other kinds of grass. Secondly, the BPHs can migrate by following the dominant winds to find their
food sources [14][15]. Several studies made by Otuka in 2009 showed that they can migrate on a very large spatial scale [16][14]. There are also other external factors that greatly affect the BPH population such as the farming habits, the use of pesticides, the variability of the weather, fertilizers and seeds used by farmers [17][18]. This situation requires that models aiming at understanding this phenomenon and supporting control policies adopt a multidisciplinary point of view. Modelers in Can Tho University (working on the NOVEL project [19] - Network Optimization Virtual Environment Laboratory) had for instance to reuse and couple at least three existing social, biological and land-use models to be able to apprehend the dynamic interrelations between BPH invasions and control policies.

1.2 Motivations and Research questions

There are nowadays several solutions, like for instance HLA (High Level Architecture [20]), that support various couplings of models but we will see that they do not provide satisfactory answers to the list of issues described in chapter 2. Moreover, the majority of these solutions share a lot of similarities and common practices with modern software engineering technologies but most of the modelers who are facing the necessity to build complex multidisciplinary integrated models are not - and will never become - software engineers. Component-based approaches, model-driven design, or meta-modeling do not signify a lot to the modeling and simulation community, especially in social and ecological sciences. Nevertheless, for the past 20 years, driven by the necessity to build explanatory data-driven models or to answer new types of questions, these same
modelers have increasingly used computer modeling formalisms, among them Agent-Based Modeling (ABM, or Individual-Based Modeling). ABM has become ubiquitous in most scientific domains when it comes to explore the interplays between heterogeneous components in real systems. As such, it partially answers one of the challenges raised by the modeling of complex systems by providing a way to build models that are nothing else than a \textit{dynamical composition of sub-models called agents}. But ABM being mostly a conceptual view with no agreed-upon methodological underpinnings and meta-model, it has not, so far, provided any computational solution to the problem of model coupling.

The goal of this thesis is to take advantage of the ubiquity of ABM in modeling and to show that using it for coupling models offers a lot of advantages compared to software engineering approaches, not the least one being that any modeler who knows how to properly design an agent-based model will be able to design integrated models more easily than if he/she has to learn new concepts. I have had to address several challenges to propose a working solution, among which two have revealed quite complex and will be described in details in this manuscript. The first one deals with the conceptual and computational pitfalls of coupling completely heterogeneous models, in particular mathematical and computer-based models. The second one lies in the best solution for aligning the semantics of these different models so that their integration does make sense, which is particularly critical in multidisciplinary models.

This thesis describes the complete working solution, called co-modeling, that I have designed and implemented to address these challenges. I claim that it contributes to and extends the agent-based modeling paradigm, allowing it to
represent a complete and coherent approach to multi-modeling and models coupling. Moreover, the conceptual approach that I describe in the next chapters has been fully implemented and tested as an extension to the core of the GAMA agent-based modeling and simulation framework [21]. I have used this implementation to assess its flexibility, composability and reusability in a number of case studies.

The organization of this manuscript is as follows:

• Chapter 2 presents the state of the art of models coupling and analyzes the requirements of the modeling community and some of the drawbacks of current approaches. The analysis focuses on the use of models in multidisciplinary research works such as urbanization, traffic and socio-environmental systems and highlights the most common requirements of modelers in such projects. Then several formalisms and frameworks, already proposed – and used – in models coupling are investigated and their offers compared to the requirements above. A general synthesis of their respective advantages and drawbacks allows to get a clear view of the current choices available for building integrated models.

• Building on the finding that modelers are not software engineers but have nevertheless become familiarized with computer modeling approaches like ABM, Chapter 3 introduces the central proposal of this thesis, an agent-based approach to model coupling, called co-modeling, and its implementation in the GAMA computer modeling and simulation platform. We present its main concepts, its syntax and operational model, and show which responses it is providing to the requirements of flexibility, expres-
sivity, scalability and reusability listed above, allowing modelers familiar with ABM to compose complex coupled models.

• In chapter 4, co-modeling is put into practice on a simple integrated model (Prey Predator toy) which allows us to show its advantages over other approaches, especially in terms of expressivity and flexibility.

• Going beyond the fulfillment of requirements, Chapter 5 shows, on another concrete example, what the interest of using agents for representing models can be, in particular in allowing modelers to build dynamically composed models which can adapt their representation to the systems to model.

• In Chapter 6, finally, we build on the capabilities of co-modeling to demonstrate, this time with the incremental design of a complex integrated model, how completely heterogeneous models can be assembled to answer a question regarding the management of a complex social-environmental system.

• Chapter 7 concludes this thesis by analyzing the outcomes of our research over these past 4 years as well as the perspectives for future works.
Chapter 2

STATE OF THE ART

This chapter presents the definition of coupling in modeling, as well as state of the art of the existing approaches in models coupling. We analyze also the difficulties of coupling heterogeneous models by using existing methodologies and tools and the requirements of the modeling community about multidisciplinary models. A careful overview of existing approaches allows us to analyze their advantages and drawbacks and to propose the initial design of a more flexible solution.

2.1 Why coupling models?

To answer this question, we present first the definition of model and model coupling and then analyze the advantages of model coupling.

2.1.1 Model

Nowadays, the concept of “model”, especially computer model, encompasses several meanings. According to [22], a model is any computer structure intended to represent or simulate some real existing phenomenon (called the “tar-
get system”), from which necessary attributes are extracted. According to [23], a model is usually constructed based on a subset of an original prototype’s attributes and can be used in place of the original prototype in some situations. The way these attributes or dynamics are chosen depends on the question modelers want to answer: for instance, in ecology, the authors of [24] clearly state that “modeling attempts to capture the essence of a system well enough to address specific questions about the system”. The complexity of the target systems is then limited by both the observation and knowledge of researchers about it and the concrete scientific question they want to answer. When this question concerns the interaction of several sub-systems (for example social and biological systems in epidemiology, hydrological and urban models in evacuation planning), it can become necessary to build “heterogeneous models” that reference these different target systems and include multiple components, each of them being a reduced model or system that, sometimes, has been built independently from the others.

2.1.2 Models Coupling

Because the questions asked to models become more and more complex, models coupling has more and more common nowadays, especially in the field of sustainable development, where researchers tend to work in multidisciplinary teams. The requirements of models coupling can come, as above, from the necessity to integrate different models (i.e., urban and climate models, flood and evacuation models, environmental and land use planning models), or to choose the ones which appear to be the most adapted (for instance, to be able to “re-
place” as will the sub-models composing an integrated model), to understand
the same phenomenon at different spatial and temporal scales, or to allow their
structure to be incrementally modified to anticipate future changes in the ques-
tion they are addressing (which is often the case, especially for models used in
decision-making processes, where the initial question raised by end-users may
evolve over time in the light of new constraints, knowledge or requirements).

In general, models are said to be “coupled” (and not simply, for instance,
“juxtaposed”) when (1) they can operate independently (i.e. they answer indi-
vidually a specific question); (2) their integration in a larger model relies on
some interactions (exchanges of data, control flow) between them ([25]). Cou-
pling is used when modelers want to analyze heterogeneous systems with mul-
tiple levels of details, and when the best models of those systems are an associa-
tion of existing models. It also occurs when modelers want to answer a question
that lies at the interface of different scientific domains, concerns the interaction
of different existing components which have been themselves the targets of pre-
vious modeling efforts. For instance, questions regarding the impact of climate
change on socio-environmental systems are clear examples of the necessity to
couple multidisciplinary researches (and hence, models) at different spatial and
temporal scales (where the scale at which the climate is changing is not the scale
at which adaptation needs to occur).

2.1.3 Advantages of coupling

- **Reusing models allows to cut down the costs and efforts to develop new models.** In the disaster evacuation case study described in Example
1 (section 1.1 of chapter 1), the geophysical model generates data about probabilities of occurrences of tsunami and their consequences (in terms of velocity, wave height, impact on built environment, etc.). This feeds other models among which the one describing the existing government evacuation plans, which, based on this initial feed, selects the best plan available. Then, the evacuation model itself describes the dynamics of people with their individual behaviors and possibly complex interactions (with other people, their environment) when trying to escape the danger and reach shelters as soon as possible. These three models have been individually developed by modelers who are experts in their respective domains, and coupled so as to form a “new” model that answers a different question. Although they share some common properties (water level, buildings, people, etc.), it would have been a complete waste of time to redevelop them entirely just for the purpose of building this integrated model.

In the BPH invasions example (section 1.1 of chapter 1), the spreading of brown plant hoppers in the Mekong Delta is influenced by many factors. These factors may belong to the “environmental sphere” such as the wind speed, humidity or temperature, or the “social sphere”, such as the control policies, early-warning possibilities, farming habits, harvesting calendars of farmers or even the “biological sphere”, such as the presence of BPH predators, availability of alternate crop species, etc. All these “spheres” are studied by different domains, which have already produced myriads of specific models at different space and time scales [26],[27],[28]. Given the complexity of the whole system formed by the environment, the human
settlements and the insect itself, models aiming at assessing and predicting BPH invasions have no other choices than relying on existing models, coupling them in the best possible way so as to build integrated models that will answer new questions (about the best surveillance network, like in NOVEL, or about the optimal mix of control policies, for instance).

- **Coupling models from different domains allows building a more exhaustive, and therefore a more realistic, representation of the real system.** In addition to reducing development costs, coupling models allows modelers to incorporate in their integrated models information that is missing (and needs to be generated by a model) or information that are outside the scope of their competencies. For instance, an expert in evacuation planning will probably not be able to assess the dynamics of a tsunami wave generated by a remote earthquake, but he/she requires realistic inputs to any evacuation planning model he/she might design (otherwise these models may be useless). In that case, he/she will better use another model that generates such an information. The same expert will usually have no practical means to take into account the heterogeneous dynamics of individual people when building evacuation plans (which more or less amount to designating shelters and routes to them), although these dynamics may greatly affect the success of evacuations (appearance of traffic jams, panic movements, etc.). In that case, the only solution is to assess the validity of these plans by submitting them as inputs to individual-based models that are specialized in this area. Improving the realism of models is not only a matter of communication but might prove necessary for them to become
reliable and trustworthy, with the hope that this multidisciplinary assem-
blage of models allows to improve the adaptability of evacuation plans, 
better manage rescue resources and eventually save lives.

- **Coupled models can be easier to analyze, understand and interpret 
than complex all-in-one models** Building integrated models as a particu-
lar coupling of heterogeneous (sub-)models basically allows to achieve a 
better separation of concerns, a better independence of parameters. Like 
in software engineering, this can only improve the readability and docu-
mentation of the model, facilitate its maintenance over time, as well as 
its exploration. In the context of the evacuation case study in [section 1.1 
of chapter 1](#) for instance, the sole geophysical model requires more than 
twenty parameters, and only a tiny fraction of each can be influenced by 
the outcomes of the other models. Isolating them in a separate model al-
lows to (1) validate this model on its own; (2) provide ways for reusing 
it in other contexts; (3) understand its influence on other models. Using 
a coupling approach also paves the way for a more efficient exploration 
of the parameters of integrated models, as well as a better organization 
of multidisciplinary work (because it makes clear what intersections, de-
pendencies, or interactions exist between models and therefore between 
modelers from different domains).
2.2 Different kinds of coupling

A lot of researches have already addressed the problem of coupling multidisciplinary models, but it is in the socio-environmental modeling domain that the richest literature can be found, partly because this domain is intrinsically multidisciplinary, partly because it is a domain where the coexistence of formal (i.e. mathematical, from ecology or environmental sciences) and informal (i.e. computer-based, from social sciences or biology) models is a rule more than an exception. There are many solutions to couple models which are summarized in [29][30], but there are however no unique and agreed-upon classification of the kinds of coupling encountered in integrated models. In [31], coupling kinds are broken down into three categories: coupling based on factors, intermediate coupling and integration coupling. The first category identifies models where the interoperation of the coupled models is entirely described in a common element that orchestrate them (DEVS model (Discrete Event System Specification [32]) or DS model [33]). Intermediate coupling suggests a more decentralized organization, with models adopting interfaces in order to communicate with the others. Integration coupling, finally, represents a more static setting where the coupled models have been modified in order to make a new integrated model.

In [25], the author breaks down coupling techniques depending on a notion of degree (strong, weak) and whether the coupling is technical or methodological. Three kinds of coupling are listed in [34]: final coupling, methodological coupling, technical coupling. Finally, a number of authors also refer to coupling as multi-modeling [35] [36], also knew as a sibling with models coupling,
in particular when the coupled models are expressed in different modeling formalisms.

To make things a little bit clearer, I propose to classify coupling approaches in two extreme groups (between which, of course, a continuum of methods and tools exist): on one hand, the ones that propose what I will call a strong coupling approach between a set of well-identified sub-models, supporting complete and rich interactions between them; on the other hand, a weak coupling approach which mainly relies on data exchanges between multiple models, using interfaces or their equivalent to describe their input and output parameters.

2.2.1 Weak coupling

An interesting example of weak coupling can be found in the work of [37]. In this work, a model called UrbanSim is coupled with another one, called MATSim, to produce an integrated urban mobility model. UrbanSim contains information on residential locations, workplaces and urban development while MATSim provides access to large-scale models of land-use, transportation net-
work and economic dynamics. The two models are solely synchronized through the exchange of data (mobility needs from UrbanSim to MATSim, accessibility indicators in the reverse way). The literature provides other examples. [38] presents an integrated model of a marine environment composed of local ecosystems of pelagic species, each of them being a complete model at its own scale, communicating with the others a number of input and output parameters described as “extrinsic”. Another example, presented in [39], couples a community land model with the regional climate model of the West African monsoon. Simple exchanges of data are in general not sufficient in weak coupling approaches because the sub-models, which can be legacy models that cannot be modified, can operate at different scales of space and time and can also have different objectives ([40]). It is then necessary to provide a form of translation (called “coupler” [41]) that takes into account the peculiarities of each model which are often linked to the formalism of the model (e.g., agent-based modeling, discrete event, continuous equations). Numerous works have therefore addressed the problem of combining or coupling models described using different paradigms, like for example [42] on the coupling of hydrodynamic continuous models and individual-based models, [43] on the coupling of physical and social models, [44] on the coupling of continuous and discrete formalisms in ecological models or [45] on the coupling between agent-based models and equation-based models through the use of intermediate graph-based representations.

In the two case studies described in Example 1, 2 (section 1.1 of chapter 1), modelers mainly use a weak coupling approach. In the first case study, it is
due to particular constraints (for example, the geophysical model is built on a particular platform which only accepts input parameters and provides numerical outputs (such as the sea level) but whose components cannot be modified). In the second case study it is more a modeling choice: the number of BPHs, the wind, temperature and humidity values are used for coupling the different sub-models which, otherwise, do not communicate and remain completely independent from each other, facilitating their reuse in other models.

2.2.2 **Strong coupling**

However, there are situations where the execution or simulation of sub-models need to be more controlled, and where even complex exchanges of data or parameters between models is not sufficient. This can be the case, for instance, if different models of the same phenomenon are integrated together and if only one should be chosen at a given time or for a given spatial scale. It can also be due to the necessity of running some models, for example stochastic models,
repeatedly in order to improve the confidence interval of their outputs. In those cases, a stronger coupling, which involves some functional controls in addition to the exchange of data, must be used ([46]). Strong coupling usually relies on operational architectures or frameworks that can provide a way to express the control over sub-models. They can either use an existing modeling paradigm (like [47] which proposes an "agent-centered" approach in which different modeling formalisms can be translated to individual or agent-based models) or make use of specialized software architectures dedicated to the functional coupling of models, like the High-Level Architecture (HLA) ([48], [20], [49], [50], [51]), the Discrete Event Systems (DEVS) ([32], [52], [53]) or the Functional Mock-up Interface ([54], [55]).

Both groups have their advantages and drawbacks: on one hand, strong coupling can produce more integrated solutions but may lack flexibility, preventing, for instance, sub-models to be easily replaced; on the other hand, a pure weak coupling approach, while more flexible in theory, requires the design of an interface that can limit the types of sub-models that can be used.

In this thesis, we defend an intermediate approach between these two extreme views, which relies on a dynamical combination of weak and strong coupling in order to provide more flexibility and genericity to modelers. To show the effectiveness of our approach, we will list in the next section the challenges of models coupling we intend to address (and how existing approaches succeed or fail in addressing them).
Models coupling is not completely different from software engineering in terms of challenges. In the world of Software Engineering, many measures of the quality of a software have been proposed. In the book [56], the assessment of a good architectural design includes measures of reliability, performance, security, maintainability, flexibility, testability, portability, reusability and interoperability. Some of them are clearly outside the scope of this thesis (e.g. security), dependent on how the underlying software is implemented (e.g. portability, performance), completely covered by Software Engineering alone (e.g. testability, interoperability) or dependent on each other (e.g. reliability and maintainability require some sort of flexibility). Modeling also brings its own constraints, like the existence of time and space scales, for instance. Given all that, we propose that coupling models approaches should, a minima, satisfy the four requirements of reusability, scalability, expressivity, and flexibility. Reusability represents the ability provided by the approach to reuse existing models, even if they are expressed in different formalisms. Scalability represents the ability to cope with models that rely on different spatial and temporal scales. Expressivity represents the capability to fully and explicitly describe the coupling of models: how they interact together, how they exchange information and how they are controlled. Finally, flexibility represents the ability to dynamically add, remove or replace any of the sub-models coupled together.
2.3.1 Reusability

Reusability in software engineering has two sides: one is purely technical (e.g. reusing libraries in different languages, making sure a software produced with a given language can be linked with other pieces of software) while the other is both conceptual and linked with an idea of “controlled genericity” (e.g. a piece of software can be reused because it has been designed in such a way). Models coupling, which often has to deal with the necessity to reuse existing models, faces the same problems and there is probably NOTHING new we can add to the existing solutions provided by Software Engineering. It however adds a third, more semantic, constraint, which is linked to the inner formalism in which the models are expressed. As a matter of fact, it is less and less unusual to encounter integrated models in which several formalisms are used to express models. For instance, [57] uses a combination of three sub-models: one based on the differential equations paradigm, one based on some variety of cellular automata and an agent-based one. All three formalisms rely on completely different, almost antagonistic, meta-models and the translation between their inner representations is not something trivial, especially if they are tightly coupled. Reusability in models coupling, as opposed to its meaning in Software Engineering, is then more concerned with the possibility of expressing, in an integrated model, easily and transparently, how sub-models can be integrated and translated than with the technical possibility to do it.
2.3.2 Scalability

When coupling different models, modelers often face a problem of scale translation, either because the existing models produce outcomes at different scales of time and space, or because they require input parameters or data at specific scales. Equation-based models, for instance, often operate at aggregate scales (population, whole territory, continuous time scales, etc.), while using agent-based models imply some sort of locality (individuals, parcels, discrete time scales). It is not always the case, of course, but when it is, it requires some possibility to describe the levels at which each model is operating and how data and control can flow between these levels. For instance, the spatial scales of two of the components of the evacuation model (the model of tsunami and that of the evacuees) are completely different.

Moreover, the same model can be used at different scales and must then be fed with the right parameters and interpreted accordingly. For example, in the BPH invasions model, light-traps (which are static traps used to capture and count insects) are present and modeled with their zones of influence at the scale of the town/district level but also at larger scales (quarter, province, region). Some sort of spatial discretization and aggregation operations are necessary to make the same model work in these two contexts.

The necessity to translate data between the temporal scales of the different sub-models is also crucial. For instance, the data of the meteorological stations, used in the BPH invasions model, are produced monthly, while the trap density data are produced daily (see MARD [58] – Meteorological Data by Month, Years, and Stations, Ministry of Agriculture and Rural Development). The in-
The integration of these two models requires that some translation occurs at some point, and this translation cannot be completely independent from the models themselves (i.e. it might be possible in some models to simply average the meteorological data over one month, but it cannot in some where other models depend on the occurrence of specific weather events, like rainfalls).

A good, **scalable**, coupling mechanism then needs to offer some ways to express explicitly the translations between the spatial and temporal scales of each sub-model, even if they are complex – and even if they themselves become an inherent part of the integrated model itself, like another sub-model (e.g., if we have monthly meteorological data with an average rainfall, when should we decide to make rainfall events occur on a daily or weekly basis?).

### 2.3.3 Expressivity

The two requirements above imply some sort of **multi-modeling**: in our view, an integrated model should be seen, if we want it to be **reusable** and **scalable**, as both a collection of sub-models **and** a model of the connections between them. This implies, in a way or another, that the coupling infrastructure uses a **modeling language** to describe the coupling, like an agent-based model uses an agent-based language to describe the interactions between agents or a mathematical model uses equations to describe relationships between variables. And it is of course better if this modeling language is already a language that modelers can apprehend easily because it leverages their experience in designing and writing models. Unfortunately, most of the existing solutions [59] clearly separate the languages in which models might be expressed and the language
(when they have one) that is used to describe their coupling. Most of them require modelers to learn completely new languages – sometimes new concepts – in order to describe even simple couplings. For example, HLA and FMI are two powerful frameworks for multi-simulation, but they require the use of structures, concepts and languages for describing couplings that are completely outside the world of modeling (and which are never used to describe models).

### 2.3.4 Flexibility

Finally, besides the previous aspects that mostly concern modeling, an important requirement of a good coupling approach is the level of flexibility it offers, not only at design time, but also when exploring, experimenting or testing models, i.e. during simulations. By flexibility, here, I designate the possibility to dynamically change the structure of the integrated model at runtime, for example swapping a sub-model for another, allowing to add or remove models, or even changing the coupling as well. This possibility can become a necessity, for instance in integrated models where some sort of learning mechanisms is implemented or where several sub-models can play the same role (with different accuracies, different requirements, etc.). For instance, some required data can be produced, for a given period, from a historical dataset and, for a period where this information is missing, by a model.

### 2.4 Existing solutions in modeling/simulation

Most of the existing integrated models found in the literature make use of “ad-hoc” coupling techniques that are designed for the sole purpose of providing
an infrastructure for one specific set of sub-models and are almost impossible to be reused in other contexts. For example, in [37], the connection between UrbanSim et MATSim is completely bound up with this particular instance of integration, and there is no way one can reuse it, adapt it or extend it, for instance with an environmental model. It is the case when models come from different domains (urbanization and transport [37], environment and pelagic resources [38], terrestrial ecosystem and regional climate change [39]), but also when they come from the same domain [40]. Data exchanges are also often “ad-hoc, even if some effort of genericity has been made in some integrated models, like the one presented in [41], which uses an explicit coupling mechanism, called “coupler”, that exchanges input and output data between models operating at different spatial and temporal scales.

Finally, the same conclusion can be reached when models that use different modeling approaches are coupled: the coupling of an hydrodynamic model and an individual-based model in [42], the coupling of a multi-agent model and a GIS model in [46] or [44], the coupling of a physical model and a social model in [43], all use “ad-hoc” approaches that cannot be easily generalized to other modeling contexts or problems.

This problem is not new and represents one of the reasons why a part of the modeling community has spent some efforts in designing architectures or frameworks with the purpose of supporting complex models coupling: the High-Level Architecture (HLA) [48], the Discrete Event Systems (DEVS) [32] or the Functional Mockup Interface [55]) are three robust examples of this trend, which we will present and analyze in the following sections in order to under-
stand if they meet the requirements expressed above.

- **High level architecture** HLA, defined initially in the military sector, is mostly used in human training to perform tasks and analyze scenarios in a simulated world. HLA integrates mechanisms for synchronizing heterogeneous simulators when they exchange data. The principle of HLA is to consider that simulators are assemblies of a Federation. An interface RTI (Runtime Infrastructure) assures the synchronization of exchanges between the Federations. HLA is defined by three core elements: the template object model (including HLA Federation Object Model and HLA Simulation Object Model), the interface specification with Runtime Infrastructure, and HLA rules. Despite the numerous advantages in the handling of completely heterogeneous simulators and having a quite complete implementation, the main problem of HLA is its complexity for non-computer scientists, which makes it out of the reach of most modelers.

- **Discrete Event System Specification** DEVS was initially a formalism proposed to model discrete event systems. Its interest for model coupling lies in its recursive definition: a model described in DEVS (with its set of inputs, outputs, states, etc.) can be considered as either "atomic" or "coupled", in this case it is described with additional features like the models it couples (which can be themselves atomic or coupled), a translation function and the influences between these models. An 'atomic' model is considered as a sub-model with contributing parameters (its set of input, output events, sequential states; its time advance, its external/internal transition function and its output function). A 'coupled' model is specified by
three other parameters: the set of atomic models it couples, the translation function between the inputs and outputs of these models, and the influences between models (which use specific ‘ports’ to control them). DEVS represents a particularly elegant way of describing the coupling between models and, although it seems to be well adapted for building composite models, the fact that it relies on a formal and deterministic internal description of models prevents it to be really useful when having to assemble stochastic or complex legacy models.

- **Functional Mockup Interface** FMI is an industrial standard for co-simulation, where each sub-model or simulator is wrapped and exposed to the others using a functional interface which specifies how it can be accessed or manipulated. FMI is an independent approach for model exchange that supports ‘black box’ model exchanges (i.e. there is no need to know how a model works if its interface is sufficiently well described). This standard has been developed to satisfy the requirements of standardization, availability, ease-of-use, adoption, accompanying documentation and maturity of models coupling in the industry. As such, it is not really known and used in the academic world, although it offers some interesting features, in particular in terms of standardization. FMI also suffers from its software engineering origin, imposing a whole new way of describing models that does not rely on any modeling paradigm used in environmental or social sciences.

Despite being operational (and being used elsewhere), HLA, DEVS, and FMI are almost completely absent from the literature on hybrid/integrated mod-
eling ([60]) for addressing environmental, socio-environmental, urban or ecological issues. The probable main reason is that they mostly address the software engineering side of the problem of models coupling and require modelers to learn and master quite complex techniques. In the worst cases, sub-models even need to be completely rewritten or redesigned to adapt to the interface required by these coupling infrastructures, which is something industrials might be willing to do, but which would represent too much energy and efforts for academic modelers. Furthermore, these techniques use formalisms and languages that are different from the ones commonly used to build socio-environmental models (like agent-based models, Cellular Automata, or mathematical models).

Beside these three standard solutions, several other contributions have been originating from within the modeling community, especially from the designers of simulation platforms, which offer their own coupling methods and their own definition of spatial, temporal and data exchanges, however usually tied to their platform. The advantages and disadvantages of the main solution are summarized in the following table:

<table>
<thead>
<tr>
<th></th>
<th>Advantages</th>
<th>Drawbacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEVS</td>
<td>- It is a good conceptual approach for describing the assemblage of possibly interacting atomic sub-models within a larger coupled model</td>
<td>- It is mostly a conceptual approach, implemented in a few tools.</td>
</tr>
</tbody>
</table>
- It offers a very good support for designing complex discrete-event models and simulations.

- It is difficult to describe models that do not follow discrete-event dynamics (continuous time, discrete time-based models).

- It does not really offer supports for complex behavioral or environmental declarations.

- It is very limited when it comes to couple stochastic models.

| HLA | - It is easy to reuse and combine simulations in an interoperable manner.  
     | - Distributed simulations are well controlled with data communicating and synchronization of actions. |
|-----|----------------------------------------------------------------------------------|
|     | - It is a pure technical solution in term of a standard that does not support dynamical changes in the coupling structure.  
     | - It does not focus on the modeling of the coupling, which is disseminated in the various structures.  
     | - It mostly requires to re-implement legacy models in the C++ language or to build quite complex wrappers around them. |
| **FMI[61]** | - It supports the coupling of physical models emanating from different domains  
- It allows exporting and importing model components in industrial simulation tools (FMI for Model Exchange)  
- It standardizes co-simulation interfaces in nonlinear system dynamics (FMI for Co-Simulation)  
- It provided the most efficient co-simulation interfaces between electronic, mechanical and software models. The primary goal of FMI is to simulate and analyze these models. | - Co-simulation interfaces are only available (and documented) for the engineering and industrial domains  
- Its support in terms of modeling is quite limited, i.e. it mainly focuses on the co-simulation and exchanges of models, not really on the description of their coupling. |
<table>
<thead>
<tr>
<th>Software</th>
<th>Features</th>
</tr>
</thead>
</table>
| MADKIT[^62] | - It supports the definition of quite complex and dynamical organizational structures between software components called agents, similar in practice to the agents used in ABM.  
- It uses a recursive definition similar to DEVS but less limited. |
| The Model Coupling Toolkit (MCT)[^63],[^64] | - It is an effective method for coupling many parallel models to form one high-performance coupled modeling system. |
| VLE [^65] | - It is an interactive modeling GUI that provides an easy access to the DEVS framework. |

[^62]: "It is not specifically dedicated to modeling (in spite of the presence of a modeling language called TurtleKit, similar to the one found in NetLogo)"
[^63]: "It does not offer any support in terms of multi-formalism (besides the ability to write agents in Java, Python or C++)"
[^64]: "It is dedicated to atmosphere and ocean general circulation models, land-surface models, and dynamical sea-ice models."
[^65]: "It does not have a specific language dedicated to modeling."
<table>
<thead>
<tr>
<th><strong>Modeling Platform</strong></th>
<th><strong>Features</strong></th>
<th><strong>Limitations</strong></th>
</tr>
</thead>
</table>
| **Netlogo** [66]     | - It is the most popular modeling platform  
|                     | - Its model library is plentiful and covers most of the research domains. | - It does not offer a lot of support for multi-formalism models or various data sources.  
|                     |                                                    | - It suffers from the same problems than DEVS regarding stochastic models. |
| **AToM3** [67]      | - It is a powerful code-generating tool for multi-formalism modeling.  
|                     | - Instead of building the whole application from scratch, it only requires to specify, in a graphical manner, the types of models that need to be coupled. | - It only works with models that can be transformed into graphs.  
<p>|                     |                                                    | - It does not support the coupling of models, even simple ones. |</p>
<table>
<thead>
<tr>
<th>Library</th>
<th>Advantages</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARCHON[68]</td>
<td>- Coupling is supported by agents which encapsulate existing softwares as components of agents.</td>
<td>- It is not adapted, due to performance problems, to large models.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- It is not really maintained anymore.</td>
</tr>
<tr>
<td>OSIRIS[25]</td>
<td>- It is flexible and generic.</td>
<td>- The sub-models cannot be modified at runtime</td>
</tr>
<tr>
<td></td>
<td>- It allows to couple different physical processes.</td>
<td>- It does not support explicit spatial coupling.</td>
</tr>
<tr>
<td></td>
<td>- Its GUI helps to define the characteristics of coupled models.</td>
<td></td>
</tr>
<tr>
<td>JADE library[69]</td>
<td>- It is a high-performance software platform for delivering solutions targeted to complex business problems.</td>
<td>- It does not have a specific language dedicated to modeling.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- It does not offer a good support for the description of spatial processes.</td>
</tr>
</tbody>
</table>
2.5 Conclusions

Although the approaches presented in this chapter support, each with its own constraints, some degree of interaction between sub-models in integrated models and some degree of expressivity in the description of their coupling, they nevertheless have the following drawbacks:

- Many of them, besides the three “standards” that are HLA, DEVS and FMI, are not generic and do not support the definition of coupling architectures that can be easily reused in different domains or contexts.

- Most of them, besides HLA and DEVS, do not support the definition of explicit spatial and temporal scales and the translation between them.

- When they are not bound to a particular modeling paradigm (like DEVS), which cannot support all the varieties of models (like stochastic models), they impose to use languages and concepts that are not familiar to the modelers.

- Finally, the majority of them (besides DEVS and possibly HLA) have never been tested against the design of complex data-driven, multi-formalism integrated models.

However, some offer interesting concepts and implementations: the encapsulation of legacy models as agents provided by ARCHON or OSIRIS, the recursive organization of atomic and coupled models found at the heart of DEVS and MADKIT, the flexibility of the ‘temporal controller’ provided by HLA are such examples of structures that have been designed by necessity to cope with
models coupling and that should be reused (or adapted) in any new proposal. After having analyzed (and tested) most of them, I propose a new approach for the problem of models coupling in the next chapter, that both builds on the existing works and expands them so that they can become easily usable by modelers. This approach is conceptually close to the one presented as "multi-model ecologies", described by [70] and comes with a complete agent-based implementation in the GAMA platform [21]. Beyond the different integrated models we present in this manuscript, this proposal aims at being as generic as possible and constitutes the main outcome of my research.
Chapter 3

CO-MODEL: AN INFRASTRUCTURE FOR SUPPORTING THE DYNAMICAL COUPLING OF HETEROGENEOUS MODELS

The previous chapter has pointed out the drawbacks of current approaches to models coupling. Building on the finding that modelers are not software engineers but have nevertheless become familiarized with computer modeling approaches like ABM, this chapter introduces the central proposal of this thesis, an agent-based approach to models coupling, called co-modeling, and its implementation in the GAMA computer modeling and simulation platform. We present its main concepts, its syntax and operational model, and show how it can provide an answer to the requirements of flexibility, expressivity, scalability and reusability listed above, allowing
modelers familiar with ABM to compose complex coupled models.

3.1 Introduction

The chapter 2 has listed some of the requirements of modelers regarding architectures or solutions for coupling models, which are reusability, scalability, expressivity and flexibility. A software framework, based on a conceptual methodology satisfying these four requirements, is the central contribution of this thesis. The method provides a language to describe any specific coupling of models, allows to encapsulate most of the existing models and supports the translation of multiple scales of space and time, all of which using simple extensions to an existing modeling language. The result can be executed and simulated just like a normal model, offering features such as dynamical addition, removal and on-the-fly replacement of sub-models.

3.2 Basic concepts

The method I propose sports the name of “co-modeling” (a contraction of “coupled modeling”) and considers coupled models (called “co-models”) as a particular sort of agent-based models, where agents wrap one or several instances of the models to be coupled, with their life-cycle, operations, collaborations and conflict resolution mechanisms, which can be inspired by the numerous works already published on multi-agent systems ([71],[72],[73],[74]).
3.2.1 Co-model

In this perspective, a co-model is nothing more than an agent-based model in which some of the agents represent other models, allowing a recursive description similar to that of MADKIT or DEVS, and in which the coupling between its “micro-model” agents are described exactly the way interactions or collaborations between agents can be described in an ABM. This approach leverages the expressivity of ABM and allows to reuse its neutrality in terms of agent implementation to support multiple model formalisms (viewed as particular behavioral architectures). The only requirement this approach imposes on its micro-models is that they explicitly describe their spatial and temporal scales so that they can be accessed and modified by other micro-models or the co-model they are belonging to.

Figure 3.1: Co-models extend the base concepts of agent-based modeling formalism by allowing agents to be models themselves

Figure 3.1 presents a simplified view of the proposal. A co-model is made
up of a collection of agents, among which some represent other models (called micro-models). There are not, conceptually, any differences between ‘regular’ agents and ‘micro-models’ ones.

### 3.2.2 Micro-model

A micro-model is a model that has been instantiated, as an agent, in a co-model. This agent is considered as both a ‘wrapper’ (in that it gives access to its attributes, behaviors, etc.) and a ‘representative’ of this model in the co-model (as a matter of fact, in our implementation, the agent is literally an instance of this model). In order to complete the loop, micro-models can of course be co-models too (figure 3.2). This recursive organization allows modelers to declare as many times as needed the structure of “models as agents”.

![Figure 3.2: Micro-model can be co-models too](image)
3.3 Integration in the GAMA platform

3.3.1 Why GAMA?

A proposal about models coupling needs to rely, somehow, on at least one implementation in an existing programming or modeling environment, effectively used by modelers, otherwise it is bound to remain a pure conceptual exercise. In his survey [75], Kravari compares 24 modeling platforms using different criteria: usability, operating ability, pragmatics, security management and application domains. According to the latter, which is an important criterion for modelers and an indication that it can be usable for building interdisciplinary projects, GAMA is today the platform used in the widest variety of domains (internal numbers, obtained from the developers, estimate its user base at around 2000 to 3000 users). It extensively supports data-driven models, creating agents from almost any data sources, including spatial databases, and supports the simulation of large models (up to millions of agents with complex behaviors).

GAMA is built around a dedicated high-level agent-oriented language (GAML), which sports a clean and simple syntax that makes it accessible for modelers who may have difficulties in programming in conventional languages like Java or C++. GAMA is also built as an extensible open-source platform that allows modelers to develop new features and functions, in Java, to satisfy their needs if they are not yet available. All these characteristics made it the ideal candidate for implementing and testing a model coupling architecture.
3.3.2 Implementation

My approach mainly consisted in enriching the GAML language in two directions: (1) by allowing a model to reference other models as micro-models (and not as regular imported models); (2) by allowing these references to be instantiated as agents. Although the result seems like a small addition to the language, it has required a lot of under-the-hood efforts, which are detailed below.

I firstly had to alter the existing meta-model of GAMA (depicted in Figure 3.3 [76], [77]), which was a “traditional” agent-based meta-model supplied with a less traditional multi-level extension allowing to declare agents as compositions of other agents. The first addition, conducted together with my PhD supervisor (one of the main designers of the platform), consisted in clarifying the status of models and simulations in GAMA, by making the meta-class of models inherit that of regular agents. In that way, models acquired a status equivalent to that of species in GAML (and similar to classes in object-oriented approaches), and their instances, called simulations, became regular agents. The second modification consisted in clarifying the role of experiments in the meta-model: initially, experiments were designed to behave like “main classes” in Java, a set of specifications for building instances of models, with different parameters, outputs, etc. I reinforced this role by making experiments the mandatory access points to imported models (so as to preserve their encapsulation) and, since experiments are also agents, the only possible representative of a micro-model in a co-model. Declaring and instantiating a micro-model then consists in creating an instance of one of its available experiments (which in turn can give access to the instance of model it is encapsulating).
These modifications enabled me to fully implement the fact that a co-model in GAMA is represented as a regular model in GAML that wraps several micro-models. This wrapping uses a special form of importation, where imported models are provided with a model identifier (which enables, later on, to have access to the experiments defined in them). Any model can thus contain the definition of several micro-models representing different couplings that will be instantiated and possibly executed by its instances (the simulations). These changes in the general meta-model of GAMA were of course not possible to handle with a simple mechanism of extensions or plugins, and had to be introduced for the whole platform. Since GAMA has reached version 1.7, they are incorporated in the standard meta-model and available for all modelers (see https://github.com/gama-platform/gama/wiki/Introduction).
3.3.3 Portability

The co-modeling approach proposed here is easy to generalize conceptually, as it relies on the really simple assumption that: "any model can be considered as an agent in an agent-based model". Operationally, things are less trivial, as it requires the presence, in the target platform or framework, of a multi-level or recursive organization of agents where agents can be composed of other agents. It also requires that spatial and temporal specifications of models be explicitly described and accessible from other agents (as it is the case in GAMA, where each agent, including of course models, can describe its inner environment and inner scheduling process). The portability of the co-modeling concepts in other computing environments is then strongly dependent on the availability of these
features in these environments. It should be possible to do it in Madkit, for instance, but not in NetLogo.

### 3.4 Example of use (syntaxes)

This section presents the different steps necessary for the construction of an integrated model based on the co-modeling approach.

#### 3.4.1 Importation

First, we need to identify and import the micro-models that need to be coupled. Importation requires to define an identifier for each of them. This identifier is used as an alias name, within the co-model, for the imported micro-model. Figure 3.5 presents an example of such an importation, where the "import" statement is followed by the path to an existing model and its identifier.

```gaml
import "marketProduct.gaml" as myMarket
import "SeaLevel.gaml" as mySea
import "environmentChange.gaml" as myEnv
```

Figure 3.5: Importing model as micro-species

#### 3.4.2 Instantiation

Once micro-models have been imported, they need to be instantiated like any other agents to be scheduled in the simulation. Instantiation in GAML uses the keyword “create”, followed by the species of the agent to instantiate and possibly other attributes, like the number of agents to instantiate, the initialization of their attributes, etc. However, in GAML, a model is simply a description of a system; the operational part of the model, used to build simulations, is de-
scribed in its experiment(s). Since micro-models are intended to be “executed” in the simulation of the co-model, the modeler needs to specify which of their declared experiments should be instantiated. Figure 3.6 shows an example of syntax for the instantiation of the three imported micro-models with the default parameter values defined in the experiment chosen (in this example, “market-grow”, “SaltIntrusion” and “EnvChange” are supposed to be valid experiments described in, respectively, “myMarket”, “mySea”, and “myEnv”).

```gaml
51
52  init {
53      create myMarket.marketgrow;
54      create mySea.SaltIntrusion;
55      create myEnv.envChange;
```

Figure 3.6: Instantiate agents of micro-species

### 3.4.3 Execution

Thanks to the multi-level modeling in GAMA [77] and our coupling approach, the execution of a micro-model is carried out by asking the micro-model agent to do the simulation step by step (see Figure 3.7). Besides, modelers can access all the behaviors and attributes of the micro-models and exchange data with and between them. We will see in the next chapters more examples of these possibilities of exchange, but it is important to note right now that the spatial and temporal scales of micro-models can be accessed naturally using three of their accessors, respectively “shape”, which defines its geographical boundaries, and “step” and “starting_date”, which both define its default temporal attributes.
3.5 End of chapter

This chapter has presented, albeit in a concise way, the principal contribution of this thesis: an extension of the ABM meta-model that promotes model as agents and allows them to be included in other models. This extended meta-model has been used to replace the one used in the GAMA modeling and simulation platform, allowing, after a few modifications to the GAML language, to instantiate models within models and execute them as if they were agents. This implementation is fully recursive, as agents can be representative of models which are, themselves, co-models (i.e. composed of other models). The control and data exchanges between micro-models is handled in a natural way by way of accessors to their attributes and execution of their actions (including the ubiquitous _step_ action, present on all models). With this implementation, building a complex integrated model is not different than building a (complex) agent-based model. Moreover, since GAMA handles multiple formalisms gracefully (either
as extensions to the GAML language or by defining plugins that wrap models or data sources written in other languages – native executables, scriptable environments like R or NetLogo), this addition can be used as a good starting point for multi-modeling efforts.
Chapter 4

Demonstration and usage

This chapter presents the implementation of a simple integrated “Prey-Predator” model using the proposed co-modeling approach. Based on this practical example, we analyze also the advantages of co-modeling compared with the state of the art approaches, especially in terms of expressivity and reusability.

4.1 Objective

This chapter presents the implementation, in the proposed co-modeling approach, of a practical example (a toy model with no other purposes than to serve as a demonstration of its usage) in order to show how we can address the challenges of models coupling presented in chapter 2. The capabilities of the proposed approach, especially the interoperability of its infrastructure, are evaluated using the following criteria:

- Reusability: Modelers could immediately reuse existing models for building the toy model without too much modifications and efforts.
• Expressivity: The coupling of models could be declared and described explicitly, without any *black box* effect

• Scalability: Models operating by default at different spatial and temporal scales could be coupled together.

• Flexibility: Micro-models could be dynamically added, removed or swapped during the simulation of the co-model.

4.2 Toy model description

The example I use in this chapter is a classical toy model (called “Prey-Predator co-model” in the following). This model attempts to describe the dynamics of two populations part of a simplified food chain: a population of “preys” composed of simple individuals wandering around and looking for “resources” in their environment, and a population of “predators” that feed on the preys. The reproductive success of each population is dependent, as it is classical in this family of models, on the ability of its individuals to find enough food to survive. This model relates to a wide literature, in computer science, economy ([78]), ecology ([79]), or sociology ([80]), etc. but the goal of this particular implementation is neither to be realistic nor to bring new findings, just to serve as a demonstration of the co-modeling approach.

4.3 Toy model implementation

I take the hypothesis, in this example, that we are in a fairly classical situation: on one hand, there exists a model that describes the dynamics of a population
of animals, situated in an environment where they can feed on some resources; plenty of similar models exist in the literature, but we chose to implement a deliberately simplified one for the sake of the demonstration; on the other hand, we have another model, completely independent from the first one (it could have been designed by other modelers), that describes two populations of animals: preys, which are supposed to be “available” and their predators. Both models can be experimented, studied, calibrated with respect of real data, and used for their own purposes (i.e. depicting the dynamics of their respective populations). The goal of the exercise is, then, to build a third model with a slightly different purpose: understanding the combined dynamics of two populations, one of preys and one of predators, each of them feeding either on environmental resources (preys) or preys (predators), like a short and simplified food-chain.

4.3.1 The animal-resource model

The first model, which I will call “animal_resources”, is then composed of a population of preys that move around in a shared environment and hunt for its resources. Preys are supposed to follow some random walk, avoid other agents (whichever they are) and consume resources when they find some. Each move costs them some energy (we suppose they have some), each consumption of resource adds to it. When the energy is below a certain threshold, they die; above a certain threshold, they give birth to a new prey with which they share equally their energy.

Such a model is very easy to implement in GAMA. Since any model defines, by default, a “world”, we give this world two behaviors: at initialization, to
create animals and, at every step of simulation (in a so-called reflex), to create some resources. By default, all these created agents are placed randomly in the world. Animals belong to a specific species (the equivalent of a class in GAML) called animal, which is decorated with a skill called moving. This provides its instances with default displacement behaviors (like wander, goto, follow, etc) that can be parametrized if needed (with a speed, a target, etc.). We also provide animals with three perception functions: resource_perceived (if a resource can be seen in the world), resource_available (if one can be eaten), and animal_around (if any agent, including other preys, is present). Each of these functions is tested at every step of the simulation and leads to a possible behavior: moving towards a resource, eating a resource (which takes the form of “killing it and adding some energy”) and fleeing randomly to avoid others. Resources are also represented by agents, but they don’t do or know anything (hence their “empty” definition). Note, at the end of the definition, the “experiment Simple;” statement. Experiments are, in GAML, the way to instantiate and run the simulations of a model. They are used to setup their parameters and define their outputs. Multiple experiments can be defined for a given model.
reflex when: resource_available { 
    ask (resource closest_to self) { 
        do die; 
        myself.energy <- myself.energy + 1; 
    } 
} 

reflex when: resource_perceived { 
    do goto target:(resource closest_to self); 
} 

reflex when: animal_around { 
    do wander; 
} 

reflex when: energy < 0 { 
    do die; 
} 

experiment Simple; 

### 4.3.2 The prey-predator model

The second model represents similar dynamics, but this time between two “mobile” populations, respectively called *predator* and *prey*. Both move randomly and predators are opportunistic: whenever they are close to a prey, they eat it (they could of course have more sophisticated behaviors). In order for predators to know which agents they can still “eat”, this model maintains a list of available preys (every time one is eaten, it is removed from this list by its predator). And it creates, from time to time, some preys (since these ones do not reproduce). Nothing too extraordinary, then, in this model, except that it is of course possible to define displays (like the one on Figure 4.1) in order to follow what is happening.

model predator_prey 

init { 
    create prey number: 1000 returns: created_preys; 
    available_preys <<= created_preys; 
    create predator number: 100; 
}
list<agent> available_preys <- [];  
reflex {
    create prey number: 10;
}

species prey skills: [moving] {
    reflex {
        do wander;
    }
}

species predator skills: [moving] {
    int energy <- 100;
    int predation <- 1;
    bool prey_available -> { !empty(available_preys at_distance: predation)}
    reflex {
        if (prey_available) {
            ask available_preys closest_to self {
                do die;
                available_preys <- self;
                myself.energy <- myself.energy + 1;
            }
            do wander;
        }
    }

experiment Simple;

Figure 4.1: The display of the Prey Predator simulation
4.4 Co-modeling

Once we have declared the two models above, assembling them in one coupled model (a co-model) to study the population dynamics of the whole food-chain is fairly easy and does not require any more knowledge than the one used for building regular models.

4.4.1 Step by step co-modeling the prey-predator co-model

Step 1

The co-model is declared as any other model, with the exception that it imports now the two previous ones as micro-models and provides them with a unique identifier.

```model coupled
import "animal_resource.gaml" as Preys
import "predator_prey.gaml" as Predators
```

Step 2

Like we instantiated animals or predators in the previous models, we can instantiate models. The only difference is that a model can only be instantiated through one of its experiments (in our case, both micro-models have only one, called “simple”). This step will create one instance of each model, which will now be components of the co-model’s simulation and, most importantly, inhabit its “world” (with its own spatial and temporal scales, which will then become the spatial and temporal scales of the two micro-models).

```create Preys.simple;
create Predators.simple;```
Step 3

Micro-models can behave in their new world like any agent. To ask them to execute one step of simulation, we just need, literally... to ask them. Their attributes, actions become accessible to the co-model.

```
ask [Preys.simple, Predators.simple] ( do _step_;)
```

Step 4

However, asking the two micro-models to execute their steps will have them run in parallel, like two different models, which is not exactly what we intended to do. So the last step required for building a co-model consists in defining the “glue” between the micro-models, i.e. the coupling mechanisms: what interactions and exchanges of data are necessary to couple the models? In our current example, the coupling mechanism is simple: we need to substitute the preys of the second micro-model by the animals of the first one to create a food-chain linking predators-preys/animals-resources. This sentence translates into the GAML code below, within the reflex. Each step of a simulation of a co-model consists in: (1) emptying the predator-prey of its prey agents (in case some are still alive); (2) tell this micro-model that its available_preys is now the population of animals of the animal_resource micro-model; (3) ask the two micro-models to execute one step of simulation.

This mechanism is defined below as a behavior of the world of the co-model. But it could perfectly be defined in another species of agents belonging to this co-model and in charge of scheduling micro-models. We can then see how easy it would be to define different strategies of coupling within the same co-model,
each of them handled by a different agent.

```gama
model coupled
import "animal_resource.gaml" as Preys
import "predator_prey.gaml" as Predators
global{
    init {
        create Preys.simple;
        create Predators.simple;
    }
    reflex coupling_method {
        ask (Predators.simple) { ask simulation.prey {do die;}}
        Predators.simple.simulation.available_preys <-list(Preys.simple.simulation.animal);
        ask [Preys.simple, Predators.simple] { do _step_;}
    }
}
```

Listing 4.1: full co-model representing the co-model prey-predator

### 4.5 Discussion

This chapter has presented a first, deliberately simple example of the usage of the co-modeling approach in GAMA. We discuss below how this implementation satisfies the requirements listed in Chapter 2.

#### 4.5.1 Reusability

The coupled model presented in this chapter is a good example of how legacy models (the animal_resource one and the predator_prey one) can be imported, altered if necessary and reused quite easily (using a few lines of code) in a new model. Moreover, this same coupled model can then be reused itself in another coupled model, for example to represent a complete food chain where the predators of the first micro-model become the preys of the second one. For instance:
As it is, this model looks a lot like the first coupled model. It reuses the same pattern of composition and paves the way for a more generic approach (i.e. to model food chains of arbitrary length by reusing over and over the same micro-model with different parameters. In this example, we do not change the default parameters of the coupled models for the sake of readability. However, it is of course possible (for instance, at instantiation time, to provide a name for each species, different speeds, perception radioises, etc.). The only constraint for reusing models is that they provide enough “accessors”, i.e. sensors and actuators regarding their internal state. In this example, the coupling would not have been so simple without the presence of the “available_preys” accessor (which can be accessed and modified from outside) in the “predator_prey” model. Without it, that is if the predators of the model were only using their own population of preys as a potential reservoir, it would have been possible but more complicated algorithmic notations would have been necessary to couple the two models (i.e. the coupled model would have been in charge of maintaining the equivalence between the animal population of the first model and the prey population of the second one). However, a better solution is to rely on
the recursivity offered by co-models and use so-called wrapper models. Since micro-models can themselves be co-models, it is possible to declare intermediate micro-models that would act as wrappers of the micro-models and provide explicit accessors to their internal state(s), simplifying a lot the writing of the coupled model. For instance, we could define such a wrapper model for the predator_prey micro-model:

```gaml
1 model predator_prey_wrapper
2 import "predator_prey.gaml" // the model is imported "normally"
3 experiment Simple {
4   action replacePreys(list<agent> new_preys) {
5     ask simulation {
6       ask prey (do die;)
7       available_preys <-- new_preys;
8     }
9   }
10 }
```

and the coupled model would simply have to import the wrapper and call this action every step without worrying about the exact name of the species in the imported predator_prey model or what it means to “replace” the preys.

### 4.5.2 Expressivity

Unlike other solutions that support the coupling of heterogeneous models, the co-modeling approach allows to describe the interactions between models in an explicit way and using the same exact modeling language as the one it is implemented in. Co-models being only available for the GAMA platform as of today, it requires of course to write the coupled models and the wrappers around the micro-models in GAML. But as new implementations will be developed, this necessity will progressively vanish. And the nice aspect today is that, for a modeler fluent in GAML, there is no need to learn a new language or new concepts: manipulating models, wrapping them, coupling them is exactly the
Figure 4.2: Display of the food chain co-model. The green circles represent the preys and the red squares represents the predators. The food chain among three types of preys and three types of predators is modeled. The difference between different types of species are represented by their shape sizes.
same as working with agents.

4.5.3 Scalability

The possibility to alter and adapt the spatial and temporal scales of each model has not been explicitly used in this example, although it is implicitly realized by just coupling the two models. It is in any case quite easy to implement by manipulating two accessors present in every model in GAML: shape and step. Shape allows to redefine the spatial boundaries of a model, step its temporal resolution (i.e. the duration of each time step). The two can then be changed at initialization time in each micro-model to have them adapt to new boundaries and time resolution. Note that, by default, the boundaries and time resolution of the co-model become the ones of each micro-model is nothing is specified (all the agents are “merged” into the same environment).

4.5.4 Flexibility

In the toy example presented in this chapter, the flexibility of co-modeling has not been really demonstrated, in particular the ability to add, remove or substitute micro-models at runtime. This will be the subject of the next section.

In conclusion, this chapter has presented, via a deliberately simple example, how the conceptual contribution of this thesis, once implemented in a modeling and simulation platform, can concretely be used. With a few lines of code, any model can be imported and transformed into an agent within another model. This opens a lot of interesting perspectives for building integrated models.
Chapter 5

Dynamic choice of the best representation of a phenomenon

Going beyond the example presented in Chapter 4, this chapter shows, using another concrete example, the interests of using agents for representing models. In particular, that it allows modelers to build dynamically composed models which can adapt their representation to the systems modeled. The interest of using co-modeling in that case lies in the ability to choose the most appropriate representation of a phenomenon given the dynamic context of a model. For example, in epidemiology, it is sometimes more appropriate to use an equation-based model (if the modeled population is large) than an agent-based model (if the modeled population is small). The reason is that equation-based models, being aggregate models, can be quite accurate at large scales, where the individual behaviors are averaged, but can fail to reproduce small scale dynamics when only few individuals are present and where the behaviors of these individuals matter a lot and cannot be averaged. Building a coupled model that, based on some conditions,
switches between the two representations is a classic example of the interest of models coupling. I show in this chapter how it can be accomplished thanks to the co-modeling approach and what this approach exactly provides to the modeler. In particular, I show that, although it does not provide any “magical” solution to the semantic problem of how to align the two models (i.e. how to switch from a continuous to a discrete representation and conversely), it nevertheless provides the support for modelers to describe the solution to this problem in an explicit way, as a new model, so that it can be fully documented, modified, and reused.

5.1 Objective

This chapter shows the capability of the co-modeling approach to support the modeler in describing, in a model, how a same phenomenon (the transmission of a disease in a population) should be represented depending on the size of the population considered. The model in question will be called, throughout this chapter, the “switch model”. Initially, we describe it as a normal model that contains a mixture of ABM and EBM formalisms that both implement the SIR (Susceptible - Infected - Recovered) \cite{81,82} epidemiological model at the scale of individuals and at the scale of their population. This model is then transformed into a coupled model, and we describe the advantages resulting from this transformation.
5.2 Modeling context

Agent Based Modeling and Equation Based Modeling are two possible modeling paradigms of dynamical systems like epidemiological systems. Equation Based Models (EBMs) usually describe dynamical processes at an aggregate scale (at the population level in ecology) while Agent Based Models (ABMs) describe the same processes at a more local scale (at the individual level in ecology). Each approach has advantages and drawbacks, which mainly depend on the question, but also on the data available and the scale at which the processes need to be represented. These conditions determine the way the model is constructed. For global processes, for which EBMs are usually more appropriate (if the question, of course, does not imply some sort of individual variabilities), the model is constructed with a small number of parameters and without any individual variability, assuming that mean field approximations (or other aggregate functions) conveniently describe the dynamics at the global level. ABMs are relevant when the individual variability is believed to have a strong effect on the dynamics emerging at the global level. Additionally, they allow explicit representations of the interaction network of individuals when its topology is known to influence the dynamics of the system and the emergence of properties at the global level. ABMs also offer the possibility to easily integrate spatial and social network information.

Apart from these conceptual aspects, the community to which the modeler is belonging has a strong influence on the choice of approach. A strong knowledge in mathematics is needed to understand and build equations. As a counterpart,
mathematics offer powerful tools to analyse EBMs, provide a lot of in-depth information about the dynamics such as the equilibria and the long term dynamics. The ABM paradigm is more intuitive and ABM platforms such as Netlogo or GAMA propose modeling tools aiming at a wider audience. Given their respective properties, some researchers have worked on the comparison or the coupling of both approaches. An interesting example of coupling between EBMs and ABMs can be found in a particle transport model [83] where the output of an EBM is used in an ABM to describe the dispersal of fish larva. The transport model is based on an oceanic current model which is itself based on physics and Partial Differential Equation. However, to my knowledge, there are very few models of strong coupling of an ABM with an EBM where both models really interact, i.e. use the outputs of the other. Such a model has been developed by [84] regarding pedestrian movements. The model is based on an ABM describing the movements of individuals in the streets of a city. Each road segment between two crossroads can be replaced by a mathematical transport model in order to reduce the amount of resources needed for the simulations. At each intersection, the ABM feeds the EBM with the number of individuals entering the road segment, then the EBM generates agents at its end. Another similar model is proposed in [85], [86]. However, in these different cases, the coupling is completely inflexible and ad-hoc, leaving no real possibility to either reuse the models in other contexts or reuse their “coupling patterns” easily. The model presented in this chapter aims at demonstrating that the co-modeling approach can provide a flexible solution to this problem, without sacrificing the accuracy of the model, and without requiring the modelers to fundamen-
tally change their habits. This model also inspired with the adaptive coupled models which can be composed several micro-models being aware of its other appropriated representations \[87\].

### 5.3 Definition of micro-models

The first step has consisted in implementing in GAMA a hybrid model, named “Switch”, that tightly combines the two paradigms, equations and agents (figure 5.1). In this model, people are represented by agents when the density is low and by equations when the density is higher. A simple tilting mechanism for switching between the two representations has been implemented as well.

![Figure 5.1: Representation of the dynamics of the "Switch" model](image)

Both models are based on the same assumptions. They involve two processes: contamination and recovery. The ABM model adds spatial interactions and dispersal. The mathematical model is indeed a mean field approximation of the ABM and represents the dynamics at the global scale, while the ABM shows the dynamics at the local scale. The contamination and recovery processes occur frequently with a "uniform distribution" over time.
Figure 5.2: The controller in the switch model which changes the current model to ABM or EBM based on the population condition.
The two models are based on the theoretical SIR model assumptions. Individuals can be in three different states. They can be susceptible (S), i.e. disease-free, potentially contaminate by contact with an infected individual (I). After some time, infected individuals recover from the disease (or die). They are assumed to be in a recovered state (R) which means that they are immune to the disease and do not take part anymore in the infection dynamics. The models involve the following processes:

- **infection**: transmission of the disease from infected individuals. This depends on the contact rate between susceptible individuals and infected individuals.

- **recovery**: infected individuals heal and recover from infection.

- **movement**: individuals are assumed to move within their environment. There are two types of movements, one random and one not, (figure 5.3).

![Figure 5.3: Two types of displacements of agents in an environment.](image)

Hypothesis found in both models:
• Recovery rate: the remission rate is very similar in the agent-based model and the equation-based model. In the ABM, the parameter \( \gamma \) is the probability to recover per time units. In the EBM, the parameter \( \gamma \) is a mean field approximation, which means that the number of recovered individuals given by the EBM is exactly the expected number of recovered individuals given by the ABM and there is no infection occurring at the same time. The stochasticity of recovery rate appears with low I populations, otherwise both models fit.

• Contact rate: in the present models, contacts are defined in a similar way for the mathematical model and the agent-based model. In the agent-based model, two individuals are considered to be "in contact" if they are in each other’s vicinity during a time step. In the mathematical model, space is not explicitly represented, but the average number of neighbors can be determined. The stochasticity of contact rate appears according to the size of neighborhood (strong variability in the number of neighbors) and the speed of people (a low speed means no mixing, the neighborhood proportion of R and I may greatly vary).

The general model could be found in the List 5.1 in which the species \text{SIR}_\text{model} is the parent of the two species of agents respectively named \text{ABM}_\text{model} and \text{Math}_\text{model}.

```plaintext
species \text{SIR}_\text{model} \text{ schedules: \{ } float S; float I; float R; int N; \
string model_type <- 'none';
action initialize ;
action remove_model \{ do die; \}
\}

species \text{IBM}_\text{model} \text{ schedules: \{ } parent: \text{SIR}_\text{model} \{ \
string model_type <- 'IBM';
action initialize \{ 
create Host number: S \} 
```
is_susceptible <- true;
is_infected <- false;
is_immune <- false;
color <- #green;
}
color <- #green;
create Host number: I {
  is_susceptible <- false;
is_infected <- true;
is_immune <- false;
color <- #red;
}
color <- #red;
create Host number: R {
  is_susceptible <- false;
is_infected <- false;
is_immune <- true;
color <- #yellow;
}
}
action remove_model {
  ask Host {
    do die;
  }
do die;
}
}
species Math_model schedules: [] parent: SIR_model {
  string model_type <- 'Maths';
  float t;
equation SIR {
    diff(S, t) = (-beta_maths * S * I / N);
    diff(I, t) = (beta_maths * S * I / N) - (delta * I);
    diff(R, t) = (delta * I);
  }
  reflex solving (solve SIR method: "rk4" step: 0.01 ;)
}

species switch_model schedules: [] {
  int threshold_to_IBM <- 45;
  int threshold_to_Maths <- 50;
  bool start_with_IBM function: (initial_S < threshold_to_IBM or initial_I < threshold_to_IBM );
  reflex switch_to_IBM when: (current_model.model_type = 'Maths') {
    if ( current_model.S < threshold_to_IBM or current_model.I < threshold_to_IBM ) {
      create IBM_model {
        do initialize;
      }
      ask current_model {
        do remove_model;
      }
      current_model <- first(IBM_model);
    }
  }
  reflex switch_to_Maths when: (current_model.model_type = 'IBM') {
    if ( current_model.S > threshold_to_Maths and current_model.I > threshold_to_Maths ) {
      create Math_model {
        do initialize;
      }
    }
  }
}
It is to be noted that this model relies on the possibility, in GAMA, to use a
differential equations system to describe the dynamics of agents and to integrate
(using different integrators) this system at each simulation step. This is an en-
hancement of the GAML language I have developed myself early on in my PhD
thesis and which is now used regularly by GAMA users to write equation-based
models directly in the platform [21]

5.4 Transformation of the Switch model into a co-model

The Switch model uses a tilting mechanism based on the number of susceptible
and infected individuals. When the density of the population is high, it switches
to the EBM and switches back to the ABM when the density is low. This mech-
anism is fundamentally a mechanism of “coupling”, with the drawback that the
micro-models considered are directly implemented in the Switch model and
cannot easily be replaced (for instance other SIR-based representations, involv-
ing different hypotheses, different datasets, or other behaviors for individuals).
A transformation of this model into a co-model has then been handled in or-
der to (1) increase its flexibility; (2) clearly separate the concerns between the
representation of the disease (SIR models) and the coupling mechanism; (3) of-
fer the possibility to reuse this coupling mechanism for other models sporting

---

Listing 5.2: The controller in the Switch model which changes the current model to ABM or
EBM based on the population condition

```plaintext
ask current_model {
    do remove_model;
}
current_model <- first(Math_model);
```
different representations.

5.4.1 Dynamics of co-model

In the co-model resulting from the transformation, all the concepts, work flows and algorithms presented above are kept intact. Just a small change needs to be done regarding the declaration of the micro-models. A micro-model is not anymore a species that inherits from a SIR_model, but rather a whole model (for example a legacy model belonging to a set of library models) which is accessible through an interface named xxx_wrapper. The interface is only committed to provide accessors, such as get_num_s, get_num_i, get_num_r, and set_num_s_i_r. As long as it can be imported and manipulated by the wrapper, the legacy model can be a black-box model using whatever formalism or paradigm the modeler needs. The co-model just needs to ask, through this interface, the legacy model for the current values of S, I and R and, once it has computed the size of the population using an appropriate model, to return this number to the imported model.

The co-model is then only concerned with the definition of the best switching mechanism (for example to fit a particular dataset) between the two micro-models imported (which can, of course, be more numerous, if other representations are available, or run repeatedly with their outputs average for building confidence intervals in the case of an ABM representation). The switching mechanism I have implemented is represented by the behavior of a Switch agent that belongs solely to the co-model and whose role is to control the data transfer between the co-model and the legacy model(s). The number of susceptible,
infected and recovered individuals are attributes of this agent. Its pseudo-code is as follows:

```plaintext
if (condition of switching) {
    current model <- get the relevant model
    current model . set the the input to the legacy model
    ask current model ( do step )
    sir <- current model . get the output from legacy model
}
```

It is easy to see that this switching agent, implemented only for regulating the execution of SIR models, could be further generalized and abstracted so as to provide a basis for families of “switching models”, where the condition for switching can be different (i.e. not only the size of the population, but maybe their localization too, or some other attributes) and the wrapper interface different as well.

### 5.5 Conclusion

Thanks to the wrapper models introduced in the transformation process, the Switch co-model, contrary to its predecessor, can reuse any model that accepts the three parameters S, I, and R and returns them. Here, I have only reused legacy GAMA models that were immediately available, but it is of course possible to wrap any other model (for example, models built in R or Matlab) as long as the necessary plugins are available for GAMA. This “design pattern” (abstraction of the inner mechanisms of models through an interface) is nothing new in the world of software engineering, especially that of object-oriented approaches. But, in the modeling community, it constitutes a small revolution, by allowing to clearly separate the concerns between the possible representations of a phenomenon and the choice of this representation given a particular
(for example, data-driven) context. The separation can even go further, since the “micro-models” that are coupled can perfectly wrap something else than a model, for example a data source. In which case the switching co-model presented here could be reused in another co-model and provide, for some temporal conditions, either the exact number of S, I and R cases present in a dataset or an evaluation of these cases given by a model for the missing years. It is also easy to see how this construction can be easily reused for more advanced interactions between models: each step of the switching agent could for instance perfectly consist in running two or more SIR models, average their outputs and returning this average as the result, so as to compensate the biases introduced by their representation. This resulting co-model is in any case a demonstration, on a practical example, of the possibilities offered by the co-modeling approach for building flexible integrated models. I will show in the next chapter how precious they are in the context a more ambitious and complex model.
Chapter 6

Incremental design of a complex integrated model

This chapter presents how the co-modeling approach can be used in a context of incremental design of a complex integrated model. The model in question is part of a work undertaken in common with [57] to build a land-use change model able to reproduce correctly the land-use change dynamics of a specific region of the Vietnamese Mekong Delta and improve actual land-use planning policies. To build this model, it was necessary to take into account a variety of factors, each of them available as either datasets or specialized (sub)models and the only viable solution for designing the whole model in a methodological and validated way was to progressively coupling them and evaluate, at each step, the relevance of its results.

6.1 Objective

This chapter aims at demonstrating the capability of the co-modeling approach to support modelers methodologically, in the incremental design of complex
models. It is based on a concrete case study where an important number of models needed to be coupled and carefully evaluated to build a complete and realistic land-use change model. I will first describe the context of this model construction and define, one by one, the different micro-models that were designed to represent different factors known to influence land-use change decisions. I will then show how these micro-models were progressively coupled thanks to the flexibility offered by the co-modeling approach.

6.2 Modeling context

The region of the Vietnamese Mekong Delta (VMD), composed of 13 provinces including one municipality and home of approximately 18 millions of inhabitants, was by far the most productive region of Vietnam in agriculture and aquaculture in 2014. In terms of rice production, for instance, 47% of the cultivated areas in Vietnam were situated in the VMD, and they produced 54% of the total production; in terms of aquaculture, 2/3 of the Vietnamese production originated from the VMD. According to [88], these performances have fueled the boom of the Vietnamese exports of agricultural products.

This growth has logically been accompanied by a deep transformation of the agricultural land-use. However, other factors, like the sea level rise, the urbanization of the region or the progression of soil salinity ([89]), have played an important role in this transformation, and it is not trivial to sort out its different causes. In a country like Vietnam, this difficulty raises some concerns because agricultural land-use is traditionally strictly planned under the control, and following the national circulars, of the Ministry of Natural Resources and
Environment ([90], [91]). Plans are produced every ten years and readjusted at mid-term using a land-use inventory in order to rectify divergences with the reality. This actually results in two five-years long plans, detailed down to the level of provinces, that both recommend a given distribution in terms of land-use and cultivation types, but also schedule national and provincial investments (irrigation infrastructures, protection against flooding or salinity intrusion, transportation infrastructures, and so on) based on this distribution. In an ideal situation, where every province would follow the plan, there would not be any difference between the recommended distribution of land-use and its forecast. However, during the period covered by the latest plan (from 2000 to 2010), the planned – and then expected – distribution has been systematically offset, sometimes by an important margin, from the reality of land-use as measured by remote-sensing techniques. In Figure 6.1 for instance, it is possible to see that land-use has had a trend to shift from rice to shrimps. The surface dedicated to rice crops has strongly decreased, while the one dedicated to shrimp aquaculture has increased.

![Figure 6.1: Land-use area in the Mekong Delta in 2000 and in 2011. Source: Vietnamese General Statistics Office ([92]) and Ministry of Natural Resources and Environment ([93]) of Vietnam](image.png)
To understand these changes, we consider in this chapter a specific case study, which will be the focus of the remaining sections. This case study comprises 5 villages situated in the middle of the Thanh Phu district (Ben Tre province). They have been carefully chosen as they exhibit a variety of land cover characteristics while remaining geographically close to each other, at least close enough to reasonably allow us to consider that the farmers living in these villages share common "cultural traits" and traditions.

In Figure 6.2, we show the results of a study conducted on these 5 villages in order to assess the shift of land-use between, on one hand, the two projections for year 2010 of the plans produced in 2000 and 2005 and, on the other hand, the actual land-use map in 2010 ([94]). Changes are measured using a Fuzzy Kappa indicator ([95]), a variant of Kappa ([96]) that provides a measure close to how humans compare maps. The darkness of the areas on the two right-hand maps is proportional to the change in land-use. It is easy to see that, while the average changes for the whole province may not be spectacular, they translate into local changes that mark complete shifts from one type of production to another. With respect to this, the plan published in 2000 is completely wrong in its projections (almost all parcels have changed) and the rectified plan published in 2005, while correct for the most part, completely misses the shifts in two villages and along the canals.
As pointed by [97] and [98], the dynamics of land-use change at a regional scale results from the interactions of various actors and factors at different scales, among them institutional policies, individual farming choices, land-cover and environmental changes, economic conditions, social dynamics, etc. To understand their interactions and respective influences, modelers need to represent the individual contribution of each of these factors, possibly in different focused models, and to specify how these models interact to produce the emergent phenomena observed above.
6.3 Definition of micro-models

Firstly, we represent the models that have been used in this project and that have been progressively coupled to form the complete integrated model. Several models had to be defined, including:

- M_F: a cognitive model representing the individual farmers and their decision-making processes using a BDI formalism;
- M_S: an environmental model representing the intrusion of salted water in the delta and the diffusion of salinity in the soils;
- M_P: a land suitability model based on spatial analyses and GIS and remote sensing data;
- M_E: an economic model representing the evolution of agricultural products prices at the regional scale;
- M_N: and finally a social network model representing the relationships of influence between farmers.

These models are presented with some more details below, and the reader willing to have a complete description of each of them should consult either [99] [100]

6.3.1 Farmers behaviors model (M_F)

To represent the quite complex behavior of farmers and especially their decision-making processes about what type of land-use they should apply to their parcel, we reuse the existing farmer decision-making model of [101]. In this
model, the authors have compared three formalisms (i.e., BDI, multi-criteria and probabilistic) for representing complex individual decision-making processes in agent-based models and arrived to the conclusion that BDI is the most relevant when dealing with heterogeneous factors such as the ones we consider in our integrated model.

6.3.2 Salinity intrusion model (M_S)

We designed a simple model exclusively dedicated to the reproduction of the dynamics of soil salinity from 2005 to 2010. As shown in Figure 6.3, the inputs of this model are the salinity maps of 2005 [102] and 2010, available thanks to an efficient regional network, the GIS data on dikes and dike-protected areas for the year 2010 ([94]), the GIS data on parcels and their land-use and the GIS data on rivers and canals.

This model relies on a discretization of the environment in 18400 parcels, obtained from the land-use map, where each parcel is linked with its immediate neighbors in a radius of 100m and is provided with a set of attributes, among them its salinity (classified into 4 levels (less than 0.4%; 0.4 - 0.8%; 0.8 - 1.2%; greater than 1.2%)) whether or not it is in dike-protected area, and whether or not it is bordering a river (obtained by overlapping the rivers and canals maps). Initial salinity levels in Thanh Phu district, in 2005, are computed after ([102]).

The dynamics of the model is voluntarily kept simple and deterministic: at each iteration (one year) it reevaluates, like in a cellular automaton, the level of salinity of each parcel. Parcels considered as protected by dikes do not change. Parcels bordering rivers see their salinity automatically rise up to 1.2%. And
salinity is diffused in the remaining parcels using the following function:

\[
salinity(x) = \frac{salinity(x) + \sum_{y \mid distance(x,y) \leq 100} salinity(y)}{1 + |salinity(y)\mid} \text{ with } x, y \in Parcels
\]  

(6.1)

One major limitation of this model is that we did not consider the various flooding episodes that occurred during these five years, principally to keep it as generic as possible, and also because of the lack of accurate data on these episodes. Taking them into account would probably require the use of a stochastic component, which could in any case be added later if necessary.

Figure 6.3: Data for the soil salinity model: (1) Soil salinity map in 2005, (2) Regions protected by dikes in 2010, (3) Soil salinity map in 2010

6.3.3 Parcels model (M_P)

The environment in which land-use changes are simulated is represented by a set of parcel agents, initialized after a land-use map at the level of villages (Figure 6.4). By combining this map with a soil map and a flooding map, each
The parcel agent is provided with a given land-use and other attributes such as its soil type, its level of salinity, and the extent and depth of flooding episodes on it. The two main purposes of this sub-model are, on one hand, to provide other sub-models with a unified way of accessing and modifying these attributes and, on the other hand, to compute a synthetic indicator called "land suitability". Land suitability represents the compatibility of a given parcel with the different land-use types. It can take 4 values (S1: Highly suitable; S2: Moderately suitable; S3: Marginally suitable; N: Not suitable) ([103]). Based on the type of soil and the level of salinity, we defined (with the help of domain experts) a suitability matrix for each of the 8 land-use types considered in the model (e.g., Rice, Rice-Vegetables, Rice-Shrimp, Shrimp, Annual crops, Industrial perennial, Fruit perennial and Other perennial).

In the current instantiation of the integrated model, this sub-model is not provided with any internal dynamics. Instead, it is supposed that some attributes can be manipulated by external models (e.g., M_S for the level of salinity) and that the type of the soil remains unchanged. Each year, each of the parcels then simply computes and updates its land suitability matrix.

### 6.3.4 Economical model (M_E)

We then designed a simple economic model to represent the evolution of the regional market prices and costs of production. The data concerning market prices has been collected from 2005 to 2010 (averaged every year) from regional sources. However, the costs of production within the corresponding period could not be obtained so easily; we then used the costs in 2010 (evaluated in
Figure 6.4: Land-use map of five villages (An Thanh, Binh Thanh, An Thuan, An Quy, An Nhon, An Dien) of Thanh Phu district in 2005

and extrapolated them from 2005 to 2010 using the regression equations depicted in Figure 6.5:

The main components of the model are the 5 regression equations below, where ‘x’ represents the time in year from 1 to 5 (i.e. from 2005 to 2010) and the parameters have been computed after the values for 2010. The costs are expressed in the Vietnamese currency, Dongs, per square meter (VND/m²). Such a model allows us to easily compute the expected benefit of a given production, by subtracting its cost from its selling price, multiplied by the surface of the parcel on which it is cultivated.

\[
\text{cost}_{_\text{vegetable}} = (1226.4x - 917.55)
\]  \hspace{1cm} (6.2)

\[
\text{cost}_{_\text{coconut fruit}} = (1304.5x + 910.91)
\]  \hspace{1cm} (6.3)
Figure 6.5: Production costs of the most popular products in the Mekong Delta from 2005 to 2010. Source: Computed from the prices from 2005 to 2010 and the production costs in 2010 (1USD 21,840VND)

\[
\text{cost}_{\text{rice}} = (-17.71x^3 + 189.3x^2 - 471.95x + 688.9) \quad (6.4)
\]

\[
\text{cost}_{\text{rice\_other}} = (1519.1x - 880.31) \quad (6.5)
\]

\[
\text{cost}_{\text{shrimp}} = (1345.2x^3 - 13094x^2 + 38752x - 7459.8) \quad (6.6)
\]

\[
\text{cost}_{\text{rice\_shrimp}} = (137.74x^3 - 1345.6x^2 + 3998.2x - 865.13) \quad (6.7)
\]

6.3.5 Farmers relationships model (M_N)

In [106], the author supposes the existence of a network in which farmers can be influenced by and can influence their "neighbors". This concept of "neighborhood" can take many forms, from topological or geographical relationships, which rely on the proximity between farmers, to familial or socio-economic ones, in which, for instance, the level of income would be used as a filter. A
first assumption is made here by considering that the familial network is superseded by the proximity network since in Vietnam, especially in rural areas, it is common that members of the same family live next to each other. A second assumption is that the exchanges of influence take place between farmers that belong to the same "social level" (or income group).

Statistical population data used at the provincial level (107) distinguishes between 3 different profiles of farmers, essentially based on their level of income: (1) P1: rich and standard farmers, (2) P2: average farmers, (3) P3: poor and nearly poor farmers. We reuse this classification and couple it with the proximity network in order to produce an "influence network" for each farmer.

This network is recomputed at every iteration of the simulation (as farmers may change their income) and its main purpose is to serve as a "social topology" for farmers, i.e. to modify the way they compute their set of neighbors. In the absence of this sub-model, the neighbors of a farmer are the farmers located in a radius of 100m around it. When this sub-model is used, the neighbors become the farmers located in the same radius and belonging to the same profile.

6.3.6 Summary on the micro-models

The five models presented above are completely heterogeneous, be it in terms of modeling formalism, data required or scientific domain. Implementing and testing them all at once in one single model would certainly result in a complex construction difficult to design, maintain, adapt and experiment. The co-modeling approach provides a solution to this problem: as models, we can test and calibrate them individually, but, as micro-models belonging to the same co-
model, we can test their respective influences in various patterns of composition. And, once each of them and specific combinations of them have been calibrated and validated, they can be used to form the complete integrated model. To this aim, I will present in the three following sections the incremental path taken to build the complete model and show that it provides modelers with much more flexibility than existing approaches.

6.4 Impact of environmental factors on farmers’ decisions

Environmental characteristics, such as saltwater intrusion, soil type, etc., change the suitability of parcels with respect to agricultural products and land-use types. In consequence, not all land-use types can be applied to a given parcel. This directly or indirectly influences the strategy of farmers in reality, and the existence of this influence needed to be tested in our model. This was realized by designing a first co-model that only coupled the parcels, salinity and farmers micro-models.

Figure 6.6: Conceptual view of the three micro-models coupled in the “Impact of environmental factors” model
6.4.1 Implementation

Step 1

Firstly, we consider the Farmer model as $M_F$, the Parcel model as $M_P$ and the salt intrusion model as $M_S$. And we import them in a newly created co-model

```gaml
import "Farmer.gaml" as M_F
import "ParcelDynamic.gaml" as M_P
import "EnvironmentCA.gaml" as M_S
```

Step 2

Secondly, the micro-models are instantiated using one of their experiments (each of them having only one). In addition, we also set the time scale of the simulation to be 1 month in order to align all the micro-models on the same temporal scale.

```gaml
import "Farmer.gaml" as M_F
import "ParcelDynamic.gaml" as M_P
import "EnvironmentCA.gaml" as M_S

global{
    float step<-1 # month;
    init{
        create M_F.simpleBDI;
        create M_P.simpleParcel;
        create M_S.simpleEnv;
    }
}
```

Step 3

The coupling mechanism consists firstly (and simply), at each step of the co-model, in asking each micro-model to do a number of steps corresponding to its own temporal scale.

```gaml
import "Farmer.gaml" as M_F
import "ParcelDynamic.gaml" as M_P
import "EnvironmentCA.gaml" as M_S

global{
```
Step 4

As described in the data flow on Figure 6.6, the model M_F receives the suitability attribute of M_P as and input while M_P take acid_sulfat of M_F and the salinity from M_S (lines 18-21). The data flow is described using the accessors defined for each micro-model (or their wrapper).
6.5 Coupling of Farmer and Socio-Economy factors

In [108] [106], the authors point out that the socio-economical factors, such as the price of products, costs of production and benefits expected are important factors influencing the decision of farmers. Farmers usually tend to produce products that are supposed to provide them with the highest income in the future. It is supposed that the economic information are shared by everyone (in the newspapers, in the markets) but they can also be transmitted using less conventional means through social interactions, between neighbors, within families or more extended social networks, and they exert an influence on the decisions of farmers. To verify that is was the case in the model as well, we repeated the previous steps to couple, this time, the economic model (M_E), the social network model (M_N) and the farmers model (M_F) (Figure 6.7).

6.5.1 Implementation

Step 1

A new co-model is initialized and imports the three micro-models previously defined.

```plaintext
model Comodel
import "Farmer.gaml" as M_F
import "MarketPrice.gaml" as M_E
import "social_eco_simple.gaml" as M_N
```

Step 2+3+4

Next, we respectively instantiate the three micro-models, still aligning them to a time step of 1 month. The coupling mechanism consists in asking each of them
Figure 6.7: Diagram of the “Socio-Economic Factors” co-model
to step and implementing the data flow presented in 6.7, still using the accessors of the micro-models (or their wrappers).

```gaml
model Comodel
import "Farmer.gaml" as M_F
import "MarketPrice.gaml" as M_E
import "social_eco_simple.gaml" as M_N

global {
    float step<-1 #month;
    init{
        create M_F.simpleBDI;
        create M_E.simpleMarket;
        create M_N.simpleSocial;
    }

    reflex doCoSimulation{
        if(restart_M_E) { ask M_E.simMarket {do die;} create M_E.simMarket; }
        ask M_E.simMarket {loop times:1 {do _step_;}}
        M_F.simpleBDI.set_cost(M_E.simMarket.get_cost());

        if(restart_M_N) { ask M_N.simSocial {do die;} create M_N.simSocial; }
        ask M_N.simSocial {loop times:1 {do _step_;}}
        M_F.simpleBDI.set_neighbors(M_N.simSocial.get_neighbors());

        ask M_F.simpleBDI {loop times:2 {do _step_;}}
    }
}

experiment simple type:gui;
```

### 6.6 Coupling environmental, social and economic models

The results corresponding to the first 2 co-models can be consulted in [99]. Once these two models had been calibrated and validated with respect to the data available, we could move on to the complete integration of all the micro-models, in order to represent the (realistic) situation where farmers agents are influenced by both environmental factors and socio-economic ones. The conceptual diagram (figure 6.8) that describes the wrapping and the coupling of the models listed above is, not surprisingly, a simple merge of the two previous diagrams depicted in figure 6.6 and 6.7 with the same data flows between
micro-models.

Figure 6.8: Conceptual view of the five micro-models that constitute the complete integrated model

### 6.6.1 Implementation

**Step 1+2+3+4**

Quite intuitively, the merging of the two diagrams produces a co-model that can be implemented by a straightforward combination of code of the 2 Previous co-models described above. Nothing need to be changed (except that the farmers model is of course instantiated only once in this new co-model).

```plaintext
model Comodel
import "Farmer.gaml" as M_F
import "MarketPrice.gaml" as M_E
import "ParcelDynamic.gaml" as M_P
import "EnvironmentCA.gaml" as M_S
import "social_eco_simple.gaml" as M_N
```
6.6.2 Experimentation

Although my main interest in this project was methodological, it is interesting to see that each of the co-models described in the previous sections has been experimented and that their outputs could be compared, allowing to test the influence or importance of each set of factors on the outcomes of their simulations.

The outcome of a simulation in that case is a map of land-use in 2010. To assess its validity, two indicators are used for comparing it to the land-use map
observed in 2010: Absolute Deviation Percentages (ADP), which measures the
global absolute difference between the maps, and Fuzzy Kappa (FKappa [95]),
used to measure their similarity based on local correlations. These indicators
are already implemented in the GAMA platform.

$$ADP(\%) = 100 \frac{\sum_{i=1}^{n} |\hat{X}_i - X_i|}{\sum_{i=1}^{n} \hat{X}_i}$$ (6.8)

with: \(\hat{X}_i\) the observed quantity of parcels with land-use \(i\) and \(X_i\) the simulated
quantity of parcels with land-use \(i\).

Because of the possible stochasticity of some of these combinations, 100
simulations are launched for every experiment. Their ADP and Fuzzy Kappa
are computed, and we use a one-way ANOVA with the assumption of equal
variances and a 95% confidence interval ([109]) to produce their average val-
ues.

The experiments conducted on the first co-model produced a FKappa at
39.4\% and an ADP at 43.22\% , which increased to almost 43.00\%, while the
ADP sharply decreases to 31.47\% for the second co-model. Finally, the exper-
iments on the complete co-model revealed an ADP of 22\% (meaning a global
accuracy of 78\% in terms of surfaces devoted to each land-use) and a FKappa
of 47.92\%. The experimental results are shown on figure[6.9] (where a high-
est FKappa and a lowest ADP, which indicate the most realistic outcomes, are
obtained for the complete co-model).
6.7 Conclusion

By considering each micro-model as an agent, co-modeling definitely eased the experimental process depicted above, allowing us to add or remove micro-models with a minimum of efforts (a few code changes, and only in the co-model, not in any of the micro-models). Moreover, we have been able to manipulate, without any particular problem, models defined in different formalisms and make them communicate and exchange data and control in a completely transparent way. This experimental flexibility has proved precious, as well, to progressively refine and test either the integrated model or the existing micro-models against real data. This clearly demonstrates the usability of the co-modeling framework for progressively optimizing the representation provided by an integrated model, adding, removing or adapting, according to the simula-
tion outcomes, the factors that have been envisioned at the beginning.

Between the three co-models, the only changes required have concerned the “glue” between micro-models (i.e. the coupling mechanism implemented inside the co-model itself), and we have seen as well that is has remained very simple to read and very modular: merging two co-models simply resulted in the combination of their coupling mechanisms.
Chapter 7

Conclusion

This manuscript has presented an agent-based approach for supporting modelers in designing, building and experimenting complex integrated models, composed of several coupled micro-models. This proposal, named “co-modeling”, distinguishes itself from similar proposals in the literature by the simplicity of its concepts (immediately understandable by anyone working on agent-based modeling) and the fact that is has been fully implemented and tested in a popular modeling and simulation platform. It also fulfills four requirements that existing proposals have difficulties to address: **reusability**, in that it allows to easily reuse legacy models in different co-models but also to reuse coupling patterns defined in co-models in other modeling contexts; **expressivity**, in that the coupling mechanisms are both entirely transparent and writable in an agent-based modeling language, requiring no further efforts from modelers; **scalability**, in that, although it does not provide any magic solution to the various problems of scale transfer, it allows to take into account and adapt the spatial and temporal boundaries of micro-models when they are coupled; **flexibility**, finally, in that micro-models can be assembled and disassembled not only at design-time, but
also during simulations, allowing to test their influence on the integrated model, to switch between them when it is necessary, and to easily integrate data sources along with models. It may be the case that what I presented in this document, especially the experimental validation on selected case studies, could be done using other existing technologies, especially the ones emanating from software engineering and object-oriented (or component-oriented) approaches. I do not deny it, and neither do I deny the strong influence of some existing agent-based architectures (especially the one proposed in Madkit) on my proposal. It is, however, the first time, to my knowledge, that the possibility of coupling models in such an easy way is offered to the “average modeler” in a ready to use package, with no other requirement than being able to write an agent-based model (a skill which is more and more common in different scientific domains). It may also be the case that modelers find this proposal too “weak” in that it does not provide solutions to the problems of scale transfer, aggregation/disaggregation, data exchanges, or control flows between models. Instead, I advocate the fact, in this thesis, that there doesn’t exist any “general” solution to these problems and that the only relevant contribution to solve them is not in providing ready-made recipes that will probably fail for a particular integration of models but to provide modelers with tools (concepts, languages, operational architectures) that allow them to express these problems in the most transparent and explicit way. The contribution of my research work is then principally this operational architecture and its accompanying supports (concepts, language), all of them being available and immediately usable (and already used in multiple projects) for coupling heterogeneous models. It is easy to see, however, that such a con-
tribution opens a lot more perspectives than the ones already presented in this document and requires, to be fully adopted, a number of developments that I was not able to handle during these 4 years. Among the developments that appear to me as the most urgent, I can list:

- The development of the co-modeling architecture on other simulation platforms and modeling languages, as long as they support agent-based multi-level modeling abstractions (which is not the case in all).
- The development of abstract “coupling patterns”, reusable and instantiable in different modeling contexts, which could serve as the basis of a more general methodology for coupling models depending on the goal(s) of the modeler (for instance, patterns for switching between models, for building incremental models, etc.) - The formalization of the “wrapper models” into something that can be described – and tested at simulation-time – in a co-model (i.e. like classes can specify the interface of objects they can manipulate, for instance, in Java)
- The development of a more intuitive tool, maybe based on a graphical interface, to define the coupling of models and their interactions. The work done in VLE regarding DEVS models would be an excellent starting point for this.
- The translation to and from the specifications produced by HLA and FMI. This point is particularly important as it could represent an interesting bridge between my proposal and more mature ones, which nevertheless fail to be adopted by the modeling community. The concepts present in
HLA can be translated without too much difficulties to the definition of a co-model (where Federations, Assemblies would be micro-models and the RTI the coupling mechanism), while the specifications of FMI could be potentially a good way to define wrapper models.

In any case, this PhD thesis has been an incredible journey, during 4 years, in the multidisciplinary world of modeling and simulation and I hope that my work will, even at its modest scale, contribute to this domain and help modelers in building better models.
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