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Abstract

While rodents explore their environment they actively contact surrounding objects with their array of whiskers, resulting in a complex pattern of multiwhisker deflections. Despite this complexity, the whisker system is able to extract relevant information from the spatiotemporal sequence of deflections to generate touch-dependent behavior. The question that arises is: *How is global multiwhisker information encoded?*

Whiskers are mapped onto layer 4 of the primary somatosensory cortex (S1) as discrete units named “barrels”. Each barrel-related vertical column processes information coming primarily from its corresponding principal whisker (PW). Previous experiments in our lab done with extracellular recordings have revealed that neurons in the rat S1 and thalamus not only show a preferred direction for the local deflection of the PW but also for the direction of a global motion across the whisker pad.

To further understand how the cortical network processes global tactile scenes, we built a set-up that enables to perform voltage sensitive dye imaging of the mouse barrel cortex while applying precise tactile stimuli using a 24-multi-whisker stimulator. We further developed a technical method to map the recorded functional data onto the cortical structure.

We first studied whether local direction selectivity is spatially distributed within the barrel-related column. Responses to different directions were slightly segregated on space close to the barrel center, but the distribution differed from the one previously described in rat S1, namely a pinwheel-like structure.

We then showed that global direction selectivity is spatially organized in the barrel cortex. Columns related to rostral whiskers were more selective to the global direction than columns related to caudal whiskers. Moreover, the columns related to dorsal whiskers preferred ventral global directions, while the columns related to ventral whiskers preferred caudal global directions. Overall the responses to the caudo-ventral global directions were the strongest in average for all the columns.

We showed that the spatial distribution of the global direction selectivity can be explained neither by the high salience of the starting position of the deflections on the whiskerpad (a border effect), nor by the linear summation of the responses to deflections of several whiskers. Responses to the global motion of the whisker array are indeed highly sublinear independently of the direction of stimulation.

In conclusion, we show here that stepping aside from the classical view of the whisker-to-barrel cortex system allows a better understanding of how different features of complex stimuli are processed and how the emergent properties of the cortex, like the global direction selectivity, are built-up.
Résumé

Lorsque les rongeurs explorent leur environnement, ils contactent activement les objets environnants avec leurs vibrisses qui sont ainsi défléchies selon des séquences spatiotemporelles complexes. Le système vibrissal est néanmoins capable d'extraire des informations pertinentes de ces stimulations pour générer un comportement tactile-dépendant. Une question se pose alors: *Comment l’information multivibrissale globale est-elle encodée?*

La représentation corticale des vibrisses au sein du cortex somatosensoriel primaire (S1) du rongeur est dotée de structures anatomiquement remarquables, nommées "tonneaux", au niveau de la couche IV, qui sont organisées de la même manière que les vibrisses sur le museau de l’animal. À chaque "tonneau" correspond une colonne corticale, unité de traitement de l’information, qui reçoit en priorité les informations provenant la vibrisse principale (VP) correspondante. Des enregistrements extracellulaires réalisés dans notre équipe chez le rat ont révélé que les réponses des neurones du cortex S1 et du thalamus sont non seulement sensibles à la direction de déflexion locale de leur VP, mais aussi à la direction d’un mouvement global de l’ensemble de leurs vibrisses.

Afin de mieux comprendre la manière dont le réseau cortical traite ces scènes tactiles globales, nous avons construit un poste expérimental permettant d’enregistrer en temps réel l’activité du cortex S1 chez la souris par imagerie sensible au potentiel, tout en appliquant des stimuli tactiles complexes à l’aide d’une matrice de 24-stimulateurs vibrissaux. Nous avons de plus développé une méthode permettant d’aligner les données fonctionnelles ainsi obtenues par rapport la carte cytoarchitecturale du réseau cortical sous-jacent.

Nous avons ainsi étudié premièrement la distribution spatiale de la sélectivité à la direction de déflexion locale d’une vibrisse au niveau d’une colonne corticale. Les réponses aux différentes directions étaient localisées de manière légèrement distincte, autour du centre de la colonne, mais selon une organisation différente de celle précédemment décrite chez le rat. Nous avons montré par la suite que la sélectivité à la direction globale est spatialement organisée dans le cortex "en tonneaux" à l’échelle supra-colonnaire. Les colonnes correspondant aux vibrisses rostrales étaient plus sélectives à la direction globale que les colonnes associées aux vibrisses caudales. En outre, les colonnes correspondant aux vibrisses dorsales répondent préférentiellement aux directions globales ventrales, tandis que les colonnes associées aux vibrisses ventrales répondent préférentiellement aux directions globales caudales. Enfin, les réponses induites par des directions globales caudo-ventrales étaient en moyenne les plus fortes pour toutes les colonnes.

Nous avons montré que la répartition spatiale de la sélectivité à la direction globale peut être expliquée ni par la saillance prédominante de la position de départ de la séquence de stimulation multivibrissale (effet de bord), ni par la sommation linéaire des réponses aux déflexions de quelques vibrisses. Les réponses aux stimulations globales de l’ensemble des vibrisses sont en effet fortement sous-linéaires, indépendamment de la direction de la stimulation.

Brièvement, nous montrons ici que sortir de la vision classique du système vibrissal permet une meilleure compréhension de la façon dont les différentes caractéristiques des stimuli complexes sont traitées et de la manière dont les propriétés émergentes du cortex, comme la sélectivité à la direction globale, sont construites.
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Foreword

« The body is our general medium for having a world »
Maurice Merleau-Ponty – Phenomenology of Perception

What is reality? How do we perceive “reality”? Is the world inside our mind an accurate model of the outside physical world? Is our perception a true representation of it? Philosophers, psychologists and neuroscientists, among many others, have been asking these questions for many centuries. Surprisingly we do not have a unique answer yet, but several theories have been developed to try to explain our perceptual experiences.

The theory of direct realism, first described by Aristotle but mainly developed by the American psychologist James J. Gibson, claims that we perceive the world through our senses in a direct way, i.e. we perceive the world as it really is. One of the main beliefs of this theory is that the properties we perceive on the objects are independent of our perception, thus the objects retain these properties even when we are not perceiving them. Then what if we look at an object but instead of using our eyes we look at it with the eyes of a snail? Or, would we claim that a surface is “soft” if we perceive it with the mouse whiskers instead of using our fingers? In both cases our perception of the object would be different, as the sensory receptors and their sensitivity differ. It is hard to support this theory if we consider that we do not perceive directly, there is something that mediates the reality and our perception, our body. Other arguments against this theory are the illusions and the hallucinations, where we perceive physical properties that the object does not have.

On the other hand, the representational realism theory – also called indirect realism – claims that our conscious perception is not coming from the real world, but of an internal representation of it. This theory, whose main supporters had been Locke and Descartes, goes in the opposite direction than the direct realism, as it claims that our ideas of the world are interpretations of sensory inputs derived from the external world, agreeing with the saying: “We don’t see things as they are; we see them as we are”. Thus, in order to understand the world we should start by understanding ourselves.
In this sense it is essential to focus on how our body functions in order to understand perception. Our perception is mediated by our body and thus it is constrained by our physiology, from the sensitivity and organization of the sensory receptors to the complex neuronal networks that process these stimuli.

Sensory perception constitutes the first step of acquisition of information coming from the environment. A large amount of information coming from different sensory modalities enters through the sensors in order to create a percept of the world. This requires to integrate complex signals coming from different pathways and to analyze them in the order of a few milliseconds. In the mammalian nervous system this high velocity is guaranteed by the existence of a neuronal network that is optimized in the cortical areas with a given anatomical and functional organization.

With this thesis, we want to contribute to the understanding of the physiological mechanisms of perception, in particular to the tactile perception. For this we considered that it is important to step aside of the classical view of the neocortex as a juxtaposition of independent columnar units, and move to a more holistic view, which allows studying how different features of the stimuli are processed, and how emergent properties of the cortex are built-up. Particularly, we focused on the spatial organization of global direction selectivity in L2/3 of the mouse barrel cortex.

This thesis is divided in four parts as follow:

In the Part I we start by giving a general introduction to the canonical view of the rodent whisker to barrel cortex sensory pathway: a general presentation of the whiskers as sensorimotor organs specialized in the detection and discrimination of objects is evoked together with the anatomical and functional organization of the whisker-to-cortex pathway, followed by a description of the barrel cortex and its connectivity pattern. We further propose another view of the system, where the cortical column is not an isolated functional unit of the cortex. We describe then the functional cortical maps and present the state-of-the-art in the coding of selectivity to the direction of deflection of the vibrissae in the barrel cortex. From there we depict the primary aims of this thesis.
**Part II** addresses the scientific question of how we can study the emergent properties of the cortex. We describe the set-up that we have built to this aim and the technical challenges that have been raised. We comment on the advantages of the voltage-sensitive dye technique and discuss the origins of these signals. Then we present the technical method we have developed to map recorded functional data onto the cortical structure, which resulted in an article (Perronnet, Vilarchao et al., *Journal of Neuroscience Methods*, 2015).

**Part III** is dedicated to the central subject of the thesis: the processing of complex tactile scenes. It is divided in two chapters that follow the same structure, starting with our motivation to explore the subject, followed by the description of the protocols we used and the results obtained. In the first chapter we analyze the spatial intracolumnar organization of the direction selectivity to the local deflection of a single whisker. In the second chapter we show that the direction selectivity to the global deflection of the whiskers is spatially distributed in the mouse barrel cortex, and we further characterize the dynamical properties of the responses to such complex multiwhisker stimuli.

Finally, in a general discussion (Part IV) of the results, we consider how revisiting the classical view of the whisker-to-barrel cortex system allows to better understand the neuronal bases of emergent properties of the cortex, like global direction selectivity.
Part I – Introduction to the whisker-to-barrel cortex somatosensory pathway

The cerebral cortex is the key brain structure that sets apart mammals from other animals and humans from other mammals. This fascinating structure covers our cerebral hemispheres and is known to be the place where the highest cognitive processes occur: consciousness, awareness, attention, memory, language, calculations, judgment, emotions, abstraction, generation of motor commands, and processing of sensory information. Maybe one of the most amazing things that happened during the evolutionary expansion of the cerebral cortex is that it made the human brain capable of understanding itself. The human brain is then a brain that asks about its own processing properties, that is able to formulate hypothesis about its own working mechanisms and to develop technology to see its own functioning; in essence, a brain that wants to study itself.

Studying the cortical processing of sensory information is one of the most straightforward ways to explore the integrative properties of the cerebral cortex, since it can be done in animal models by applying a variety of controlled external stimuli while recording cortical activity with high resolution techniques.

Within this thesis we will use the somatosensory cortex of the mouse as a model to study cortical processing, focusing on a region of the rodent primary somatosensory cortex: the barrel cortex. Our interest is to study the existence of a functional organization of the sensory information, in particular of the direction of movement of the vibrissae, within the barrel cortex.

In this first part we will briefly introduce the vibrissal system, the different whisker-to-cortex pathways, followed by a more detailed anatomical and functional description of the barrel cortex. We will finish by reviewing the up-to-date studies on coding of direction for single and multiwhisker stimuli, which have motivated us to do this thesis.
Chapter 1: The Vibrissal System of Rodents

« As Gregor Samsa awoke one morning from uneasy dreams he found himself transformed in his bed into a gigantic insect. » Franz Kafka, The Metamorphosis

It is hard to imagine how it would feel like to wake up one day and, like Gregor Samsa, find ourselves converted into something else, a mouse. The change in our sensory modalities would be, I imagine, the first thing that we will notice. Our eyes giving us a blurred image of our room; our sense of smell discriminating all the ingredients that our neighbor, who is two stores apart, is using to cook breakfast; many sounds will come from things we always thought silent; but the most striking thing we might experience is the extreme sensitivity of the big hairs coming out from our face, the whiskers. We will have to learn to perceive in this new whisker space; to learn the feeling of an air flow coming from the open window and slowly moving our whiskers, the feeling of contacting an object. We will learn how to actively move ourselves and our whiskers in order to optimize the extraction of information with this new sensory modality. And of course we will learn how it feels to touch with our whiskers our own body.

Even if we push our imagination, it is hard to know how whiskers feel like, as we are one of the few mammal species that do not have whiskers, and we do not even have an equivalent organ. Our fingers seem to have the same sensitivity (Carvell and Simons, 1990), but the system structure and the way we gather information is quite different, and even if we tried to reproduce it (Saig et al., 2010), we still have no intuition of the use of this sensory organ. For studying the whisker system, then, we must step out of the Kafkian nightmare and try to understand first how do the rodents live and how do they use their whiskers and process this information.
I.1.1 The vibrissae: a sensorimotor organ

I.1.1.1 The use of vibrissae: whisking and perception

i. Nocturnal and subterranean activity of rodents

Rats and mice are subterranean animals that live in dark tight burrows. Their life, breeding, eating, sleeping, mating, exploring, happens in underground tunnels, and – as they are nocturnal animals – it happens at night. Therefore, their somatosensory system is adapted for tactile exploration, from the shape of the whiskers to their movements. In other words:

« Eyes may be ‘the window to the soul’ in humans, but whiskers provide a better path to the inner lives of rodents. » Sofroniew and Svoboda, 2015.

More than one century ago it was published the first study demonstrating that whiskers are behaviorally important for the rats while navigating in a maze (Vincent, 1912). When mice and rats are in an open-field or walking along a tunnel, they present thigmotactic behavior (i.e. wall scanning behavior); their whiskers are in constant contact with the walls. A unilateral “vibrissotomy” makes the rats to position more often their intact vibrissae in order to scan a wall (Milani et al., 1989) while unilateral barrel cortex lesion contralateral thigmotaxis in mice (Luhmann et al., 2005).

Using only their whiskers, rodents are able to detect distance, shape and texture of objects (Guić-Robles et al., 1989). But these are not the only uses of the whiskers. Recently, the group of Michael Brecht shed light on the social relevance of the whiskers. Tactile responses to social touch of another rat are bigger than the responses obtained when touching an object (Wolfe et al., 2011; Bobrov et al., 2014). They also showed that barrel cortex neurons vary their activity with sex and sexual status of the conspecifics, and they described an anticipatory pre-contact depolarization of the membrane potential of these neurons (Lenschow and Brecht, 2015). The natural use of the mechanosensitive whiskers involves a broad repertoire of complex behaviors, as these social interactions also involve changes in the position of the whiskers and their active movement.
ii. **General description of vibrissal movements**

Even though all mammals (but us) have whiskers, there is a major difference among them: some whisk and others do not. Whisking is an active rhythmic movement of the whiskers in the rostro-caudal axis at 5-25 Hz in rats (Berg and Kleinfeld, 2003), and 14-24 Hz in mice (Jin et al., 2004). Differences between the whisking frequency spectra of mice and rats are shown in Figure 1A-B.

Once rats and mice encounter an object or an obstacle, they actively use their whiskers to scan and discriminate it (Kleinfeld and Deschênes, 2011). During the discrimination period, which normally lasts from 1 to 10 s, the respiration, head and whisker movements are synchronized (Welker, 1964; Wineski, 1983; Semba and Komisaruk, 1984; Cao et al., 2012). The tight synchronization between sniffing and whisking suggests that breath rhythm constitutes a common clock in the integration of olfactory and tactile cues, thus playing a role in the generation of a global percept (Deschênes et al., 2012; Kleinfeld et al., 2014).

Humans have behaviors analogue to whisking for tactile discrimination, which consist in scanning an object or a surface with the tip of the fingers with the aim of better perceiving its texture (Gamzu and Ahissar, 2001). The non-whisking animals perceive with their whiskers as with any tactile hair, and their sensibility has been described to be comparable to the sensitivity of the eyelashes in the human (Fitzgerald, 1940).

When the animal is quiet or sleeping, its whiskers are in a retracted position. Once the animal is alert, the whiskers deploy thus occupying a larger volume. During the whisking exploratory behavior, rats and mice move their vibrissae in the rostro-caudal axis, creating a functional asymmetry between rows and arcs: whiskers in the same row will tend to contact an object successively, whereas whiskers in the same arc either will contact the object nearly simultaneously, or might not all contact the object. Both extrinsic and intrinsic muscles that surround the follicle are arranged in the rostro-caudal direction, allowing fine-scale positioning of all the whiskers or an individual whisker during tactile exploration. The mouse whisking has an average frequency of 20 Hz, an average amplitude of 55°, with a higher velocity for the retraction (2400°/s) than the protraction (2000°/s) (Jin et al., 2004). Once the whiskers contact an object, the little vibrissae that are more rostral are protracted and stay this way without losing the contact with the surface, while the bigger caudal vibrissae
continue to whisk (Carvell and Simons, 1990). These movements of retraction and protraction move both sides of the whisker pad in a synchronized manner and are finely controlled by the motor cortex (Wineski, 1983; Gao et al., 2001). However, depending on the situation they can move their whiskers in an independent way directing their attention towards a particular point in space (Sachdev et al., 2002). By moving the head and also by asymmetrically moving the whiskers, they can bring a larger number of whiskers in contact with the object or surface that called their attention (Mitchinson et al., 2007).

Rodents change their whisker strategy depending on their behavior. When exploring a new environment, rodents deploy their whiskers forward and whisk (Arkley et al., 2014). The rhythmic whisking is coupled to running: the faster they run, the faster they whisk, and the further they protract their whiskers (Figure 1). When turning they move their whiskers asymmetrically, protracting the whiskers in the side of the turn, as a way of anticipating the exploration of the space they are about to enter (Towal and Hartmann, 2006; Grant et al., 2009). When the animals become familiarized with the environment or the object, they reduce the whisking amplitudes and the whiskers are more retracted. Although there is an identified whisking pattern generator in the brainstem (Moore et al., 2013), both S1 and the primary motor cortex seem to be involved in the fine control of whisker position (Matyas et al., 2010; Petersen, 2014).

All the experiments done in awake-behaving animals provided the researchers with a valuable estimation of the natural conditions of stimulation of the whiskers. Nonetheless, the information that the animal extracts from a whisker deflection is not reduced to a contact/non-contact binary form. On the contrary, the animal is capable of using precise features (i.e. direction, velocity, amplitude) of the deflection of the whiskers that are first acquired by the mechanoreceptors on the base of the vibrissae, and then encoded and enriched by integrating information through the pathway up to the cortex. We dedicate the next section to briefly describe the mechanisms of sensory transduction of tactile stimuli in the rodents’ vibrissal system.
Figure 1: Whisking behavior in rodents.

**A:** Left, side view of a mouse head and whiskers. Middle, Back (b) and forth (f) movements (angular positions) of whisker C2 of a mouse during a whisking episode. Right, Power spectrum of the movement trace.

**B:** Rat snout (same as in A).

**C:** Whiskers’ position in the behaving rodent.

*A-B from* (Jin et al., 2004); *C from* (Sofroniew and Svoboda, 2015).
I.1.1.2 The vibrissae as tactile sensorimotor organs

i. Morphological description of the mystacial pad

The mouse has over the upper lips, at both sides of the snout, a group of 30 to 35 specialized hairs emanating from follicles that are densely packed with nerve endings, and which are considered “mystacial” (Welker and Van der Loos, 1986). This number varies depending on the mouse line and different criteria to evaluate a mystacial vibrissae like the length of the hair, the presence of follicular muscle, the number of axons that innervate the follicle, and so on (Haidarliu and Ahissar, 1997). However, mice also have additional vibrissae below the yaws, over the eyes, and below the lips. Figure 2A-B shows a scheme of the snout of rodents.

The mouse mystacial vibrissae are organized in a matrix of 5 rows named from A to E in the dorso-ventral direction, and about 7 principal arcs numbered from 1 to 7 in the caudo-rostral direction (Figure 2C shows the most caudal arcs). Each whisker has its specific length and thickness, but the caudal vibrissae are longer than the rostral ones; the length decays exponentially from caudal to rostral arcs (Brecht et al., 1997). Four vibrissae named with greek letters (α, β, γ and δ) form an additional arc in the caudal part of the mystacial matrix. They are found aligned between the rows, and are therefore called “straddlers”.

The macrovibrissae have a conical shape and base diameter of 100 µm that narrows gradually to only a few micrometers at the tip. The conical shape allows better sensing the distance of an object, since the bending moment required to produce a change in the whisker curvature is proportional to the fourth power of the whisker diameter (Hires et al., 2013). This shape is also useful for sweeping along rough surfaces as the stiffer base can push the narrower tip to get out of traps.
Figure 2: The mystacial pad of the rodents.

A: Macro- and microvibrissae in the rat. Side view of the mystacial pad.
B: Magnified schematic frontal view. On one side only the follicles are represented, on the other, only the microvibrissae.
C: 3D reconstruction of the 24 right macrovibrissae of a Wistar rat, 7 mm of each whisker are shown. Ci, front view; Cii, top view; Ciii, lateral view. Whiskers rows A, B, C, D, and E are color coded. St, straddlers.
A-B from (Brecht et al., 1997); C from (Jacob et al., 2010).
ii. **Anatomy of the vibrissa: the follicle-sinus complex**

Similar to any other hair in the mammal, a vibrissa comes out from an invagination of the epidermis called “follicle”. Nevertheless, the vibrissae have some singular properties that make them different: the size of the hair is bigger, connective tissue isolates the follicle, the follicle receives significant irrigation, striate muscles surround the follicle, and every follicle has multiple innervations (Figure 3). Due to its anatomical complexity, this whole structure is named the “follicle-sinus complex”. Briefly, this complex has an oval shape and is formed by two pockets one inside the other. The inside pocket originates from the epidermis and the extern pocket from the dermis, and both are separated by a cavity called “sinus”. The complex is associated to striate muscle that is attached at the base and wraps around the follicle (Dörfl, 1982). A detailed review of the musculature associated to the follicle-sinus complex can be found in the Scholarpedia article curated by Dr. Haidarliu (Haidarliu, 2015). The movements of the whiskers are generated by two types of muscles: intrinsic and extrinsic (Figure 4). The intrinsic muscle surrounds the deep base of the follicle and attaches to the upper part of the immediately posterior follicle, generating protraction of the whisker when it contracts. On the other hand, the extrinsic muscles nasolabialis and maxillolabialis attach to the bone and act superficially, so when they contract the whiskers are retracted. When the whisker contacts an object, the follicle is stretched by the mechanical interaction, activating the mechanoreceptors that are in charge of the transduction of the mechanical stimulus into neural signals.

iii. **Mechanical transduction by the sensory receptors**

In the somatosensory system, the peripheral receptors of the skin can be found in different forms of mechanoreceptors: hair follicle receptors, proprioceptors, thermoreceptors, and nociceptors. Mechanoreceptors transduce different stimulus properties to neural signals and channel the information as parallel streams, although our tactile perception of the stimuli is unique. The site of mechanical transduction in the vibrissal system is the follicle-sinus complex, where many different types of mechanoreceptors are present (Figure 3).

Every follicle-sinus complex is innervated by a deep alpha nerve and a more superficial beta nerve (Vincent, 1913). Both nerves also innervate the skin between the whiskers, and project to the trigeminal ganglion via the infra-orbital nerve. The superficial nerve has its
endings at the superior section of the follicle-sinus complex, namely in the epidermis surrounding the aperture of the follicle. The nerve endings can be free, lanceolate or Merkel’s type. The deep vibrissal nerve has several endings types, like the Merkel’s, Ruffini’s, reticular’s, lanceolate’s, and free endings. All of them terminate surrounding the sinus cavity (Dörfl, 1985). There are also some nerve endings in the dermic papilla at the base of the hair.

Figure 3: Structure of the whisker follicle.

Diagram showing the structure and innervation of a rat follicle. SVN, superficial vibrissae nerve; DVN, deep vibrissae nerve. From (Rice et al., 1993).
Part I – Chapter 1: The Vibrissal System of Rodents

Figure 4: Muscles controlling whisker movement.

A: Most important whisker movements: forward (protraction) and backward (retraction).
B: Intrinsic muscles generate protraction and extrinsic muscles retraction of the whiskers.
C: Intrinsic muscles (arrow heads) in tangential slices of an adult mouse. Slices were stained for cytochrome oxidase (CO) activity. Scale bar = 1 mm.
D: Extrinsic muscles (M) in tangential slices of an adult mouse with CO staining. (1) M. nasolabialis; (2) M. maxillolabialis; (3) pars orbicularis of the M. buccinatorius. Scale bar = 1 mm.

A-B from (Petersen, 2014); C-D from (Haidarliu et al., 2015)
I.1.2 From whiskers to somatosensory cortex

The basic ascending sensory pathway scheme includes afferents from the receptors in the periphery that terminate in the spinal cord or brainstem, from there second-order neurons convey the information to the thalamus, and projections from the thalamic nuclei go to the primary sensory area of the neocortex. Sensory information is also relayed to other cortical and subcortical structures. We will describe in the next sections the neuronal relays and the different pathways that exist in the whisker system of the rodent.

I.1.2.1 General description of the neuronal relays

The mechanical movements of the vibrissae are transduced in a highly reliable way into nervous influx by the different receptors that innervate the follicles (Jones et al., 2004). The cell bodies of these first-order neurons form the trigeminal ganglion, where information has a very similar representation of the characteristics of the stimulus (Szwed et al., 2003, 2006). Primary central afferents that form the trigeminal tract project to the brainstem where the cell bodies of the second-order neurons are located.

The brainstem trigeminal complex is divided into two nuclei: the rostral principal nucleus (PrV) and the caudal spinal nucleus (SpV), depicted in Figure 5A. The latter is subdivided into the oralis, interpolaris, and caudalis regions (SpVo, SpVi, SpVc, respectively). This is the first processing stage in the vibrissal system. Upon entering the brainstem, the primary afferent axons bifurcate into ascending and descending branches. Both nuclei, in particular the PrV and SpVi, send efferent projections to the contralateral thalamus.

The thalamic relay of tactile sensory information is also divided into two main nuclei: the ventral posteromedial (VPM) nucleus and the posteromedial (POm) nucleus (Figure 5B). The VPM receives projections coming from PrV and SpVi nuclei of the brainstem (Veinante et al., 2000; Deschênes et al., 2003; Arsenault and Zhang, 2006), while the POm receives projections mainly from the SpVi (Pierret et al., 2000; Veinante et al., 2000). Finally, thalamic neurons from both structures project to the region of the primary somatosensory cortex (S1) devoted to process whisker information, the barrel cortex.
Briefly, similar to other sensory cortices, the barrel cortex is composed of six layers (L) named L1 to L6, which present different cellular types and connectivity patterns. The barrel cortex also has a columnar organization, and owes its name to the presence of characteristic neuronal clusters in the L4 whose shapes resemble a barrel of wine (see Chapter 2). The space between the barrels is called “septa”.

I.1.2.2 Different pathways to reach the cortex

There are three different anatomical pathways from the brainstem to the cortex: the lemniscal, paralemniscal and extralemniscal (Figure 5C).

The lemniscal pathway goes through the nucleus PrV of the brainstem and projects to the dorsomedial section of VPM (VPMdm) in the thalamus, and finally arrives to the L4 of S1, and also to the L5b and L6a (Bernardo and Woolsey, 1987; Jensen and Killackey, 1987). The lemniscal pathway regroups the axons of big diameter ensuring a fast transmission of sensory inputs (Ahissar et al., 2000; Diamond et al., 1992). This pathway conveys information about the whisker movement (whisking) and the object location (touch), to the barrel cortex (Yu et al., 2006).

On the other hand, the paralemniscal pathway goes through the rostral region of the nucleus SpVi of the brainstem, projecting to the nucleus POm of the thalamus and the zona incerta (ZI; Veinante et al., 2000). The POm sends projections to the septal region between the barrels of L4, and to L1 and L5a of S1. In addition, it projects to S2 and to the primary motor cortex (M1; Koralek et al., 1988; Lu and Lin, 1993; Alloway, 2008; Wimmer et al., 2010). The paralemniscal pathway carries mainly information relative to whisker motion (Yu et al., 2006).

A third pathway, called the “extralemniscal” pathway, projects from the caudal region of the SpVi to the ventrolateral region of the VPM (VPMvl) and then sparsely projects to the septa between the L4 barrels of S1, in addition to L3 and L6. Furthermore, SpVi sends strong projections to the L4 and L6 of the secondary somatosensory cortex (S2; Pierret et al., 2000; Bokor et al., 2008). This pathway conveys only “touch” information to S1 and S2 (Yu et al., 2006).
Figure 5: Parallel pathways to the cortex.

**A:** Trigeminal subnuclei that give rise to the ascending pathways are outlined in the horizontal section of the brainstem (CO staining); R, C, M, L, stand for rostral, caudal, medial, and lateral, respectively.

**B:** Thalamic regions that serve as relay stations for each ascending pathway are delineated by dashed lines in the CO-stained section. A barreloid was labeled by Fluorogold injection into barrel C2; D, V, M, L stand for dorsal, ventral, medial, and lateral, respectively.

**C:** Different cortical areas and different layers in the same cortical area, receive the thalamic afferents through distinct pathways. The wiring diagram shows each of these pathways: lemniscal pathway, red; paralemniscal pathway, blue; extralemniscal pathway, green. A second lemniscal pathway is depicted in brown. 

*From* (Deschenes, 2009).
I.1.2.3 Somatotopy at each neuronal relay

The discrete aspect inherent to the vibrissae is remarkably conserved over the whole afferent pathway from the whiskers to the cortex: one vibrissa has its respective “barrelette” in the brainstem, a “barreloid” in the thalamus and finally a “barrel” in S1. Figure 6 shows how somatotopy is conserved along the afferent pathways.

In the trigeminal ganglion the cell bodies of the primary afferents are organized in a dorsal-to-ventral somatotopic way, meaning that the neurons innervating distinct rows can be distinguished by their location, however this is not the case for the neurons innervating distinct arc (Leiser and Moxon, 2006). In addition, Leiser and Moxon showed that there are more cells that respond to the caudal whiskers than to the more rostral ones, suggesting a gradient of representation, where the bigger whiskers are more represented than the smaller ones in this stage.

The brainstem is the first level where the facial maps and whisker representations are formed. Indeed, as described before, the primary afferent fibers coming from the first-order neurons of the trigeminal ganglion are projecting to the brainstem trigeminal nuclei. Among those, only the PrV, SpVi and SpVc nuclei have a clear sensory somatotopical representation. Such map could not be revealed by histological means in the nucleus SpVo (Ma, 1991). The sensory input of each whisker is relayed and somatotopically mapped into structures called “barrelettes” that can be clearly visible, after staining with cytochrome oxidase, as rostrocaudally-oriented rods (Ma and Woolsey, 1984). The PrV nucleus is dominated by single whisker receptive field neurons and 75% of them project to VPM (Minnery and Simons, 2003). The different nuclei of the brainstem are interconnected, with the exception of the SpVo, which is not projecting to PrV (Jacquin et al., 1990; Furuta et al., 2008).

At the thalamic level, we can find a clear somatotopy in the VPM nucleus where each vibrissa is represented anatomically as a cytoarchitectonic distinct unit called “barreloid” (Van Der Loos, 1976; Land and Simons, 1985). Thus, along the lemniscal pathway the information from each vibrissa stays segregated and the somatotopy is respected while the paralemniscal is much more diffuse, which explains the absence of barreloids in the thalamic POm nucleus. Multiwhisker responses are found in the trigeminal nuclei of the brainstem (Veinante and Deschênes, 1999) as well as in the thalamic nuclei that project their axons to the cortex, including the VPM (Armstrong-James and Callahan, 1991).
The VPM projects to the L4 of S1, in particular the VPMdm send its thalamic buttons at the center of the barrel through the lemniscal pathway and the VPMvl project to the septa between barrels through the extralemniscal pathway. In addition, other synaptic buttons can be found in L5b and L6a, an area related, but not exclusively, with the cortico-thalamic feedback (Chmielowska et al., 1989; Lu and Lin, 1993; Bureau et al., 2006; Brecht, 2007; Alloway, 2008; Constantinople and Bruno, 2013).

A recent study showed that the cortical somatotopic map of the facial whiskers is maintained in the reeler mouse, a reelin mutant without cortical lamination, suggesting that the functional map does not depends on the cortical layers (Guy et al., 2015).

Figure 6: Preserved somatotopy through the somatosensory pathway.

Schematic diagram summarizing the major stages of the rodent barrel pathway. Sensory information from the mystacial whiskers reaches the trigeminal nuclei in the brain stem, the thalamus, and the barrel cortex. Each vibrissa is associated with a brainstem “barrelette”, a thalamic “barreloid”, and a cortical “barrel”.

PrV, nucleus principalis of the trigeminus; SpVo, spinal nucleus of the trigeminus pars oralis; SpVi, spinal nucleus of the trigeminus pars interpolaris; SpVc, spinal nucleus of the trigeminus pars caudalis; VPM, ventral posterior medial (ventrobasal) nucleus of the thalamus; and Po, posterior nucleus of the thalamus.

Modified from (Yuste and Simons, 1997).
As a summary, it appears that the rodent vibrissal system acquires tactile information actively, the motor commands being constantly adjusted according to the sensory inputs. Vibrissae are moved collectively against the surrounding objects, thus leading to complex spatiotemporal sequences of deflections. From the vibrissae follicles where the mechanical constraints are transduced into neuronal activity, the tactile sensory information is conveyed to different regions of the barrel cortex through the lemniscal, paralemniscal and extralemniscal pathways that carry different features of the stimulus (Bureau et al., 2006; Yu et al., 2006). These pathways are reviewed in (Petersen, 2007; Diamond et al., 2008). Even though the information is segregated from the vibrissae to the cortex, the perception of the stimulus is unique. This integration of the information might rely on many cortico-cortical projections, both within the barrel column (Lefort et al., 2009) and also through laterals projections from one column to the next (Schubert et al., 2007). We will review the different types of connectivity of the barrel cortex in the following chapter.
Chapter 2: The Barrel Cortex

I.2.1 Somatotopic maps

In the mammalian primary somatosensory cortex (S1) the body surface is represented in a way that adjacent cortical neurons respond selectively to stimuli presented to adjacent locations of the body. This arrangement was first described in the human S1 where the spatial representation of the human body was named “homunculus” (i.e. “little man”).

I.2.1.1 The somatosensory homunculus

The presence of an orderly representation of the body in the brain was first published in 1886 by John Hughlings Jackson, an English physician who studied how the spasms on epileptic patients progress from one part of the body to a neighboring one (Jacksonian march) suggesting that these areas are represented in neighboring regions on the brain. By using electrical stimulation of the cortex in primates, (Leyton and Sherrington, 1917), provided the first detailed map of the motor cortex. However, the existence of such a systematic body representation in the somatosensory cortex has been first evidenced in 1937 by the Canadian neurosurgeon Wilder Penfield who mapped the cerebral cortex of conscious epileptic patients via direct electrical stimulation (Penfield and Boldrey, 1937). The results were represented in a cartoon, which was further developed in the book of Penfield and Rasmussen (1950, Figure 7A).

The homunculus shows the relative amount of cortical space devoted to gather information from each part of the body (Penfield and Boldrey, 1937; Penfield and Rasmussen, 1950). While the accuracy of these first maps has been discussed (Schott, 1993), their importance is unquestionable as they revealed the existence of a spatial organization of the somatosensory cortex; they showed that the somatosensory representation of the hands and face occupy a large cortical space and uncovered the existence of somatotopic discontinuities at the junctions between some body representations (e.g.: junction between feet and genitals). Curiously, only a few studies have been done in human females, and many parts of the “hermunculus” still need to be revealed (reviewed in Di Noto et al., 2013).
Later on, Woosley (1952) and Kaas et al. (1979) depicted somatotopic maps on other primate species, but instead of stimulating the cortex, they measured the electrical responses evoked by the delivery of tactile stimulation to different parts of the body. Virtually, all mammalian species have these homunculi of different shapes as a result of different evolutionary adaptations of their usage of the tactile system (Krubitzer and Seelke, 2012). The somatotopic maps of S1 appear to be a highly conserved organizational principle, but this does not mean that they remain fixed, on the contrary, they are highly plastic at different developmental stages and also, depending on the motor task, they can be dynamically re-organized (Shulz and Ego-Stengel, 2012). Hence, the body parts that have a strong behavioral relevance for the species have more extended cortical representations than the others, as it is the case in the visual system for the fovea area in the retinotopic maps.

I.2.1.2 The “mouseunculus”

The sensory maps of mammals are finely tuned to the animal lifestyle. Rodents are nocturnal animals that live underground, they use their vibrissae to navigate and gather information from the environment (as previously mentioned in Chapter 1). Within the barrel cortex, the representation of the whiskers dominates the somatotopic map (Figure 7B). This region, also called the posteromedial barrel subfield (PMBSF), covers approximately 40% of the mouse barrel cortex, and it was first described by (Woolsey and Van der Loos, 1970). Although this first description of the “mouseunculus” determined by evoked potential techniques has been rectified along the years through the accumulation of anatomofunctional data, it represents a crucial step in the field since it revealed the importance of the whisker’s cortical representation in rodents.

For simplicity purposes, in the thesis, we refer to the “barrel cortex” to designate the PMBSF, since our work was centered on the whisker’s representation within S1.
Chapter 2: The Barrel Cortex

Since it was first described by Woolsey, Welker, and collaborators, the barrel cortex has become one of the most important models to study cortical processing, mainly due to the tight correspondence between the individual sensors – the whiskers – and the cortical columns – the barrels (Woolsey and Van der Loos, 1970; Welker and Woolsey, 1974; Welker, 1976). Because of its high specialization and clear spatial organization, the barrel cortex is an adequate sensory system to study the relationship between structure and function. The barrel cortex is present in many rodent species and some marsupials; however the majority of the knowledge that has been gathered on this cortical network comes from rats and mice. In the following pages, we will focus our attention on these two species, and especially on the mouse barrel cortex since it was the model chosen for our experimental work.

I.2.2.1 General architecture

Despite primary sensory cortices have different functions; they share some common principles in terms of organization and processing of sensory inputs. One of these principles
is the functional organization in columns. The columnar hypothesis (Mountcastle, 1957, 1997) suggests that the cortical column is the functional unit of the cortex. In the rodent somatosensory cortex, the L4 barrels made the cortical columns clearly visible and constituted a strong argument in favor of the columnar hypothesis. Woolsey and Van der Loos (1970) were the first ones to observe and describe discrete units in the cortical L4 when sectioning the brain in the coronal or transversal plane. They named them “barrels” given their 3D structure resemblance to barrels of wine.

Curiously, in their seminal article, Woosley and Van der Loos compared this peculiar brain structure with some barrels that appear on a XVIIth century painting of Pieter Bruegel named “The fair of St George’s Day” (Figure 8A). In their own words:

“This 17th century representation of the barrel is a geometrically adequate rendition of the unit. The cortical barrel may have undergone some distortions from Bruegel's model in various places in the field but the basic elements, sides and hollows, are shared by all. The field as a whole (…) may be thought of as being composed of many barrels placed tightly side by side much as, in Bruegelian dimensions, might happen at a brewery ».

Figure 8: Anatomy of the barrel cortex.

B: Neuronal components of a cortical barrel. a: the distribution of neural somata as seen with Nissl staining. b: an afferent from the ventral posteromedial nucleus of the thalamus ends primarily in the barrel center. c: morphology of barrel cells, cell bodies in the walls of the barrel and the dendrites projecting to the center. d: apical dendrites of infragranular (mainly layer 5 cells) and axons of supragranular cells pass preferentially through the barrel wall and septum. From (Waite, 2004).
Alike other sensory cortices, the barrel cortex contains six layers named L1 to L6. Each layer is distinguishable by the type and size of its cellular components and thus can be visualized by histochemical staining (such as Cresyl violet or Nissl). The most superficial layer, L1, shows the lowest cell density of all. The L2 and L3 are difficult to dissociate in rodents, and usually referred as L2/3 or “supragranular layers” as they are on top of L4. The L5 and L6 are subdivided in L5a, L5b, L6a, L6b, and they are called “infragranular layers”. As mentioned before, a tangential cut at the depth of L4 reveals a group of ordered cytoarchitectonic structures, the barrels, making L4 the most visible of the cortical layers of S1.

But why we see barrels in L4 of the rodent S1? In this layer many thalamic afferents terminate and form dense discrete clusters at the center of the barrels. In the mouse, cell bodies tend to be dense in the barrel wall and sparser in the center (Woolsey and Van der Loos, 1970; Welker and Woolsey, 1974). The cells in the wall (between 2 to 3 layers of cells) tend to project their dendrites towards the center (Simons and Woolsey, 1984) where they pick up synaptic contacts from the thalamic afferents (Figure 8B). Following a histological staining with cytochrome oxidase (CO) the barrels become clearly visible (Figure 9). CO is a mitochondrial enzyme, and mitochondria are particularly dense at synapses, so we can see a stronger staining in the center of the barrel where the thalamic inputs arrive. L4 is characterized by a high density of spiny stellate cells, also named granule cells, and this layer is referred as the “granular layer”. Barrels are surrounded by septa that can be seen as clearer areas with CO staining since they are poorer in cell bodies.

The architecture of S1 is globally conserved from one individual to the other. The somatotopic organization of the barrel cortex can be easily visualized on tangential sections by CO staining (Figure 9). Barrel subfields dedicated to specific parts of the body can be distinguished such as the forepaw, hindpaw and lower jaw subfields. The larger posterior medial and anterior lateral barrel subfields correspond to the cortical representation of the macro-vibrissae, and the micro-vibrissae, respectively (Land and Erickson, 2005). The spatial distribution of the barrels in the PMBSF reflects the organization of the whiskers on the snout of the animal. The barrels are arranged from row A to E and the five bigger arcs numerated from 1 to 4 (assigning a greek letter to the most caudal arcs corresponding to the whiskers “straddlers”). It can also be observed in Figure 9B that the barrels present different
shapes: the ones of the posterior arc (greek letters) and the ones of the middle row (row C) being the largest ones (Meyer et al., 2013). In the mouse, the barrels tend to be narrower along the rows than in the orthogonal axis along the arcs, and measure in average about 300 \( \mu \text{m} \) (Lefort et al., 2009). Indeed, the most central barrel (C2) counts about 1700 excitatory neurons and 140 GABAergic interneurons, while the entire cortical column which contains this C2 barrel counts in total 5730 excitatory neurons for 740 inhibitory interneurons (Lefort et al., 2009). Note that the same anatomically defined region (the C2 barrel-related column) of the rat barrel cortex contains, three times more neurons: 17200 excitatory neurons for 2500 inhibitory interneurons (Meyer et al., 2013).

**Figure 9: Correspondence between whiskers and barrels.**

A: Disposition of the whiskers on the snout of the mouse.  
B: Cytochrome oxidase stained barrel field in a mouse with a drawing superimposed showing prominent barrel subfields: PMBSF, posterior medial barrel subfield; ALBSF, anterior lateral barrel subfield; LJ, lower jaw; FBS, forepaw barrel subfield; HBS, hindpaw barrel subfield. Individual PMBSF barrels are outlined and labeled. Five prominent rows of barrels (A to E) can be seen. In addition, four posteriorly located straddler barrels (\( \alpha, \beta, \gamma, \delta \)) can be also seen. Scale 500 \( \mu \text{m} \). *Adapted from* (Jan et al., 2008).
I.2.2.2 Cellular components

The barrel cortex contains a majority (about 80% or more) of excitatory cells that are glutamatergic and localized in all the layers from L2 to L6, but preferentially in L2/3 and L5/6 (Feldmeyer et al., 2002; Lefort et al., 2009). This neuronal population is mainly composed by pyramidal cells, which are characterized by the triangular shape of their soma, a prominent apical dendrite that extends vertically to the surface of the cortex, and basal dendrites that emerge laterally from the base of their cell body. Beyond these common morphological properties, the pyramidal neurons can be divided into different populations according to their post-synaptic targets (Figure 10). One can distinguish the intratelencephalic (IT) neurons, found in L2-6 and whose targets are located within the telencephalon (including the contralateral cortex); the pyramidal tract (PT) neurons, essentially located in L5b that project to subcerebral targets (such as the brainstem, midbrain, but also send branches to the ipsilateral cortex); and the corticothalamic (CT) neurons, found in L6 that project primarily to the ipsilateral thalamus (Harris and Shepherd, 2015). In addition to the pyramidal cells, excitatory neurons of the barrel cortex comprises the spiny stellate cells, which are specially located in L4 where they collect afferent information from the center of the barrel and distribute it to the upper layers within the column, mainly to L3 (Lübke et al., 2000; Markram et al., 2004; Staiger et al., 2004).

The barrel cortex contains also inhibitory interneurons present within all layers. These neurons are GABAergic non-pyramidal cells with low spine density, and have short axons that project within the cortical column and to direct neighboring columns. Barrel cortex interneurons are likely to cover all possible types of inhibitory interneurons that occur in the neocortex (Markram et al., 2004; Helmstaedter et al., 2009a, 2009b). Indeed, these cells present highly diverse morphological, biochemical, and electrophysiological properties (Figure 11). This diversity has led to several classifications that aimed at identifying populations of interneurons relevant from a functional point of view. However, the restriction of the classification criteria, due, at least in part, to technical limitations, makes difficult the comparison of the defined neuronal populations (Ascoli et al., 2008; DeFelipe et al., 2013).
We describe here the interneurons depending on their post-synaptic target, which strongly impacts the function of these cells. Markram and collaborators published a review of the inhibitory interneurons based on this classification criterion (Markram et al., 2004). The basket cells make synapses on the soma and proximal dendrites of pyramidal cells and interneurons; chandelier cells form synapses in the initial segment of pyramidal cell axons and might silence their output without affecting the processing of the input, and also prevent the back-propagation of action potentials; and a third class of cells target the dendrites of pyramidal cells like the double bouquet, bitufted, bipolar, Cajal-Retzius, neurogliaform, and Martinotti cells. Large basket cells together with Martinotti cells have axons that project over a wider area than a single barrel column, providing a substrate for cross-columnar inhibition. Given that they project to the soma and dendrites, they might inhibit excitatory inputs on pyramidal cells, for example projections coming from the thalamus or back projections from other cortical areas.

As mentioned before, L1 shows the lowest cell density of all layers and it is considered that virtually all L1 cells are GABAergic interneurons in the adult (Ren et al., 1992; Beaulieu, 1993; Hestrin and Armstrong, 1996). One hypothesis is that these inhibitory interneurons directly regulate the feedforward information coming from the thalamus (Galazo et al., 2008) and the feedback from “higher” cortical areas which could co-innervate these neurons as well as the terminal tufts of pyramidal cells arborizing in L1 (Vogt, 1995; Zhu and Zhu, 2004).

Glial cells, and in particular astrocytes, have an important role in the brain function, not only for their classical “housekeeping” properties, but also because they dynamically interact with neurons (Sims et al., 2015). These cells actively participate in the synaptic communication as they surround with their multiple processes the synapses between neurons, having a close contact with the pre- and post-synaptic cells. Astrocytes sense the same synaptic inputs as neurons and despite they are electrically non-excitable, they respond with intracellular calcium changes that might trigger the release of gliotransmitters. In particular in the barrel cortex, in vivo studies showed that the astrocyte release of D-serine promotes plasticity (Takata et al., 2011), and the release of glutamate facilitates the remodeling of somatosensory maps during the critical period (Takasaki et al., 2008).
Astrocytes within barrels are preferentially coupled via gap junctions to each other, following the same arrangement in L4 as the anatomical defined neuronal structure (Houades et al., 2008).

In the following sections, we will explore the functional properties of the neuronal actors of the barrel cortex and their connectivity.
Figure 10: Dendritic morphology of excitatory neurons in the rat barrel cortex.

**L4 IT**: three morphological classes of L4 intratelencephalic (IT) neurons: pyramidal, star pyramidal and spiny stellate cells. **IT**: other intratelencephalic neurons of L2, L3, 5A/B and 6. **PT**: pyramidal tract neurons of L5B. **CT**: corticothalamic neurons of L6.

*From* (Harris and Shepherd, 2015)

Figure 11: Axonal arborizations of cortical inhibitory neurons.

*From* (Fox, 2008) *p.41.*
1.2.2.3 Receptive fields

The term “receptive field” (RF) was first defined by Sherrington in 1906, as the area of the body surface where a stimulus can elicit a reflex. Later on, in 1938, Hartline extended the use of the term to sensory neurons in the visual system. He re-defined “receptive field” as the restricted region of the visual space where a luminous stimulus could elicit an electrical response in a retinal ganglion cell. Afterwards, the notion of RF was further extended to other neurons on the visual pathway, and to other sensory modalities. Hubel and Wiesel provided the first characterization of the RFs of neurons in the primary visual cortex, and they were the first ones to classify cells based on the RFs (Hubel and Wiesel, 1959, 1962). A broader definition of RF describes it as the portion of the sensory space that can elicit a neuronal response when stimulated. The neuronal response can be quantified by measuring the spiking activity (firing rate of the neuron) or the subthreshold (excitatory post synaptic potential) activity evoked by the stimulus. The sensory space can be composed of one or multiple dimensions.

In S1, the RF of a neuron that encodes tactile information is primarily defined as the region of the body that, after stimulation, elicits a response. Regarding the whisker barrel cortex, the RFs of neurons are multidimensional as these cells are selective not only to the identity of the stimulated whisker, but also to the direction of the whisker deflection (Simons, 1978; Swadlow and Gusev, 2002; Kida et al., 2005; Andermann and Moore, 2006; Puccini et al., 2006). In this sense, the barrel cortex neurons have RFs that share many characteristics with the visual RFs.

As we have seen in a previous section, the barrel cortex is characterized by anatomofunctionally well-defined columns. These columns are arranged in an anatomic map of body representation (Figure 9). When a whisker is deflected there is a chain of activation of the afferent neural pathway, from the peripheral receptors to the cortex, where information arrives mainly at the level of the corresponding barrel in L4. The cortical column associated to this whisker is activated, and then the adjacent columns are subsequently activated (Petersen et al., 2003a; Ferezou et al., 2006). The “principal whisker” (PW) of a neuron is the whisker that elicits the strongest response with the shortest latency. In addition, every neuron in the barrel cortex responds to the stimulation of several whiskers (Simons, 1978; Armstrong-James and Fox, 1987; Zhu and Connors, 1999; Brecht and Sakmann, 2002). These
are called the “adjacent whiskers” (AW), and they elicit responses that have smaller amplitude and longer latency than the response to of the PW. However, the principal whisker paradigm is not that straightforward, as defining a RF is not trivial. Many functional properties of the barrel cortex neurons are not integrated in the picture; for instance, it has been shown by our team that the structure of the RFs varies according to the direction of the local whisker deflections (Le Cam et al., 2011). One factor that will influence the estimation of the RF is then the type of whisker stimulation. Moreover, non-linear summations of responses to the stimulation of AWs were also observed in many studies (Simons, 1985; Simons and Carvell, 1989; Brumberg et al., 1996; Shimegi et al., 1999; Ego-Stengel et al., 2005). It is also important to consider that RF might change dynamically: early responses can condition responses to input arriving late to surround whiskers (Armstrong-James and Fox, 1987). It is also known that the RF size depends on the type and level of anesthetics used. Under deep anesthesia, RFs were larger than under light anesthesia both when using pentobarbital or urethane (Ito, 1981; Brecht and Sakmann, 2002; Jacob et al., 2008); similar responses have been reported in the thalamic VPM nucleus (Friedberg et al., 1999).

Within the L4, the neurons that are located in the septa between the barrels have receptive fields much larger and diffuse than the barrel neurons (Armstrong-James and Fox, 1987; Brecht and Sakmann, 2002). This result suggests that there are two cortical maps that coexist in the L4: the one of the barrels and the one of the septa. In the non-granular layers, the cortical domains associated to the stimulation of one vibrissa are larger than the anatomical cortical column –the barrel – and overlap each other (Armstrong-James and Fox, 1987; Brecht et al., 2003; Petersen et al., 2003a).

The receptive field properties of a given neuron directly depend on its synaptic inputs; exploring the cortical connectivity within the barrel cortex is therefore a key step to further understand the processing of tactile sensory information.
I.2.3 Connectivity in the barrel cortex

I.2.3.1 Afferent connections

All layers in the barrel cortex receive excitatory synaptic inputs from the thalamus (Alloway, 2008; Meyer et al., 2010; Oberlaender et al., 2012; Constantinople and Bruno, 2013).

As already mentioned, the projections from the barreloids of the VPM thalamic nucleus end mainly in L4, at the center of its corresponding barrel without trespassing its borders (Bernardo and Woolsey, 1987; Jensen and Killackey, 1987). However this is just a simplification, as 5% of the neurons that project to one barrel are in fact coming from an adjacent barreloid (Land et al., 1995). About 10-20% of the synapses received by an excitatory neuron of L4 come from the thalamus (Benshalom and White, 1986; Schoonover et al., 2014), which means that intracortical connections considerably outnumbered them. Both excitatory and inhibitory neurons are innervated by thalamocortical projections in the L4 barrel (Keller and White, 1987; Porter et al., 2001; Bruno and Simons, 2002), although the majority of synapses are with excitatory neurons since they outnumber the L4 interneurons by far (8% inhibitory vs 92% excitatory) (Lefort et al., 2009; Meyer et al., 2011).

Afferent projections coming from the VPM also innervate pyramidal cells and inhibitory GABAergic interneurons in L3, L5b and L6a (Meyer et al., 2011; Oberlaender et al., 2012), as it is schematized in Figure 12A.

Thalamic afferents coming from POm end mainly in the septa between the barrels of the L4, in the L1, L2/3 and L5a (Herkenham, 1980; Koralek et al., 1988; Chmielowska et al., 1989; Lu and Lin, 1993). In L5a, POm afferents probably establish synaptic contacts with basal dendrites of L5a pyramidal neurons (Petreanu et al., 2009), while in L1 and upper L2 they target the apical dendrites of L2, L3 and L5 pyramidal neurons, in addition to L1 and L2 interneurons (Figure 12B).

As VPM and POm inputs afferent connections end in different subareas of the barrel cortex, they are supposed to be the key elements for distinct pathways: the “barrel column” and the “septal column” (Alloway, 2008).

Even though the vertical feed-forward flow in a barrel column is strong, there is a high degree of horizontal and transcolumnar synaptic connections together with reciprocal intracolumnar synapses.
I.2.3.2 Intracortical connectivity

The intracortical circuitry is dominated by two sources: local intralaminar connections (intracolumnar and transcolumnar), and translaminar input.

Excitation arriving from the VPM recruits mainly L4 spiny stellate cells. These cells have very confined connections within the barrel column, but they principally project vertically to L2/3 and present smaller vertical projections to L5a (Lübke et al., 2000). Both projections tend to keep the topography, as they do not spread much to other columns. Also it has been shown that both spiny stellate neurons and star pyramidal neurons of L4 project to L6 pyramidal cells as part of the corticothalamic feedback (Qi and Feldmeyer, 2015).

The excitatory pyramidal cells from L2/3 have a big volume; in particular, their axons can extend horizontally for several millimeters within this layer covering numerous columns (Gottlieb and Keller, 1997). These horizontal connections between the columns have been confirmed by many histological techniques, showing in addition an asymmetry on their distribution. The connections are more common between the barrel columns from the same row towards the barrel columns of the rostral vibrissae (Hoeflinger et al., 1995), and to the most ventral row (Bernardo et al., 1990a). Electrophysiological studies of these cells showed that they do synaptic contacts with other pyramidal cells mainly in the L2/3 and in L5 (Reyes and Sakmann, 1999). This suggests that after the initial excitation of the L4, the cells of the supragranular layers are in charge of spreading the activity all along the column. The circuits of L2/3 can then be interpreted to link ongoing tactile information processing in S1 with the related activity of a multitude of afferent and efferent columns, and different functional cortical areas outside S1.

In the L5/6, especially in the L5, the pyramidal cells send one apical dendrite up to L1, and the basal dendrites extend over an area corresponding to several barrels within L5/6 (Ito, 1992; Lübke et al., 2000). These cells are also in charge of collecting information from all layers of the cortical column and from several barrel columns. Also, it has been shown that all the cortical layers send connections to L5 (Schubert et al., 2001), confirming the integrative role of these neurons.

Both L2/3 and L5 pyramidal cells show a strong and prominent horizontal projection domain, projecting across the entire barrel field (Bruno et al., 2009; Oberlaender et al., 2011;
Narayanan et al., 2015). These projections might help integrating whisker-touch induced synaptic excitation in different barrel columns.

Finally, the cells in the septal region form a wide mesh of connections with septal regions several barrels apart. These cells have been reported to receive thalamic input from the POm and the VPMvl (Koralek et al., 1988; Bokor et al., 2008). Unlike the barrel cells, they receive callosal input from the barrel field in the other hemisphere (Sehara et al., 2012).

All these connections are further detailed in the Scholarpedia review article by Feldmeyer: S1 microcircuits (Feldmeyer, 2015).

I.2.3.3 Efferent connections

In the barrel cortex, only the pyramidal cells project their axon (and its multiple collaterals) towards other cortical areas or subcortical structures. The projections to the sub-cortical structures come from neurons located in the L5/6: thalamus (L5b/L6); striatum (L5a); spinal cord, pons and inferior colliculi (L5b).

The pyramidal cells from both supragranular (L2/3) and subgranular (L5/6) layers send projections to S2 and M1, generally in a non-overlapping manner (Chakrabarti and Alloway, 2006; Mao et al., 2011).

The projections to S2 are topographic and form a mirror image of the S1 map. One barrel of S1 projects to a strip of S2, and neighboring barrels project to the same strip overlapping each other. Barrels from different rows project to different strips (Benison et al., 2007).

Both calcium imaging (Chen et al., 2013; Clancy et al., 2015) and targeted patch-clamp experiments (Yamashita et al., 2013) have revealed that within S1 supragranular layers, the pyramidal cells projecting to M1 or S2 have distinct properties. They are indeed characterized by different intrinsic membrane properties, they exhibit markedly different membrane potential dynamics during behavior, and even more importantly, they respond differently to whisker stimuli. M1-projecting neurons exhibit large receptive fields and strong responses although rapidly adapting; therefore, they are likely to play a role in contact detection, object localization, and optimization of motor commands to adapt whisker movements. In contrast, S2-projecting neurons present narrow receptive fields and
robustly signal sensory information during repetitive touch; they are more likely to be involved in object feature discrimination (Chen et al., 2013; Yamashita et al., 2013; Clancy et al., 2015).

As we previously mentioned, L5b and L6a have an important role in the corticothalamic (CT) feedback (Figure 12C). Alitto and Usrey reviewed the role of this loop in the top-down modulation of the ascending sensory information (Alitto and Usrey, 2003). The corticothalamic neurons have both excitatory and inhibitory effects on the thalamic neurons that send ascendant sensory afferents to the cortex. The excitatory influence of the cortex is made by monosynaptic connections, while the inhibitory is made polysynaptically via GABAergic interneurons within the thalamus or via GABAergic neurons of the reticular nucleus (RTN) of the thalamus (Bourassa et al., 1995; Cox et al., 1997; Golshani et al., 2001; Lam and Sherman, 2010). In a recent article Crandall and collaborators showed that corticothalamic feedback influences the thalamus by dynamically changing the balance between excitation and inhibition (Crandall et al., 2015). During low-frequency activity, CT effects are mainly suppressive, while during high-frequency activity the balance shifts having enhancing effects.
Figure 12: Scheme of parallel cortical microcircuits in the barrel cortex.

**A:** Cortical microcircuits receiving thalamic afferents from the VPM (lemniscal pathway) predominantly in L4 (and to a lesser degree in L5B).

**B:** Intracortical microcircuit receiving thalamic afferents from the POm (paralemniscal pathway) in L5a pyramidal neurons.

**C:** Synaptic connections involved in the thalamo-cortico-thalamic feedback circuit between L4 spiny neurons, L5b and L6 pyramidal cells, and the thalamic nuclei.

*From* (Feldmeyer et al., 2013).
I.2.4 Beyond the classical view

The classical view of the whisker system consists of several information relays from the follicle to the cortex, in which information is simply wired by the subcortical structures to the barrel cortex, being the cortex the only level where multiwhisker processing occurs. In addition, the anatomical and electrophysiological data suggests that the functional connectivity of the barrel cortex has the shape of a sandglass: restricted to one barrel in L4 and horizontally extended towards neighboring columns in the supragranular and infragranular layers (Bernardo et al., 1990b). Similarly to other sensory cortices, we can predict the dominant flow of cortical activity: starting in L4, ascending to L2/3, and then propagating to the whole cortical column and extending towards neighboring columns in the supra- and infragranular layers. The tight link between cortical structure and spatial organization of the periphery made the barrel cortex a popular model to study the cortical column. In particular, many studies were focused on the C2 column, as C2 is the whisker located in the center of the whiskerpad, with experimental approaches from in vitro to awake behaving animal (Crochet and Petersen, 2006; Ferezou et al., 2006, 2007; Poulet and Petersen, 2008; Lefort et al., 2009; Gentet et al., 2010; Crochet et al., 2011).

On the contrary to this canonical view of the whisker system, multiwhisker responses can be found already in the subcortical nuclei, both at the level of the trigeminal nuclei (Veinante and Deschênes, 1999), and at the VPM (Armstrong-James and Callahan, 1991). In addition, the three pathways that convey information to the cortex (lemniscal, paralemniscal and extralemniscal) have different temporal filtering and spatial integration properties, and, as previously described, they project to different regions of the barrel cortex where they are integrated through cortico-cortical connections.

Despite the fact that the classical view of the barrel cortex agrees with the columnar hypothesis, many of the functional properties of the barrel cortex neurons failed to be integrated into this big picture. The sensory information coming from one whisker is not treated in an independent way only by its corresponding cortical column. The idea that the thalamic inputs coming from one barreloid influence only the activity of the neurons within one barrel is not an actualized one.
Nonlinear summation of the responses to the stimulation of adjacent whiskers have been reported in many studies (Simons, 1985; Simons and Carvell, 1989; Brumberg et al., 1996; Goldreich et al., 1998; Shimegi et al., 1999; Ego-Stengel et al., 2005). In addition, it has been shown that a large proportion of barrel cortex neurons are tuned to the direction of deflection of the whisker (Simons, 1985; Brecht and Sakmann, 2002; Wilent and Contreras, 2005). Thus, the functional map is not totally equivalent to the anatomical map.

Even more complex is the scenario when giving multiwhisker stimulation. The experiments done in our lab (Jacob et al., 2008; Ego-Stengel et al., 2012) showed that some neurons in the barrel cortex are able to extract more information than only the one of its PW or AWs. In fact, neurons are able to extract emergent properties of the multiwhisker stimulation, such as the direction of the global motion of deflection of all the whiskers. Furthermore, additional experiments (Ego-Stengel et al., 2012) showed that these properties were already present at the thalamic level and revealed the importance of the corticothalamic loop on the global direction selectivity.

Moreover, in 2013 the group of Dr. Randy Bruno showed that neurons in L5/6 receive directly thalamocortical sensory-evoked inputs (Constantinople and Bruno, 2013). This study showed that L4 is not the only hub for distributing sensory-evoked activity, suggesting that there are at least two strata working independently in the barrel cortex.

Another argument against the classical view of the system is that cortical responses strongly depend on the behavioral context and the whisking activity of the awake-behaving rodent (Fanselow and Nicolelis, 1999; Ferezou et al., 2007). Other reports indicate that the level of attention and motivation of the animal can also affect the sensory responses in the barrel cortex (Ganguly and Kleinfeld, 2004; Pantoja et al., 2007).

In addition, the extent of lateral connectivity is much larger than previously thought. A recent study (Narayanan et al., 2015), showed that the majority of the intracortical axons project horizontally beyond the anatomical principal column, and this study also showed the existence of two orthogonal horizontal projection patterns of the supragranular and infragranular layers, which improve the integration and coding of multiwhisker information.
To sum up, if the barrel cortex is an attractive model by its apparent stereotypic organization, a closer view into it reveals a dense, highly interconnected network of heterogeneous neuronal components whose organizing principles are still being under exploration through constantly progressing techniques. Indeed, the evolution from pioneering studies based on electrophysiological recordings in anesthetized animals of neuronal activity evoked by deflections of one or two whiskers, to the most recent works relying on awake recordings, neuronal population imaging, or controlled stimulation of many whiskers, has revealed increasing levels of complexity. Hence, taking in account this complexity, it is hard to think the barrel cortex as a straightforward mirror of the whiskerpad. In the next chapter we will further discuss the existence of functional maps in the barrel cortex.
Chapter 3: Functional Cortical Maps

Maps are an organizing principle of the mammalian brain, and in particular functional maps relate function to anatomy. One type of functional organization is the topographic maps: such as the retinotopical, tonotopical or somatotopical. This type of representation persists from the receptor surface up to the cortex. Other functional maps like the orientation preference maps of the visual system originate first in the cortex.

The different dimensions of the stimulus can be mapped in different areas of the sensory cortices or share the same cortical volume. For instance, in the cat visual cortex the retinotopic map and the ocular dominance map are overlaid in the same cortical area. Multiplexing might be then a strategy for coding several features of the stimulus in a limited cortical volume. For a recent review on cortical mapping, see (Rothschild and Mizrahi, 2015).

As already mentioned, in the whisker system of the rodents, somatotopy is present from the ganglion cells to the cortex. We are interested in how other dimensions of the stimulus might be coded in the barrel cortex, in particular the direction of deflection of the whiskers. Within this chapter we will first review how directional tuning is coded along the whisker-to-cortex system; secondly, we will describe the controversy around the existence of an intracolumnar functional map for the direction selectivity; and finally, we will focus on the coding of multiwhisker features and their possible spatial distribution within the barrel cortex.

I.3.1 Directional tuning in the somatosensory pathway

Sensory neurons can code specific features of a stimulus like: position, direction, frequency, velocity. Direction selectivity, the preference of a neuron for a specific direction of motion of the stimulus, has been extensively studied in the visual system. It was first described in the cat’s primary visual cortex (V1) by Hubel and Wiesel (Hubel, 1959; Hubel and Wiesel, 1959, 1962). When a luminous bar of a given orientation goes through the receptive field of a cortical cell in different directions, the neuronal response is often stronger to one of these directions of movement. This selectivity might be explained by the organization of the RFs
with ON/OFF subfields: when a stimulus goes from an OFF to an ON subfield, it produces simultaneously an excitation due to the entry on the ON zone and a desinhibition due to the exit from the OFF subfield. However, this synergy does not take place when moving on the opposite direction, thus the neuron will show a stronger response to the first direction. Nevertheless, this rationale of linear summation cannot be generalized to the entire cortical network given the complexity of the RFs of the different cell types and the strong interactions with other cortical sub-areas.

The following sections will briefly describe the local direction selectivity at different stages of the vibrissal pathway finishing by the cortex, and further discuss the potential origin of this selectivity.

I.3.1.1 Local direction selectivity in the subcortical structures

Eighty percent of the first-order whisker afferents present in the trigeminal ganglion are selective to a direction of deflection of the corresponding whisker (Zucker and Welker, 1969; Gibson and Welker, 1983; Lichtenstein et al., 1990). Figure 13 shows two representative units recorded extracellularly from the ganglion. The rapidly adapting (RA) cell responded transiently to stimulus onsets and offsets at all deflection angles, while the slowly adapting (SA) cell responded selectively to rostral deflections, whether occurring at the onset of the offset of the whisker displacement. In general, SA neurons are more selective than RA cells and this might be due to different mechanoreceptor endings and their relationship with the follicle structure (Zucker and Welker, 1969).

Neurons with local direction selectivity can be also found both in the lemniscal and the paralemniscal pathways (Minnery et al., 2003; Furuta et al., 2006). Figure 14A shows the neuronal responses in both the PrV trigeminal nucleus and the VPM when deflecting a whisker in different directions. The majority of cells in both the PrV and VPM show sensitivity to the direction of whisker deflection, with a similar degree of directional tuning (Figure 14B), suggesting that the directional properties of the stimulus are preserved across the trigeminothalamic synapse. Local direction selectivity, therefore, is present at all the levels of the lemniscal pathway, from PrV to S1 (Waite, 1973; Simons, 1978; Minnery and Simons, 2003).
Direction selectivity is also present in the paralemniscal pathway since an anisotropic organization of the receptive fields has been reported in the neurons of the interpolaris nucleus of the spinal trigeminal complex (SpVi, Figure 14 C-D), which project to the POm of the thalamus (Furuta et al., 2006).
Figure 13: Direction selectivity in two well-tuned units of the trigeminal ganglion.

A: PSTHs of accumulated response to 10 deflections at eight different angles. PSTH duration of 500 ms; bins: 1 spike/ms.
B: Polar plots of responses to stimulus onset. Mean discharge and SD in spikes/stimulus onset are indicated for each angle.
Modified from (Lichtenstein et al., 1990)
Figure 14: Direction selectivity in the trigeminal nuclei and thalamus.

A-B: Lemniscal pathway. Modified from (Minnery et al., 2003)
A: PSTHs of PrV and VPM population responses to PW deflections (n=72 cells; 5,760 deflections and n=77 cells; 9,760 deflections, respectively). Line under PSTH depicts stimulus waveform.
B: Directional tuning responses superimposed for VPM and PrV. Individual polar plots were rotated so that maximally responsive angles were aligned in a common direction and normalized to the maximally responsive angle. An average response at each angle was then calculated based on the entire population. These population polar plots for PrV and VPM reveal similar degree of ON response tuning within both populations.

C-D: Paralemniscal pathway. Modified from (Furuta et al., 2006)
C: Angular tuning of vibrissal responses in the SpVi. Mean normalized responses in all directions of SpVir (n= 341 vibrissae) and SpVic cells (n= 169 vibrissae). By computing the vector sum of all vibrissa-associated vectors within the receptive field of a cell, a grand vector was obtained that represents the ensemble direction tuning of that cell.
D: Distributions of grand vectors of angular preference for SpVi.
I.3.1.2 Local direction selectivity in the barrel cortex

Neurons of the barrel cortex are also selective to the direction of stimulation of a single whisker (Simons, 1978; Wilent and Contreras, 2005; Puccini et al., 2006; Andermann and Moore, 2006; Jacob et al., 2008). However, the percentage of cells strongly selective to the direction decreases from the trigeminal ganglion (80%) to the cortex (27%) (Bruno and Simons, 2002). Figure 15 shows the transformation of the direction tuning through the whisker pathway.

We might suppose then that the direction selectivity in the barrel cortex is inherited from the thalamic inputs. In fact, applying bicuculline (GABAA antagonist) to the cortex induces cortical cells to present sensitivity towards all directions (Kyriazi et al., 1996), showing that local direction selectivity depends in part of the underlying local inhibition. This suggests that the cortical direction selectivity emerges through the intrinsic connectivity of the network. In addition, Wilent and Contreras showed that the selectivity is generated by a difference in the timing of the synaptic inputs between excitatory and inhibitory afferents (Wilent and Contreras, 2005).

*Direction selectivity is coded by the neurons all along the vibrissal pathway, from the ganglion cells to the barrel cortex. Then, the following question arises: is it spatially distributed across the cortical space? This question will be addressed in the next section.*
1.3.2 “Topy” of direction selectivity in the barrel cortex

The representation of multiple features of a stimulus within the same cortical area potentially allows sensory systems to perform more optimized computations and processing of the external information. Some efforts have been made to extract the organizing principles of such representations within the barrel cortex of rodents (Petersen, 2007).

Some morphological evidences for subdivisions within the large L4 barrels of the rat barrel cortex have been reported (Land and Erickson, 2005), although they were not
observed in the mouse barrels. Furthermore, the description of a clear angular tuning preference mapping at the level of the VPM thalamic barreloids (Timofeeva et al., 2003), strongly suggests the possible existence of such a direction mapping at the cortical level.

However, the existence of a map for preferred direction at the subcolumnar scale in the barrel cortex has been an object of controversy. The group of Simons was the first to report the existence of mini-columns of neurons that shared the same angle of direction selectivity in the rat barrel cortex (Simons, 1978; Bruno et al., 2003). Nonetheless, they did not report any spatial distribution of these mini-columns.

In contrast, Andermann and Moore described in 2006 an anatomical organization of the local direction selectivity within the barrel column (Andermann and Moore, 2006). By doing extracellular recordings of the L2/3 on the rat, they described that, within the barrel column, the direction selectivity is organized in a pinwheel-like form centered near the column center (Figure 16A).

In 2007, Kerr and collaborators used 2-photon calcium imaging experiments to tackle this question. However, while imaging the responses of L2/3 neurons in young rats, they could not distinguish any direction selectivity map (Kerr et al., 2007), see Figure 16B. Later on, Tsytsarev and collaborators, by imaging intrinsic optical signals (Tsytsarev et al., 2010a) and VSD signals (Tsytsarev et al., 2010b) in the rat barrel cortex, aimed to reveal a mapping of orientation preference in supragranular layers although their results are difficult to interpret due to the lack of proper quantifications.

Finally, in 2011, Kremer and collaborators decided to run 2-photon calcium imaging experiments with two groups of rats of different ages (Kremer et al., 2011). They confirmed the presence of the map on the older group of rats, but not on the younger, suggesting that the direction selectivity maps emerge during the post-natal development (Figure 16C).

Recently, the group of Feldman studied coding in the mouse barrel cortex L2 with 2-photon calcium imaging (Clancy et al., 2015). They found that neurons in L2 are not somatotopically organized; indeed, they show a very sparse salt-and-pepper organization of the somatotopy. These results reopen the controversy, as they suggest that the neurons within this layer might neither present a spatial organization of the direction selectivity. Unluckily they did not test this.
As an attempt of contributing to solve this argument, and given that up to the moment no study has been done to test the existence of this directional selectivity intra-barrel pinwheel in the mouse S1, we studied the spatial organization of the responses to multidirectional stimuli of the whisker C2. Our experimental protocols and results can be found in Part III – Chapter 1.

To sum up, neurons in the barrel cortex have a preferred direction of deflection of a single whisker, and this selectivity might be spatially distributed in the cortical space (addressed in Part III). Given the multiwhisker RFs of the cortical neurons, one might ask if global features of the stimuli are also coded, for example whether the barrel cortex neurons also have a preferred direction for stimuli involving all the whiskers deflected in given spatiotemporal sequences.
Figure 16: Review of the spatial distribution of local direction selectivity.

A: Direction preference map made from single-unit recordings from L2 to L4 shown relative to barrel coordinates (white box indicates barrel borders). When several single units were recorded within a penetration (indicated by multiple dots), direction preferences were averaged. Below is the scatter plot showing the relation between direction preference and the radial anatomic position of the recording site (without smoothing). From (Andermann and Moore, 2006).

B: The maximal-response direction of each neuron was color coded (color scale, bottom right) and plotted on an averaged barrel-centered map for deflection onset (left) and offset (right). Below the angle of directional tuning vector as a function of angular anatomic coordinate for all PW-related neurons. From (Kerr et al., 2007).

C: Superposition of all recorded neurons in normalized barrel coordinates and direction selectivity smoothed maps for juvenile rats (right) and for adult rats (left). White contour lines indicate normalized barrel borders. From (Kremer et al., 2011).
I.3.3 Emergent properties of spatiotemporal complex stimuli

When exploring the environment, rats and mice contact the objects using multiple whiskers. The complex spatiotemporal pattern of deflections of the different whiskers must be integrated within the whisker system. The principal candidates for doing this integration are neurons with multiwhisker RFs of the barrel cortex. It has been shown that in the supra- and infragranular layers of the barrel cortex single neurons receive inputs from the PW and from several whiskers that surround it (Moore and Nelson, 1998; Zhu and Connors, 1999; Brecht and Sakmann, 2002; Brecht et al., 2003; Manns et al., 2004). And, as already mentioned, the structure of these multiwhisker RFs has been shown to vary according to the direction of the local whisker deflections (Le Cam et al., 2011). Moreover, the barrel cortex has a wide array of modulations of responses through the cortico-cortical network that might have profound effects on the neuronal RFs and the spread of subthreshold activity. For example, some studies have revealed an anisotropy towards within-row connectivity in the intracortical circuitry (Simons, 1978; Kim and Ebner, 1999; Petersen et al., 2003a). Furthermore, cortical neurons receive multiwhisker thalamic input, which is also a potential substrate for complex nonlinear interactions. Therefore, the somatosensory cortex is likely to have specific mechanisms to extract information of the complex tactile stimuli; we hypothesized that cortical neurons should be able to extract information about the global direction of movement of the vibrissae from the spatiotemporal sequence of individual whisker deflections while the animal is exploring the environment. In this case, the tactile discrimination capabilities rely strongly on the ability of the system to encode different levels of inter-whisker correlations.

The responses of a sequential deflection of two neighboring whiskers have been broadly studied, showing cross-whisker suppression (Simons, 1985; Simons and Carvell, 1989; Kleinfeld and Delaney, 1996; Brumberg et al., 1996; Shimegi et al., 1999, 2000; Higley and Contreras, 2003, 2005; Ego-Stengel et al., 2005; Civillico and Contreras, 2006; Benison et al., 2006). This suppression is maximal 20 ms after the adjacent whisker (AW) deflection, delay that is likely to occur during natural whisking. In contrast, when stimulating near simultaneously more whiskers within a row/arc responses sum either supralinearly (Ghazanfar and Nicolelis, 1997; Shimegi et al., 1999, 2000; Staba et al., 2005; Ego-Stengel et al., 2005) or sublinearly (Simons, 1985; Mirabella et al., 2001).
In addition, it has been shown that extended temporal sequences of tactile stimuli can generate complex nonlinear responses (Boloori and Stanley, 2006; Webber and Stanley, 2006). Of particular interest is the work of Drew and Feldman, in which they explored how sequential deflections of individual whisker arcs moving progressively on the whisker array (they referred to this as “wavefronts”, we will use “moving bar”) are represented in the rat barrel cortex (Drew and Feldman, 2007). They made extracellular recordings in L2/3, L4 and L5, while using a multiwhisker stimulator of 3x3 or 3x4 whiskers in urethane anesthetized rats. The starting position, direction and velocity of the moving bar varied. They showed that neurons responded strongly when the moving bar starts on their PW, as it can be seen in Figure 17, if not, the responses were suppressed by 90% (IWI= 20 ms), and this suppression was independent of the direction of the moving bar, except for L2/3. The suppression reported there is greater than the 70% suppression typically elicited when deflecting just one AW (Simons and Carvell, 1989; Higley and Contreras, 2005). This is expected, as a larger number of whiskers will nonlinearly recruit suppressive mechanisms (Brumberg et al., 1996). Therefore, this approach was not sufficient to characterize the emergent properties of the complex spatiotemporal stimulations, as they could not stimulate all the macrovibrissae.
Figure 17: Representation of the starting position of a moving bar.

A: Caudally moving wavefronts generated by sequential deflection of arc 3, 2, 1, and the Greek arc. Each arc deflection is composed of synchronous deflection of 3 whiskers within rows C, D, and E of that arc. The interarc deflection interval (IADI) was 20 ms.

B: Mean PSTHs for responses to caudally or rostrally moving wavefronts across all multiunit recording sites. Before averaging, responses at each site were normalized to the highest 1 ms bin and temporally aligned to deflection of the PW arc.

C: Example single unit recorded from L2/3 showing response to deflection of single whiskers. D2 was the PW; bin size = 5 ms.

D: Measured responses to simultaneous deflection of 3 whiskers within each arc are shown in blue, and summed responses to deflections of individual component whiskers (predicted response) are shown in green. Comparing both responses within 5-25 ms after deflection, the summation is sublinear for Arc 3 and 2 and nearly linear for Arc 1.

Modified from (Drew and Feldman, 2007)
At the same time our team was developing a 24-whisker stimulator, which enabled us to apply complex spatiotemporal patterns of whisker deflections during electrophysiological recordings in the rat barrel cortex (Jacob et al., 2008). This matrix of stimulation, described in Part II – Chapter 2 and in (Jacob et al., 2010), allowed the exploration of the cortical responses to stimulations of the whisker array that resemble spatiotemporal sequences of deflections occurring in natural conditions. In particular, my colleagues studied whether the cortical neurons could extract information about a global feature like the direction of stimulation of the whole mystacial vibrissa array. They designed a “global motion” protocol in which sequences of whisker deflections collectively generated a moving bar spanning eight different directions (Figure 18A). The local deflection of each vibrissa was invariant in the rostro-caudal direction. During these stimuli, whiskers with perpendicular alignment to global motion were deflected simultaneously and those aligned in parallel were deflected sequentially with a delay of 10 ms for horizontal and vertical motion, and 7.1 ms for oblique directions.

If the recorded neurons add up linearly the responses, given that for each sequence the whiskers are deflected one time and with the same local direction, the integrated response for each global direction should be equal, giving an isotropic global direction tuning curve. In contrast, it has been found that around 70% of the single units recorded in the C2-column showed statistically significant global direction selectivity (75% granular layer; 63% infragranular layers). Figure 18B-C shows two representative examples of anisotropic tuning curves for regular spiking units (RSU) and fast spiking units (FSU) of L5. The distribution of the preferred directions was uniform for FSUs and anisotropic for RSUs, with a bias towards the caudoventral directions (circular mean $228 \pm 78^\circ$; Figure 18D-E). Notably, neurons presented similar levels of response to the global motion protocol as to the local deflection of the whisker C2 (Figure 19).

This study further demonstrated that global and local direction selectivity are independent properties of the barrel cortex neurons, since the preferred angle of global motion was not correlated with the preferred angle for local motion of the PW (Figure 19B). It also showed that the global direction selectivity was independent of the direction of deflection of the whiskers (rostro-caudal axis, 180°), by applying the same global motion protocol with a local invariant direction of deflection of the whiskers of 45° (rostro-dorsal).
Another important finding is that the whole whisker pad is implicated in generating selectivity to global motion. The responses in the C2 column when applying the global motion protocol involving all the macrovibrissae, as previously described, were compared to the ones evoked by another “proximal” protocol in which the stimulation was applied to the C2 whisker and to the 8 adjacent whiskers (Figure 19C). The preferred angles obtained from both protocols were uncorrelated (Figure 19D), and in the majority of the cases the direction index for the global protocol was larger than for the proximal one, even though the level of response was the same for both. This explains the results of Drew and Feldman, indeed, when stimulating only the PW and the immediate surrounding whiskers they found no direction selectivity. These results suggest that the stimulation of whiskers far from the center of the RF also sharpens the response tuning profile of the neurons, thus the selectivity to global motion cannot be explained only by local interactions between the PW and the immediate neighboring whiskers.

This work from Jacob and collaborators (2008) failed to explain the global direction selectivity with a linear summation model of the responses for the stimulation of individual whiskers. The difference between the neuronal responses and the model indicates the presence of nonlinear mechanisms, mainly suppressive, that build up progressively during the stimulation for the preferred and non-preferred directions, in agreement with the work of Drew and Feldman (2007). Different models were tested by Jacob et al. to predict the responses: a threshold-like filter applied to the linear prediction, a model including suppressive interactions between neighboring whiskers, and the same model but also including the spatial asymmetry between the suppressive interactions. None of them could explain satisfactorily the responses, but the latter got closer than the others being able to explain the population preferred angle bias towards the caudoventral direction (Figure 19E).
Figure 18: Cortical responses selective to the direction of global motion.

A: Three steps of the global motion protocol for two directions out of eight illustrated on a scheme of the whiskerpad (St, straddlers; C, caudal; D, dorsal). Black arrows show the local whisker movement (rostrocaudal, 180°). Whiskers in red were stimulated simultaneously at the times indicated on top. The red arrow indicated the direction of the global motion.

B: On the left, multiwhisker RF of a L5 RSU cell with a DI=0.24. On the right, polar plot of responses to the eight directions of global motion (spike counts from 25 to 205 ms from stimulus onset). The red line is the vector sum, it points toward the preferred direction. PSTHs of response to the eight directions around the polar plot; bars indicate the duration of the stimulation.

C: Same as in B, but for a L5 FSU cell with a DI=0.41.

D: Population distribution of DI for RSU (black) and FSU (white) units.

E: Distribution of DI vectors. Each vector represents the preferred global direction for a single unit, and its length the DI. The histogram shows the distribution of preferred directions in 45° segments for FSUs (white) and RSUs (black).

*Modified from* (Jacob et al., 2008).
Figure 19: Possible explanations for the global direction selectivity.

A: Local deflection comparison. The PW (red) was deflected in eight directions (arrows on the diagram representing the whisker pad). Distribution of local direction preferences is shown on the right.

B: Local deflection comparison. On the left, the scatter plot of the preferred global direction as function of the preferred local direction. On the right, the scatter plot of the global direction index versus the local direction index. The diagonal shows the unity line (FSUs white, RSU black).

C: Proximal protocol comparison. The insets show one of the eight directions of the proximal (left) and global (right) motion protocols. Polar plots of response of the RSUs are shown below.

D: Proximal protocol comparison. Comparison between the proximal and global protocols for the preferred angle and the direction index (left and right, respectively).

E: Models comparison. Average population responses recorded during stimulation (red) or predicted by the linear model (blue) or the suppression model with asymmetry (green) for the preferred and the non-preferred angle of global motion. Asterisks indicate significant suppression (paired t-test).

*Modified from* (Jacob et al., 2008).
Taken together, these results suggest that individual neurons in the barrel cortex combine and extract information from the entire whisker pad, supporting the idea that tactile perception relies on neuronal representations of collective features of the stimulus rather than on local independent variables. Nevertheless, a study from (Higley and Contreras, 2007) showed that in the thalamus of isoflurane-anesthetized rats there are strong interactions between the whiskers, suggesting a big contribution of the subcortical structures to the integration of multiwhisker stimuli.

One might hypothesize that this global direction selectivity emerges in subcortical structures and is transmitted in a straightforward manner to the cortex. However, another study achieved in the team (Ego-Stengel et al., 2012) revealed that the global direction selectivity is less important in the VPM than in the cortex, in contrast with the local direction selectivity. This suggests that the selectivity might emerge at the level of the thalamocortical loop and be amplified within the cortical network. To test this hypothesis, they first studied the global direction selectivity of the neurons in the L6 of the barrel cortex, the principal source of cortico-thalamic fibers. Next, the cortex was inactivated to assess the impact of this cortical feedback on the thalamic direction selectivity (Ego-Stengel et al., 2012). Among the cortical neurons from L6 that project to the thalamus, 47% (n=7/15) have global direction selectivity. The selectivity in L6 was less important than in L4, however the distribution of the preferred angles was similar (L4= 172 ± 77°; L6= 202 ± 88°; Mann-Whitney, p = 0.17), and in 67% of the neurons of L6 the preferred angle was also in the caudo-ventral direction (Ph.D. thesis of Julie Le Cam, Université Pierre et Marie Curie, 2010). After inactivating the cortex by applying 4% Mg\(^{2+}\), 83% of the neurons recorded in VPM (n=10/12) decreased their global direction selectivity, despite the fact that the spontaneous activity of these neurons did not change. Moreover, 25% (n=3/12) of these cells became non-selective during the cortical inactivation (Ego-Stengel et al., 2012). Nonetheless, during the cortical inactivation, the evoked activity significantly increased for all the directions but not for the preferred one. These results suggest that the cortical inactivation produces facilitation of the responses for the non-preferred directions, which induces a reduction of the selectivity of the thalamic cells.

The preferred global angles before and during the cortical inactivation are not correlated neither for the selective nor for the non-selective cells in VPM (Ph.D. thesis of
Julie Le Cam, Université Pierre et Marie Curie, 2010). This suggests that the cortical inactivation induces changes on the preferred direction of the global movement of VPM cells, as it has been also observed in the case of the preferred angle of local whisker deflection (Li and Ebner, 2007).

Given that the integration of multiwhisker information is more important in the cortex and that the cortico-thalamic feedback has a strong influence on the selectivity of the VPM neurons, we can hypothesize that the integration of the multiwhisker information is amplified at the cortical level via the intracortical connectivity.

Although a large part of the global direction selectivity seems to emerge within the cortical network, the mechanical transmission of vibrissa movement through the skin of the snout could also participate in this phenomenon. Extracellular recordings in the trigeminal ganglion have been performed in order to address this question. The trigeminal ganglion contains primary afferents from the vibrissal system and the neurons on this nucleus have monovibrissal receptive fields, hence, they are theoretically incapable of integrating multivibrissal information. None of the six-recorded units presented significant direction selectivity to the global movement (Ph.D. thesis of Julie Le Cam, Université Pierre et Marie Curie, 2010). This finding suggests that the global direction selectivity evidenced in the VPM and the cortex are centrally generated and do not result from mechanical transmission of the vibrissa movement through the skin of the whiskerpad.

In 2010, Wilson and collaborators developed a mechano-computational model of the supragranular layer of the rat S1, in which they predicted that the somatotopic pinwheel maps of whisker local deflections exist and that neurons with similar directional tuning are interconnected in a network of horizontal connections reaching distances of many whisker representations suggesting a suprabarrel organization of the direction selectivity in L2/3 (Wilson et al., 2010).

In fact, as already mentioned, the work of Jacob et al. (2008) showed that there was a bias towards cuadoventral global directions when recording from the C2 barrel-related column. Preliminary data recorded in the same experimental conditions from the barrel-related columns of the whiskers straddlers Alpha (StA) and Beta (StB) also showed biases
(data not published). The responses of the StA barrel-related column had a bias towards rostroventral global directions, while for StB the bias was towards rostral. Generalizing these biases to the rest of the barrels, we can hypothesize that the global direction selectivity is spatially distributed as a suprapinwheel over the barrel cortex. Part III – Chapter 2 shows how we tested this hypothesis and the results obtained.

**Summarizing, in the barrel cortex, cortical neurons might code for both local and global direction selectivity. In Part III we will address the question of whether these features are spatially distributed on the cortical space.**
Aim of the thesis

In this thesis we aim to study if and how sensory information is functionally organized in the mouse barrel cortex. We are interested in how the system extracts features of the stimuli, in particular the direction of movement of the vibrissae, and how this information is spatially distributed in the cortex. Based on previous results of our laboratory (Jacob et al., 2008), our hypothesis is that within the confined cortical volume of the barrel cortex, there are multiplexed representations, overlying the barrel map, of at least two functional maps for local and global direction selectivity.

For testing this hypothesis it is necessary firstly to precisely deliver, in a controlled manner, multiwhisker stimulations while recording cortical responses at the mesoscopic scale with good time and spatial resolution. We solved this experimental challenge by building a set-up which combines a piezo-electric multiwhisker stimulation matrix with a voltage-sensitive dye (VSD) imaging system (described in Part II). Secondly, it is necessary to realign the functional VSD images with the L4 barrel map in an accurate manner. For this purpose, we developed an automatized method to easily reconstruct the barrel cortex map, from the histological slices obtained post-hoc, in a more accurate manner and faster than using conventional techniques.

By using this unique experimental approach, we first want to tackle a controversial question in the field: whether there is an intracolumnar spatial organization of the selectivity to the angle of deflection of individual whiskers.

We then want to study how the responses to the direction of stimulation of all the macrovibrissae, called here global direction, are spatially organized in the barrel cortex. Our working hypothesis is that there is a suprabarrel organization for coding multiwhisker properties. We will test this hypothesis by analyzing the spatiotemporal dynamics of cortical activity in supragranular layers evoked by complex tactile stimuli.
Part II – Controlling the input – reading the output

Understanding the neuronal computations is an experimental and theoretical challenge. It is essential to apply precise controlled inputs and to choose a good technique to read the neuronal output. It also requires knowing the origins of the signals obtained in order to do an accurate interpretation of the results.

In this second part we will describe how we dealt with these requirements by building an experimental set-up that allows to apply precise multiwhisker stimuli and to record the cortical responses with a high spatiotemporal resolution. Then we will present a technical method we have developed to map recorded functional data onto the cortical structure.
Chapter 1: Optical Imaging of Cortical Spatiotemporal Dynamics

II.1.1 Beyond the electrodes: overview and advantages of optical imaging

For many years the study of the brain was done in vitro by anatomists, like Ramon y Cajal and Golgi at the end of XIX\textsuperscript{th} century, who used staining techniques together with light microscopy to describe cell morphology. These anatomical studies helped to understand the organization of the cells in the brain; however, the dynamical and functional aspects of these cells were missing. Later on, the development of electrical recording techniques allowed measuring the neuronal activity of brain cells. These techniques are still in use nowadays both in in vitro and in vivo preparations. The functional properties of the neurons, such as the spike patterns or the membrane potential dynamics, can be recorded using extracellular or intracellular electrodes with a submillisecond temporal resolution. Far from being an abandoned field, electrophysiology is actively under development. New electrode arrays allow recording neuronal activity from more than 100 different points in space, as well as from different depths of the tissue; extracellular tetrodes and intracellular techniques, together with more complex analysis strategies, have been adapted to enable acquiring efficient recordings from awake and freely moving animals.

However, for understanding the processing of sensory stimuli, which are spatially distributed on the receptor surface, within the dense cortical network, it is essential to record the cortical dynamics not only with high temporal resolution but also at high spatial resolution. As the number of electrodes one could insert into a living brain is limited, the electrophysiology still suffers from a lack of spatial resolution.

In 1990 the invention of the two-photon excited fluorescence laser scanning microscopy (Denk et al., 1990) was a major breakthrough, as it allows the combined study of morphology and function in vivo (Denk, 1994; Svoboda et al., 1997). This is a laser-scanning technique, which needs to focus a laser beam through a microscope objective down to a tinny light spot (on the order of micrometers) to excite the fluorescent molecules. The
spatial information is collected by moving the light spot through the sample, and as in general these microscopes are multifocal they allow collecting data from different laser loci at the same time. There are many strategies to scan the sample, in most of them a 2D image is acquired, and if the sample has volume, the plane-by-plane images can be stacked to recreate the 3D configuration. Three dimensional scanning strategies have also been developed recently (Göbel et al., 2007; Kampa et al., 2011). A key element of the two-photon imaging is the labeling of the cells with a fluorescent anatomical marker or functional probe. The fluorescent labeling can be obtained by introducing a fluorescent dye into the cells, or by genetically encoded fluorescent proteins. Fluorescent molecules come in different colors with emission spectra ranging from blue to near infrared (Livet et al., 2007; Lichtman et al., 2008). This technique enables more accurate and dynamical morphological studies, in addition to the study of functional properties by using activity-dependent probes, like calcium indicators in a technique called “calcium imaging”. Calcium indicators can indirectly probe spiking activity but the temporal resolution is limited by their calcium-binding dynamics. There are many calcium indicators with different affinity; their choice depends on the calcium concentration of the cell type we want to record. Generally synthetic indicators show low photobleaching rates with two-photon excitation and do not present obvious pharmacological side effects aside from adding calcium buffering capacity to the cell. The linkage between calcium influx and electrical excitation is mediated by calcium voltage-dependent channels. When a neuron is excited the fast entrance of calcium can be tracked by the fast change in fluorescence followed by a decay to resting fluorescence due to the removal of calcium from the cytosol. This decay, also called “calcium transient”, has a time constant in the range of a few hundred milliseconds when measured in the soma (Helmchen et al., 1996). One of the drawbacks of this technique is that the temporal precision is slower than the electrical recordings and it is limited to the calcium dynamics that have bigger time constants than the membrane potential of the cells. The instantaneous rate of neuronal spikes (Yaksi and Friedrich, 2006) or in the best cases the single action potentials (Kerr et al., 2005, 2007; Sato et al., 2007), can be indirectly inferred from the fluorescence measurements. Two-photon microscopy has a spatial resolution in the micrometer range, which is good enough to resolve synaptic structures (such as dendritic spines and axonal boutons) or small circuit dynamics, but the cortical area that can be
imaged with a cellular resolution is usually restricted to few hundreds of microns. This might be a limitation for studying functional interactions over several cortical columns.

Optical imaging of intrinsic signals is a useful tool to explore the spatial distribution of neuronal activity over relatively large regions of the cerebral cortex (Grinvald et al., 1986). This method consists in imaging variations of light absorption by the active tissue due to hemodynamic changes which themselves result from underlying neuronal activations. Its main advantage is that it is noninvasive, since such optical signals can be gathered through the intact skull in mice. However, despite this technique can be useful to map defined functions on the cortical surface, it does not relate directly on the electrical activity of the neurons and therefore does not allow exploring neuronal dynamics. To cope with these issues voltage-sensitive dyes (VSDs) have been developed.

II.1.2 Voltage-sensitive dye imaging

1.2.1 Description of the technique

The VSDs are fluorescent molecules that insert into the plasma membrane and change their fluorescence intensity depending on the potential across the lipid bilayer. It is a key factor that these changes in fluorescence correlate with the changes in the membrane potential at the submillisecond time scale (Berger et al., 2007). While calcium imaging signals vary according to spike discharges and are therefore limited to the monitoring of suprathreshold neuronal activity, VSDs allow real time imaging of subthreshold activity.

The first in vivo VSD imaging recordings of sensory processing were obtained in the frog visual tectum (Grinvald et al., 1984), in the rat somatosensory and visual cortex (Orbach et al., 1985), and in the monkey striate cortex (Blasdel and Salama, 1986).

Historically, the main inconvenience of this technique has been the heartbeat artifacts: due to the movement artifacts produced by the physical pulsation of the blood vessels, and because the hemoglobin absorption spectrum changes depending on the oxygenation level, contaminating the recorded responses. To minimize the latter, the group of Grinvald developed fluorescent dyes with absorption and emission spectra in the far red, longer than 600 nm (Shoham et al., 1999; Grinvald and Hildesheim, 2004). These molecules were used
successfully by this group to study spatiotemporal dynamics of visual cortices in anesthetized cat and also in awake behaving monkeys (Arieli et al., 1996; Tsodyks et al., 1999).

RH1961 is one of the dyes from this new series of VSDs that has been probed to work well in the rodent neocortex (Figure 20). It is a water-soluble aromatic oxonol compound based on a vinylogous carboxylate conjugate system; its conformation changes are executed via transferring electrons. It is thought to insert mostly in the lipid bilayer of the plasma membrane of cells where it can be excited by light at ~630 nm, and emits fluorescent photons with wavelengths >665 nm. Changes in the membrane potential (on the order of hundreds of millivolts) are linearly related to the measured fluorescence with submillisecond resolution, as it has been reported in the oocyte of Xenopus while doing a double patch-clamp recording (Berger et al., 2007). As it can be observed in Figure 20A, voltage-clamp steps are tightly correlated with fluorescence steps, making the interpretation of the signals relatively straightforward.

For doing VSD recordings in vivo, a craniotomy must be done over the cortical region of interest (ROI) and the dura mater is usually removed (Arieli et al., 2002; Ferezou et al., 2006). Extreme care should be taken to avoid damaging the cortex, especially while removing the dura. The solution of VSD (for RH1691 normally 1 mg/ml) is applied directly over the craniotomy and within 1 hour diffuses into the cortex. After the removal and the washing of the dye the craniotomy can be covered with agarose, which helps stabilizing the cortex and reduces pulsation-related movements. A coverslip placed on the top forming a sealed chamber prevents agarose from drying during the experiment. Note that an alternative technique consisting in staining the cortex through the intact dura has been reported in rat imaging experiment (Lippert et al., 2007).

For acquiring VSD signals it is necessary to excite the dye with band pass filtered light (630 ± 15 nm for RH1961) typically delivered by a halogen light source. The light is reflected using a 650 nm dichroic mirror and focused on the cortical surface with the lower lens. The emitted light is collected via the same optical pathway except for the reflection on the dichroic. Then it is long-pass filtered (>655 nm), and focused onto the detector via the upper lens.
Different types of detectors can be used to collect the emitted photons: photodiode arrays, CCD (Charge Coupled Devices) or CMOS (complementary metal oxide semiconductor) detectors. The three of them share the same principle: they are composed of semiconductor detectors that convert light into current, and are still in use. The first VSD experiments were done using the photodiode arrays (Grinvald et al., 1984; Lippert et al., 2007). More recent cameras present a better spatial resolution, and can be based on CCD detectors (Kleinfeld and Delaney, 1996) or CMOS sensors (Ferezou et al., 2006; Berger et al., 2007).

With VSD imaging in order to measure 0.1% change in light it is necessary to collect approximately one million photons to detect the small VSD signal from the shot noise. As so much light is applied to the preparation it is important to consider the bleaching of the dye, and correct it offline.
A: Chemical structure of the VSD RH1961 (top left), a fluorescent dye excited at ~630 nm and emitting fluorescence >665 nm (top right). The dye is thought to insert primarily into the plasma membrane lipid bilayer and its electrochemical structure depends on the transmembrane field, changing absorption and emission properties of the dye. Below are shown biophysical measurements of RH1961 fluorescence applied to voltage-clamped Xenopus oocytes. Changing membrane potential (Vm, red trace) results in well-correlated fluorescence changes (left, $\Delta F/F_0$, black trace). RH1961 fluorescence changes linearly as a function of membrane potential (Vm, central plot). Higher time resolution view of RH1961 fluorescence changes (black data points, black trace shows a sigmoidal fit to the fluorescence data) following voltage changes (solid red line). RH1961 follows membrane potential changes with submillisecond resolution. *From* (Berger et al., 2007).

B: Topical application to the mouse barrel cortex labels mainly supragranular layers. Parasagittal slices (100 µm) from stained barrel cortex, counterstained with DAPI, and observed with confocal microscopy, reveal the highest concentration in L2/3.

C: The dye does not enter inside the cells but rather labels membranes.

D: Quantification across different experiments reveals consistent labelling of supragranular layers, with a peak in L2/3. *B-D from* (Ferezou et al., 2006)
1.2.2 What are we seeing?

It is important to ask where the VSD signals are being generated in order to interpret correctly the experimental results. Observation of brain slices following a standard imaging session revealed that the dye RH1691 mainly stains the supragranular layers in both rats (Kleinfeld and Delaney, 1996) and mice (Ferezou et al., 2006) (Figure 20B). The dye can be found in the neuropil, consistent with the hypothesis that it binds the plasma membrane rather than being internalized (Figure 20C). Based on these observations, together with the linear relationship between the fluorescence and the membrane potential, the VSD signals are likely to relate to changes of the membrane potential coming from L2/3 (Figure 20D).

The linear correlation between the membrane potential measured in vivo with whole-cell patch-clamp recordings of a single cell and the VSD signal is remarkable (Petersen et al., 2003a, 2003b; Ferezou et al., 2006; Berger et al., 2007), especially if we keep in mind that in VSD imaging the signal is coming from a population of neurons (Figure 21). We might think then that most neurons within the few hundreds of microns apart have similar dynamics of their subthreshold potentials under anesthesia or in quite wakefulness. Dual whole-cell recordings confirmed this (Petersen et al., 2003a, 2003b; Poulet and Petersen, 2008). Nonetheless, the reasoning does not apply to the suprathreshold activity. Action potentials recorded in whole-cell configuration during the Up state cannot be captured by the VSD signal, although this is not due to a limited time resolution of the technique but rather to the sparse spiking activity in the L2/3, a fact that has been also observed in electrophysiological recordings (Brecht et al., 2003; Petersen et al., 2003a, 2003b; Kerr et al., 2005; de Kock et al., 2007). Because of this sparseness of the spiking activity, thus not synchronized, the VSD signal is almost entirely dominated by subthreshold changes of the membrane potential.

However, a spiking region can be delineated from the VSD signals (Jancke et al., 2004). In this article Jancke and collaborators treated separately the VSD signals separating them into high and low amplitude signals, being the high amplitude the ones corresponding to the spiking zone. They showed that low amplitude activity propagated at the same conduction velocity across horizontal connections, while the high amplitude activity showed no significant lateral extension. The nature of these two VSD signals was confirmed by single-unit recordings, showing that indeed the high amplitude activity area was the spiking area.
But what do we have in the neuropil? It was reported that 80% of the VSD signals originates from dendritic activity of excitatory neurons of the superficial layers (Chemla and Chavane, 2010). As already mentioned in Part I, in the superficial layers of the rodent barrel cortex one can find pyramidal cells, GABAergic interneurons, and glia. The most important afferents come from the L4 spiny stellate excitatory neurons, but it is also important to keep in mind that these layers receive direct thalamic afferents from the three pathways: lemniscal, paralemniscal, and extralemniscal. The supragranular layers integrate information from several barrel columns and from different cortical areas through long-range intracortical connections. In addition, the apical dendrites of the pyramidal cells of L5 are present in these layers. L2/3 pyramidal neurons also project to M1 and S2. A further description of the VSD signal components can be found in the first section of the Discussion.
II.1.3 VSDI in the barrel cortex

As we exposed in Part I of this thesis, the rodent barrel cortex is a great model for studying cortical integration. By doing VSD imaging in anesthetized, awake or behaving rats and mice, it has been possible to correlate behavior, sensory input, and cortical activity.

Carl Petersen and his colleagues have extensively studied the VSD signals in rodents. VSD imaging experiments have been done both in head-restrained anesthetized or awake rats and mice (Petersen et al., 2003a, 2003b; Berger et al., 2007; Ferezou et al., 2007), and in freely moving mice using fiber optic bundles (Ferezou et al., 2006). In such freely moving experiments the spatiotemporal dynamics of cortical activity could be recorded while the mouse was free to move in a restricted area. The fiber used consisted of an array of 300 x 300 individual fibers with 8 µm cores and high numerical aperture (0.6 NA). The fibers were rigid at the ends but loose in the middle allowing flexibility and a reliable image transfer. Even though there were more losses of light than in the direct imaging scenario, the VSD signal resolved cortical dynamics in single trials.

The first characterization of the barrel cortex evoked sensory responses using VSD imaging was done in anesthetized rats after deflecting the whisker C2 (Petersen et al., 2003a, 2003b). A few years later, similar observations have been made on the anesthetized mouse barrel cortex (Ferezou et al., 2006), although with a better signal quality, probably because of the different nature of the animal model, but also thanks to the development of more efficient imaging sensors. There are only three synapses between the whisker deflection and the cortex, sensory information can then reach the cortex with latencies typically around 10 ms. In vivo whole-cell recordings of neurons in the L2/3 show that a brief 2 ms whisker deflection evokes a response lasting for milliseconds (Figure 21A-B). The response is first confined to the corresponding C2 barrel column and over the following milliseconds it spreads over the whole barrel field (Figure 21C). This is in good agreement with the large subthreshold receptive fields measured in the neurons of the L2/3 of the barrel cortex (Brecht et al., 2003; Moore and Nelson, 1998; Zhu and Connors, 1999). These large sensory responses might correspond to a “wake up” call for driving the cortex to an active state.
The good signal-to-noise ratio in the anesthetized VSD imaging experiments allowed recording spontaneous cortical activity (Figure 21D-G). The large membrane potential fluctuations, called “Up and Down states”, were correlated with the VSD signal. Spontaneous Up states appeared as propagating waves of activity that travel as planar waves, spirals or even more complex patterns (Figure 21F). Synchronous spontaneous activity between the somatosensory cortex and the motor cortex of the mouse has been reported (Ferezou et al., 2007). These observations suggest that spontaneous activity imaged under anesthesia is likely to be related to intrinsic properties of the cortical connectivity (Vincent et al., 2007; Mohajerani et al., 2013).

When the animal is awake there are at least two states of the somatosensory-motor system: quiet or whisking. Evoked responses are different depending on the ongoing behavior of the mouse (Fanselow and Nicolelis, 1999; Ferezou et al., 2007). During whisking the amplitude of the response to a same stimulus is smaller than during quiet periods, and does not spread. During this “active” whisking brain state the sensory processing can remain confined to highly localized cortical regions.

As in the anesthetized configuration, in the freely moving mouse, the contact of an object evoked activity started on the barrel column and some milliseconds after the responses spread within and beyond the barrel cortex. However, the freely moving technique has the disadvantage of a low experimental control of the whisker deflections. A compromise between the two was developed by some groups: the “freely moving head-restrained” experimental configuration (Dombeck et al., 2007; Sofroniew et al., 2014), where the animal can move and explore a virtual environment but its head remains fixed.

Sensory information is rapidly processed in cortical networks that are distributed on the cortical space. In the rat V1, the velocity of propagation of evoked responses in the upper layers is 50-70 mm/s (Xu et al., 2007; Gao et al., 2012). The major advantage of VSD imaging compared to electrophysiological recordings is the availability to resolve spatiotemporal dynamics of the cortical neurons with a millisecond temporal resolution in in vivo preparations. The application of this technique together with precise whisker stimulation on the anesthetized mouse can help to better understand the cortical processing of complex tactile stimuli; particularly, it can help us to answer how some features of the
stimuli like the local or global direction selectivity are spatially organized within the barrel cortex.

Figure 21: VSD imaging the barrel cortex of anaesthetized mice.

A: Responses to C2 whisker deflection. Whole-cell (WC) recording of L2/3 neuron of the C2 column was performed simultaneously with measurement of the VSD fluorescence in anesthetized mouse. Averaged WC recording (red) and VSD signal measured from the C2 column (black) are superimposed (n=6 sweeps).

B: VSD signal plotted as function of the change in membrane potential for each individual sweep. Both signals were linearly correlated.

C: Image sequence corresponding to the average cortical responses shown in A.

D: For the same neuron, WC recording of L2/3 neuron of the C2 column was performed simultaneously with measurement of the VSD fluorescence in anesthetized mouse for spontaneous activity.

E: The VSD signal plotted as a function of change in subthreshold membrane potential.

F: VSD images corresponding to a spontaneous depolarization recorded in WC.

G: The VSD signal was aligned to action potentials (APs) recorded in WC. The subtraction shows that AP is missing in the VSD traces.

From (Ferezou et al., 2006)
Chapter 2: Coupling Matrix-VSD

Precise tactile stimulation is essential if we aim to study how specific parameters of the stimulation are coded in the barrel cortex. The anesthetized preparation allows control of the inputs of the whisker system facilitating the correlations between the stimuli and the neuronal responses. Even though the responses of the behaving animal might differ due to different attentional and motivational states, the general processing mechanisms are present in the anesthetized animal and can be more easily studied.

Rodents acquire tactile information through repetitive contacts with multiple whiskers (Carvell and Simons, 1990; Harvey et al., 2001; Sachdev et al., 2001). A multiwhisker stimulator is essential then to understand the integrative properties of the barrel cortex.

II.2.1 A multiwhisker stimulator: the matrix

In the initial studies of the whisker system the macrovibrissae were deflected by hand to trigger functional responses (Welker, 1971). However, shortly after the stimulation of the whiskers started to be done in a controlled way. As the responses in S1 are rather sparse, it is essential to know the precise timing of whisker stimulation in order to average the neuronal responses and to build PSTHs (Axelrad et al., 1976; Simons, 1978; Ito, 1981). Besides the timing, there are other advantages for precise mechanical stimulation: neurons in the barrel cortex respond best to certain features of the stimulus. It was reported that neurons prefer fast whisker stimulations (Arabzadeh et al., 2004; Maravall et al., 2007), and such fast whisker stimulations are only attainable with controlled mechanical stimulation.

Previous attempts to apply multiwhisker stimulation were done on smaller scales; e.g. three/five whiskers in a row (Simons, 1985; Brumberg et al., 1996; Shimegi et al., 1999; Rodgers et al., 2006), nine whiskers in a grid 3x3 (Andermann and Moore, 2006; Drew and Feldman, 2007), 16 whiskers in a 4x4 array (Krupa et al., 2001). The development of the multiwhisker stimulators has been a challenge due to the complex geometry of the whiskerpad (Brecht et al., 1997; Towal et al., 2011).
A stimulation matrix has been developed in our lab that enables to individually deflect each of the 24 caudal macrovibrissae in order to recreate complex tactile scenes that the awake animal produces while exploring its environment (Jacob et al., 2010). The first generation of this matrix consisted of 24 bilayer piezoelectric actuators that could be easily positioned and oriented according to the natural position angle of each whisker on the right side of the snout. These actuators were fixed to a structure rigid enough for limiting the vibrations due to resonance of the stimulators while functioning.

A second generation of the matrix has been developed with some changes, the major ones being: the bidirectional piezoelectric actuators were replaced by multidirectional actuators and the structure of the actuator’s holder was redesigned in order to diminish the mechanical ringing artifacts and thus to allow delivering high velocity controlled whisker deflections (Figure 22). Indeed, piezoelectric actuators can give highly precise and reproducible whisker stimulation, as it has been shown in several studies (Simons, 1983; Simons and Carvell, 1989; Andermann and Moore, 2006; Jacob et al., 2008). Their operation principle is based on piezoelectric ceramic blades that when applying an electrical voltage respond by shrinking or expanding. Depending on the spatial distribution of the ceramic blades, the benders can achieve bidirectional or multidirectional whisker deflections. The main drawback of the piezoelectric actuators is their limited range of movement, classically moving on the order of hundreds of microns (~250 µm). On the other hand, they are capable of very fast accelerations (more than 1500⁰/s).
Figure 22: The second generation matrix. Probing with natural stimuli.

A: Left, side view of the stimulation matrix and the VSD imaging camera. Middle, front view of the matrix. Right, zoom in of the stimulator on a side view during the experiment.

B: Schematic drawing of the lever arm. A small steel tube (1) is glued on a multidirectional piezoelectric bender (2), which is held on a heavy weight (3). A sorbothane layer (4) separates this structure from a ball joint (5). The joint can be unclamped (6) by removing the pressure exerted by a spring on the ball (7).

C: Characterization of the stimulator. (Ci) Schematic drawing of the two deflection axes of the piezoelectric bender. (Cii) Test of independence of the two axes. Input command applied to the horizontal (top) and vertical axis (middle). Bottom trace: difference between the motion of the bender in the horizontal plane in response to the vertical axis input command only and to both inputs together. (Ciii) Scheme of the principle of the software correction performed on the bender. For each axis, the transfer function of the bender is computed and its inverse is applied to the input commands. B-C from (Jacob et al., 2010)
II.2.2 Building the set-up

The second generation matrix was first build-up at ENS by Luc Estebanez, a PhD student codirected by Daniel Shulz and Laurent Bourdieu, who did there rat experiments coupled with two-photon microscopy (Jacob et al., 2010).

A first step of my work was to build this second generation matrix at UNIC lab in Gif-sur-Yvette (Figure 22A). I proceeded then to adjust it in order to match with the spatial distribution of the whiskers on the snout of the mouse. Indeed, working with mice makes possible to obtain cleaner VSD imaging signals and to couple the whisker stimulation with optogenetics in the future. This stimulator was built with 24-multidirectional piezoelectric actuators (Noliac, Denmark) which had a steel tube (27G, 20 mm length) glued at the tip, where the whiskers can be inserted (Figure 22B). Each actuator was controlled with Elphy software (in-house development, Gérard Sadoc).

When a piezoelectric actuator moves it might also present an uncontrolled movement at its resonance frequency called “ringing”. It is important to correct the ringing as it might trigger unwanted neuronal responses. The gain of the actuators can be calculated by building a linear model of the device, comparing the known inputs and measured outputs. We did this by applying a sinusoidal driving command with constant frequency, but sampling at increasing amplitudes and measuring the displacements of the actuators with a laser telemeter that has a resolution of 1 µm (Micro-Epsilon).

The characterization of the bender’s transfer function can be used – within the linear range – to cancel out deviations from the “perfect transfer function” obtained from an actuator with equal gain and dephasing over a wide range of frequencies (Maravall et al., 2007). There are two methods that are currently used to measure the transfer function of the bender. In Jacob et al. (2010) the transfer function was measured by applying different sinusoidal commands, and or each frequency the gain and phase of the resulting movement were measured. These values across the frequencies provided a good model of the actuators in their linear range and the ringing correction was obtained by filtering the command waveform by the inverse of the transfer function (Figure 22C).
A second method to calculate the transfer function is based on measuring the responses of the benders to infinite Gaussian white noise, which allows then calculating the impulse response of the actuators. The drawback of this technique is that it is difficult to deliver infinite white noise, and the quality of noise will determine the precision of the transfer function measurements. Gérard Sadoc developed a software correction for the ringing artifacts with some improvements of this method. A calculation based on the least squares method allows to accept a finite input noise whose quality will not affect the measurement of the impulse response. Once calculated the impulse response, a correction filter was developed to be apply it to the command. After the correction, the ringing was below 5% of the amplitude of the piezoelectric deflection.

As the multiwhisker stimulator was positioned on the right side of the snout, we registered the VSD signals on the left hemisphere (Figure 22A). For this we mounted a high-speed camera MiCam Ultima (SciMedia) that was tilted to make the S1 cortical surface plane parallel to the camera detector (angle of the camera 30°). For exciting the dye (RH1691) we fixed at the camera a fiber optic bundle with a 630 nm filter that was connected to a 100 W halogen lamp controlled by a mechanical shutter (Moritex). We used a 650 nm dichroic to reflect the excitation light onto the cortical surface and a 5x PlanApo objective (Leica) to focus the light onto the cortical surface. The fluorescence can be collected via the same optical pathway, but without reflecting on the dichroic, then is long-pass filtered (>665 nm), and focused via a 1x PlanApo objective (Leica) onto the CMOS detector of the camera. The detector is 100 x 100 pixels, meaning that with the optics described here we had a spatial resolution of 25 µm/pixel and a field of view (FOV) of 2.5 mm x 2.5 mm, which covers a cortical area that contains the barrel field.

Both the matrix and the camera can be controlled and synchronized via an interface (National Instruments) through stimulation protocols coded in Elphy. With this configuration we can get a temporal resolution of 2 ms, which is fast enough to follow the subthreshold neuronal dynamics. In our set up it is also possible to control the temperature and record the EEG, heartbeat and respiration of the animal. We also adapted the set-up to make possible to use isoflurane anesthesia.
II.2.3 Anatomo-functional mapping of the barrel cortex

In order to combine the VSD signals with the spatio-structural cortical information, it is important to recover the brain after each VSD imaging experiment and do the histological processing. Before recovering the brain the animal is perfused transcardially with saline solution followed with paraformaldehyde (PFA) 4%, which will remove the blood from the vessels and will fix the tissue. After removing it, the brain is kept in PFA overnight to continue the fixation process. Afterwards the brain is cut, in our case by using a vibrotome, in tangential sections of 100 µm thick, which are later stained for cytochrome oxidase (CO) to delineate the barrels.

Next, we need to align the histological barrel maps with the functional signals. This is an important step but very time-consuming. It can be summarized in 4 steps:

1. Pictures of tangential sections of 100 µm thick of the barrel cortex stained for CO are taken under the microscope.

2. The intermediate sections usually contain many orthogonal blood vessels that are used to align subsequent slices. In general, barrels start appearing in sections 3 or 4 and sometimes spread at section 5.

3. Once the slices are aligned the barrel map is reconstructed and drawn.

4. The superficial section contains the tracks of the superficial blood vessels, which are used to align the barrel map reconstruction with the functional images taken in vivo under the VSD set-up.

In collaboration with Dr. Gabriel Peyré (Ceremade, Université Paris-Dauphine), Lorraine Perronnet, a former master student from our laboratories, developed an automated workflow to perform rigid registration of histological sections of the mouse barrel cortex based on sets of detected blood vessels. With this workflow, steps 2 and 3 are automatized, allowing a faster reconstruction of precise barrel maps.

With the aim of assessing the efficiency of the registration method we did two validations: one histological and another functional.

The histological validation consisted in inserting perpendicularly Dil coated electrodes in the barrel cortex of urethane anesthetized mice, before processing the brain for histological procedures. As the penetration was perpendicular to the cortical surface, the Dil
staining traces should be aligned on consecutive cortical sections after a proper registration of the slices. In order to quantify this alignment, the location of Dil traces for different slices were superimposed and traces were not significantly separated confirming the efficacy of the registration method.

In order to validate functionally this automated registration method, we studied the correlation between the functional map and the anatomical map of the mouse barrel cortex. We stimulated individually each of the 24 whiskers while recording the cortical activity by VSD imaging. Each whisker was deflected in 4 cardinal directions (10 trials per direction) and the early responses were averaged (4 to 18 ms post stimulation time). Once the histological reconstruction was done, the peak responses for each whisker were overlaid on the histologically reconstructed barrel field. We found a good match between the functional barrel map and the anatomical one: 86.55% of the maxima of cortical responses were located within the barrel area (further detailed in the article).
Article: “An automated workflow for the anatomo-functional mapping of the barrel cortex”

(*Equal contribution to the work)


This article presents an automated workflow to perform the registration of histological slices of the barrel cortex followed by the 2D reconstruction of the barrel map from the registered slices. The registration of two successive slices is obtained by computing a rigid transformation to align sets of detected blood vessel cross-sections. This is achieved by using a robust variant of the classical iterative closest point method. A single fused image of the barrel field is then generated by computing a nonlinear merging of the gradients from the registered images.
Basic Neuroscience

An automated workflow for the anatomo-functional mapping of the barrel cortex

Lorraine Perronnet a,b,1, María Eugenia Vilarchao b,2, Guillaume Hucher b, Daniel E. Shulz b, Gabriel Peyré a, Isabelle Ferezou b,*

a CNRS and Ceremade, Université Paris-Dauphine, Place du Maréchal De Lattre De Tassigny, 75775, Paris Cedex 16, France
b Unité de Neurosciences, Information et Complexité, CNRS FRE 3693, 91198 Gif-sur-Yvette Cedex, France

HIGHLIGHTS
• Here is a new tool to map functional data onto the barrel cortex structure.
• It realigns histological slices and reconstructs the barrel map in 2-D.
• Slice realignment by rigid transformations is computed using detected blood vessels.
• Barrel map reconstruction is obtained by gradient fusion.
• Its application is exemplified for voltage sensitive dye imaging experiments.

ARTICLE INFO
Article history:
Received 17 November 2014
Received in revised form 4 September 2015
Accepted 7 September 2015
Available online xxx

Keywords:
Barrel cortex
Histological sections
Blood vessels
Registration
Robust iterative closest point
Gradient domain fusion
Voltage sensitive dye imaging

ABSTRACT

Background: The rodent barrel cortex is a widely used model to study the cortical processing of tactile sensory information. It is notable by the cytoarchitecture of its layer IV, which contains distinguishable structural units called barrels that can be considered as anatomical landmarks of the functional columnar organization of the cerebral cortex. To study sensory integration in the barrel cortex it is therefore essential to map recorded functional data onto the underlying barrel topography, which can be reconstructed from the post hoc alignment of tangential brain slices stained for cytochrome oxidase.

New method: This article presents an automated workflow to perform the registration of histological slices of the barrel cortex followed by the 2-D reconstruction of the barrel map from the registered slices. The registration of two successive slices is obtained by computing a rigid transformation to align sets of detected blood vessel cross-sections. This is achieved by using a robust variant of the classical iterative closest point method. A single fused image of the barrel field is then generated by computing a nonlinear merging of the gradients from the registered images.

Comparison with existing methods: This novel anatomo-functional mapping tool leads to a substantial gain in time and precision compared to conventional manual methods. It provides a flexible interface for the user with only a few parameters to tune.

Conclusions: We demonstrate here the usefulness of the method for voltage sensitive dye imaging of the mouse barrel cortex. The method could also benefit other experimental approaches and model species.

1. Introduction

The rodent primary somatosensory cortex is a very convenient model for studying the cortical processing of sensory information because of its well defined structural and functional layout that is invariant from animal to animal (Welker and Van der Loos, 1986; Meyer et al., 2013; Egger et al., 2012). In its layer IV, neurons are gathered into clusters called barrels that respect the same topology as the whiskers on the snout of the animal (Woosley and Loos 1970). Each barrel is dedicated primarily to the processing of the input coming from its corresponding whisker (Fig. 1A,B). When
Fig. 1. Cytochrome oxidase staining of tangential sections from the mouse primary somatosensory cortex reveals the structural organization of layer 4 barrels that mirrors the arrangement of the vibrissae on the snout. (A) Following the registration of tangential histological slices and the reconstruction of the barrel map, one can see that the spatial organization of the layer 4 barrels matches the layout of the vibrissae on the snout of the animal (B). (C) Drawing of a coronal section of the left hemisphere of the mouse brain illustrating the position of layer 4 barrels within the primary somatosensory area of the cortex. After in vivo imaging of barrel cortex activity, sections are cut tangentially to reconstruct the layer 4 barrel map (cutting plane indicated by the red line). (D) A series of tangential histological slices stained for cytochrome oxidase. On the first slice one can see superficial blood vessels. On the other slices, one can see white circular to elliptic spots that correspond to sections of plunging blood vessels. Depending on the exact axis of the cut, barrels can be spread over several slices.

studying sensory processing in the barrel cortex either with electrophysiological or imaging methods, it is therefore of great interest to superimpose the recorded activity onto the underlying barrel topography, which can be reconstructed from the post hoc alignment of tangential brain slices stained for cytochrome oxidase. In order to optimize this anatomo-functional mapping, which is usually accomplished manually, we developed an automated workflow for the registration of the histological slices of the barrel cortex and the 2-D barrel map reconstruction.

Here we focus our attention on voltage sensitive dye imaging (VSDI) of the mouse barrel cortex to illustrate the usefulness of the approach. However, the method can be extended to the study of the rat barrel cortex and applied to other techniques such as 2-photon calcium imaging.

The traditional first step to recover the map of the barrel cortex after imaging experiments is: brain fixation by perfusing the animal with a solution of parafomaldehyde, followed by the cutting of tangential slices (~100 μm thick, with or without previous flattening of the cortex), which are subsequently stained for cytochrome oxidase using classical histological procedures that reveal the barrel arrangement in layer IV (Fig. 1C and D (Land and Simons, 1985)).

Next, using digital microphotographs of the slices, it is necessary to:

1. register the slices;
2. fuse the registered slices to define a reconstructed barrel image.

In this article we provide an automated solution for these two steps which are the most time-consuming tasks of the workflow when using conventional manual methods. After completing these steps, it is then relatively simple to define the barrel map by segmenting the reconstructed barrel cortex image. The superimposition of the map with the functional data can be finally achieved by using the superficial blood vessels as anatomical landmarks (Fig. 2). The proposed anatomo-functional mapping tool significantly speeds up the overall process and provides more accurate anatomo-functional mapping.

1.1. Registration of histological slices

A typical example of a series of images obtained after the histological process is shown in Fig. 1D. Depending on their depth, the histological sections present different properties: in the first

Fig. 2. Alignment of the barrel map with VSDI data using the superficial blood vessels as blueprints. (A) Barrel map reconstructed from the histological slices shown in Fig. 1D, using our anatomo-functional mapping method. (B) Superimposition of the registered histological slices, allowing the delineation of the superficial blood vessels (in blue). (C) The superficial blood vessels also appear in vivo on the fluorescent images taken during the VSDI session. The VSDI data can therefore be aligned with the underlying structural map of the barrel cortex using the blood vessels as anatomical landmarks. On the right, the cortical activity is shown imaged at 10 ms following a single C2 whisker deflection with the voltage sensitive dye RH1691 under urethane anaesthesia. The barrels outlined from the reconstruction in A are superimposed on the image as white lines.

section, which corresponds to the surface of the cortex, some large superficial blood vessels are visible together with plunging blood vessels. This section is crucial for the whole process since it contains most of the superficial blood vessels that will be used for the final alignment of the histological data with the VSDI data (Fig. 2). The intermediate sections usually contain orthogonal blood vessels (white dots on the slices shown in Fig. 1D) that can be used to align subsequent sections. Barrels start appearing on Section 3 or 4 and can be visualized on up to 5 sections.

We do not use the deeper sections from subgranular layers as they do not contain any useful information for the reconstruction.

Image registration is a classical problem and its solutions find many applications in medical image analysis. Depending on the imaging modality and the specific prior knowledge of the object to register, a wide variety of methods have been considered in the literature (for an overview see Glocker et al., 2011; Sotiras et al., 2013). Only a few previous studies explicitly deal with the problem of registering rodent brain histological sections, usually in order to reconstruct a whole brain in 3-D (Ourselin et al., 2001; Ju et al., 2006).

In order to exploit the microscopic-scale information of the histological data, these applications require the precise registration of a large number of histological slices from the whole brain with a method that accounts for global but also local nonlinear deformations due to tissue shrinkage and tearing after histological preparation. Ourselin et al. presented in Ourselin et al. (2001) a block matching strategy to compute local similarities and then estimate the rigid transformation that matches the maximum of similar regions in a robust way. Alternatively (Ju et al., 2006) used a method based on pairwise elastic imaging warps, with the specificity to compute the deformation of each section by considering not only two neighbors for each section, but an extended neighborhood including a group of images.

The specific problem of registering histological sections of the rodent barrel cortex has been rarely addressed in the literature. Egger et al. (2012) proposed a tool for the 3-D reconstruction and standardization of the rat barrel cortex for the precise registration of single neuron morphology. Seventy micrometer thick tangential sections of rat barrel cortex are aligned pairwise by finding the rotation and translation that best superimpose blood vessels of two adjacent sections either manually or automatically, using a tool originally developed for the reconstruction of neuronal processes (Dercksen et al., 2009). Finally the barrels are segmented by using a semi-automated method.

Here we developed a tool to compute the rigid transformations to align sets of detected blood vessels (Fig. 3A), and we decided to focus on a 2-D image fusion using an automated method. The usual approach to perform point cloud registration is the iterative closest point (ICP) algorithm introduced by Besl and McKay (1992). While the initial formulation is not robust to outliers, several approaches explicitly deal with this issue (Chetverikov et al., 2005; Nishino and Ikeuchi, 2008; Stewart et al., 2003; Kaneko et al., 2003; Ma et al., 1999). These approaches are related to reweighting least squares methods and we propose in Appendix B a unifying presentation and convergence analysis of a robust ICP method.

1.2. Fusion of histological slices

In our framework, the 2-D reconstruction of the barrel maps amounts to perform a fusion of the registered sections (Fig. 3B). The goal is to reconstruct the edges of the barrels that are spread over the slices. Image fusion is classically addressed in the field of image processing and computer vision, for instance image editing and stitching. To reconstruct sharp edges, it is necessary to use non-linear methods, the most popular one being based on gradient-domain blending (Pérez et al., 2003; Raskar et al., 2004). The goal is to generate a novel image by locally keeping the content of the image having the highest local frequency. In this article, we focus on the use of gradient-domain methods, which have the advantage of being simpler and can be easily tuned for the purpose of barremap fusion.

1.3. Contributions

Our main contribution is a comprehensive pipeline for the 2-D reconstruction of the barrel cortex from tangential histological sections. This pipeline is composed of 2 successive modules that respectively perform: histological section registration and barrel image reconstruction using image fusion. As a side contribution we propose to recast the registration problem using a robust ICP optimization method, and we show that a Majorize-Minimize framework can be applied to provably ensure the convergence of the method. These contributions originate from specific needs.

2. Material and methods

2.1. Overview of the proposed framework

This section details each step of the proposed method. The corresponding Matlab code to reproduce the figures of this article is available online. This code is packaged as a graphical user interface (GUI) that is helpful to guide the user through the various processing steps, from image loading to the final reconstructed barrel map.

Table 1 reviews the notation introduced in the paper. Table 2 lists the parameters of the method, together with the default values used in our numerical simulations.

Table 1: Notations used in the paper.

<table>
<thead>
<tr>
<th>Notation</th>
<th>See</th>
</tr>
</thead>
<tbody>
<tr>
<td>m ∈ {1, . . . , Q}</td>
<td>Section 2.2</td>
</tr>
<tr>
<td>x_m</td>
<td>Section 2.2.2</td>
</tr>
<tr>
<td>τ</td>
<td>Section 2.2.2</td>
</tr>
<tr>
<td>N</td>
<td>NCC threshold</td>
</tr>
<tr>
<td>σ_max</td>
<td>Maximum number of vessels</td>
</tr>
<tr>
<td>ε</td>
<td>ICP robustness parameter</td>
</tr>
<tr>
<td>σ_r</td>
<td>Width of debiasing kernel</td>
</tr>
</tbody>
</table>

Table 2: Parameters used in the paper.

<table>
<thead>
<tr>
<th>Param.</th>
<th>See</th>
<th>Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>τ</td>
<td>NCC threshold</td>
<td>Section 2.2.2</td>
</tr>
<tr>
<td>N</td>
<td>Max. number of vessels</td>
<td>Section 2.2.2</td>
</tr>
<tr>
<td>σ_max</td>
<td>Maximum vessel radius</td>
<td>Section 2.2.2</td>
</tr>
<tr>
<td>ε</td>
<td>ICP robustness parameter</td>
<td>Eq. (2)</td>
</tr>
<tr>
<td>σ_r</td>
<td>Width of debiasing kernel</td>
<td>Eq. (6)</td>
</tr>
</tbody>
</table>

2.2. Step 1: pairwise registration of histological sections

The input of the algorithm is Q raw images which are digital images with range normalized in [0, 1] (0 being black and 1 white). Fig. 1D shows examples of such images.

2.2.1. Pre-processing

Depending on the configuration of the microscope used to acquire the images, the input images contain 2 or 3 regions:

- In the center of the image, a gray region corresponding to the histological section of the cortex. This is the foreground region.
- A circular white region corresponding to the lens/plate of the microscope and that surrounds the cortex region. It is considered as background.
- In some cases, a black region can also surround the two other regions. It is also considered as background.

We extract the background using a K-means algorithm with K = 3 regions. The background is then replaced by the value 0 and the resulting images (the so-called “slices” in the following) are denoted {S_1, . . . , S_Q}.

For each slice S_m, for m ∈ {1, . . . , Q}, we compute its associated normalized cross correlation NCC(S_m) against the set of Gaussian templates, as detailed in Appendix A. Given a threshold τ ∈ [0, 1] and a maximum number N of detected vessels, we define the detected vessel centers x_m to be the set of pixels x satisfying both NCC(S_m)(x) > τ and NCC(S_m)(x) is among the N largest values of NCC(S_m).

2.2.2. Vessel detection

Blood vessels which are approximately orthogonal to the cutting plane look like slightly elliptic spots that can be approximated by small Gaussians. To be invariant to local contrast fluctuations, we detect these orthogonal vessels using normalized cross correlations with Gaussian templates of varying standard deviations, assumed to be smaller than σ_max.

For each slice S_m, for m ∈ {1, . . . , Q}, we compute its associated normalized cross correlation NCC(S_m) against the set of Gaussian templates, as detailed in Appendix A. Given a threshold τ ∈ [0, 1] and a maximum number N of detected vessels, we define the detected vessel centers x_m to be the set of pixels x satisfying both NCC(S_m)(x) > τ and NCC(S_m)(x) is among the N largest values of NCC(S_m).

2.2.3. Slice registration by robust ICP

For each m, we now register the slice S_m with the slice S_{m+1} (see Fig. 3A). Registration is obtained by computing an optimal transformation T_m which maps pixels in slice S_{m+1} to pixels in image S_m. We restrict here the computation to rigid transformations, i.e. of the form T(x) = R(x) + t where R is a planar rotation and t ∈ R^2 is a translation vector.

Variational registration. This optimal deformation is obtained by exploiting the fact that detected orthogonal vessels should have approximately the same position in two consecutive frames. We denote x_{m+1} = {x_i} and x_m = {y_j}, the two sets of vessel positions. We cast this problem as the optimization of a non-convex functional measure of the goodness of fit between the transformation T(x_i) of each detected vessel x_i in S_m and its closest neighbor y_j in S_{m+1}. T_m is obtained by computing a local minimizer of

$$\min_{T} \sum_{i,j} \rho(||T(x_i) - y_j||).$$ (1)

Here \( \rho : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) is a penalty function. The most common choice is a quadratic loss \( \rho(r) = r^2 \), which assumes some sort of Gaussian distribution of the fitting errors. This choice poorly handles outliers in the detected vessels, which are likely to be present in our datasets. We choose here to use the following robust loss function

$$\rho(r) = \log(r^2 + r^2).$$ (2)

which gives less weight to outliers (large values of $r$) than a quadratic loss. Small values of $\epsilon$ are used to cope with many outliers. Note that setting $\epsilon \to +\infty$ recovers the quadratic loss $r^2$ which assumes no outliers. Note also that other loss functions could be used as well, as long as they satisfy the hypotheses exposed in Appendix B.

**ICP iterations.** A classical algorithm to minimize (1) is the iterative closest point (ICP), introduced by Besl and McKay (1992) for the quadratic loss $\rho(r) = r^2$. This algorithm has been extended by several authors to cope with robust loss (see Section 1.1 for more details). We use a similar approach here, and provide more details in Appendix B.

The ICP algorithm iterates between two steps. In the first step, $T$ is known and assumed to be fixed, and one computes a nearest neighbor $\tilde{z}_i = y_j$ for each vessel $x_i$, where the index $j$ minimizes

$$\min_{j} \rho(||T(x_i) - y_j||).$$

In the second step, the optimal $T$ is updated by solving

$$\min_{T} \sum_{i} \rho(||T(x_i) - \tilde{z}_i||).$$

For the quadratic loss $\rho(r) = r^2$, this second step is solved in closed form as detailed in Appendix B.2. For a generic loss $\rho$, there is no such closed form. We detail in Appendix B.1 a Majorize–Minimize (MM) method to compute a local minimizer. To the best of our knowledge, this presentation, and the corresponding convexity analysis, is new.

**Initialization.** A major difficulty to solve (2) is that it is highly non-convex, and the ICP algorithm is likely to converge to a local minimizer $T$. To improve the quality of the result, it is important to test several initializations to obtain a good registration.

**Registered images.** Once the registration transforms $\{T_1, \ldots, T_{Q-1}\}$ have been computed, they can be cascaded to warp the input slice images to obtain the sequence $\{S_1, \ldots, S_Q\}$ of sections, all registered with respect to the initial one $S_1 = \tilde{S}_1$ as follow

$$\tilde{S}_m(x) = S_m(T_m(x)) \quad \text{where} \quad T_m = T_1 \circ \ldots \circ T_{m-2} \circ T_{m-1}.$$

2.3.2. Slice gradient fusion

We denote $m \in \mathbb{N}$ the set of relevant slices containing partial barrel information. To reconstruct a sharp image, we fuse together the gradient of the input slices $\{\tilde{S}_m, m \in \mathbb{N}\}$ by keeping at each pixel the gradient with the largest magnitude. This method is partly inspired by some recent works in computational photography, such as Pérez et al. (2003), Raskar et al. (2004). The details of this method are given in Appendix D. We denote $S$ the output of the fusion process.

2.3.3. Drift removal

The histological sections often present variations in intensity across the barrel cortex that might be due to anatomical reasons. Usually, the anterior lateral barrel subfield (small barrels corresponding to small vibrissae) appears darker than the posterior medial barrel subfield (large barrels corresponding to large vibrissae). This drift is enhanced by the gradient fusion operation that is applied on each pair. As a consequence, the merged image $\tilde{S}$ obtained by the procedure explained above exhibits a strong drift in intensity. We thus filter the merged image with a high-pass filter to remove this low frequency component

$$\tilde{S} = S - S \ast h_{\sigma^*},$$

where $h_{\sigma^*}$ is a low-frequency gaussian filter of standard deviation $\sigma^*$, and $\ast$ is the discrete 2-D convolution.

2.4. In vivo VSDI and DiI staining

**Animal preparation and VSDI setup.** Experiments were performed in conformity with the French (authorization number: 2012-0068) and European (2010/63/UE) legislations relative to the protection of animals used for experimental and other scientific purposes. VSD of the cortical activity evoked by single whisker deflections was performed on 6–12-week-old C57Bl6 mice under urethane anaesthesia (1.7 mg/g), essentially as previously described in Ferezou et al. (2006). Briefly, the left barrel cortex was exposed and stained for 1 h with the VSD RH1691 (1 mg/ml, in Ringer’s solution containing [in mM]: 135 NaCl, 5 KCl, 5 HEPES, 1.8 CaCl2, 1 MgCl2). After removal of the unbound dye, the cortex was covered with agarose (0.5–1% in Ringer’s) and a coverslip. Cortical imaging was performed through a tandem-lens fluorescence microscope (SciMedia), equipped with one Leica PlanApo 5 × (objective side) and one Leica PlanApo 1 × (condensing side), a 630 nm excitation filter, a 650 nm dichroic mirror, and a long pass 665 nm emission filter. The field of view was 2.5 × 2.5 mm, resulting in a pixel resolution of 25 × 25 μm.

**Whisker stimulation.** Individual deflections of the right 24 posterior macrovibrissae of the mice were performed using a custom built multi-whisker stimulator based on a matrix of 24 multidirectional piezoelectric benders (Jacoby et al., 2010). The whiskers were inserted in 27G stainless steel tubes attached to the benders, leaving 2 mm between the tip of the tube and the whisker base. The 24 whiskers were stimulated individually, in the 4 cardinal directions, at 0.1 Hz within pseudo-randomized sequences containing extra blank trials (each stimulation being repeated 10 times). Each whisker deflection consisted of a 100 μm displacement (measured at the tip of the tube), with a 2 ms rising time, a 2 ms plateau and a 2 ms fall (specific filters were used to correct for the mechanical ringing of the stimulators).

**Image analysis.** Acquisition and data preprocessing were done using in-house software (Elphy, G. Sadoc, UNIC-CNRS), further analyses were made using custom written routines in IgorPro (Wavemetrics). Subtraction of the averaged unstimulated blank trials was used to correct for bleaching artifacts. For each whisker, data corresponding to the 4 directions of deflection were averaged.

**Di in vivo staining.** DiI stain (Molecular Probes, LifeTechnologies) was deposited on the shanks of silicon electrodes (DiCarlo et al., 1996) that were inserted in the barrel cortex perpendicularly with a microcontroller (Luigs & Neumann).

2.5. Histological procedures

Following the experiments and the administration of an overdose of urethane, mice were perfused with saline followed by paraformaldehyde (4% in 0.1 M phosphate buffer). After an overnight postfixation in paraformaldehyde, the brains were cut.

in 100 μm thick tangential sections and stained for cytochrome oxidase.

3. Results

Starting from tangential slices stained for cytochrome oxidase, the reconstructed 2-D barrel map can be obtained in a few clicks by using the provided GUI. The whole procedure takes 7–9 min including 3–5 min of computation that do not require the intervention of the user. The same process using traditional manual methods (with the help of a raster graphics editor such as Adobe Photoshop) takes, for a well-trained person, 16–28 min. Most importantly, our automated approach prevents user dependent variability in the obtained barrel map. In order to assess the accuracy of our registration method, we first carried out histological control experiments, and then used VSD imaging to functionally evaluate the precision of the barrel map obtained following the full reconstruction procedure.

3.1. Histological validation of the registration method

In order to assess the efficiency of our registration method based on automated blood vessel detection and robust ICP, we perpendicularly inserted Dil coated electrodes in the barrel cortex of urethane anesthetized mice (n = 5 experiments, 3–6 electrode penetrations per experiments), before processing the brain for histological staining of the cytochrome oxidase following our standard procedures. The electrodes being flat, they did not leave any round or elliptic white marks in the tissue and therefore did not interfere with our registration method (Fig. 4). Because the penetration of Dil coated electrodes was perpendicular to the cortical surface, the Dil staining should appear aligned on consecutive cortical sections following proper registration of the slices. In order to control this alignment, the location of Dil spots was reported for each slice on the final fused barrel map image for each section (Fig. 4C). The calculated mean distance between Dil spots from the same electrode penetration (34.41 ± 18.93 μm, mean ± 1SD, n = 5) revealed the subcolumnar resolution of our registration method. These control experiments were further used to evaluate the eventual shrinkage of the cortical tissue due to brain fixation and histological procedures. The distances of 250 μm and 500 μm separating the electrode penetration sites in vivo, were compared to the distances measured between Dil spots on the slices following histological procedures. Over our 5 control experiments, the observed tissue shrinkage within the x – y plane was minimal (<1.5%).

3.2. Assessment of the barrel map reconstruction tool using VSDI of cortical responses to individual whisker deflections

To finally validate our 2-D barrel map reconstruction method, we confronted its resulting map with the functional organization of the barrel cortex established in vivo by real time imaging of cortical responses to individual whisker deflections under urethane anesthesia (n = 4 experiments). Using a mechanical multi-whisker stimulator (Jacob et al., 2010), we deflected independently the 24 principal whiskers in a pseudo random order, and imaged the evoked cortical responses in the contralateral barrel cortex using the VSD RH1691. Fig. 5 illustrates the results obtained from one experiment. As previously reported in similar conditions (Ferezou et al., 2006), the earliest responses to whisker deflections were localized to the corresponding barrel-related columns (Fig. 5A). When reporting the 90% contours of the early cortical responses onto the aligned barrel map, we observe a good anatomo-functional match (Fig. 5B). To quantify this match, the distance between the centroid of the anatomically defined barrels and the centroid of the early VSD response (area above a 90% threshold) was measured (Fig. 5C). The mean centroid-centroid distance over the 4 control experiments for all the barrels is 60.5 ± 21.2 μm (34.8–116.5 μm range across the barrel field). We observed slightly higher values for the columns located at the border of the map which might result from the curvature of the cortex, the maxima of cortical responses were located within the corresponding barrel area in the majority of cases (86.55%), attesting to the accuracy of the method.

4. Discussion

We have designed a comprehensive pipeline for the reconstruction of the 2-D barrel map from histological sections. This tool enables a fast reconstruction of a precise barrel map, thus saving a significant amount of time for the experimentalist. Indeed, most of the studies based on optical imaging which required a post-hoc anatomo-functional mapping of the barrel cortex relied...
Fig. 5. Functional validation of the registration method. (A) Cortical responses evoked by individual deflections of the 24 principal vibrissae in a urethane anesthetized mouse were imaged using the VSD RH1691. For each whisker, the early cortical response is shown (data averaged from 4 to 18 ms post stimulation time and 40 trials, Gaussian filtered (5 x 5 pixels), and normalized), together with the aligned barrel map obtained from our reconstruction method (white lines). (B) The barrel map was extracted from the fused barrel field image (left) and overlaid on the VSD reference image (right) together with the early response locations (90% contours of the early responses (in A) are shown in colors) obtained for each whisker. (C) The distance between the centroid of the barrel area and the centroid of the early cortical response (as illustrated in B) was computed, column by column, for the experiment illustrated in A and B (left), and in average for all the control experiments (n=4, right).
on manual reconstruction and alignment of the barrel map with the functional images (Kleinfeld and Delaney, 1996; Takashima and Kajiwara, 2001; Fereczou et al., 2006; Kerr et al., 2007; Tsytysarev et al., 2010; Lustig et al., 2013; Harris et al., 2013). Other studies (Berwick et al., 2004, 2008; Devonshire et al., 2010) used a method based on a warping algorithm described by Zheng et al. (2001). However, the manual detection of the fiducial markers required with this approach remains time-consuming in comparison to the automatic detection of blood vessel cross sections proposed here.

In a recent article, Guy et al. (2014) used a warping algorithm in order to align the layer IV barrel map, reconstructed manually from histological slices of flattened cortex, with the in vivo functional images using sets of fiducial points. Although the algorithm is not described in detail and probably involves manual selection of the fiducial points, it might be an interesting complement to our approach when working with flattened barrel cortex slices, since it allows a compensation for the curvature of the brain and distortion of the tissue. Finally, instead of using the superficial blood vessels as anatomical landmarks to align the barrel map on the functional images, an alternative approach is to use the images of early cortical responses to single whisker deflections as landmarks (Wallace and Sakmann, 2008; Wang et al., 2012; Yang et al., 2013). Using such a method as a standard requires the acquisition of several additional single whisker responses, which might be difficult to implement for instance when working with awake head fixed animals. Note that the tool we propose here to reconstruct the barrel map is valuable whatever solution is chosen in the end to realign the barrel map with the functional images.

On the methodological and mathematical sides, we mainly re-use a set of already existing tools (cross-correlation, ICP and gradient fusion). Our main contribution is to put them together in a coherent processing pipeline. A result of independent interest, that seems to be new, is to show how a family of robust ICP algorithms can be recast as majorization-minimization algorithms. This in turn allows us to analyze the convergence of these methods.

Obviously the efficacy of the proposed anatomic-functional mapping tool depends upon the quality of the histological slices. Although the preparation of these slices relies on standard protocols which often belong to the daily routines of neurophysiology laboratories, two aspects are essential for the accuracy of the outcome: the quality of the perfusion, and the right thickness of the first (most superficial) slice. Indeed, on the one hand blood vessels have to appear as white circular or elliptical spots on the images to allow the proper registration of consecutive slices and, on the other hand, the superficial blood vessels should be intact to allow the final overlay of the obtained barrel map with the in vivo recordings. When cutting the brain, it is therefore important to set the zero position of the blade with care to ensure a 100 µm thickness to the first slice and thus preserve the integrity of the superficial blood vessels. Finally, although one could deplore that this overlay is a crucial step of the analysis that remains to be achieved manually, we propose here a solution that automates the most time-consuming phases of the overall process and thus represents a substantial gain in time and precision. Although its use has been demonstrated successfully for VSDI of the adult mouse barrel cortex, it could be expanded to other experimental model species or to the developing brain. Furthermore, the histological section registration method described here might be helpful to reconstruct any tissue in which a majority of blood vessels are orthogonal to the cutting plane of the slices.
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Appendix A. Feature detection with normalized cross-correlation

We consider a set of Gaussian templates \( \{g_k\}_{k \in \mathbb{C}} \).

\[
g_k(x) = \frac{1}{Z_k} \exp \left( -\frac{|x|^2}{2\sigma_k^2} \right)
\]

where \( Z_k \) is a constant ensuring a normalization \( \sum x g_k(x)^2 = 1 \). The standard deviations \( \sigma_k \) are chosen equally spaced in the range \([0, \sigma_{\text{max}}]\) (note that \( \sigma_k = 0 \) corresponds to a Dirac, supported on a single pixel).

Given a template \( g_k \), we denote its support as \( I_k = \{ x : g_k(x) > \eta \} \) where \( \eta = 10^{-3} \) is a small tolerance threshold. The normalized cross correlation of a section \( S \) with the template \( g_k \) is then defined as

\[
\text{NCC}_k(S)(x) = \frac{\sum_{y \in I_k} S(x + y) g_k(y)}{\left( \sum_{y \in I_k} S(x + y)^2 \right)^{1/2}}.
\]

The normalized cross correlation with the whole set of filters is the maximum of all the correlations

\[
\text{NCC}(S)(x) = \max_{k \in \mathbb{C}} \text{NCC}_k(S)(x).
\]

A large value of \( \text{NCC}(S)(x) \) indicates that a vessel is likely to be present at pixel \( x \). In this case, the value \( k = k(x) \) of the maximum appearing in (A.1), i.e. such that \( \text{NCC}(S)(x) = \text{NCC}_k(S)(x) \), indicates that the radius of this vessel is approximately \( \sigma_k \).

Appendix B. Robust iterative closest point

B.1. ICP Step 1 with Majorize–Minimize (MM) iterations

We give here the details of an iterative algorithm to compute a local minimizer (in fact a stationary point) of (3), which reads

\[
\min_T \mathcal{E}(T) = \sum_{i \in I} \rho(||T(x_i) - z_i||).
\]

This method is similar to re-weighting \( \ell^2 \) methods often used for robust ICP (see for instance (Bouaziz et al., 2013)), but we integrate it into a Majorize–Minimize framework, which ensures its convergence.

Starting from an initial transform \( K^0 \), we compute the iterations as

\[
T^{(i+1)} \in \text{argmin}_T \tilde{\mathcal{E}}(T, T^{(i)})
\]

where \( \tilde{\mathcal{E}} \) is a so-called surrogate function, which should satisfy

\[
\begin{align*}
(H_1) \ & \tilde{\mathcal{E}}(T, T') - \tilde{\mathcal{E}}(T) \text{ is a smooth function of } T \text{ of class } C^1; \\
(H_2) \ & \text{for all } T, T', \tilde{\mathcal{E}}(T, T') > \mathcal{E}(T); \\
(H_3) \ & \text{for all } T, \tilde{\mathcal{E}}(T, T) = \mathcal{E}(T).
\end{align*}
\]

Under these conditions, it can be shown that the iterations enjoy some good convergence properties. The sequence \( \mathcal{E}(T^{(i)}) \) is decreasing and converges to some value \( \epsilon^* \). If \( \epsilon \) is smooth (which is the case here), \( ||\nabla \mathcal{E}(T^{(i)})|| \to 0 \). Since in our case, the energy \( \mathcal{E} \) is coercive, the sequence \( T^{(i)} \) is bounded, and all its cluster points \( T^* \) are stationary (i.e. \( \nabla \mathcal{E}(T^*) = 0 \)) with same energy \( \mathcal{E}(T^*) = \epsilon^* \).

The main difficulty in general is to devise a “good” surrogate function \( \hat{J} \), i.e. such that one can compute the iteration (B.2) in closed form. The following proposition shows that one can actually design such a surrogate function using a quadratic loss.

**Proposition 1.** If \( \rho \) is \( C^1(\mathbb{R}) \) and \( w(r) = \frac{\rho(r)}{\rho'(r)} \) is decreasing, there exists a constant \( C(T') \) independent of \( T \) so that the functional

\[
\hat{J}(T, T') = C(T') + \sum_{i \in l} w_i ||T(x_i) - z_i||^2
\]

where \( w_i = w(||T(x_i) - z_i||) \)

is a majorizing function for (B.1) and thus satisfies properties \( (H_1, H_2, H_3) \).

**Proof.** We rewrite \( \hat{J} \) as

\[
\hat{J}(T, T') = \sum_{i \in l} \hat{p}(||T(x_i) - z_i||, ||T'(x_i) - z_i||),
\]

where we defined

\[
\hat{p}(r, r') = c(r') + w(r') r^2 \quad \text{where} \quad c(r') = \rho(r') - \frac{\rho'(r')}{2} r'^2.
\]

Thanks to the separability \( \hat{J} \) (it is a summation over \( i \) of functions involving independent variables) and the change of variables \( r = ||T(x_i) - z_i|| \), it thus suffices to prove that \( \hat{p} \) is a surrogate functional for \( \rho \) on \( \mathbb{R}^+ \). Hypothesis \( (H_2) \) holds because \( \rho \) is \( C^1 \), and one verifies that \( \hat{p}(r, r') = \rho(r') \) so that \( (H_2) \) holds. For any \( r' \geq 0 \), we consider

\[
h(r) = \rho(r, r') - \rho(r) = \rho(r) - \rho(r) + \frac{\rho'(r')}{2} r^2 - \frac{\rho'(r')}{2} r'^2.
\]

It satisfies \( h(r') = h(r') = 0 \) and \( h(r) = 2r(w(r') - w(r)) \). Since \( w \) is decaying, \( r' \) is the only point where \( h' \) is vanishing on \( \mathbb{R}^+ \). This implies that \( h \geq 0 \), hence \( (H_2) \).

The hypothesis that \( w \) is decreasing should be interpreted as the condition that \( \rho \) should penalize less than a quadratic loss, which makes sense for a robust penalization. Note that the loss (2) that we use in our method satisfies this condition, and that the weighting function satisfies

\[
w(r) = \frac{1}{\varepsilon r^2 + r^2}.
\]

### B.2. ICP Step 2 with weighted quadratic loss

We consider the problem of solving

\[
\min_T \sum_{i \in l} w_i ||T(x_i) - z_i||^2 \quad \text{where} \quad T(x) = R(x) + t
\]

where \( R \) is a rotation and \( t \in \mathbb{R}^2 \). This minimization appears in the MM iteration (B.2) when using the majorizing function (B.3). This problem has a closed form solution, as detailed for instance in Mauner et al. (1996). For the sake of completeness, we recall the steps of the method. One first centers the points, for \( i \in l \)

\[
\tilde{x}_i = x_i - \sum_{k \in l} w_k x_k \quad \text{and} \quad \tilde{z}_i = z_i - \sum_{k \in l} w_k z_k.
\]

The optimal rotation is obtained as \( R = VU^T \) where \( (U, V) \) are the eigenvectors of the correlation matrix

\[
\sum_{i \in l} w_i \tilde{x}_i \tilde{y}_i^T = U \Lambda V^T
\]

(here \( \Lambda \) is the diagonal matrix of eigenvalues). The optimal translation is then computed as

\[
t = \sum_{i \in l} w_i (\tilde{x}_i - R \tilde{z}_i) \overline{w_i}.
\]

### Appendix C. Inpainting

We consider a registered slice \( \hat{S}_m \) and its associated vessel locations \( \lambda_m = (x_i)_l \). We denote \( \hat{x}_i = T_m(x_i) \) the registered vessels locations, where the cumulative transform \( T_m \) is defined in (5) We recall that the cross-correlation minimization (as detailed in Appendix A) outputs at each pixel \( x \) the index \( k(x) \) of the optimal Gaussian template at this location, which has a radius \( \sigma_{k(x)} \).

We define a mask \( \Phi \), which is the set of pixels that are at distance smaller than \( \sigma_{k(x)} \) from the point \( x_i \). It is thus a union of disks. Pixels in \( \Phi \) should be discarded and inpainted. This is achieved using a quadratic minimization that seeks a smooth interpolation of missing data

\[
\min_{x \in \Phi} \sum_{x \in \Phi} ||\nabla S(x)||^2 \quad \text{subject to} \forall y \notin \Phi, \quad S(x) = S_m(x),
\]

where \( \nabla S \) is a finite difference approximation of the gradient of the image \( S \). The solution of (C.1) corresponds to solving a Poisson equation \( \Delta S = 0 \) on \( \Phi \) with Dirichlet boundary conditions given by the constraints. This can be solved using a conjugate gradient method.

### Appendix D. Gradient domain image fusion

We consider a set \( \{ S_m \}_{m \in M} \) images of input data to fuse. At each pixel \( x \), we denote the index of largest gradient magnitude as

\[
m(x) = \arg\min_{m \in \mathbb{M}} ||\nabla S_m(x)||
\]

where \( \nabla S \) is a finite differences approximation of the gradient operator.

We design a fused vector field as

\[
u(x) = \nabla S_{m(x)}(x) \in \mathbb{R}^2.
\]

Since the vector field \( u \) is obtained by gluing together gradients from several different images, it is in general not anymore the gradient of an image. We thus reconstruct a valid fused image \( S \) using the minimal norm pseudo-inverse, i.e. by computing an image \( S \) whose gradient is as close as possible to \( u \)

\[
\min_u ||u - \nabla S||^2 = \sum_x ||u(x) - \nabla S(x)||^2.
\]

The solution is obtained by solving a Poisson equation

\[
\Delta S = \text{div}(u)
\]

with adequate boundary conditions, where \( \Delta = \text{div} \circ \nabla \) is the Laplacian operator and \( \text{div} = - \nabla \cdot \) is the divergence. When using periodic boundary conditions (which can be used in our case), one solves (D.1) in \( O(N \log(N)) \) operations (where \( N \) is the number of pixels), using an FFT Poisson solver.

### References


Part III – Cortical processing of somatosensory inputs

In the rodent’s somatosensory system, each stage of the whisker pathways contains neurons that show selectivity towards one angle of vibrissa deflection (Simons, 1978). We will distinguish the tuning to two sensory dimensions: the preference of a neuron to a certain direction of deflection of a single whisker will be called “local” direction selectivity (discussed in Chapter 1); in contrast to the “global” direction selectivity that refers to the preference of a neuron to the angle of a multiwhisker deflection (discussed in Chapter 2).
Chapter 1: Direction Selectivity to Single Whisker Deflection

Vibrissa RFs in the barrel cortex can be characterized by their somatotopic tuning and their direction preference. As mentioned in Part I, Andermann and Moore (2006) reported for the first time the existence of systematic map of direction preference organized within the barrel column with a pinwheel-like form centered near the barrel center by performing extracellular recordings. This organization was more recently confirmed by 2-photon calcium imaging experiments performed by Kremer et al. 2011 (but see Kerr et al., 2007). However, none study has been done so far in the mouse barrel cortex to test this.

Our aim is to study the existence of an intracolumnar spatial organization of direction selectivity in the mouse barrel cortex. We will address this question by using VSD imaging recordings coupled with precise multidirectional whisker stimulation.

III.1.1 Materials and methods

- Animals and Surgery

Experiments were performed in conformity with the French (authorization number: 2012-0068) and European (2010/63/UE) legislations relative to the protection of animals used for experimental and other scientific purposes. C57BL6J mice aged 6-10 weeks were anesthetized with urethane (1.7 mg/g). Paw withdrawal, whisker movement and eyeblink reflexes were largely suppressed. A heating blanket maintained the rectally measured body temperature at 37°C. The head of the mouse was fixed by a nose clamp. The respiration of the mouse was monitored with a piezoelectric device and its brain state monitored by using two epidural electrodes, one placed above the barrel cortex ipsilateral to the stimulated whiskers and the second one above the frontal cortex on the same hemisphere. A metallic fixation post was implanted on the occipital bone with cyanoacrylate glue and dental cement. An imaging chamber (plastic ring of about 6 mm diameter, 0.5 mm thick) was implanted on the left hemisphere and a 3 x 3 mm craniotomy was made within the chamber, centered on the stereotaxic location of the C2 barrel column (1.5 mm caudal and 3.3 mm...
lateral). Extreme care was taken at all times not to damage the cortex, especially during the removal of the dura.

- **Voltage-Sensitive Dye Imaging**

  Voltage-sensitive dye RH1691 was dissolved at 1mg/ml in Ringer’s solution containing (in mM): 135 NaCl, 5 KCl, 5 HEPES, 1.8 CaCl2, 1 MgCl2. This dye solution was topically applied to the exposed cortex and allowed to diffuse into the cortex over 1 hour. After removal of the unbound dye, the cortex was covered with agarose (0.5-1% in Ringer’s) and a coverslip. The mouse was then transferred on the recording stage where it was fixed strongly by its metal head fixation post. Cortical imaging was performed through a tandem-lens fluorescence microscope (Sci-Media), equipped with one Leica PlanApo 5x (objective side) and one Leica PlanApo 1x (condensing side), a 630-nm excitation filter, a 650-nm dichroic mirror, and a long-pass 665-nm emission filter. The field of view was 2.5 x 2.5 mm, resulting in a pixel resolution of 25 x 25 µm.

- **Whisker Stimulation**

  Multidirectional stimulation of whisker C2 was performed using the multiwhisker stimulator described in Part II – Chapter 2 (Jacob et al., 2010). All whiskers were trimmed from their base but the right C2 whisker, whose tip was trimmed and painted with nail polish. The right C2 whisker was inserted in 27G stainless steel tubes attached to a multidirectional bender, leaving 2 mm between the tip of the tube and the whisker base. The deflection consisted of a 100-µm displacement (measured at the tip of the tube), a 2-ms rising time, a 2-ms plateau and a 2-ms fall (specific filters were used to correct for the mechanical ringing of the stimulators). The resulting deflection angle was 2.86° and the deflection velocity 50 mm/s. The whisker was deflected in eight different directions, each sequence was repeated 30 times in a pseudo-randomized way, and intermingled with sequences containing extra blank trials (no stimulation) for correcting the bleaching of the dye. An interval of 15 s was applied between two consecutive stimulations, as previous work showed no adaptation at that frequency of stimulation (Ego-Stengel et al., 2005).
• **Image analysis**

Acquisition and data preprocessing were done using in-house software (Elphy, G. Sadoc, UNIC-CNRS), further analyses were made using custom-written routines in IgorPro (Wavemetrics). Subtraction of the averaged unstimulated blank trials was used to correct for the bleaching artifacts. Variations of the fluorescence signal are expressed as $\Delta F/F_0$, the averaged signal of three frames just preceding the stimulus being used as a reference.

• **Histology**

Following the experiments and the administration of an overdose of urethane, mice were perfused with saline followed by paraformaldehyde (4% in 0.1 M phosphate buffer) at 25°C. After an overnight post-fixation in paraformaldehyde, the brains were cut in 100-µm thick tangential sections and stained for cytochrome oxidase revealing the layer 4 barrel map. The images of the tangential sections were aligned and the barrel maps drawn using the Matlab routine described in Part I – Chapter 2 (article: Perronet, Vilarchao et al., 2015). The VSD images were aligned with the histological images using the superficial blood vessels as anatomical landmarks.

• **Quantification of VSD responses**

Profiles of fluorescence were computed from ROIs corresponding to the whisker C2 L4 barrels delineated from the post-hoc barrel map reconstruction. Variations of fluorescence from all the pixels included in a barrel were averaged.

• **Direction selectivity**

The response magnitude (Ri) to each direction ($\theta i$) of stimulation was defined as the integral of such fluorescence profiles on a large time window (-20 to 240 ms relative to the time of stimulation of the corresponding whisker). The preferred direction ($D_{pref}$) was defined as the circular mean (Fisher, 1995):

$$D_{pref} = \arctan \left[ \frac{\sum Ri \sin \theta i}{\sum Ri \cos \theta i} \right]$$
To quantify the Dpref, the direction index (DI) was defined as:

\[ DI = \sqrt{\sum Ri \sin \theta_i}^2 + \sqrt{\sum Ri \cos \theta_i}^2 / \sum Ri \]

The DI takes values from 0 (equal responses to all directions) to 1 (complete selectivity to one direction).

- **Statistical Tests**

Rayleigh test of circular uniformity was used to test the significance of the direction selectivity, analyzing the distribution of the Dpref angles for the seven experiments.
III.1.2 Results

- **Highly reproducible location of afferent responses within the barrel columns**

Local direction selectivity was evaluated by stimulating the C2 whisker in eight different directions. Figure 23A shows that the sensory response appears first in the C2 related column and subsequently spreads over the neighboring columns. It has been previously described by many groups, that the deflection of one vibrissa produces depolarization that extends over many cortical columns of S1 with a maximum located near the center of the barrel-related column (Kleinfeld and Delaney, 1996; Ferezou et al., 2006).

- **Rostral and caudal deflections evoke the highest responses in the C2 barrel column**

For each direction, fluorescence profiles (ΔF/F₀) measured from a region of interest (ROI; 5x5 pxls) centered on the C2 column were calculated, together with the corresponding tuning curve, computed by integrating the responses over a large time window (-20 to 240 ms after stimulus onset; Figure 23B). The thick red line is the vector sum of the eight responses in the polar plot, it points toward the preferred direction (Dpref), and its length is used to calculate the direction index (DI) by dividing it by the sum of response magnitudes. As it can be observed in this case study, the amplitude of the responses of C2 barrel varied with the different directions of displacement, being bigger in the rostrocaudal axis.
Figure 23: VSD imaging responses to multidirectional stimulation of whisker C2.

A: Local direction selectivity was evaluated by stimulating the C2 whisker in 8 directions as indicated on the diagram on the right, which represents the right whisker pad of the mouse. The superficial blood vessels are visible on the surface of the cortex with the VSD imaging camera. They are used to realign the barrel map obtained by cytochrome oxidase staining (middle black and white image) with the functional VSD images. The black square corresponds to the ROI of 5x5 pxis centered on the C2 barrel that was used to calculate the profiles. On the left are shown the images of the sensory response evoked by rostral stimulation (average of 30 trials) at time 0 ms and the subsequent spread of the activity. The white lines overlaid on the images show the barrel map, the C2 barrel is in black.

B: The fluorescence profiles (ΔF/F0) measured from a region of interest centered on the C2 column are shown for each direction (left; direction is color coded), together with the corresponding tuning curve (right), computed from a large time window (grey box). The thick red line is the vector sum of the eight responses in the polar plot, it points toward the preferred direction (DPref), and its length is used to calculate the direction index (DI) by dividing it by the sum of response magnitudes.
Part III – Chapter 1: Direction Selectivity to Single Whisker Deflection

- Direction selectivity is spatially distributed within the C2 column

With the aim of assessing the existence of a particular spatial directional map in the mouse barrel cortex, we computed the location (with respect to the centroid of the C2 barrel-related column) of the peak of the early response (12 ms after whisker deflection) for each direction of stimulation and for 7 experiments. Results are shown in the Figure 24 where it can be observed that responses are close to the center of the column, but seem to follow a specific organizational pattern: e.g. responses to the 315° deflection angle (light blue dots) are all towards the medial region of the column, while responses to the opposite direction (135, orange dots) tend to be located in the towards the lateral subspace of the cortical column.

In Figure 25A we depicted the distribution of the averages peak responses for each direction (filled circles, as in Figure 24) which appears concentrated within the center of the column and in a manner that looks like the mirror image in the vertical axis of the pinwheel observed in rats (Anderman & Moore, 2006; Kremer et al., 2011).

To quantify this spatial distribution we calculated the radial position of the peak and plotted it against the angle of stimulation of the vibrissa (Figure 25B). If the mouse C2 barrel has a similar pinwheel as the rat, meaning that the angle of stimulation of the whisker is the same as the angle where the maximum of activity is found within the barrel, then we would expect to obtain a correlation represented as the unity line (black line). The grey line represents the expected results if the pinwheel was the mirror image in the vertical axis. As it can be observed, preliminary results showed that the latter is more likely to be the case.

Another way of quantifying the spatial distribution is to calculate the angular distance between the angle of the position of the peak and the angle of stimulation (Figure 25C). If these angles were correlated (“perfect pinwheel”) we would expect an angular distance close to 0°, if they were anticorrelated (“inverted pinwheel”) we would expect an angular distance close to 180°, and if the was not correlation at all we would expect an angular distance close to 90°. The results qualitatively show that there is neither a clear correlation nor anticorrelation between these two angles.

To sum up, these results suggest that direction selectivity is spatially distributed in the mouse barrel cortex. However, its organization differs from the one previously reported in the rat. With the limitations of our technique we suggest that in the mouse this spatial
distribution follows a pinwheel organization inverted on the lateral-medial axis. These results will be further discussed in the second section of the discussion.
Figure 24: Spatial distribution of the early responses to different local directions of deflection of the C2 whisker.

For each direction (color coded), the location of the peak of fluorescence 12 ms after the C2 deflection (n=7 experiments, Δ) is represented in space relative to the center of a virtual C2 barrel (inset). Averaged peak location for each direction is depicted (●).
Figure 25: Analysis of the spatial distribution of the early responses.

A: Schematic representation of the 8 directions of C2 stimulation (top) and their corresponding response location within the C2 related column of the contralateral barrel cortex.

B: Angular location of the averages shown in A against the angle of deflection. Unity line represents the expected result if both angles correlate (Bi), the grey line is the expected result if there was a mirror image of a pinwheel in the vertical axis (Bii).

C: Angular distance between the position of the average and the angle of stimulation.
Chapter 2: Cortical Representation of Multivibrissal Stimulations

The representation of multiple features of a stimulus within the same cortical area might allow sensory systems to perform more optimized computations and processing of the external information. Previous results from our team (Jacob et al., 2008) have shown that the direction of sequential deflection of all the whiskers is coded by the cortical neurons of the rat barrel cortex.

Our aim is therefore to look for particular patterns of spatial organization across the mouse barrel field of the global direction selectivity. Multiwhisker stimulation combined with VSD imaging will help us to assess the existence of a directional map specific for the global motion selectivity in the superficial layers of mouse S1.

III.2.1 Materials and Methods

- Animals and Surgery

Experiments were performed in conformity with the French (authorization number: 2012-0068) and European (2010/63/UE) legislations relative to the protection of animals used for experimental and other scientific purposes. C57BL6J mice aged 6-10 weeks were anesthetized with urethane (1.7 mg/g). Paw withdrawal, whisker movement and eyeblink reflexes were largely suppressed. A heating blanket maintained the rectally measured body temperature at 37°C. The head of the mouse was fixed by a nose clamp. The respiration of the mouse was monitored with a piezoelectric device and its brain state monitored by using two epidural electrodes, one placed above the barrel cortex ipsilateral to the stimulated whiskers and the second one above the frontal cortex on the same hemisphere. A metallic fixation post was implanted on the occipital bone with cyanoacrylate glue and dental cement. An imaging chamber (plastic ring of about 6 mm diameter, 0.5 mm thick) was implanted on the left hemisphere and a 3 x 3 mm craniotomy was made within the chamber, centered on the stereotaxic location of the C2 barrel column (1.5 mm caudal and 3.3 mm...
lateral). Extreme care was taken at all times not to damage the cortex, especially during the removal of the dura.

- **Voltage-Sensitive Dye Imaging**

Voltage-sensitive dye RH1691 was dissolved at 1 mg/ml in Ringer’s solution containing (in mM): 135 NaCl, 5 KCl, 5 HEPES, 1.8 CaCl₂, 1 MgCl₂. This dye solution was topically applied to the exposed cortex and allowed to diffuse into the cortex over 1 hour. After removal of the unbound dye, the cortex was covered with agarose (0.5-1% in Ringer’s) and a coverslip. The mouse was then transferred on the recording stage where it was fixed strongly by its metal head fixation post. Cortical imaging was performed through a tandem-lens fluorescence microscope (Sci-Media), equipped with one Leica PlanApo 5x (objective side) and one Leica PlanApo 1x (condensing side), a 630 nm excitation filter, a 650 nm dichroic mirror, and a long pass 665 nm emission filter. The field of view was 2.5 x 2.5 mm, resulting in a pixel resolution of 25 x 25 µm.

- **Whisker Stimulation**

Deflections of the right 24 posterior macrovibrissae of the mice were performed using the multiwhisker stimulator described in Part II – Chapter 2 (Jacob et al., 2010). The experimental set-up is shown in Figure 26A. Whiskers from the left side of the snout were trimmed from their base, while the whiskers on the right side were trimmed at the tip and painted with nail polish. The whiskers were inserted following their natural angles in 27G stainless steel tubes attached to the multidirectional benders, leaving 2 mm between the tip of the tube and the whisker base. Each whisker deflection consisted of a 100-µm displacement (measured at the tip of the tube), a 2-ms rising time, a 2-ms plateau and a 2-ms fall (specific filters were used to correct for the mechanical ringing of the stimulators). The resulting deflection angle was 2.86° and the deflection velocity 50 mm/s. Figure 26B shows the local whisker deflection of a representative piezoelectric actuator, measured with a laser telemeter (Micro-Epsilon, France).

- **Multiwhisker global motion protocol**

The 24 whiskers were stimulated caudally or rostrally, in spatiotemporal orders that generate global motions in eight different directions (same global motion protocol used in
Jacob et al, 2008). The duration of a sweep in the horizontal and vertical axis was 70 ms (interval between two consecutive stimulated arcs or rows (IWI) = 10 ms), the whisker C2 was deflected 20 ms after the beginning of the sweep. For oblique directions, a sweep lasted 86.6 ms (IWI= 10/√2=7.1 ms) and the whisker C2 was stimulated 28 ms after the beginning of the protocol.

For each direction, each sequence was repeated 30 times in a pseudo randomized way, and intermingled with sequences containing extra blank trials (no stimulation) for correcting the bleaching of the dye. An interval of 15 s was applied between two consecutive sequences, as previous work showed no adaptation at that frequency of stimulation (Ego-Stengel et al., 2001).

- **Multiwhisker moving/static bar protocol**

  In this protocol the local deflection of all the whiskers was the same as before, but in all the experiments caudal. For the “Moving Bar” sequences, the 24 macrovibrissae were stimulated in spatiotemporal orders as described before but only in the four cardinal directions (IWI= 10 ms). The “Static Bar” sequences consisted of deflecting simultaneously individual whiskers from one of the 5 arcs or one of the 5 rows. In total, 4 “Moving Bar” and 10 “Static Bar” stimuli were repeated 30 times in a pseudo randomized way, and intermingled with sequences containing extra blank trials (no stimulation) for correcting the bleaching of the dye. An interval of 15 s was applied between two consecutive sequences.

- **Image analysis**

  Acquisition and data preprocessing were done using in-house software (Elphy, G. Sadoc, UNIC-CNRS), further analyses were made using custom written routines in IgorPro (WaveMetrics). Subtraction of the averaged unstimulated blank trials was used to correct for the bleaching artifacts. Variations of the fluorescence signal are expressed as $\Delta F/F_0$, the averaged signal of three frames just preceding the stimulus being used as a reference.

- **Histology**

  Following the experiments and the administration of an overdose of urethane, mice were perfused with saline followed by paraformaldehyde (4% in 0.1 M phosphate buffer). After an overnight post-fixation in paraformaldehyde, the brains were cut in 100 µm thick
tangential sections and stained for cytochrome oxidase revealing the layer 4 barrel map. The images of the tangential sections were aligned and the barrel maps drawn using the Matlab routine described in Part I – Chapter 2 (article: Perronnet, Vilarchao et al., 2015). The VSD images were aligned with the histological images using the superficial blood vessels as anatomical landmarks.

- **Quantification of VSD responses**

Profiles of fluorescence were computed from ROIs corresponding to the L4 barrels delineated from the post-hoc barrel map reconstruction. Variations of fluorescence from all the pixels included in a barrel were averaged.

- **Direction selectivity**

The response magnitude ($R_i$) to each direction ($\theta_i$) of stimulation was defined as the integral of such fluorescence profiles on a large time window (-20 to 240 ms relative to the time of stimulation of the corresponding whisker). The preferred direction ($D_{pref}$) was defined as the circular mean (Fisher, 1995):

$$D_{pref} = \arctan \left[ \frac{\sum R_i \sin \theta_i}{\sum R_i \cos \theta_i} \right]$$

To quantify the $D_{pref}$, the direction index (DI) was defined as:

$$DI = \sqrt{\frac{\left( \sum R_i \sin \theta_i \right)^2 + \left( \sum R_i \cos \theta_i \right)^2}{\sum R_i}}$$

The DI takes values from 0 (equal responses to all directions) to 1 (complete selectivity to one direction).

- **Statistical Tests**

Rayleigh test of circular uniformity was used to test the significance of the direction selectivity, analyzing the distribution of the $D_{pref}$ angles for the eight experiments in each barrel.
Figure 26: VSD imaging of cortical responses to multiwhisker stimulation.

A: Diagram and photograph of the experimental setup. High-speed imaging system mounted on a multidirectional 24-whisker stimulator placed on the right whisker-pad. The left barrel cortex is imaged while the whiskers on the right side of the snout are stimulated.

B: Three steps of the global motion protocol for two global directions (blue arrow) are illustrated; small black arrows indicate the local motion of each whisker. On the right is shown the command trace for the local whisker deflection (red) and the measured deflection of the actuator (black).

C. Snapshots of the averaged fluorescence signal (n=30 trials) for a case study at six different timings relative to the time of deflection of the central C2 whisker for rostral global direction (0°). The profile of activity measured from the C2 barrel region is shown below, where the grey bar represents Straddlers, Arc 1, Arc 3 and Arc 4 deflection times respectively, while the red bar indicates the Arc 2 stimulation time.
III.2.2 Results

- **Voltage sensitive dye imaging of depolarizing responses evoked by multiwhisker stimuli spread across the barrel cortex**

Using a 24-multidirectional whisker stimulator on the mouse right whisker pad, we presented multiwhisker stimuli that were locally invariant – caudal/rostral deflections of each whisker – but globally coherent – spatiotemporal sequences of whisker deflections (Figure 26). The multiwhisker stimulations differed in the resulting direction of the global motion, scanning 8 different directions. We will further refer to this protocol as “Moving Bar”. The multiwhisker stimulator was coupled with a VSD imaging high-speed camera that recorded the cortical activity from the barrel cortex on the left hemisphere.

For each global direction, the spread of activity across the whole barrel cortex correlates with the stimulation of the corresponding whiskers. Figure 26C shows a representative example of the average activity (30 repetitions) for the rostral global direction (0°) at different times relative to the stimulation of the whisker C2. The anatomical map of the barrels from L4 is superimposed to the VSD images to give a spatial reference of the responses. The start of the moving bar protocol is at -20 ms, and 10 ms later it can be observed that activity arrives at the cortical columns that correspond to the first stimulated whiskers (Arc St). After 100 ms the cortical activity goes back close to the baseline level.

Below the figure is shown the profile of activity calculated from a region of interest (ROI) delimited by the anatomical barrel C2. The red bar indicates the time of the stimulation of the whisker C2. As it can be observed, activity spreads to the C2 column even before the whisker C2 is stimulated, and strikingly, this activity is close to the maximum of the response. This shows that the lateral spread of activity in the barrel cortex is faster than the moving bar on the receptive surface, suggesting that the cortical responses to the deflection of the whisker C2 will be conditioned by this spreading activity.

- **At each column evoked responses depend on the spatio-temporal context of the multiwhisker deflections**

Figure 27A shows the responses for the eight global directions at three different timings relative to the stimulation of whisker C2. As we mentioned before, we can observe for some of the global directions a wave of activity that spreads faster than the advancing
front edge of the stimulation. This spread of activity seems different, at least on the amplitude domain, depending on the direction of the global motion. As a consequence, if an adjacent row/arc was stimulated 10 ms before, afferent signals coming from the thalamus might encounter neurons that were recently activated by the cortico-cortical connections, thus their processing might be significantly different. Even though the amplitude of activity across the barrel cortex is not the same for all the directions, the late dynamics of the cortical responses share similar spatial properties (see the panel +10 ms on the right).

The profiles of fluorescence computed from the C2 barrel-related column and aligned on the time of the whisker C2 stimulation are shown in Figure 27B, color-coded for the eight directions of global stimulation. The response of each direction were quantified by calculating the integral from -20 ms to 240 ms, and plotted on a polar graph (Figure 27B-right). The preferred direction was calculated (see Methods) and it is shown as the red vector on the polar plot, which length is the vector sum.
Figure 27: Responses depend on the spatio-temporal sequence of the multiwhisker deflections.

**A**: Snapshots of the averaged fluorescence signals (same case study of Figure 26C) for the eight global directions at three timings relative to the central whisker C2 deflection.  
**B**: Fluorescent profiles measured from the C2 barrel for the eight directions of global motion. The inset is a zoom in of the profiles from -20 to 40 ms. The integral of each profile was calculated within the grey time-window (-20 ms to 240 ms) and represented in the tuning curve (right). The red thick vector shows the preferred angle and the length of the vector the angular summation of the responses. The direction index (DI) of the responses in this barrel is noted below.

For a movie of this case study, please check the supplementary file.
• **Barrels corresponding to the most rostral whiskers show significant direction selectivity towards caudoventral global angles.**

With the aim of depicting a spatial map of direction selectivity we did a pixel-by-pixel analysis in which we aligned the fluorescent signals on the time at which each whisker was stimulated. In Figure 28A we can observe this type of analysis for a representative experiment, aligned on the whisker C2 stimulation time. At 0 ms, which corresponds to the time at which the C2 whisker is stimulated (whatever the direction of the global stimulation), we can observe a pinwheel which is later inverted at 30 ms. These pinwheels are expected due to the architecture of the whisker pad and the stimulation protocol. Under the hypothesis that both pinwheels were going to compensate each other we chose to integrate the signals over a larger time window (-20 to 240 ms). We restricted the analysis to the area above the corresponding barrel, in this case C2 (Figure 28B), and did the same analysis independently for all the barrels.

The averaged Dpref and DI values for each barrel were calculated and represented in a 24-column matrix. Figure 28C shows such 24-column matrix for the same representative experiment where for each column the Dpref is color-coded and also indicated by the angle of the arrow, and the DI is represented by the length of the arrow. We will refer to this map as the “direction selectivity map”. We tested whether the Dpref was significant in each barrel by doing a Rayleigh test of uniform distribution of the angles. The columns with significant direction selectivity (anisotropic distribution of the Dpref for the 30 repetitions) are represented with high luminosity. We are also showing a 24-column matrix in a grey scale representing the significance of the Rayleigh test for each column (p-value), and the 24-column matrix with the DI values also on a grey scale. The histogram on the right shows the distribution of DI values for all the columns and the 30 repetitions.

We can notice for this representative experiment that the columns corresponding to the rostral whiskers show significant direction selectivity, and that this direction selectivity is towards the caudoventral axis, in agreement with the caudoventral biased reported by Jacob et al. (2008) in the C2 barrel-related column (further commented in the Discussion).
Figure 28: Spatial distribution of direction selectivity to global motion.

A: Direction preference computed for each pixel and each frame, and aligned relative to the time of whisker C2 deflection. Here are shown two examples corresponding to 0 and 30 ms. The third image of Dpref distribution has been computed by using a larger time window between -20 to 240 ms.

B: Direction preference maps and direction index maps have been computed whisker by whisker, by aligning the fluorescent signals relative to the time of the deflection of the corresponding whisker, and by restricting the analysis to the area above the corresponding barrel as in exemplified here with the column C2.

C: 24-whisker matrix of direction preferences obtained from the maps in B (left). For each barrel: Dpref is color-coded and represented by the angle of the arrow; the length of the arrow represents the direction index (DI). The anisotropy of the Dpref distribution was evaluated with a Rayleigh test and its significance (p > 0.05) is indicated by the higher luminosity. In the same way are represented 24-whisker matrices of anisotropy and DI on the right. On the far right is shown the histogram of the DI values calculated for the 30 repetitions of the protocol and for the 24 barrel-related columns (n=720 DI values; bin size: 0.01).
- **Global direction selectivity map is juxtaposed with the somatotopic map.**

Figure 29A shows the direction selectivity map obtained by averaging 8 independent mice experiments. The right matrix represents the DI values obtained by comparing the Dprefs from the eight experiments. The histogram on the right shows the distribution of averaged DIs for all the columns.

The direction selectivity map reveals that the mouse barrel cortex neurons are tuned to respond preferentially to caudoventral directions of global stimulation, consistently with previous results obtained in the rat barrel cortex for the whisker C2 (Jacob et al., 2008). This direction selectivity was significant for the more rostral whiskers (Arcs 2 to 4), and also for the whisker Alpha (StA) which showed a moderate but yet significant Dpref (see p-values in Figure 29A) towards the ventral direction.

In Figure 29B we represented the distribution of global direction vectors for the eight experiments (grey) and the average (color), for four barrel-related columns. If we pick three columns within the same row, for example row C, we can notice the strong anisotropy on the distribution of Dpref for the column corresponding to the rostral whisker C4, then a milder one for C2 and the isotropic distribution of the Dpref for the column corresponding to the most caudal whisker Gamma (StC). We are also showing the distribution of global direction vectors for the whisker Alpha that shows more distributed Dprefs, though with significant ventral direction selectivity.

From the eight experiments that were used to obtain the direction selectivity maps, half of them were done with a local direction of deflection of the whiskers towards caudal direction and the other half towards rostral direction. We split these data and calculated the average direction selectivity maps, this time with four experiments in each group. Figure 30A shows the two maps obtained with rostral and caudal local deflection of the whiskers. Given the reduced number of mice used to compute each map, less barrel-related columns show a significant global preferred direction. However, the significant columns are similar in both groups similar, suggesting that global direction selectivity is independent on the local direction of deflection of the whiskers, in agreement with Jacob et al. (further commented in the Discussion).
As already described in the Methods’ section, the Dpref value was calculated by using the integral of the responses within a big time window (-20 to 240 ms). We computed the Dpref using the maximum value of the responses instead of the integral and we obtained similar global direction selectivity (Figure 30B). This indicates that the peak of the responses would be enough for the computation of the direction selectivity of a read-out stage.

Figure 29: Averaged spatial distribution of global direction selectivity

A: Averaged 24-whisker matrix of direction preferences (n=8 mice, left). As with the case study, the Dpref is color-coded and represented by the angle of the arrows; the length of the arrow represents the DI between experiments; the significant anisotropic barrels (Rayleigh test, p > 0.05) are indicated by a higher luminosity. The histogram shows the DI distribution between experiments for each barrel-related column (n=192 DI values; bin size: 0.01).

B: Distribution of global direction vectors for each experiment (grey vectors) shown for barrel-related columns alpha, gamma, C2 and C4. The colored vector shows the averaged Dpref and DI for the 8 experiments.
Figure 30: Global direction selectivity controls.

A: Global direction selectivity is independent of the local deflection angle of the whiskers. Averaged 24-whisker matrices of direction preferences obtained for experiments with rostral local whisker deflections (n=4 mice, left), or with caudal local whisker deflections (n=4 mice, right). The Dpref is color coded and represented by the angle of the arrows; the length of the arrow represents the DI between experiments; the significant anisotropic barrels (Rayleigh test, P > 0.05) are indicated by a higher luminosity.

B: Averaged 24-whisker matrix of direction preferences obtained for all experiments (n=8 mice), computed using the maximum values of the evoked responses instead of integrating the signal over a large time window. To be compared to Figure 29A.

- **Cortical responses to a moving bar are highly sublinear**

In 2007, Drew and Feldman showed that when they presented moving wavefronts (moving bars over 9-12 whiskers) in different directions to the rat whiskerpad, the starting position of these wavefronts had a big salience, mainly due to the suppressive interwhisker interactions. In some neurons that showed preference for a direction of the moving wavefront, suppression could also explain this selectivity: if the adjacent whiskers were deflected first giving a strong response, and the PW responses were suppressed, then the recorded unit will show a direction of preference depending on the balance of adjacent whiskers’ responses/PW suppression is elicited for each direction. To further understand what might determine the global direction selectivity and its distribution on the barrel cortex, we first hypothesized that the global direction selectivity might be determined by the starting position of the moving bar given the big suppressive mechanism that might occur when adjacent whiskers are sequentially deflected.
To test this hypothesis we designed another stimulation protocol in which we alternate moving bars in 4 cardinal global directions with individual deflections of whiskers from the same row or arc, henceforth referred as “Static Bar” (Figure 31A). Figure 31B shows the snapshots of a representative experiment for the rostral global motion (0°) at 12 ms after the stimulation. If we compared the responses of the moving and static bar (Arc St) at this early stage and for this direction, we observe that the responses look very similar. By sequential linear summation of the responses to the static bars mimicking the moving bar, we constructed a linear prediction model. Comparing the evoked responses to the moving bar and the linear summation, we can notice that the linear summation is significantly larger (~3 times), strongly suggesting that suppressive mechanisms are involved in shaping the cortical responses to the moving bar (Figure 32A).

We next wanted to test whether these sublinearities depended on the direction of the moving bar. For five experiments we calculated the integral of the responses (moving bars or linear summation) by averaging signals from 24 ROIs corresponding to the L4 barrels, within a time window of -10 to 100 ms, for the four cardinal directions. Figure 32B shows that there were no significant differences on the ratio of these integrals for the different directions (One-Way ANOVA; p=0.08).

To quantify the differences in the responses for the moving/static bars we computed the integral of the responses from the same ROI and time window as before. Results are shown in Figure 32C. There were no significant differences between the responses to single arcs and the moving bars (One-Way ANOVA; p=0.249). Furthermore, when comparing the responses between the static and the moving conditions (i.e. Arc St and Moving 0; Arc 4 and Moving 180) no significant differences were found either (t-test; p=0.189 and p=0.084, respectively). On the contrary, for the rows, there were significant differences between the responses for static and moving bars (One-Way ANOVA; p=0.011), but when doing a pairwise comparison we found that that difference is due mainly to the row E. Differences between the static and moving conditions (i.e. Row A and Moving; Row E and Moving 90) were for both cases significant (t-test; p=0.036 and p=0.003, respectively).

To sum up, these results suggest that the information coming from the stimulation of the rows/arcs during the apparent motion protocol is not linearly integrated in the barrel cortex.
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Figure 31: Cortical responses to a moving bar and to a static bar.

A: Moving Bar protocol. Apparent motions in 4 cardinal directions ("Moving Bar"), the scheme shows an example for the rostral global direction (0°). Snapshots of cortical activity evoked by a rostral moving bar for a case study, at 12 ms after the deflection of each arc.

B: Static Bar protocol. "Static Bar" multiwhisker stimuli consisting in whisker deflections delivered synchronously to individual arcs/rows of whiskers were intermingled pseudo-randomly with Moving Bar stimuli. "Linear prediction" is the summation of the static bars at times that matches the moving bar. Snapshots of cortical activity evoked individual arc deflections for the same case study, at 12 ms following the beginning of the stimulation.
Figure 32: Cortical responses to a moving bar are highly sublinear.

A: Comparison of the cortical activity evoked by moving bars and their corresponding linear prediction. On the left are shown snapshots of the responses at 30 ms after the beginning of the stimulation for two global directions (0° and 180°). On the right are shown the profiles of activity calculated on the C2 barrel-related column for the linear prediction, moving bar and static bar corresponding to the first arc stimulated in the moving bar (Arc Str or Arc 4, respectively). The grey bars below the profiles indicate the time of stimulation of the Arc St, Arc 1, Arc 3 and Arc 4, while the red bar shows the stimulation of the Arc 2.

B: Population ratios (n=5 mice) of responses to the Moving Bar and the Linear Prediction averaged over 24 ROIs corresponding to the 24 barrels and over a time window of -10 to 100 ms and for the different directions. No significant differences were found between directions (ANOVA; p=0.08).

C: Population responses (n=5 mice) for the Moving Bar (blue) and the Static Bar (red) averaged over 24 ROIs corresponding to the 24 barrels over a time window of -10 to 100 ms, for the different directions. No significant differences were found between the arcs (One-way ANOVA; p=0.249) but the rows differed significantly (One-way ANOVA; p=0.011; &: significant treatment). No significant differences were found between the moving and static bars on the arcs, but there were significant differences between the moving and static rows (t-tests: NS no significant p>0.05; * significant p<0.05).
• **Global direction selectivity cannot be explained by the linear summation model**

In order to determine if these nonlinearities are used by the system to encode the direction of the global motion, we computed the direction selectivity maps for the linear prediction model, taking the data from the 5 experiments done with the Static Bar protocol. As we can see in Figure 33A, the direction selectivity map obtained with the linear prediction model is qualitatively different from the one obtained with the Moving Bar protocol (Figure 29A and repeated in Figure 33C). Only some columns—located mainly on the borders—showed significant Dpref, with angles distributed in an inverse pinwheel manner, pointing towards the exterior. The histogram below shows the distribution of the DIs for all the columns and all the experiments, confirming that most of them are close to zero. The Dpref spatial organization is expected given that the linear prediction responses are obtained by sequentially adding the responses of the static bars, then the border columns will have a bigger response for the directions that started on the opposite direction.

• **Despite of the high salience of the starting position of the moving bar, it is not enough to explain the global direction selectivity**

To test if the global direction selectivity could be explained by the salience of the starting position of the moving edge, we calculated the direction selectivity map using the responses to the static bars: Arc St, Arc 4, Row A, and Row E. The selectivity map shows a pinwheel-like distribution of the Dpref, with the center close to the column D3 (Figure 33B). The static bar direction selectivity map differs qualitatively from the moving bar selectivity maps, suggesting that the global direction selectivity is not due to the salience of the starting position of the moving bar, but rather due to a mechanism that builds up when the bar is moving across the whole whisker pad. We could have expected a perfect pinwheel as we are just considering the responses to the border arcs/rows, but why are the rostral and ventral directions more represented? In addition, the columns that correspond to caudal and dorsal whiskers showed significant direction selectivity. Both results might be due to the fact that deflecting the Straddlers and the whiskers in Row A produced larger responses than stimulating Arc 4 or Row E. Whiskers within a row have different diameters: caudal whiskers are thicker than rostral ones (Ibrahim and Wright, 1975; Voges et al., 2012), and a greater number of axons innervate their follicles (Welker and Van der Loos, 1986), which might correspond to the larger responses observed when deflecting the Straddlers. In contrast,
within an arc whiskers tend to increase their diameter from dorsal to ventral (Voges et al., 2012), being the whiskers in row A in average thinner and less innervated, than the ones in row E (Welker and Van der Loos, 1986), suggesting that different nonlinearities might shape the evoked responses in both rows.

Figure 33: Global direction selectivity is neither explained by the linear prediction nor the starting position of the moving bar.

A: Averaged 24-whisker matrix of direction preferences (n=5 mice) for the linear prediction and histogram of the direction index between experiments (n=120 DI values; bin size: 0.01).
B: Averaged 24-whisker matrix of direction preferences for the Static Bar (starting point of the global motion), and histogram of the direction index between experiments (n=120 DI values; bin size: 0.01).
C: Moving Bar (same of Figure 29A)
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To conclude this thesis, we will outline the results presented in this manuscript (Part II and Part III) and then discuss some aspects in more detail.

The main contributions of this thesis on the somatosensory system of the rodents are the following:

- The adaptation and optimization of the second generation 24-whisker stimulation matrix (Jacob et al., 2010) to the mouse whisker system.

- The development and validation, in collaboration with Lorraine Perronnet and Gabriel Peyré, of a technical method to link the recorded functional data (VSD) with the cortical structure (Perronnet, Vilarchao et al., 2015).

- The combination of the multiwhisker stimulation matrix with VSD imaging in the anesthetized mouse as a relevant experimental approach for studying the cortical responses to precise multiwhisker stimulations with a great temporal and spatial resolution. This experimental configuration allowed us to study the spatial distribution of the direction selectivity to local and global stimulation of the whiskers in the mouse.

- The observation that local direction selectivity is spatially distributed within the C2 barrel-related column. Although the responses are close to each other in the center of the column, they show a spatial distribution that is consistent from one animal to another. This distribution differs from the one that has been previously described in the rat barrel cortex, as it follows a pinwheel organization inverted on the lateral-medial axis.

- The demonstration of the existence of global directional responses in the mouse.

- The observation that global direction selectivity is distributed within the barrel cortex. Barrel columns that correspond to the more rostral whiskers showed significant direction selectivity while the barrel columns corresponding to the most caudal whiskers (except alpha) do not showed a preferred global direction.
The observation of a caudoventral bias for global preferred directions, as previously reported by Jacob et al. (2008) for the C2 barrel-related column in the rat. This bias is also spatially distributed: more rostral columns preferred caudal global directions while the more dorsal tend to prefer ventral global directions.

The confirmation that the global direction selectivity is independent from the direction of bending of individual whiskers, in agreement with previous results (in the rat) from our team (Jacob et al., 2008).

The observation that global direction selectivity is neither explained by the linear summation of the responses to the progressive deflection of individual arcs/rows, nor by the salience of the starting position of the moving bar (i.e. border effect). Integration of the cortical responses during the global motion protocol is indeed highly sublinear, independently of its direction.
IV.1 VSD imaging: some aspects to keep in mind.

The VSD imaging technique brings the possibility to record the brain activity at a mesoscopic scale, covering large regions of the cortical surface with a great temporal and spatial resolution. It has proved to be a very useful technique not only for studying the spatial distribution of sensory evoked activity in the corresponding primary sensory area of primates, cats and rodents, but also, particularly in the mouse cortex, for revealing fast, complex, and bilaterally synchronized patterns of depolarization (Ferezou et al., 2007; Mohajerani et al., 2010).

In 2013, Mohajerani and collaborators recorded spontaneous activity with VSD imaging from a wide field that included the entire hemisphere (Mohajerani et al., 2013). They observed that hemisphere-wide and sensory-evoked motifs were present in the spontaneous activity of the anesthetized mouse, which reflected multiple sensory modes like vision, audition, and touch. When the activity was emerging from primary sensory areas, a common posterior-medial cortical sink, where sensory activity was extinguished, was observed in the parietal association area. In this study Mohajerani et al. showed that maps of intracortical monosynaptic connections predicted hemisphere-wide patterns of spontaneous and sensory-evoked depolarization, suggesting that an intracortical monosynaptic map of connections shapes the spread of spontaneous activity in the mouse cortex.

While imaging spontaneous activity in the anesthetized cat, Arieli and collaborators (1996), observed that spontaneous activity followed the same functional orientation maps evoked by visual stimulation (Arieli et al., 1996). At the moment, we are collaborating with Yann Zerlaut, a PhD student of the group of Dr. Alain Destexhe, analyzing together the spontaneous activity of the mouse barrel cortex to test if it resembles to the evoked activity in response to the global motion protocol. These analyzes are not finished yet at the time of writing this manuscript, but will be reported in a future publication.

Despite the multiple advantages of the VSD imaging technique, there are some limitations that should be taken into account when interpreting the VSD signals or designing
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a VSD imaging experiment. One of the drawbacks of VSD imaging is that the amplitude of the signals are quite small, usually below 1% $\Delta F/F_0$, in comparison with calcium-sensitive dyes, which offer 100 times larger signals. Two-photon microscopy (Denk et al., 1990) and differential loading or expression of the calcium-sensitive probes in populations of cells (Stosiek et al., 2003), have allowed in vivo calcium imaging of networks with a single cell resolution. Nevertheless, calcium signals report almost exclusively spiking activity, masking the subthreshold changes. Conversely, it is not trivial to reveal spiking activity in VSD signals. An experimental approach combining wide-field calcium imaging with VSD imaging will enable to record both the sub- and suprathreshold responses (Berger et al., 2007).

When analyzing the VSD imaging data it is important to take into account the origin of the signals. In an article of great interest, Chemla & Chavanne reviewed the VSD imaging technique making a special focus on the different components of the VSD signal (Chemla and Chavane, 2010). As VSDs stain nonspecifically the cellular membranes, it has been impossible, until now, to differentiate the neuronal types from which the response originates. Thus, VSD signal reflects the activity of both excitatory and inhibitory cells. In the study done by Jacob et al. (2008) in the rat S1, excitatory and inhibitory cells were identified through their electrophysiological signature, and both populations showed selectivity to global direction.

Are we recording only neuronal activity? The glial cells, and specially the astrocytes, have important functions for the brain. As it has been reported in the visual cortex, astrocytes have response times close to 3-4 seconds after the stimulus onset (Schummers et al., 2008), making glial activity unlike to contribute to the VSD signal, which is normally imaged within the first second after the onset of the response. Nevertheless, a recent study showed that there are also multiple astrocytic mechanisms (e.g. glutamate clearance) that contribute significantly to the fast VSD signal (Pál et al., 2015). The relative contribution of astrocytes to the total VSD signal has to be quantified.

To overcome the limitation of nonspecific staining, genetically-encoded voltage indicators (GEVi}s) are being developed. As with genetically encoded calcium probes (Miyawaki et al., 1997), by adding the GEVI sequence downstream cell-specific promoters and using advanced strategies for gene regulation, it is possible to target the expression of
voltage sensitive proteins to chosen neuronal subtypes. The groups of Pr. Thomas Knopfel and Pr. Vincent Pieribone, major contributors in this domain, have used different molecular strategies to engineer efficient voltage sensitive proteins (Baker et al., 2008; Jin et al., 2012; Mishina et al., 2014). However, even if these probes work efficiently on in vitro cell cultures, and give promising results in vivo in the rodent cortex (Mutoh et al., 2015), they still suffer from major limitations, mainly related to their interference with hemoglobin absorption and low signal to noise ratios. Nevertheless, the next generations of GEVI S might constitute the best tools to read the cortical network activity.

The pharmacological side effects of VSDs have been studied both in vitro and in vivo. In 2010, Memmerick and collaborators analyzed the effect of different VSDs on the function of the receptor GABAa (Mennerick et al., 2010). They showed a strong potentiation of GABAa receptor function in vitro for several types of VSDs including RH1691 and di-4-ANEPPS. Later on, another study evaluated the pharmacological side effects of these two VSDs (RH1691 and di-4-ANEPPS) in vivo in the rat barrel cortex (intact dura preparation), showing that RH1691 causes a significant prolonged increase in the amplitude of the somatosensory-evoked potentials (Grandy et al., 2012). Unlike the results of Mennerick et al., the increment in the amplitude of the responses was only observed when using the dye RH1691, suggesting that it might be the main reason for the good signal to noise ratio of this dye. However, spontaneous activity was not affected by the staining for neither of the dyes. In fact, this might not affect our results given that our calculations of the direction selectivities were a relative value of the cortical responses.

In addition, VSD imaging is an invasive technique that requires a craniotomy, and this might perturb the structure and the function of the underlying brain surface. Kalmbach and Waters (2012) studied the changes of the temperature of the brain surface under a craniotomy (2 x 2 mm) in the anesthetized mouse, showing that heat loss is significant, about 10°C below body temperature, even when covering it with agarose and a glass coverslip. These temperature variations affect cellular and network function of the neocortex by increasing the excitability of the pyramidal neurons of L2/3 and by generating longer Up states (Reig et al., 2010; Hedrick and Waters, 2012).
To conclude, both the use of the VSD RH1691 and the necessary exposure of the brain in the craniotomy are likely to generate an increased response of the cortical neurons. In our experiments this was not a limitation, since we were comparing the evoked VSD signals for the different directions of stimulation, and based our analyses on relative values. Given our set-up configuration and scientific questions, VSD imaging was an optimal technique to capture real-time dynamics with a good spatiotemporal resolution over the whole barrel cortex.
IV.2 Intracolumnar spatial organization of direction selectivity in the mouse barrel cortex

The existence of a spatial organization for the local direction selectivity within the barrel column has been a controversial subject (Andermann and Moore, 2006; Kerr et al., 2007; Tsytsarev et al., 2010b; Kremer et al., 2011). We will discuss here some possible reasons for these discrepancies. As we can see in Table 1, there are many differences in the experimental conditions between these works, regarding the whisker stimulation protocols, the age of the rats, the type of anesthesia, and the recording techniques, among others.

Note that the results of Tsytsarev et al., even if they are present in Table 1, will not be further discussed here, mainly due to their lack of clarity, as their article shows results that contradict themselves regarding the location of the responses relative to the barrel column coordinates.

In 2011, Kremer and collaborators evaluated the existence of an intrabarrel pinwheel for two groups of rats: juveniles and adults, finding that the direction selectivity map was present in the adult rats, but not in the juveniles, reconciling the two previous studies (Andermann and Moore, 2006; Kerr et al., 2007). Therefore, the local direction selectivity map emerges long after the critical period for most other sensory cortical maps, e.g.: the barrel field and the somatotopic map of L2/3 are formed within a few days after birth, and two weeks postnatal, respectively (Stern et al., 2001). This suggests that the intrabarrel map might be due to experience-dependent plasticity, as it happens in the case of the mouse visual system, where the cell connectivity pattern and feature selectivity becomes stronger with visual experience (Ko et al., 2013).

In order to test whether synaptic plasticity can underlie the pinwheel structure in the adults, Kremer and collaborators constructed a model of nonselective L2/3 neurons based on the spatiotemporal correlations between the movement and the direction of the whisker. This model successfully predicted the emergence of an intrabarrel pinwheel in the rat barrel cortex after training. Another Hebbian learning model was developed by Wilson and collaborators (2010) to address the same question but it was based on the spatial
correlations between the whiskers when contacting an object. It successfully predicted the existence of an intrabarrel pinwheel in L2/3, and also predicted that neurons with similar tuning properties are interconnected by patterns of long-range lateral connections spanning distances of several whiskers (further discussed on the section: “3. Possible mechanisms of the emergence of global direction selectivity”).

It is important to notice that both the group of Andermann and Moore, and Kremer et al., used enriched environments for the rats. Three to six rats were housed together for a couple of weeks in large cages that included, as reported by Andermann and Moore: multilevel surfaces, rodent tubes, and a running wheel. These housing conditions and social environment enhance the use of the vibrissae, thus favoring the emergence of an intrabarrel direction selectivity map, if we consider that it is due to experience-dependent plasticity. The housing conditions were not reported in the article of Kerr and collaborators, suggesting that they were standard, as they were for our mice.

Another important difference between the groups that studied the spatial organization for the local direction selectivity is the choice of the stimulus shape. Kremer et al. used a sawtooth-like stimulus (amplitude 500 µm): a fast ramp (20 ms) followed by a slow decay (980 ms). While Andermann and Moore used a shark fin-like stimulus (amplitude 170 µm), which consisted of a half-sinusoidal fast rise (7 ms) and a slow decay (50 ms). Kerr et al., used a stimulus with faster deflections, consisting in a ramp-hold-ramp stimulus (R-H-R amplitude 500 µm) with very fast onset and offset ramps (10 ms, the whisker staying deflected for 500 ms).

In our experiments we used even a faster deflection of the whiskers with a trapezoid shape, R-H-R (2-2-2 ms), in order to obtain a good signal-to-noise ratio in VSD imaging. With such deflection we might be overstimulating the network and recruiting not only the neurons that are selective to the direction of the whisker deflection, but also other neurons that are direction-independent. We observed for most of the directions the arrival of the activity very close to the center of the barrel-related column; however, we could see a spatial distribution of the activity for the different directions. We hypothesize that by applying a slower stimulus (e.g. a R-H-R deflection of 10-10-10 ms) we might recruit less non-
direction-selective neurons and thus reveal more efficiently the spatial distribution of the direction-selective ones.

During these experiments we used the same optic configuration of our set-up for running both the local direction protocol and the global motion protocol in the same mouse. The spatial resolution was 25 µm/pixel, then the supragranular activity on the barrel-related column C2, whose barrel in L4 has a diameter of about 300 µm (Lefort et al., 2009), was imaged from about 5 pixels. We found that all the early responses (measured at 12 ms after stimulus onset) for the different directions of the whisker deflection were organized very close to the C2 column center, within a diameter of 100 µm (4 pixels). It would have been possible to do another series of experiments with a special focus on the intrabarrel organization of the local direction selectivity with a higher spatial resolution by changing the optics; however the FOV would not have covered the whole barrel field.

It is important also to consider that we are using here a different recording approach than tetrodes or 2-photon calcium imaging. With VSD imaging we are recording mainly the dendrite activity in L2/3, in contrast to the previous studies on the local direction selectivity in the barrel cortex in which the spiking activity was recorded with a single cell resolution. The dendrite disposition is diffuse within the supragranular layers and we can hypothesize that this could account for the differences between our results and the ones of Andermann and Moore, and Kremer et al.; i.e. while the somas of the L2/3 direction-selective neurons are distributed in a pinwheel manner, their dendrites are likely to be more diffuse and receive inputs very close to the center of the barrel. The mirror image pinwheel that we obtained might be due to neuronal morphologies with dendrites that might follow a different distribution than the somata. Nevertheless, we have done here the first study on the spatial distribution of the local direction selectivity in the mouse. The directional maps might differ from one species to another, thus it would be necessary to characterize the somata distribution of the direction-selective neurons of the L2/3 in the mouse barrel column.
Table 1: Comparison between experimental conditions for assessing the existence of a spatial distribution of the direction selectivity to a single whisker deflection.

<table>
<thead>
<tr>
<th>Species</th>
<th>Andermann &amp; Moore 2006</th>
<th>Kerr et al. 2007</th>
<th>Kremer et al. 2011</th>
<th>Tsytsarev et al. 2010</th>
<th>Our Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Species</td>
<td>Sprague-Dawley rats</td>
<td>Wistar rats</td>
<td>Sprague-Dawley rats</td>
<td>Sprague-Dawley rats</td>
<td>C57BL6J mice</td>
</tr>
<tr>
<td>Age</td>
<td>Adults: 392±35 gr.</td>
<td>Juveniles: 3 - 5 weeks</td>
<td>Juveniles: 4 - 5 weeks (100 gr) Adults: 11 - 16 weeks (350 gr)</td>
<td>Adults: 8 - 16 weeks (200-300 gr) Adult: 6-10 weeks (20-30 gr)</td>
<td></td>
</tr>
<tr>
<td>Enriched environment</td>
<td>Yes</td>
<td>Not reported</td>
<td>Yes</td>
<td>Not reported</td>
<td>No</td>
</tr>
<tr>
<td>Anesthetics</td>
<td>Isoflurane (0.75%-1.125%)</td>
<td>Urethane (1.2 g/kg)</td>
<td>Isoflurane (1-1.5%)</td>
<td>Urethane (1.2 5 g/kg) Furosemidae sulfate (0.1 mg/kg) Urethane (1.7 mg/g)</td>
<td></td>
</tr>
<tr>
<td>Stimulus shape</td>
<td>Half-sinusoids fast rise (7 ms) and a slow fall (50 ms) Amplitude: 170 µm at 7 mm from skin</td>
<td>R-H-R: 10-500-10 ms Amplitude: 500 µm at 5 mm from skin</td>
<td>Sawtooth: 500 - 500 ms and 20 - 980 ms Amplitude: 500 µm at 5 mm from skin</td>
<td>R-H-R: 5-5-5 ms Amplitude: 200 -300 µm at 4-5 mm from skin</td>
<td>R-H-R: 2-2-2 ms Amplitude: 100 µm at 3 mm from skin</td>
</tr>
<tr>
<td>Whiskers</td>
<td>D3</td>
<td>E1</td>
<td>B1, B2, C2, D2, C3, D3</td>
<td>E2</td>
<td>C2</td>
</tr>
<tr>
<td>Recording technique</td>
<td>Tetrodes (L2/3 to L4)</td>
<td>Two-photon calcium imaging (Oregon Green BAPTA 1-AM) Patch-clamp</td>
<td>Two-photon calcium imaging (Oregon Green BAPTA 1-AM)</td>
<td>VSD imaging (RH1691 - 0.6 mg/ml) VSD imaging (RH1691 - 1 mg/ml)</td>
<td></td>
</tr>
<tr>
<td>Intrabarrel spatial organization</td>
<td>Adults: Yes - Pinwheel</td>
<td>Juveniles: No</td>
<td>Juveniles: No Adults: Yes - Pinwheel</td>
<td>Adults: Yes - orthogonal deflection angles evoked responses located orthogonally</td>
<td>Adult mice: Yes - inverted pinwheel</td>
</tr>
</tbody>
</table>
IV.3 Possible mechanisms for the emergence of global direction selectivity

By using a 24-multidirectional stimulator matrix coupled with a VSD imaging camera, we recorded cortical responses to global stimuli in eight different directions. We showed that global direction selectivity is present in the superficial layers of the mouse barrel cortex, and is spatially organized within the barrel cortical space.

Is global direction selectivity emerging in the cortex or is the cortex reflecting a preference originating upstream? In our team, Ego-Stengel and collaborators (Ego-Stengel et al., 2012), showed that global direction selectivity is already present at the level of the thalamus, but it is highly amplified in the cortex: under cortical inactivation, selectivity in the VPM nucleus of the thalamus decreased on average but remained present.

The transformation of the sensory input from the vibrissae to the VPM involves several nonlinearities in order to generate anisotropic global receptive fields in the thalamic neurons. This goes against the classical view of the whisker system where projections from the whiskers to the cortex go along the lemniscal pathway with parallel fibers for each whisker, conserving the topography of the periphery with axons and dendrites that are restricted to small regions corresponding in general to only one whisker. Subcortical nonlinear interactions must exist between responses to different whiskers. Recordings done in our team from the trigeminal ganglion showed that the first-order neurons did not present a preferred direction for the global motion protocol (Ph.D. thesis of Julie Le Cam, Université Pierre et Marie Curie, 2010), suggesting that the global direction selectivity is not due to the mechanical coupling of the whiskers in the skin of the whisker pad.

A prospective relay where nonlinearities might occur is in the brainstem, in particular in the trigeminal nucleus PrV. The PrV neurons that project to VPM have multiwhisker receptive fields (Veinante and Deschénes, 1999). The responses to the PW are inherited from direct projections coming from the trigeminal ganglion (thus, non-selective to global direction), while the multiwhisker responses come from intratrigeminal connections between PrV and SpV nuclei. PrV receives excitatory inputs from the caudal subnucleus...
(spVc) and inhibitory modulation from the interpolar subnucleus (spVi) (Minnery and Simons, 2003; Timofeeva, 2004; Furuta et al., 2008).

We would like in the future to record from the trigeminal nuclei in order to establish whether selectivity to global motion is already present at this stage. With this aim, I spent three months at the Weizmann Institute with the groups of Dr. Ehud Ahissar and Dr. Ilan Lampl, where I learnt to perform extracellular recordings from the different trigeminal nuclei. If we find neurons that are selective to the direction of the global motion already at this stage, it would be interesting to compare them with the ones obtained in the VPM to assess if nonlinearities are just transmitted to the thalamus or if the intrathalamic circuitry is also amplifying the anisotropy via intrinsic nonlinearities of the VPM cells (i.e.: spike thresholds and nonlinear summation of the inputs by the membrane or t-type Ca^{2+} currents).

As mentioned before, in 2010 Wilson and collaborators proposed a model to explain the emergence of direction selectivity maps in L2/3 of the rat barrel cortex. Their model was taking into account the spatial correlations between the whiskers when contacting an object. Besides from explaining the intrabarrel distribution of the local direction selectivity, their model also predicted that L2/3 neurons from different columns that share similar tuning properties are synaptically coupled. These long-range interactions are consistent with previous results showing that lateral interactions are stronger when whiskers are sequentially deflected in similar directions (Simons, 1985; Kida et al., 2005). These findings suggested that there might be a suprabarrel organization of the direction selectivity. Thus, there might be also a suprabarrel organization of the global direction selectivity. Indeed, we showed here that in the supragranular layers of the mouse barrel cortex the global direction selectivity is spatially organized: the barrel-related columns that correspond to more rostral whiskers are more selective to global motion directions than the ones that correspond to caudal whiskers.

In agreement with previous results obtained in our team in the rat barrel cortex by Jacob et al. (2008), we found that the preferred direction for global motion showed a bias towards caudo-ventral direction. In particular the caudal global direction was the most represented in our results. Another study done in our team by Ego-Stengel et al. (2012) showed that thalamic neurons of the VPM have a homogeneous distribution of the global
direction selectivities. Then how can we explain the cortical emergence of a bias? We can hypothesize that long-range intracortical connections (predicted by the model of Wilson et al., 2010) specifically along rows might interact with the thalamocortical input creating this bias. But which are then the mechanisms underlying the global direction selectivity?

Both in the barrel cortex and in the thalamus the extracellular response to global motion protocols were of a similar magnitude to the response obtained by deflecting only one whisker (Jacob et al., 2008; Ego-Stengel et al., 2012). This suggests that the nonlinearities involved in the global direction selectivity are likely to be suppressive rather than facilitatory, like the ones involved in cross-whisker suppressive interactions found both in VPM and cortex (Simons and Carvell, 1989; Ego-Stengel et al., 2005; Higley and Contreras, 2007).

The linear summation of the responses to single-whisker stimulation failed to explain the selectivity to global motion (Jacob et al., 2008). In addition, here we constructed a linear prediction by sequentially adding the responses to the stimulation of individual arcs or rows. If the spatial organization of global direction selectivity was only due to the lateral cortico-cortical connections we could have expected to obtain a map similar than with the moving bar protocol. We showed that the linear summation of the responses to a group of whiskers (arcs or rows), also failed to explain the global direction selectivity, and that the integration is highly sublinear.

In the article of Drew & Feldman (2007), a strong salience of the starting point of the bar on the cortical responses was reported. We can imagine then that the spatial distribution of the global direction selectivity could be influenced by the starting position of the moving bar. To test this hypothesis we compared the direction selectivity maps obtained with the moving bar with the ones obtained by just deflecting the first arcs or rows, in so-called “static bar”. The two maps differed: the rostral and ventral directions are more represented in the one that corresponds to the static bar protocol; while, for the moving bar, we found a bias in the opposite direction, caudoventral, as already mentioned. The bias in the case of the static bar can be due to the fact that the response to the deflection of Arc Str has a higher amplitude than when deflecting the Arc 4, and similarly the response to the deflection of Row A is larger than when deflecting Row E.
The differences in the two maps suggest that the global direction selectivity emerges when sequentially deflecting all the whiskers. These results are in agreement with the results obtained by Jacob et al. (2008) where they tested the cortical responses to the proximal (stimulating only 9 whiskers) and global protocols (24 whiskers). They reported that all the whiskers need to be deflected in order to obtain defined global direction selectivity. Drew & Feldman (2007) deflected only 9-12 whiskers, which might explain the lack of direction selectivity reported by them. Ego-Stengel et al (2012) reported that in the case of the thalamic neurons, applying the proximal protocol had little influence on the tuning curves. Indeed, these results suggest that the thalamus integrates vibrissal information from a narrower spatial domain than the cortical neurons.

In addition, another study done in our team in collaboration with the team of Dr. Alain Destexhe (Estebanez et al., 2012), used extracellular recordings and the 24-whisker stimulator to show that in the L4 to L6 of the rat barrel cortex there are at least two subpopulations of neurons: “local neurons” that respond more to uncorrelated stimuli tuned to center-surround local contrast, and “global neurons” that respond more to correlated stimuli encoding coherent motion at the whisker pad scale. Indeed, further studies done in collaboration with the team of Dr. Laurent Bourdieu showed that these two populations are also present in the L2/3, revealed with 2-photon calcium imaging (data not published). During the global motion protocol there are three correlations happening in simultaneous:

- Whiskers from the same row/arc are being deflected simultaneously;
- This deflection is in the same direction and with same stimulus shape;
- There is a time correlation: neighboring adjacent whiskers will be deflected within a coherent time (10 ms after or before).

We can hypothesize that when applying this protocol we are recording the responses of these two subpopulation of neurons. Local neurons are more likely to respond to the front edge of the moving bar, acting as contrast detectors, while global neurons would be more likely to respond to the coherent motion of the bar moving in a given direction. However, further studies need to be done in order to characterize how these two populations of cells respond to the global motion protocol.
Multiwhisker interactions were studied also by Hirata & Castro-Alamancos (2008), where they showed that multiwhisker stimulation enhances (reduction of spike latency in L4 and more spike probability in L2/3) short-latency responses and suppresses long-latency responses. This enhancement and suppression appear first at the L4 of the barrel cortex and were not present in the VPM. The enhancement caused by synaptic summation might be explained by synaptic cooperativity (convergence of synaptic activity evoked by different whiskers). On the other hand, multiwhisker suppression of the long-latency responses might be due to an increased recruitment of inhibition in the cortical network.

An alternative hypothesis that might explain the cortical mechanisms of amplification of the global direction selectivity is related with the second somatosensory cortex (S2). S1 and S2 are closely connected, and the latencies in which the responses arrive to S2 are compatible with the latencies in which the whiskers are stimulated (Benison et al., 2007; unpublished preliminary data from the team). We could test this hypothesis by recording the responses to the moving bar protocol before and after the inactivation of S2.

The same reasoning can be done for the primary motor cortex (M1), as sensory related activity reaches M1 within 8-10 ms (Ferezou et al., 2007) and there are monosynaptic projections that go back to S1, mainly to L1 synapsing with tuft dendrites of pyramidal neurons (Mao et al., 2011; Petreanu et al., 2012). Thus, within 16-20 ms tactile related activity coming from M1 could reach S1, compatible with the latencies of our stimulation protocol.

Indeed, the neurons in S1 that project to M1 show different membrane dynamics than the ones that project to S2, suggesting a different functional role of these projections: M1-projecting neurons are well-suited for stimulus detection, while the S2-projecting neurons might serve to encode object features (Yamashita et al., 2013; Clancy et al., 2015). Following this reasoning, S2 would be more likely than M1 to participate on the cortical amplification of global direction selectivity.
Part IV – Discussion
IV.4 Read-out: Advantages of direction selectivity maps?

The cortex extracts and amplifies features from the vast amount of information available to our senses. In higher mammals, stimulus representations are distributed in hierarchically arranged cortical areas, which process different features of the sensory scenes and integrate them in a progressively abstract manner. Conversely, in rodents, primary sensory cortices might present several multiplexed representations of the stimuli features (Estebanez et al., 2012). The cortical circuits might share the same general principles of cortical processing for the different sensory modalities, suggesting that they might share also similar organization strategies. For a further reading on this subject, see the review of (Harris and Mrsic-Flogel, 2013).

One role of intracortical connections might be to amplify thalamocortical input (Hull et al., 2009), although (Bruno and Sakmann, 2006) argued that synchronous TC input is large enough to drive the cortex and would not require any amplification. The preference to certain features of the stimulus found in the cortex could thus originate from the thalamus. We know that intracortical connections are not randomly organized, as the connection probability between supragranular nearby excitatory cells is higher for neurons that respond to similar features (e.g. direction selectivity), even if they are in distant regions (Gilbert and Wiesel, 1989; Ko et al., 2011). In contrast, local excitatory connections onto inhibitory interneurons are unrelated to feature preference (Bock et al., 2011; Hofer et al., 2011). This connectivity results in a recurrent excitatory subnetwork, which boosts sensory responses to certain preferred features.

In the visual cortices of cats and monkeys, the feedforward thalamocortical drive is amplified by a local recurrent intracortical loop that preserves the retinotopic mapping of visual inputs onto the cortex (Bringuier et al., 1999). Orientation preference is functionally and spatially organized as iso-orientation domains arranged as pinwheels (Bonhoeffer and Grinvald, 1991; Ohki et al., 2005; Blasdel, 1992). Within this organization the subthreshold tuning is sharper as neighboring neurons share the same orientation preferences (Figure 34), only at the center of the pinwheel the tuning will be broader (Schummers et al., 2002). An
important aspect of this organization is that both the excitatory and the inhibitory cells will be tuned to a certain orientation.

In the case of the visual system of the rodents, the primary visual cortex (V1) has a smaller volume and the representational maps are not present (Figure 34). Excitatory cells spatially distributed in a salt-and-pepper manner will have a broader subthreshold tuning, as the neighboring excitatory cells are likely to have different orientation tunings. Although, as already mentioned, the excitatory cells that share similar tuning are more likely to be synaptically connected (even through long-range connections) making the firing rate of these cells sharply tuned. Inhibitory cells embedded in this network will receive input from the surrounding excitatory cells which will have a large variety of orientation tunings, resulting in a broad inhibitory tuning. Remarkably, even if the mapping (e.g. a pinwheel) is not present, the final output of the cortex can be highly selective, as it has been observed in the visual system of the squirrels (Van Hooser et al., 2006), suggesting that mapping is not essential for accurate sensory function.

The barrel cortex of the rodents also covers a smaller cortical volume than the cat or primate visual systems. Hence, a higher processing of stimulus features, such as global direction selectivity, might occur in areas tightly connected with the barrel cortex, like S2 or M1, or another alternative could be that neurons within the barrel cortex code this higher order features. Indeed in our team, Jacob and colleagues showed that cortical neurons present direction selectivity to both the local deflection of the whisker and the global deflection of all the vibrissae. Moreover, these direction preferences are not correlated, meaning that the same neurons are able to code two different features of the stimulation through different mechanisms.

In our experiments of global motion (N=8) we used a direction of local whisker deflection that was the same for all the whiskers: on half of them (N=4) it was towards caudal and on the other half towards rostral directions. When computing the global direction selectivity for each group, the proportion of barrel columns with significant direction selectivity was lower than if taking all the experiments together, mainly given the reduction on the analyzed sample number. However, for the barrel columns that presented significant direction selectivity in both groups, the global directions had a similar distribution and were biased to caudoventral directions. In order to get rid of any effect that the local
Part IV – Discussion

The direction of deflection of the vibrissae might have on the preferred direction of global deflection, we could run a similar protocol but with randomized local deflection directions for each whisker. In any case, these findings support our hypothesis that there are multiplexed representations of the stimuli on the barrel cortex.

As mentioned before, global direction selectivity is already present in the VPM, and thalamocortical projections convey this information to the cortex where it is sharpened (Ego-Stengel et al., 2012). One can hypothesize that, similar to the rodent visual cortex, this amplification process might be due to a recurrent excitatory subnetwork that could link neurons sharing similar preferences to a certain global direction. Thus, the subnetwork should contain long-range connections in order to link the global direction selectivity inherited by the thalamocortical projections of the different whiskers. We were interested in studying whether these multiplexed representations were spatially distributed in the cortical surface. With VSD imaging, we recorded responses that were likely coming from subthreshold dendritic activity of L2/3. We showed that both local and global direction selectivity were spatially distributed; however these selectivities might correspond to the subthreshold tuning.

It would be interesting to investigate whether the selectivity of the firing rate of the recorded population of neurons follows a similar spatial organization. A way of doing this would be to apply the same global motion protocol recording the suprathreshold activity by doing wide-field calcium imaging of the barrel cortex. Ai95D mice, a genetically modified strain that express GCaMP6f calcium indicator under the control of Cre recombinase, can be crossed with mice expressing Cre recombinase in cortical excitatory neurons (Emx1<sup>Cre</sup>). With an appropriate set of filters, we would be able to record both VSD and calcium signals on the same animal.

An alternative way would be to couple the VSD imaging experiments with extracellular recordings of the cortical activity. By relating the VSD fluorescence signals with the spiking pattern of the neurons, spiking zones can be delimited from the high-amplitude VSD imaging signals (Jancke et al., 2004). By using one of these experimental approaches we might be able to compare spatial organization of the sub- and suprathreshold global direction selectivity in the mouse barrel cortex.
But what are the advantages of such spatial organization? By having a circuit of long-range connections distributed along the barrel cortex, whenever new whisker information arrives to the barrel-related column, it could be highly influenced by contextual information that was present a few tens of milliseconds earlier in the surrounding whiskers. We showed here that it is indeed the case in the barrel cortex. In fact, for the eight directions of global stimulation, the whiskers were deflected for the same amount of time, and with the same stimulus shape; however the amplitude of the responses were different depending on the stimulation sequence. The only thing that varied was the contextual information before the deflection of a certain set of whiskers, and intracortical connections are likely to provide this contextual information.
Figure 34: Relationship between feature mapping and coding in the visual cortex of the rodent and cat

A: Non-topographic arrangement of orientation preference in rodent V1 contrasts with spatially contiguous arrangement of orientation preference in cat V1.

B: In all cases, principal cells receive inputs preferentially from neurons with similar feature preference.

C: Incomplete functional specificity of connections for non-mapped features such as orientation in rodent V1 leads to broader subthreshold tuning. This is converted to sharp tuning of firing output by nonlinear neuronal amplification and synaptic inhibition.

D: Inhibitory interneurons receive dense and unselective input from all neighboring neurons.

E: The inhibitory and excitatory synaptic inputs received by a principal cell are both strongest for the same preferred stimulus, but inhibition is more broadly tuned than excitation, leading to sharpened tuning of spiking output.

From (Harris and Mrsic-Flogel, 2013)
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IV.5 Sensory expectations

At odd with other sensory systems, the whisker system of the rodents is discrete from the periphery (the whiskers) up to the cortex (the barrels). In fact, the discreteness is not just spatial; it is also temporal as whisking produces repetitive whisker deflections when contacting an object. Thus, is the perception of the whisker space also discrete or is it perceived as continuous? The Gestalt theory proposes that perceptions are not isolated; we rather obtain a global perception of an object by combining all its perceptive attributes such as color, texture, shape, borders, etc., this makes the perception of an object invariant. Indeed, Gibson showed in humans that when presenting an object into different places of the palm of their hand, their perception was invariant to the location where the object was placed (Gibson, 1962). Moreover, in humans the haptic behavior is also discrete: when we walk in the dark we might touch a wall with our fingers, however, we perceive it as a whole.

In the visual system, a discrete sequence of stimulations in a spatiotemporal order can generate the perception of an apparent movement (Cavanagh et al., 1989), similar to what happens every time we watch a movie in the cinema. The apparent motion can be generated by many different stimuli, depending mainly on the time interval and the spatial distance of the stimulations; for instance, in the “line-motion” illusion a square is shown first followed by a flashed bar, which is perceived by the subjects as a line drawing (Hikosaka et al., 1993; Jancke et al., 2004). The study of Jancke et al. (2004) used this illusion in the anesthetized cat, showing that the spread of subthreshold activity evoked by presenting the first square could not be differentiated from the subthreshold activity evoked by the presentation of the real line drawing. They showed that the first square evokes a rapid spread of low-amplitude activity, but the high amplitude zone (spiking zone) followed the temporal dynamics of the moving bar, suggesting that an onset of any stimulus will create an intricate spatiotemporal pattern of spread of the subthreshold activity which might serve to perceive a motion.

When sequentially deflecting the whiskers we can hypothesize that two mechanisms occur: an early facilitation and a later suppression of the responses. According to Drew and Feldman (2007), suppression occurs with inter-arc deflection delays longer than 5 ms, and is maximal at 20 ms. Given that our interwhisker interval was 10 ms we expected to see suppressive responses. We can interpret a fast spread of activity as an anticipatory
mechanism, in which future locations of the arrival of thalamic inputs are pre-activated and then will be suppressed. In fact, in our experiments we showed that the activity from one barrel-column spreads to a neighboring one faster than the stimulation protocol, in other words, the barrel-related column is already active even before the deflection of its corresponding whisker. In agreement with this hypothesis, we also see that the responses to the neighboring arc/row were highly suppressed (see Figure 31). Hence, the lateral spread of the cortical activity would determine the integration area of the thalamocortical inputs.

IV.5.1  Direction selectivity in the awake mouse

As mentioned in the Part II, when the animal is whisking, the evoked responses to a whisker deflection are smaller and do not spread as much as when the animal is quiet. The reasoning then would be that in our anesthetized approach responses would be bigger and spread more than when the animal is awake and behaving, questioning the existence of global direction responses in the awake animal. However, even though the cortical responses might be larger in the anesthetized mouse, it should not affect the calculation of the global direction selectivity as it is a relative measure. Nevertheless, it is of our interest to study how these responses might differ in the awake animal, which is feasible in our experimental set-up. An extra step would need to be added: cutting the facial nerves branches in order to prevent whisking when running the protocol. The ramus temporalis, ramus zygomatico-orbitalis and ramus buccolabialis-superior together with the dorsal branch of the buccolabialis-inferior of the facial nerve would need to be transected in order to cut off inputs to both intrinsic and extrinsic muscles (Dörf, 1982).

In addition, the awake configuration will allow us to study another interesting aspect: whether the mouse uses or not the global information in a behavioral task.

IV.5.2  Why a directional anisotropy?

But why are the caudal and ventral the two global directions of stimulation that elicit the biggest responses in the majority of the barrels? One might expect that the caudal direction could be more represented as when the animal encounters an object or is walking
along a corridor with a thigmotactic behavior; its whiskers are bent towards this direction. In addition, the preferred local direction of deflection is on the caudo-rostral axis. Why the ventral global direction gives a highest response is more difficult to explain. In fact the opposite results might be more intuitive: when walking the animal might encounter small obstacles in the floor, and the whiskers are bent on the dorsal direction, resulting in a bigger salience of this direction. However the ventral global direction is more represented. When looking to a running mouse’s profile, one can see that the rows do not lie along the horizontal axis. Figure 35 shows snapshots of four high-speed videos where we recorded an adult naïve mouse running along a corridor (3.5 cm width). The snapshots reveal that the rows of the whiskerpad are not parallel to the dorso-ventral axis, and also that the whiskers are very protracted in all the cases. With such head position, the global direction of deflection of the whiskers is in the caudo-ventral axis. These preliminary observations suggest that the higher cortical representation of global caudo-ventral stimuli could reflect adaptive plasticity mechanisms leading to a higher sensitivity to the most frequent nature of the encountered stimuli. Further study of the mouse natural behavior and natural statistics might therefore be useful to understand the emergence of global direction selectivity.

Indeed, given that the intrabarrel direction selectivity maps emerge late in the development of the rats, and are likely to be shaped by experience-dependent plasticity (Kremer et al., 2011), we hypothesize that the same might happen to global direction selectivity maps. Further quantifications should be done in order to make a better estimation of the correlation between the angle of the head position and the preferred global angles of each barrel column.
Figure 35: Head position of a mouse while running along a corridor.

The four panels correspond to snapshots of four movies of a mouse running through a 3.5 cm-width corridor. Since the implantation of the whiskers is not easy to determine on such high speed video frames, we compared these images with a high resolution photograph of a mouse with a shaved snout (inset, red dots have been placed on the C-row-whisker implantation sites). The mouse profile delineated in light blue from this photograph has been overlaid on the video snapshots to indicate the approximated position of the row C of the whisker pad.
IV.6 Conclusion

In summary, the main finding of this work is that the selectivity to the direction of local and global whisker stimulations are spatially distributed in the mouse barrel cortex, supporting the hypothesis that multiplexed representations of the stimuli can be found within this cortical volume.

Still, the questions of how these representations are read out, and whether this information is used by the behaving mouse, remain open. Indeed, when the mouse explores an object information coming from S1 and other areas, such as M1 and S2, is integrated with information coming from other sensory modalities, generating a more robust representation of it. Human beings go even further in abstraction by attaching to these perceptions a concept, a word.

Then, we might go back to the beginning of this thesis and re-ask the question: what is reality? Even though this work helps to further understand tactile sensory processing, we are still far from finding an answer to this question. Perhaps, as Nietzsche said, «There are no facts, only interpretations», and we can only know reality by studying how we interpret it. Or, perhaps, we will never find an answer to it. But aren’t the unanswered questions the driving force of research? In my opinion, is worth it to keep trying.
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